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In many different fields the computer has gradually become an established and familiar tool.

The more we come to rely upon it, however, the more one particular aspect gains in impor-_
tance: reliability. A computer failure can soon become very expensive and cause a great deal
of inconvenience, or may have even more disastrous consequences. A typical, fairly recent

application of computers in which great reliability is required is in telephone exchanges. On
average, in a period of 40 years, a computer-controlled exchange should not break down more
than once and should not be completely out of action for more than two hours. This
requirement cannot be met without making special provisions in both the hardware and the
software. At Philips Research Laboratories a new method known as the ‘(4,2) concept’ has
recently been developed for building reliable (‘fault-tolerant’) computer hardware. The
Philips Telecommunications Division is now studying the suitability of this concept for appli-

cation in-.computer-controlled exchanges.

Introdﬁction

Without computers there would be no space vehicles,
certain chemical production processes could not be so
accurately controlled and data processing in an airline
reservation system would not take place so smoothly.
These are just a few current examples of applications
where the computer has proved its worth and which
would be almost inconceivable without it. But in spite
of the impressive performance of computers, seeming
at times to outstrip the human brain itself, the com-
puter is and remains a machine, consisting of a large
number of components each with its own probability
of failure. When we use a computer, therefore, we do
well to look in advance at what can go wrong if the
computer should fail, and to take any necessary pre-
cautions. In some cases the consequences of failure
are so serious (human lives might be at stake), that
failure must be avoided at all costs. Every effort is
then made to design the computer in such a way that
an internal fault does not perceptibly upset the opera-
tion of the system. In such cases a computer or com-
puter system is said to be ‘fault-tolerant’.

Ir Th. Krol is with Philips Research Laboratories, Eindhoven.

An illustrative example is to be found in the flight
control of the American space shuttle. Five computers
are available on the shuttle, one of them acting as a
standby. The other four monitor each other continu-
ously, bit by bit. In addition the synchronicity of the
computers is checked 500 times a second. The moment
one of the four indicates any deviation, it is automatic-
ally switched off. The other three carry on as usual. If
another fault is detected later, a warning is signalled
to the crew, who must then decide whether to switch
over to the standby. All this takes place without
interrupting the flight control.

A solution as rigorous as this will generally be too
expensive. The introduction of the additional hard-
ware also calls for expert knowledge: any increase in
the hardware obviously increases the number of pos-
sible internal defects and hence the protection re-
quired. Consequently there are various possible ways
of increasing the reliability of a computer system. The
most direct method is to use components that possess
the greatest possible intrinsic reliability. In general
this is only feasible during the original design phase of
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the system. In many professional applications, how-
ever, this does not give adequate results. The reliabil-
ity can then only be increased by adding extra (‘redun-
dant’) components; in normal circumstances they are
not required for performing the actual function and
serve merely to reduce the consequences of faults. The
concept of redundancy is a familiar one in daily life:
cars have spare wheels to minimize the delay due to
punctures. From this example and from the previous
one of the space shuttle we may also note, incidentally,
that the concept of reliability, as used in this article,
has a much wider significance than fault tolerance
alone. A spare wheel cannot keep the car in operation
if a tyre develops a puncture; all it can do is reduce the
unwanted delay. In a truly fault-tolerant system a
component can be repaired or replaced without any
interruption in the normal operation of the system.

Strictly speaking, the refiability R(t) of the system is defined as
the probability that the system will continue to operate correctly
after a time #, provided that the system was in perfect condition at
t = 0. In the wider sense of the word as used in this article, reliabil-
ity also comprises the aspects of fault tolerance and availability. A
system has fault tolerance if it continues to operate correctly as long
as the faults occurring within the system are of a predefined nature
and extent. Availability is defined as the proportion of a given
period in which a system functions correctly.

In modern telephone exchanges all the important
functions, such as connecting subscribers, generating
various signals (dialling tones, ringing or waiting
tones, busy tones) and metering are controlled by a
computer. The reliability of the computer largely de-
termines the quality of the entire telephone service.
Existing methods of maximizing this reliability are
based on duplication or triplication of all the com-
puter hardware.

In our studies of advanced telephone exchanges we
have recently developed a new method that we call the
‘(4,2) concept’. A computer system built on this
scheme is proof against practically all faults that
might introduce confusion in an ‘ordinary’ computer.
The occurrence of a fault for whatever reason (e.g.
because of a defective transistor on a chip or because
of a transient signal distortion due to noise) is sig-
nalled but does not affect the correct operation of the
system. In the (4,2) concept the central processor part
is quadrupled with respect to the non-fault-tolerant
computer, but the memory capacity is only doubled.
This scheme is particularly suitable for applications in
which a relatively large memory capacity is required
and the availability must be high. In this respect it
compares favourably with methods such as triple
modular redundancy.
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In this article we shall first. consider the existing
methods of duplication (dual hot standby) and tripli-
cation (triple modular redundancy) of computer hard-
ware. Next, the new (4,2) concept will be introduced,
with a discussion of the principles, the special en-
coding rule adopted and the circuits for encoding and
decoding. In passing we shall also deal with associated
subjects such as data input and output, clocks and
synchronization. Finally we shall show how the (4,2)
concept may be regarded as a particular case of the
general (n,k) concept.

Fault-tolerant computers

The basic architecture of a computer is shown in
fig. la. It consists of a central processor, a memory,
an input unit and an output unit. Bétween the various
units there are connections for the transfer of data
words (continuous lines) and for control (dashed
lines). For our present purposes we shall confine our-
selves to the combination of memory and central pro-
cessor; fig. 1b. This combination occupies a place of
central importance in the total operation of the com-
puter. It also constitutes a distinct section that can
easily be extended later by input/output units. For
convenience we shall provisionally assume that all
data words consist of 8 bits.

A notion that plays a leading part in fault-tolerant
systems is the ‘fault-isolation area’. Inside a fault-
isolation area of a system faults may be interdepen-
dent, but its operation is unaffected by faults in other
fault-isolation areas. The division into fault-isolation
areas implies certain restrictions for the interaction
(e.g. data exchange) between these areas. A complete
fault-isolation area is always said to be either faulty or
not faulty. It does not matter whether there is one
single cause or a combination of causes.
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Fig. 1. a) Basic architecture of a computer with no special provi-
sions for increasing the reliability. / input device, CPU central pro-
cessor (or central processing unit), M memory, O output device.
The continuous lines are the interconnections carrying the actual
information (the data); the dashed lines carry the control signals.
b) Simplified model used here as the basis for the treatment of a
fault-tolerant computer. The data consists of groups (words) of
8 bits which are transferred in parallel. This is indicated by a small
oblique stroke and the number 8.
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Dual hot standby

In telephone exchanges the reliability of the extrem-
ely important control computer is often increased by
duplication, referred to as ‘dual hot standby’; see
fig. 2. Two identical computers then execute the same
program simultaneously and each forms a fault-isola-
tion area. At a suitable point, for example in the bus
carrying the data flow from the memory to the central
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Fig. 2. Computer system with increased reliability, based on dupli-
cation (dual hot standby). Two identical computers execute the
same program simultaneously. The two data flows from the mem-
ories M to the central processors CPU are continuously compared
in the circuit COMP. Any discrepancy between them is signalled to
the CPUs, which use a special diagnostic program to try and locate
the fault. In this configuration faults are detected with practically
100% certainty if the probability of the same fault occurring in
both machines simultaneously is negligibly small. This does not
imply, however, that faults can be /ocared with certainty. 7 and 77
represent fault-isolation areas, which we call ‘slices’.

I g m
M M M
) e 1 - 1 S—
1 1 ]
1 [} ]
[} 1 ]
! at s : 8y 8, | 8y s
[} i [}
] 1 ]
- Im B
4 cPU Ly cPU L4 cPU
1 1 !
ERM v ] (Er v | ERN v ]
8,
5
5

Fig. 3. Fault-tolerant computer system based on triplication (triple
modular redundancy). Three identical computers now perform the
same program simultaneously. The three data flows from the mem-
ories M (0 the central processors CPU are compared with each
other in the decision circuits (voters) V. These circuits take a
majority decision (vote) on the correct signal based on the three
input signals, and also report any discrepancy detected in the input
signals, thus indicating a fault. This information is stored in the
error registers ER, whose contents are regularly checked by the cen-
tral processors. /, /7 and /I] are fault-isolation areas (or slices).
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processor, the signals in the two computers are con-
tinuously compared. This makes it practically 100%
certain that any faults will be detected, provided we
may assume that the probability of both machines in-
curring the same fault simultaneously is negligible. A
disadvantage of this method is that, at the moment
when a fault is detected, it is not clear which of the
two machines is responsible. This will have to be de-
termined in some other way. In one possible proce-
dure, as soon as a fault is detected, it is reported to
both central processors, which immediately stop the
user program to check their own operation. Two evi-
dent disadvantages of this method are:

¢ the user program must be designed in such a way
that it can be interrupted at any moment;

e a transient fault cannot be detected in this way,
although it may have caused a permanent change in a
memory.

There.is often an easy way of alleviating the difliculties of diag-
nosis. All data words can be given a parity bit, for example. Now if
different signals appear in the two computers it is often possible to
tell which computer has failed from a parity check of the data
words.

Triple modular redundancy

A method that works better than dual hot standby
is triplication, or ‘triple modular redundancy’; see
fig. 3. Here three identical computers are used in par-
allel as three fault-isolation areas. Each computer has
a decision circuit that compares its own data with the
data from the two other computers. A majority deci-
sion determines which data is correct. If the decision
i1s not unanimous, this is recorded in a special error
register as an indication that a fault has occurred. The
contents of these registers are checked regularly by the
central processors, which determine whether a fault
has occurred and if so where. In this way we have ob-
tained a real fault-tolerant computer which continues
to operate correctly, provided any faults are con-
tained within a single fault-isolation area. Disadvant-
ages of this scheme are that it requires more than
three times the hardware and many interconnections
between the computers.

The (4,2) concept
Principles

In the methods we have so far considered the in-
creased reliability is achieved by duplicating or tri-
plicating a// computer activities in identical hardware.
For the operations carried out in the central proces-
sor, which are many and varied, thisis in fact the most
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suitable method. The situation is entirely different,
however, for operations that merely comprise the
simple storage or transfer of information. Here the
information is not altered by the operation, and any
change that does occur is the result of a fault. We can
establish the occurrence of such changes by making
use of the extensive knowledge of error-detecting and
error-correcting codes (11121 now available, and for
certain applications this will give a much more efficient
solution. This is the idea behind the (4,2) concept.
With a computer architecture based on this concept,
fault tolerance is achieved by:

e quadrupling the central processor;

e protecting the memory functions by applying an
error-correcting code, with only a duplication of the
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(4,2) concept. This will be discussed in more detail
later. The encoded information is stored in the mem-
ories, each memory being offered, in general, a differ-
ent 4-bit word and no single memory receiving suffi-
cient information to enable it to recover the original
8-bit data word. When the CPUs call information
from the memories, identical decoders (DEC) in each
of the four slices derive an 8-bit data word from the
combined information delivered by all four memories.
Provided any faults, whatever their nature, are con-
fined to one slice, that slice will be positively identified
in the decoding. The normal operation of the com-
puter will not be affected, however. The occurrence
of a fault, just as in the triple modular redundancy
scheme, is recorded in an error register ER.
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Fig. 4. Fauli-tolerant computer based on the (4,2) concept. The complete system comprises four
slices /, 11, I1I and IV. Each of these slices consists of a central processor CPU, a memory M, a
decoder DEC and an error register ER, which are identical in each slice. Each slice also contains
an encoder (CODI to COD4); the encoders taken together incorporate one particular encoding
rule, but are all different trom one another. The contents ot the four memories at any instant are
therefore also different. The input signal (o each encoder consists of eight bits (always the same
for each encoder if there are no faults), while the output signal consists of four bits and is different
for each encoder. Because of this reduction the (4,2) concept only requires duplication of the
memory capacity compared with the original, non-tault-tolerant computer.

total memory hardware required. (Later we shall also
see that data transfer to and from the input/output
devices can be protected in a similar way.)

The basic architecture of such a computer is shown
in fig. 4. There are four fault-isolation areas, which
will be called ‘slices’ from now on, each containing an
identical central processor (CPU) and an identical
memory (M). Provided no faults occur, each CPU de-
livers the same 8-bit data word. From this a different
4-bit word is derived in each slice by the four different
encoding circuits (CODI to COD4). Together these
four circuits incorporate a carefully selected encoding
rule, which determines the particular features of the

To achieve fault tolerance it is not necessary to check the control
signals as well (e.g. the address or read/write instructions to the
memories) in each slice. Errors in the control signals will show up
sooner or later in the data words, which are checked.

The error-correcting code used for the (4,2) concept
is rather ingenious 181 a5 the following illustration
shows. If faults occur in one of the slices, that slice
is then negated by the other slices (it is said to be
‘erased’). In these circumstances the other three slices
are still able, however, to correct a number of less
serious but fairly frequent errors and hence continue
to operate correctly.
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The encoding rule

In the example given in fig. 4 the 8-bit output data
word from the central processors is converted into a
16-bit code word in the encoders; four of the bits in
this code word are calculated in each slice and stored
in a memory. In the decoders the four groups of four
bits are again interpreted as one 16-bit code word, from
which the 8-bit data word has to be recovered. In de-
ciding on the encoding rule the starting point was that
the decoders should give the correct result provided
any errors are produced in a single slice only. This
means that we have to regard the groups of four bits
that come from each slice as an entity or ‘symbol’.
We can thus choose a code in which the code words
consist of four symbols and which can correct one in-
correct symbol per code word (no matter how many
bits of that symbol are incorrect). Since in this ap-
proach one symbol consists of four bits, we must con-
sider the 8-bit data word from which we started as two
symbols. The encoding thus converts {wo- symbols
into four symbols. This is referred to as a (4,2) code,
and it is this terminology that led to the name ‘(4,2)
concept’.

In general an error-correcting code in which & in-
formation symbols are converted into one code word
of n symbols by the addition of n-k parity symbols is
referred to as an (n,k) code. An important concept in
such codes is the ‘distance’ d between two code words
chosen at random. The ‘distance’ is the number of
corresponding positions that have different symbols in
the two code words. The minimum distance dm is the
lowest value of d that can occur in a particular code.
From the theory of error-correcting codes 41181 it is
known that relations exist between dm and the cor-
recting properties of a code on the one hand and be-
tween dm and the required number of parity symbols
n-k on the other. If we wish to correct ¢ random sym-
bol errors, then we must have:

dm =2t + 1.

If, however, we wish to be able to correct ¢# random
symbol errors, while at the same time there are u other
known symbols that are incorrect (erasures), then we
must have:

dm>2t+u+l

Furthermore, we have as a general rule (the ‘Singleton
bound’):

dmgn—k‘l‘l

If in this expression the equals sign is applicable for a
particular code, we then have an optimum code or an
MDS (Maximum Distance Separable) code, because
we have the minimum number of parity symbols for
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a given dm. The number of symbols added to the
original information symbols during encoding is then
as small as possible.

The class of MDS codes includes the established Reed-Solomon
codes (RS codes) and a large number of codes derived from them,
such as Extended RS codes and Shortened RS codes.

If we wish to design a fault-tolerant computer with
n fault-isolation areas (slices), in which any single slice
may fail, we can start from an (n,k) code with t = 1,
dm > 3 and (n-k) = 2. The optimum case is obtained
with an (n,n-2) code of the MDS type. The (4,2) code
used in the (4,2) concept also belongs to this class,
with n = 4 and dm = 3.

Let the number of bits forming a symbol be s. From the theory of
error-correcting codes [51 it is known that an MDS code does not
exist for every combination of s and n. Although no general proof
has yet been given, there are strong indications, based on a large
number of known cases, that an MDS code of practical value
requires the condition

s = loga(n — 1).

For the code used in the (4,2) concept we have n = 4,so thats > 1.6.
With the actual value s = 4 we are well above the minimum. An
older version of the (4,2) concept used s = 2. In that case we had a
(4,2) code in which two 2-bit symbols were encoded into four 2-bit
symbols. 1n each encoding or decoding operation four data bits
were thus simultaneously encoded or decoded. However, since we
started with data words of eight bits it was necessary to perform
two encoding or decoding operations in parallel for each data
word. Each slice therefore contained two encoders and two de-
coders. The advantage of this was that two decoders for a (4,2)
code with s = 2 required much less hardware than one decoder for a
(4,2) code with s = 4. A disadvantage of the solution with s = 2,
however, was that the error-correcting properties were not so good.
Our eventual choice was therefore s = 4.

Galois fields

In the literature on coding special methods of cal-
culation for code analysis are described that are based
on ‘Galois fields’. A Galois field consists of a finite
number of different elements, whereas conventional
algebra embraces an infinite number of different ele-
ments (= numbers). All arithmetical operations, such
as addition, subtraction, multiplication and division,
that are carried out in a Galois field are defined in

(11 R. C. French and P. J. Mabey, Error control in mobile-radio
data communication, Philips Tech. Rev. 39, 172-182, 1980.

21 H. Hoeve, J. Timmermans and L. B. Vries, Error correction
and concealment in the Compact Disc system, Philips Tech.
Rev. 40, 166-172, 1982.

[8]1  An essential contribution to this work was made by B. J. Vonk,
Philips’ Telecommunicatie Industrie, Hilversum.

41 S, Lin, An introduction to error-correcting codes, Prentice-
Hall, Englewood Cliffs 1970.

51 F. J. MacWilliams and N. J. A. Sloane, The theory of error-
correcting codes, North-Holland, Amsterdam 1977.
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such a way that they always yield an element from
that same field. In calculations on codes in which the
code words are built up from symbols of s bits the
Galois field with 2° elements is used, represented by
GF(2%). Each of the 2° elements corresponds to a par-
ticular symbBl, i.e. to a particular combination of s
bits. Each element (with the exception of the ‘zero ele-
ment’ ) can also be represented as an integral power i
of a (i.e. as &) with i=0,1,2,...,2° — 2. The
quantity « is an element from GF(2°) with the special
property that the integral powers referred to here cor-
respond exactly to all the possible elements from
GF(2°) that differ from the zero element; « is called a
primitive element. Table I lists the elements of the field
GF(2%), which is of most interest to us, in both nota-
tions. The notation using the primitive element is
more suitable for theoretical treatments, and the re-
presentation in the form of 4-bit words is particularly
suitable as a starting point in the design of encoding
and decoding hardware, which is usually based on
binary logic circuits.

The relation between the two notations in Table I can be uniquely
described by a polynomial P(a). The same polynomial also indicates
the interrelations between the different powers of the primitive
element a. For the table given here the associated polynomial is
P(@) = a* + a + 1. Formally, Table I gives all elements of GF(24),
generated with a* + & + 1 = 0. A more detailed description can be
found in the literature on Galois fields [4115],

The most commonly used error-correcting codes are
known as linear codes. A code of this type is used in
the (4,2) concept. Its encoding rule can be represented
by means of a matrix. For the notation of this genera-
tor matrix, as it is called, the primitive element a can
be used. For an (n,k) code we then obtain an nxk
matrix G, which precisely defines how every k data
symbols are encoded into the n symbols of the cor-
responding code word. To find a code word it is only

" necessary to perform a matrix multiplication of G by
a column vector consisting of the k data symbols writ-
ten as powers of a. The n symbols of the code word
are then found similarly as powers of «. For our (4,2)
code with 4-bit symbols

a® 0

9 o
a7 all
all a7

where @ is a primitive element of GF(2*) and 0 is the
Zero element.

It is also possible, however, to give for the same
code a generator matrix G’ that contains bits only
(‘ones’ and ‘zeros’). This matrix G' indicates how the
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Table 1. The 16 different elements of the Galois field GF(2*) shown
as a combination of 4 bits and (except for the ‘zero element’ @) as
an integral power of the primitive element a. The exact connection
between the two notations can be uniquely described by a poly-
nomial P() (here the polynomial is P(a) = a* + & +1). The
quantity &9 is often indicated by 1 (the ‘unit element’).

0000
1000
0100
0010
0001
1100
0110
0011
1101
1010
0101
1110
0111
1111
1011
1001
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encoder transforms each group of kXs data bits into
the nxs bits of the corresponding code word. In our
case G' would be a 16 X 8 matrix of ones and zeros.

The matrix G can be directly transformed into G'. In this case,
however, each element of G is replaced not by a single 4-bit com-
bination as in Table I, but by a 4 X 4 matrix. The conversion is made
with the aid of the ‘companion matrix’ of the polynomial of the
Galois field under consideration.

The encoders

In the (4,2) concept only one of the four symbols of
each code word is calculated in each of the four fault-
isolation areas (slices). Each of the four encoders in
fig. 4 can therefore be described by a 2 X 1 matrix G,
to G4, corresponding always to one row of G:

Gi=@" 90 ) G:=(® o
Gs = (@" a'?) Gs = (@' o).

For the same.reason we may divide G’, which con-
tains only zeros and ones; into four submatrices G1’
to G4’, each describing the encoder of one slice:

10000000 00001000
Gy = 01000000 Gy = 00000100
00100000 00000010°
00010000 00000001
11010111 01111101
Gy’ = 10111100 Gy = 11001011
01011110 11100101
10101111 11111010

Each of these matrices is really a compact way of writ-
ing four equations that give the relations between the



Philips Tech. Rev. 41, No. 1

eight bits d1, dz, . . . ds entering each encoder, and the
four bits ¢, cig, Cis, cia of the output (/ is the number
of the slice). The matrix G1’ means:

cu1=d1 c12 = de c13 = ds C14 = ds
and the matrix Go' means:
€21 =ds c22 =ds Cos = dv C24 = ds.

Also, from the matrix Gs’:

c31=d1 Pde Dds Dde Dd1Dds
cs2=d1 ®ds Dds Dds Dds
cszs=de Dds Dds Dde D
c3a=d1BDds Dds Dde Dd1 D ds

and from G4':

ca1=de Pds Dds Dds ©ds Dds
ci2=0d1 Dd: Dds ©di1Dds
ca3 =1 ®dz Dds Dds Dds
cuu=d1 ®d2Dds Dds Dds Ddn.

Here the sign @ indicates a modulo-2 addition, that is
tosay0P0=0,190=1,0pl=1and1 P1=0.
We now see immediately how to design the encoders
(fig. 5). CODI and COD2 are simply four straight-
through connections. For COD3 and COD4 we need
a number of modulo-2 adders (‘EXCLUSIVE-OR’
gates). These are just simple circuits.

4 CODi —o C;
DZ O

Fig. 5. Block diagram of the encoders CODI to COD4 for the (4,2)
concept. D; and D; are the data symbols, consisting of bits d; to dy
and d to ds. C; is the i'® symbol of the code word consisting of bits
¢i1 to cig. The circuits CODI and COD2 contain only four straight-
through connections. In COD3 and COD¢4 the bits of both data
symbols are used to calculate the bits of C3 and C4 by means of
modulo-2 adders.

The decoders

In decoding linear (n,k) codes we use the ‘parity-
check matrix’ H of the code. This is an (n-k)xn
matrix that is closely related to the generator matrix.
For our code the parity-check matrix H is given by

7 11 .0
a aa P
H= .
<a“ a’ 0 a°)

With the parity-check matrix we can compute a syn-
drome of n-k symbols from any group of # symbols.
If these n symbols form one code word exactly, then
the syndrome consists entirely of zero symbols. If this
condition is not satisfied, the syndrome will contain
other symbols. This occurs if for one reason or an-
other errors have occurred in the symbols of the code
word, or if the encoders in the different slices have
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not been supplied with exactly the same data symbols.
The main task of the decoders is to determine the
most probable error and to ensure that the correct
symbols will nevertheless appear at their outputs.
Fig. 6 shows a block diagram of the decoder for our
(4,2) concept. The four 4-bit symbols C1 to Cy, each
originating from one slice, are fed to the syndrome
circuit SYN, in which the syndrome consisting of
the symbols S1 and S is calculated. Next, the error
location and evaluation circuit ELE determines from
S; and S2 whether it must be assumed that errors have
occurred in C; to Cs. This is done in two stages: the
incorrect symbol is first located (error location) and
then the nature of the error is evaluated (error evalua-
tion). From the results of these operations the actual
correction circuit COR then derives the correct data
symbols D; and Dz. As soon as the circuit ELE
detects an error, the important information about the

Crog oD,
ooy COR '
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SN |g, | ELE ,
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Fig. 6. Block diagram of the decoder for the (4,2) concept. The
original data symbols D; and D, are recovered as accurately as
possible from the four symbols C; to Cs of the code word. First the
syndrome, consisting of two symbols, S; and Sz, is calculated in the
syndrome circuit SYN. The error location and evaluation circuit,
block ELE, uses this information to determine whether a particular
symbol is incorrect (error location) and if so, what the error is
(error evaluation). The actual correction of the error then takes
place in the block COR. Data on faults that have occurred are
stored in the error register ER. The contents of this register are
regularly called by the central processors. The block ELE can
operate in different modes, depending on the contents of the mode
register MR. (Note that ER is shown here as a part of the decoder,
although in fig. 4 it was shown separately for clarity.)

fault that caused the error (for example the slice in
which it has occurred) is stored in the error register
ER, where it remains available as the starting point
for further action (e.g. repair of the failed component
or subsystem). The operation of the circuit ELE
depends on the mode register MR, which indicates the
mode of the decoding process. The mode determina-
tion depends partly upon the error register ER, but
external intervention is also possible. This will be
examined more closely in the next section.

Modes in decoding

There are three distinct modes in decoding: -
¢ the random mode (the normal mode)
¢ the erasure mode
¢ the single mode.
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There are four types of erasure mode and six types of
single mode. '
In the random mode all the fault-isolation areas
(slices) are equivalent. As we have seen, in our code
we have a minimum distance dn = 3, so that the de-
coder can completely correct an arbitrary error in an
arbitrary symbol (¢ = 1). It can be shown mathematic-
ally 8], however, that our code can deal with even
more types of errors: if an error affects only one bit of
a particular symbol, it is permissible for a single ar-
bitrary bit to be incorrect in one of the three other
symbols at the same time ( fig. 7). This is very impor-
tant, because single-bit errors do frequently occur in
computer memories (they may even account for 90%
of the total) and are often a result of transient faults.

G C, Cs G
XIxIxIx] [T 171 LT [LITL
) LLIxT ] [I1T17] LLTT]
b [elelele] [TTT17] O] IO
¢ [elefelel [ele]ele] (117 [T 1]

Fig. 7. Types of error that do not affect the operation of a computer
based on the (4,2) concept. C1, Ca, Cs and C4 represent the 4-bit
symbols supplied to the decoder in each slice. An incorrect bit is in-
dicated by an X and an erased bit by an E. In the normal (random)
mode a single symbol may contain any number of incorrect bits or
two symbols may each contain one incorrect bit (a). In the erasure
mode a single symbol is completely erased and one incorrect bit
may occur in the other symbols (b). In the single mode two sym-
bols are erased. There must then be no errors in the remaining sym-
bols (c).

As soon as the decoder concludes, from the com-
puted syndrome symbols, that a particular symbol of
the code word contains an error that affects more than
one bit, the corresponding slice is erased and the de-
coder automatically switches into the erasure mode.
Since this mode may relate to any of the four slices,
there are four possible versions. From the theoretical
relation mentioned earlier, relating the minimum dis-
tance dm, the number of erasures # and the number of
correctable symbols ¢, we know that # = 0 in our code
* with dm = 3 and u = 1. In the erasure mode, there-
fore, our code is no longer able to correct an arbitrary
symbol error. However, it can be shown 8! that in the
erasure mode our special code does offer the possibility
of correcting an arbitrary single-bit error in one of the
three non-erased symbols (fig. 7). This is extremely
important because of the typical fault behaviour of
memories as mentioned above. On the other hand, if
more serious faults occur in the erasure mode, the de-
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coder is generally no longer able to correct the result-
ing errors, although it may well be able to detect their
occurrence and to report them to the error register
(fig. 6).

The single mode of the decoding process can only
be set up externally. In single-mode operation two
symbols are erased (fig. 7¢). This means that two slices
can be taken out of use, e.g. for repair or replacement.
However, the two remaining slices then no longer
have any error-detecting or error-correcting capacity,
and any fault that occurs may lead to observable mal-
functioning of the computer. Single-mode operation
is based on a typical general property of (n,k) codes
of the MDS type: with these codes, provided no errors
occur, the &k information symbols can be retrieved
from any arbitrary combination of k symbols in the
code word. In our (4,2) code we can therefore retrieve
the two original information symbols from any arbi-
trary pair of code word symbols. Since there are six
different pairs, this mode has six forms.

The property of MDS codes just mentioned may also be used as
the basis for the design of a decoder that differs to some extent from
fig. 6. In this scheme all six possible combinations of two symbols
of a presented code word are used for simultaneously calculating
the original data symbols from established rules as if there were no
errors anywhere. This gives six results that will all be the same only
if there have been no errors. In addition to this the parity-check
matrix is applied to determine the syndrome. From this informa-
tion and the knowledge of the mode in operation, the best choice is
then made from the six decoded symbol combinations. This design
is particularly attractive if the decoder is integrated on a chip. In
such an integrated circuit the decoding can be performed in an ex-
ceptionally short time. For example, we have designed a decoder
that can be made in CMOS technology and requires less than 170
nanoseconds for each decoding operation.

Input and output

So far we have concentrated our attention on the
heart of the computer: the combination of central pro-
cessor and memory. Inevitably every computer works
with a larger or smaller number of input and output
devices (fig. 1a). These have to be connected in some
way to the fault-isolation areas (slices) that we have
been considering in detail. One thing is paramount. A
defect in the input/output devices must never endanger
the proper operation of the vital fault-tolerant part of
the system; in other words it must never affect more
than one slice. There are many ways of setting up the
desired connections. The method chosen depends on
the nature of the hardware to be connected (this could
be a simple input/output device or another complete
computer based on the (4,2) concept) and on the de-
sired degree of fault tolerance. We shall illustrate this
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Fig. 8. Schematic representation of the way in which a single ter-
minal 7 can be connected to a computer based on the (4,2) concept.
The four slices are again indicated by /, //, /1] and /V. The terminal
receives control and data signals from only one slice, but conversely
sends all its output signals to all the slices.
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Fig. 9. Schematic representation of the method of interconnecting
two compulers, A and B, both based on the (4,2) concept. The
method also protects the signal transfer between the two computers
from the effects of certain faults. This can be done in various ways.
The computers may, for example, exchange exactly the same infor-
mation four times, or they may exchange signals encoded in the
same code as the one on which the (4,2) concept is based. The inter-
connections (signal buses) for signal transfer inside the computers
(blue) and between the two computers {(green and red) are separate
in this example.
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by two examples. Each slice (fig. 4) is considered as a
single entity requiring no detailed description. A very
simple case is illustrated in fig. 8. This shows a ter-
minal T in which no additional measures have been
taken to obtain fault tolerance, connected to a com-
puter based on the (4,2) concept.

The control and data signals for the terminal are
available in each slice, but the terminal can only re-
ceive these signals from one slice (slice /7). Informa-
tion from the terminal should be sent to each slice.
The control required within the slices for these opera-
tions is carried out independently in each slice so as to
prevent unwanted interactions. A consequence of the
scheme in fig. 8 is that the terminal can only be used
while there are no faults in slice 7V.

A quite different example is given in fig. 9, which
shows how two computers 4 and B, both based on the
(4,2) concept, can be interconnected as a fault-tolerant
system. Each slice can now send signals to all the other
slices and receive signals from them. The information
exchanged within either one of the computers is in
general completely different from the information ex-
changed with the other computer. For this reason the
transfer paths, called signal buses, are entirely sep-
arate. In this scheme signal transfer between the two
computers is protected against certain errors resulting
from failed slices, even though it is not yet established
exactly how this is done. It may be, for example, that
the computers exchange the same information with
each other four times, with a majority decision being
taken after reception. Another method is to exchange
signals encoded in accordance with the (4,2) concept
encoding rule, which are then decoded after recep-
tion. In this second case fewer symbols have to be
transferred than in the first case, but the operations
required are rather more complicated.

Clock and synchronization

Every digital computer carries out its sequence of
operations to the regular beat of a fixed reference,
called the clock. In a computer based on the (4,2) con-
cept all four slices have to operate in full synchronism.
The simplest way to achieve this is to supply them all
with the same clock signal, but since fault tolerance is
required this would not be advisable. Any defect in the
common clock-signal source could then put the whole
computer out of action. A multiple clock must there-
fore be provided (e.g. by giving each of the four slices
its own clock) and these four clocks must be syn-
chronized. The synchronization must also be fault-
tolerant, of course, so that one defective clock can

6] Th. Krol, The ‘(4,2) concept’ fault-tolerant computer, Digest
of Papers 12th Ann. Int. Symp. on Fault-tolerant computing
(FTCS-10), Santa Monica 1982, pp. 49-54.
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never upset the operation of the other clocks. Prob-
lems of this nature also occur when the entire fault-
tolerant system has been out of action or if a slice has
to be taken out of service temporarily. It is essential to
ensure that all the slices will come back into clock syn-
chronization. In general, however, this alone is not
sufficient. Since most computer operations require
more than one clock period, it is also necessary to en-
sure that all the slices start corresponding operations
in the same clock period. This means that a special
synchronization function is required, with extra hard-
ware as well as extra software. In this respect the (4,2)
concépt does not differ essentially from other methods
used to achieve fault tolerance.

Comparison of different methods

In conclusion, let us briefly consider the relative
merits of the (4,2) concept and its two closest rivals,
dual hot standby and triple modular redundancy. As
we have seen, dual hot standby does not offer true
fault tolerance, because the system only detects a fault
at first: normal operation must be stopped for fault
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cause single-bit errors — and this is by no means un-
likely — then our (4,2) concept is ten times as reliable
as triple modular redundancy (quite apart from the
improvement in reliability resulting from ‘the differ-
ence in memory capacity).

The main differences between the three methods
mentioned above are listed in Table II. The (4,2) con-
cept is especially suitable for applications in which a
relatively large memory capacity is required and where
availability is of the utmost importance. These cir-
cumstances are typical for computers used in tele-
phone exchanges, and these computers might be the
first to benefit from the advantages of the (4,2) con-
cept (718l

The (n,k) concept

The (4,2) concept based on the (4,2) code, as des-
cribed in the foregoing, is in fact only an example
of the general (n,k) concept based on an (n,k) code.
The familiar method of triplication of the hardware
(fig. 3) could for example be regarded as an applica-
tion of the (3,1) concept based on a (3,1) code. Since

Table II. Comparison of a non-redundant computer, with no special provisions for improving
reliability (see the column ‘Original’) and the same computer after application of dual hot stand-
by, triple modular redundancy or the (4,2) concept.

QOriginal | Dual hot | Triple modular | (4,2) concept
standby redundancy
Memory hardware (M) 1x 2X Ix 2%
Number of central processors (CPU) 1% 2x Ix 4x
Number of interconnections between M
and CPU (bus) 1% 2x Ix 2x
Complexity of encoder (number of logic
gates) — — — low
Complexity of decoder (number of logic
gates) — low low acceptable
Special software for locating fauits — yes no no
Degree of fault tolerance — — one faulty one faulty
slice slice
+
one single
bit fault
Suitability for processing transient faults — poor good good

diagnosis. With triple modular redundancy, on the
other hand, as with the (4,2) concept, one fault-isola-
tion area can fail completely without disturbing the
normal operation of the system. This alone indicates
that the (4,2) concept provides at least the same im-
provement in reliability as triple modular redundancy.
However, the (4,2) concept can also tolerate a large
number of defects that cause single-bit errors. If 90%
of all the faults are associated with the memory and

the coding corresponds simply to triplication of the
data word, no separate encoders are necessary; the
decision circuits V (voters) act as decoders.

If extremely high reliability is demanded of a com-
puter, the (8,4) concept might be used. With an (8,4)
code of the MDS type, the minimum distance is
dn =8 —4+1=35. By considering the properties
mentioned earlier of codes with a particular dm we
can deduce the extent to which the resultant computer
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Fig. 10. General representation of the /'" slice based on the (1,k)
concept for a data word length of / bits. An (n,k) code with sym-
bols of s bits is used, in which / is divisible by the product kXs, so
that / = pxkXs.

is fault-tolerant. In the first place we see that the com-
puter continues to operate correctly if errors are made
in two arbitrary slices (i.e. if # = 2). If, however, the
computer ‘knows’ that two slices are no longer to be
trusted and therefore erases them (i = 2), any one of
the other six slices can fail (¢ = 1) without affecting the
proper operation of the system. The reliability of this
computer based on the (8,4) concept is comparable
with that of a five-fold system. An important advant-
age of the (8,4) scheme is that it only requires fwice the
memory capacity of the non-fault-tolerant computer.
Furthermore, fewer interconnections between the
slices are required. On the other hand, it requires
eight times as much central-processor hardware, and
some hardware is also required for encoding and de-
coding. The relative importance of the various ad-
vantages and disadvantages depends on the specific
application.

The (4,2) concept for a computer with 8-bit data
words (fig. 4) can easily be generalized to the (n,k)
concept for a computer with a data word length of /
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bits. A computer designed on the basis of this gen-
eralized concept contains # slices (and hence » central
processors) and a memory n/k times larger than the
basic computer. In principle the design can be based
on any existing (n,k) code in which the symbols have
a length of s bits, provided / is divisible by the product
kxs. The quantity
l
k-s

indicates how many code words are necessary to re-
present the / information bits of one data word. A
computer of this type can thus be implemented by
providing each slice with p encoders and p decoders of
the original (n,k) code with s-bit symbols. It is also
possible, however, to regard all the p encoders to-
gether or the p decoders together as a single encoding
or decoding circuit for an (n,k) code with (pXxs)-bit
symbols. This approach is illustrated in fig. /0, which
shows a block diagram of one slice based on the gen-
eral (n1,k) concept for a computer with data words of
/ bits, starting from an (#n,k) code with symbols of
s bits. If the minimum distance of the code employed
is known, the characteristics of the resulting fault-
tolerant computer can be derived from the usual
rules.

{77 F, J. Schramel, A. W. van ’t Slot and S. H. Liem, The peri-
pheral conirol domain, an all-digital intelligent terminal for
subscribers and trunks in the PRX/D system, Proc. 10th Int.
Switching Symp. (ISS *81 CIC), Montreal 1981, session 34A,
paper 3 (9 pages).

81 R. H. Bourgonjon and M. J. Hock, The TCPI16, a fault-
tolerant control system for PRX/D, Proc. 10th Int. Switching
Symp. (1SS ’81 CIC), Montreal 1981, session 34A, paper 4
(6 pages).

p:

Summary. In certain professional applications, such as in telephone
exchanges, it is essential to make sure that a simple fault in the
hardware will not put an entire computer system out of operation.
The (4,2) concept is a new method of making such computers fault-
tolerant. The hardware is divided into four fault-isolation areas
(slices) and a special error-correcting (4,2) code is used. The en-
coding hardware is distributed among the four slices. During normal
operation one arbitrary slice may fail completely or a less serious
but more frequent type of fault may occur in two slices without
upsetting the operation of the system. Components may be repaired
or replaced without the need to shut down the computer system.
The (4,2) concept requires four times as much central-processor
hardware as the original non-fault-tolerant computer, but only
twice the memory capacity. The new concept is especially suitable
for applications that require a large memory capacity and high
availability. It then compares well with methods such as triple mod-
ular redundancy. The (4,2) concept may be considered as a special
case of the general (/7,k) concept.
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The MCR systemm — multiple-channel amplification
of reverberation

S. H. de Koning

‘...and no discussion was held

as to the advantages and dis-

advantages of reverberation.

The gentlemen present were

asked to express their ap-

proval or disapproval of the

PR - 0
‘;o'oahﬁ“tf-nc
o g

room at each stage of the ex-

periment, and the final deci-
sion seemed to be reached with
perfectly free unanimity.’
The quotation ! s from
Wallace C. Sabine (1868-1919),
the founder of modern audito-
rium acoustics. He was point-
ing out how closely different
people agreed, just as they do

today, on the desirable rever-

beration time for musical per-

Jformances. The reverberation

time can now be adapted to

the musical needs of the

morment.

Introduction
Reverberation time

The acoustics of concert halls has long been a sub-  expressed in vague terms; ‘ambience’ is a word often
ject of lively discussion. Everyone has an opinion on  heard — there is a feeling of being ‘caught up in the
it — audiences, musicians, critics. The consensus sound’. Wallace C. Sabine (1868-1919) identified the
view, as often with mass opinions, tends to come in  reverberation time as the most important parameter
black-and-white terms: an auditorium is either good in auditorium acoustics; he used a stopwatch to meas-
or it is bad. A reputation for good acoustics is only ure the time it took for the reverberation of a pistol
slowly acquired. The few halls that are considered to  shot or a voiced organ pipe to decay to inaudibility.
be ‘very good’ are therefore invariably old; a well-  Although other factors turned out later to be of great
known example is the large auditorium of the Amster- importance — such as the direction and the intensity
dam Concertgebouw (1888). of the early reflections — the reverberation time is un-

What makes the acoustics of a concert hall ‘good’?  doubtedly a principal characteristic of the acoustics of
Many attempts at answering this question have been  an auditorium.

Ir S. H. de Koning is with the Philips Electroacoustics Division, [I*] 'W. C. Sabine, Collected Papers on Acoustics, Harvard Univ.
Breda. Press, Cambridge 1927, p. 77.
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Adapting the acoustics of an auditorium to changing
use

If the reverberation time of a concert hall is too
long, the music will not be heard at its best. Successive
tones will overlap and the music will lose in clarity.
Measures can easily be taken to improve this situa-
tion, for there is nowadays a whole range of sound-
absorbent materials available that can be applied to
walls and ceiling, so reducing the reverberation time.

MCR 13

ing the energy of the reverberant sound field; this was
first attempted some 20 or 30 years ago. There are two
distinct systems here. One of them is used in the Royal
Festival Hall in London; its ceiling contains 172 am-
plification channels — each consisting of a micro-
phone, amplifier and loudspeaker — which register
the diffuse sound field of the reverberation and repro-
duce it in an amplified form 1. The idea is that each
channel should reinforce one natural frequency of the

Table 1. Technical data for four MCR installations.

ELA Studio,| POC Congress| HansRosbaudStudio,| Claude Debussy
Eindhoven, Centre, Siidwestfunk, Theatre, Palais des
1977 Eindhoven Baden-Baden, 1981 | Festivals et des Con-
1981 grés, Cannes, 1983

Volume of audi-

torium (m3) 1300 4000 6100 12000
Boundary surface

area (m?) : 800 1900 2100 5500
Mean absorption

coefficient 0.4 0.25 0.3 0.25
Reverberation

time without

MCR (s) 0.65 1.15 1.5 1.45
Reverberation

time with MCR (s) 1.1 1.7 2.1 2.0
Number of chan-

nels 90 90 70 66
Increase in rever-

berant sound field

(dB) 2.4 2.3 1.9 1.85
Bandwidth (Hz) 90-5000 70-6000 70-6000 140-6000
Maximum sound

level (dB) 109 112 109 110

It may be precisely because the modern architect
can so easily resort to acoustic absorption materials
that many new auditoriums exhibit the opposite char-
acteristic: a short reverberation time. This is not ex-
perienced as a disadvantage in every use that is made
of the auditorium. Many auditoriums are built for a
variety of functions. Sometimes the auditorium serves
as a congress hall, at other times as a theatre, and oc-
casionally as a concert hall. If intelligibility of speech
is a primary requirement (as for meetings and plays),
a short reverberation time, say 1 second, is an advant-
age. Music, however, sounds much better in an en-
closure where the reverberation is longer, between say
13 seconds for chamber music and 2} seconds for a
large symphony orchestra.” Organ music requires an
even longer reverberation time.

With electroacoustic techniques it is possible to
adapt the acoustics of an auditorium to changing use.
Speech reinforcement by electroacoustical amplifica-
tion is now normal. But it is also possible to lengthen
the reverberation time electroacoustically by increas-

auditorium; the microphones and the loudspeakers
are tuned to this frequency by acoustic resonators.
The resonant frequencies are about 2 to 5 Hz apart;
the system covers the band from 58 Hz to 700 Hz. The
reverberation time is only increased in this band, of
course.

The other system, which is quite different, was de-
veloped some time ago by Philips [2!. In this system
the sound near the source was picked up by micro-
phones, delayed by magnetic recording on the circum-
ference of a ‘delay wheel’ and then added by means of
distributed loudspeakers to the diffuse sound in the
auditorium. A system of this type, called ‘ambio-
phony’, was installed in many well-known theatres,
including the Teatro alla Scala in Milan, where it is
still in use. '

11 P, H. Parkin and K. Morgan, “Assisted Resonance” in the
- Royal Festival Hall, London: 1965-1969, J. Acoust. Soc. Am.
48, 1025-1035, 1970.

[21 'R. Vermeulen, Stereo reverberation, Philips Tech. Rev. 17,
258-266, 1956; D. Kleis, Modern acoustical engineering I,
Philips Tech. Rev. 20, 309-326, 1958/59; and II, 21, 52-72,
1959/60.
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MCR, a new system of artificial reverberation

Now Philips have developed another new system [31,
Although it bears some éuperﬁcial resemblance to the
one used at the Royal Festival Hall, it is based on a
rather different approach. It consists similarly of a
large number of independent amplification channels,
with the microphones and loudspeakers in the ceiling
and the walls of the auditorium, and therefore in the
reverberant sound field. Each channel has the full
audio bandwidth, however, and reinforces the total
sound field as received by the microphone.

In the reverberant sound field as received by the
microphone there are in fact certain frequencies that
are dominant (see fig. 2). This is because every natural
frequency of the auditorium has its corresponding
standing-wave pattern, and the microphone is most
strongly coupled to the field at the natural frequencies
that have a pressure antinode at the location of the
microphone. Something similar applies for the loud-
speaker. The associated MCR channel, however, am-
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through an area of 1 m?) decreases as the inverse
square of the distance r to the source:

P
! dnr? 3%
In this equation P is the acoustic power radiated by
the source.

At the boundary surface the wave is partly absorbed
and partly reflected. It is absorbed in fibrous or porous
materials, for example, in which the movement of the
air particles is subject to friction. In a hall the floor
surface is usually strongly absorbent (due to carpet-
ing, seat upholstery and the clothing worn by the
audience). The part of the sound that is absorbed
varies from a few per cent for concrete and plaster to
nearly a hundred per cent for a block of occupied
seats.

The sound energy that is not absorbed is reflected.
After a certain transit time the reflected sound wave
strikes another boundary surface where it is again

Fig. 1. Sound produced by a sound source on the stage propagates in all directions in the auditor-
ium and is reflected by ceiling, walls and other boundary surfaces. The many reflections later

merge to produce the reverberation.

plifies the entire spectrum and not simply its peaks. A
system of this type has meanwhile been installed in
several auditoriums (some examples are given in
Table I); the name MCR stands for ‘Multiple-Chan-
nel amplification of Reverberation’. The installation
in Eindhoven will be described in some detail, and in-
formation will be given about similar installations at
Baden-Baden and Cannes. First, however, we shall
look at the principle of operation and also the limita-
tions imposed by acoustic feedback.

Principles of the MCR system
Reverberation and energy density 141

The sound waves emitted by a sound source situated
in an enclosure (fig. I) eventually reach a wall or some
other boundary surface. On their way to that bound-
ary surface they constitute the direct sound. Its intens-
ity I (defined as the acoustic power in watts that passes

partially reflected. At the same time it spreads out, so
that an increasing number of boundary surfaces take
part in the reflections. The very numerous reflections
from all directions surrounding a listener in an audi-
torium together constitute the indirect sound or rever-
berant sound field. Some early reflections reaching the
listener from side walls and ceiling reinforce the clear
perception of the direct sound, while the others merge
together to form the reverberation.

In the greater part of the auditorium the intensity
of the indirect sound is greater than that of the direct
sound. In the immediate vicinity of the source, how-
ever, the situation is different; at only a few metres
away from the source both intensities are the same.
The distance at which the two intensities are equal is
called the reverberation distance.

The acoustic energy introduced into the auditorium
by the sound source thus disappears by absorption at
the boundary surfaces. If there is little absorption a
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sound wave will circulate for longer before it becomes
attenuated to a given level. The reverberation time
— defined as the time in which the reverberation has
decreased to a millionth of its original intensity (i.e.
has become 60 dB weaker) and denoted by 7"— is then
longer and the total energy content of the reverberant
sound field is greater. A measure of this energy con-
tent is the energy density, i.e. the number of joules per
cubic metre. This differs at any given instant from
place to place in a manner that defies exact descrip-
tion. For this reason we have to resort to statistical
methods. We use the mean energy density throughout
the auditorium in our calculations, and we make the
simplifying assumption that the energy of the rever-
berant sound field is distributed uniformly throughout
the auditorium.

The mean energy density w of the reverberant
sound field and the reverberation time 7 are related:

PT
=0072(1 —-a) —. 2
w= 0.072( a)V 2

We see in the first instance that w and T are linearly
related. The reverberation time, for a given P, can be
lengthened by increasing the energy in the reverberant
sound field by means of electroacoustic amplification.
Also, w is proportional to the power P of the sound
source and inversely proportional to the volume V of
the auditorium. The factor (1 — &) introduces a com-
plication. The acoustic absorption coefficient, ¢, is a
coefficient indicating the fraction of the incident
sound energy that is absorbed by a wall; « therefore
has a value between O and 1. In our calculations we
take the mean value &, averaged over all the boundary
surfaces of the auditorium. We can represent (1 — @)P
as the power that enters the sound field after the first
reflection of the sound waves.

The factor 0.072 in (2) is dimensionless. Equation (2) is derived
by calculating the average acoustic energy density that is maintained
in an auditorium of given characteristics by a sound source of
power P. The relevant quantities are the volume V and the total
acoustic absorption, which is considered to be concentrated in an
area of A m? with an absorption coefficient of 100%. In the steady
state the power that escapes outside through this ‘open window’ is
equal to the power P supplied by the sound source. It is given by the
product of the area A, the energy density in the plane of the window
and the mean velocity of the energy propagation in the direction
perpendicular to the window. The energy density here includes the
direct sound, and the symbol w,e, is therefore used. Assuming that
all directions of propagation in the auditorium are equally likely
— and this is a reasonable assumption for a uniform energy distri-
bution — the energy density in the plane of the window is wie/2,
since no energy enters from outside and half of all the possible
directions of propagation can be ignored. The propagation velocity
in the direction perpendicular to the window is ccos¢, where c is
the velocity of sound and ¢ is the angle between the direction of in-
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cidence and the normal to the plane of the window. Averaging over
all possible directions in a hemisphere gives a mean propagation
velocity of ¢/2, and this in turn gives

P=wgoAcld. 3)

We now require the relation with the reverberation time. If the
sound source is switched off, the sound in the auditorium dies
away. The total energy content of the auditorium at any instant ¢ is
W(t) = wai(2)V. The energy loss through the ‘open window’ is
—dwi/dt, so that we have the differential equation:

dw  WAc

dr 4V

with the solution
A
W= Woexp(— il ) .
4V
Now the reverberation time T has been defined as the time for Wto
decrease to 10® W, where W, is the acoustic energy at the time
t = 0. Thus
Ac
10-% Wy = Woex (——T) ,
(] 0 €Xp Py
from which we have
1%
T=6In10 — . [(C)]
Ac
Combining this with the equation for P above, we obtain
__1 pT
6In10 vV

For the reverberant sound field — i.e. after subtraction of the
direct sound — we have:

Wiot

w=(1 — Q)W
_ 1
6In10

( _a)ﬂ
14

= 0.072(1 — @) £T .
vV

Sound reinforcement, acoustic-feedback oscillation

It can be seen from equation (2) that the reverbera-
tion time can be increased by increasing the mean
energy density of the reverberant sound field, for ex-
ample by sound reinforcement. At first sight this looks
like the conventional kind of amplification as used in
public-address systems, which amplify the sound
from a source close to the microphone. The effect of
such a public-address installation on the acoustics of
the auditorium as a whole is negligible, however: al-
though the speaker on the platform is clearly intel-
ligible to his audience, questions from the audience
are unintelligible and the presence of a microphone on
the platform does not help.

Increasing the gain of the system does not help
either. This is because the electroacoustic amplifica-
tion of sound is characterized by a fundamental limi-

181 'N. V. Franssen, Sur amplification des champs acoustiques,
Acustica 20, 315-323, 1968 (in French).

141 A, Th. van Urk, Auditorium acoustics and reverberation,
Philips Tech. Rev. 3, 65-73, 1938.
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tation: it operates within a closed-loop feedback sys-
tem consisting of microphone-amplifier-loudspeaker-
auditorium-microphone, and if the loop gain is too
high the system becomes unstable and oscillates. This
acoustic-feedback oscillation, or ‘howl’, makes the
system useless; the gain must be kept below the level
at which a tendency to howl sets in. Most public-ad-
dress systems are kept just below this limit, much too
close to it in fact, so that the system almost goes into
oscillation now and again. The increased gain at the
frequency at which the system tends to oscillate gives
the sound a certain ‘coloration’. This particular pre-
ferred note seems to linger, lengthening the rever-
beration time, but only for this particular note.

Many channels required

It becomes clear that our objective of increasing the
reverberation time cannot be reached with only one
channel. A single channel will not increase the energy
content of the indirect sound field sufficiently to give
the required increase in reverberation time.

If the transfer of sound from loudspeaker to micro-
phone is measured as a function of frequency ( fig. 2),
the spectrum obtained is very irregular, with a large
number of peaks and valleys close together and differ-
ences in sound level that may often be more than 30 dB
from peak to valley (i.e. a power ratio > 1000). This
pattern is obtained because an auditorium possesses a
large number of resonances and antiresonances that
lie close together in frequency. The peaks and valleys
in the measured frequency spectrum are the resultant
of the superimposition of a large number of partly
overlapping resonance curves; as has been shown %},
the mean distance between a peak and the valley that
follows it is about 4/T. Resonance regeneration and
eventual oscillation will occur at the frequency of one
of the highest peaks in the spectrum. Oscillation will
set in if at this frequency the signal circulating in the
closed loop microphone-amplifier-loudspeaker-audi-
torium-microphone is not attenuated; the ‘loop gain’
is then equal to unity (a difference in level of 0 dB).

For reproduction without coloration the loop gain
at the highest peak should be no more than —5 dB
(1/3 in power). The mean transfer level over the whole
frequency band is about 12 dB below the highest peak
(measured in terms of power the average transfer is
1/16 of that at the highest peak; see fig. 2b). The mean
loop gain over the complete frequency band should
therefore not exceed a level of —17 dB (1/50 in
power).

The loop gain at a given frequency is found to be
closely dependent on the positioning of microphone
and loudspeaker. If the position of either is moved, a
different transfer function is measured; despite our

Philips Tech. Rev. 41, No. 1

initial assumption the sound field is far from uniform.
Temperature fluctuations and even the presence or
absence of an audience also affect the sound transfer.
If the gain setting is fixed, an additional safety margin
of 4 dB (a factor of 2.5 in power) is therefore re-
quired. The loop gain should not be made higher than
5dB + 4 dB = 9 dB below the limit of oscillation. This
means that the mean gain over the entire frequency
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Fig. 2. The sound transfer from loudspeaker to microphone in an
auditorium, measured as a function of frequency. @) Measurement
system. A signal generator G of variable frequency f supplies a
sinusoidal tone of very slowly rising frequency to a loudspeaker L
via an amplifier. After amplification, the signal from the micro-
phone M goes to a sound level meter SM, whose output is a varying
direct voltage that is applied to a pen recorder R. The varying direct
voltage determines the vertical excursion of the pen; the horizontal
displacement of the paper matches the frequency variation of the
signal generator G. b) The resultant pen recording.

band is — 21 dB, which implies that the amplification
channel adds 1/125 or 0.8% to the energy density of
the reverberant sound field. The reverberation time is
also lengthened by approximately this amount.

One channel therefore does little to change the
acoustics of the auditorium. A second channel, inde-
pendent of the first, does not ‘know’ whether the
acoustics of the auditorium is a consequence of the
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presence of the first channel or of natural circum-
stances, and adds 0.8% to the already existing energy
density of the sound field and to the reverberation
time. This second channel, if it goes into acoustic
feedback oscillation, will almost certainly oscillate at
a different frequency, since this channel excites a
different resonance mode in the auditorium and it has
a transfer function in which the peaks lie at different
frequencies. Something similar happens with the
(n + 1)'™® channel that is added to a set of # channels.
In this way, with the microphones and loudspeakers
distributed at random in the auditorium, the energy
contributions from more than one channel can be
added together.

This points the way to the desired objective. A sig-
nificant lengthening of the reverberation time can be
achieved by installing a large number of independent
channels in the auditorium. Each of these channels
then operates in a reinforced sound field, incidentally;
the limit of acoustic feedback oscillation is reached at
a lower gain than if the relevant channel were the only
one present in the auditorium, and the setting is ad-
justed accordingly.

How many channels?

The number of channels necessary for a desired in-
crease in reverberation time is of vital interest, since
the cost of the installation will largely depend on the
number of channels.

If G» is the gain in energy density of the sound field
achieved with an installation of » channels, then
from (2):

Wn _ (1 -a)T;
wo (1 —ao)To
We see that the reverberation time 7" cannot simply be
increased by the same factor, since the quantity &
— the mean absorption coefficient of the boundary
surfaces of the auditorium — is obviously affected by
the n amplification channels. When these are in opera-
tion, the sound striking the wall will here and there
arrive at a microphone and be returned to the sound
field elsewhere in the auditorium, having been ampli-
fied to some extent. In this way the wall, seen in its
entirety, has become less absorbent; this may be des-
cribed formally by the relation @, < @o.

What then are the magnitudes of @0 and &,? To find
the answer let us start from the Sabine expression for
the reverberation.time:

Gn =

)

T = 0.16—_1—/-, ' (6)

as

where S is the total area of all the boundary surfaces
in the auditorium.
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From this expression we find that
aT = 0.16 14
S

is a constant for a given auditorium and depends only
on its geometry. We put

doTo = 0nTn = 1, (7)
so that (5) becomes

Tn tiy 4
Gp=—. 8
To— 7 ®)
The magnitude of 7 has to be calculated from the
dimensions of the auditorium, which can be taken

from the architectural drawings.

Equation (6) is essentially the same as the earlier equation (4). In
that equation the total absorption was considered to be concen-
trated in an ‘open window’ of area A, whereas here the absorption
is assumed to be uniformly distributed over the total boundary sur-
face S. It is interesting to note that the time constant 7 is in a fixed
ratio to the mean free path 7 of a sound wave in the auditorium
between two reflections. It can be shown [4] that

T=4vV]s; )

Tis thus completely determined by the geometry of the auditorium.
From (4) it follows that:

T=61n10ﬂ,
aSc
so that
t=al=6In107jc

= 13.87/c. (10

The time constant 7 therefore corresponds approximately to the
time in which a sound wave in the auditorium undergoes 14 reflec-
tions; the total attenuation of this sound wave is (1 — @),

x

The presence of the term — 7 in equation (8) means
that the reverberation time is not lengthened by the
full magnitude of the factor G, by which the energy of
the sound field increases. The outcome is less favour-
able; in practice it is found that for each channel
about 0.8% is added to the energy of the sound field,
but only 0.6% to the reverberation time. Increasing
the reverberation time by a half thus requires 80 to 90
channels (see Table I). ’

The reverberation time is frequency-dependent

When we refer to ‘the’ reverberation time we mean
an average over a broad frequency band, as measured
for example with a pistol shot — a sound source with
a broad frequency spectrum. It is obvious, however,
that the absorption of sound at different wavelengths

81 M. Schréder, Die statistischen Parameter der Frequenzkurven
‘- von grossen Rdumen, Acustica 4, 594-600, 1954 (in German).
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Fig. 3. Reverberation measurements made in the Philips POC Congress Centre in Eindhoven at
the frequencies 100 Hz, 400 Hz, 1 kHz and 4 kHz, with MCR and without. The signal whose
reverberation was measured was ‘pink’ noise with a bandwidth of a third of an octave. The falling
curves represent the decay in the sound level after the sound source has been switched off. The
shorter the reverberation, the steeper the curve. The reverberation time is calculated from the

angle of slope of the curve.

in an auditorium is not the same, and the variation in
wavelength from the lowest notes to the highest is
enormous: from 10 m to 2 cm.

The reverberation time at a particular frequency is
measured with a test signal of limited bandwidth, such
as random noise with a bandwidth of an octave or a
third of an octave. The test signal is introduced into
the auditorium via loudspeakers and is picked up by a
microphone connected to a pen recorder. When the
test signal is switched off the decay is indicated by the
recorder trace. The plot is logarithmic, in dB (see
fig. 3); the paper runs at a constant, known speed,
and if the decay of the sound is slower the curve will
be less steep. Measurement of the angle of slope gives
the reverberation time.

The curve of reverberation time as a function of fre-
quency is a very important measure of the subjective
impression produced by an auditorium. If the rever-
beration time increases towards the low frequencies,
the auditorium sounds ‘warm’; if the reverberation
time is about the same at low and high frequencies,
the hall has a ‘thin’ sound.

With an electronic reverberation system it is there-
fore necessary to have some means of influencing the
frequency characteristic of the reverberation. There is
also of course another reason for this. In the natural
frequency characteristic of many auditoriums there is
a preferred frequency band in which the amplification
system will tend to howl when the gain is increased. A
higher total gain can be achieved if attenuation is in-
cluded in this band.

The Philips MCR installation in the Philips POC
Congress Centre

The first theatre auditorium to be provided with an
MCR system was the one in the Philips POC Congress
Centre in Eindhoven, where it came into use in 1981.
Before then some systems had been tried out in a de-
monstration studio belonging to the Philips Electro-

acoustics Division (the ‘ELA Studio’); see Table 1. The
POC auditorium is on the first floor of the building
(see the photograph on page 12 and fig. 4); it has 796
seats and a volume of 3100 m® plus 900 m® on the
stage below the orchestra canopy. It is used as a
theatre as well as a concert hall, and concerts are
given by groups ranging from a small chamber-music
ensemble to a large symphony orchestra.

The auditorium contains 90 channels of amplifica-
tion. When these are used the reverberation time can
be increased from its natural value of about 1.1 s to
1.7 s, in nine steps. The corresponding increase in
sound-field level is 2.3 dB (see fig. 5). The stage is
included in the total volume of the auditorium by
mounting the loudspeakers of 14 of the channels in
the orchestra canopy. This also has the advantage of
giving the musicians a better impression of the overall
sound of the orchestra.

Fig. 4. Cross-sections of the POC Congress Centre in Eindhoven.
The large audilorium contains 796 seats and has a volume of
3100 m3 (plus 900 m? for the stage, below the orchestra canopy).
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General arrangement of the system

The 90 microphones of the system are all mounted
in the ceiling of the auditorium. In the photograph on
page 12 they can be seen between the small lights at
the front and also further back. The loudspeakers are
located in the side walls, in the ceiling under the bal-
cony and, as mentioned earlier, on the stage; in all
there are 110 loudspeakers. The total power available
to the loudspeakers is 90x 16 W = 1440 W; this gives
a maximum sound level of 112 dB in the auditorium.

MCR
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fed to each channel in turn, and the channel response
is monitored. For this operation the control desk con-
tains a filter that has the inverse characteristic of the
filter in each channel (see fig. 6). In measurements via
this inverse filter the output signal should be constant.
If any channel fails to give a constant output, an
alarm is given. In addition the internal noise of each
channel is checked; when a resistance of 200 ohms is
connected across the input instead of a microphone
the output signal should not exceed a specified small
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Fig. 5. Sound-transfer measurement in the large auditorium of the POC Congress Centre in Eind-
hoven, without MCR (black) and with MCR in position & (red). The difference between the red
and black curves gives the reinforcement of the reverberant sound field by the MCR system.

The lengthening of the reverberation time can be
adjusted in nine steps by simultaneously adjusting all
the attenuators in the ninety channels. Except for
switching the system on and off, this is the only ad-
Justment necessary in daily use, and it is performed by
remote control.

Each channel includes filters, for adjusting the fre-
quency characteristic of the system during installa-
tion. The filters include treble and bass control with a
range of + 12 dB with respect to the level at 500 Hz,
and four band filters. Three parameters of the band
filters can be adjusted: the centre frequency, the band-
width and the insertion loss or gain, depending on
whether the filter is used as a bandstop filter or a
bandpass filter. These filters have been used to give
each amplification channel in the POC auditorium a
frequency response as shown in fig. 6; the curve shows
the signal transfer from microphone input to loud-
speaker output.

The reliability of such an elaborate installation re-
quires special attention. Provision is therefore made
for monitoring the operation of the system from a
control panel. A checking procedure is started auto-
matically when the system is switched on, and can also
be operated manually. Each channel contains a sep-
arate monitoring input and a monitoring output from
the output amplifier. A sine-wave signal produced by
a sweep oscillator incorporated in the control panel is

value. Finally, the output voltage is monitored at
maximum level.

Overload protection is also provided. If a separate
monitoring microphone picks up excessively high
levels (above 112 dB in the POC auditorium) auto-
matic gain controls come into operation to reduce the
levels in the separate channels by 4 dB.

A block diagram of the installation is shown in

fig. 7.
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Fig. 6. The gain A4 of an MCR channel in the POC Congress
Centre, plotted in dB against the frequency f. The filters incor-
porated in the channel equalize the total frequency response of the
system, including the loudspeakers and the hall.
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Fig. 7. Block diagram of the MCR installation in the POC Congress Centre. I . .. 90 amplification
channels. Filters four bandpass/bandstop filters and one high/low tone control. Aut/Man Test
automatic and manual monitoring of gain and noise. Mon monitor headphone. Sense, Lim sensor
microphone and automatic limiter to prevent overloading. RC remote control for adjusting rever-
beration increase (settings 0. .. 9) and for testing (indicator lamps: N normal, F fault).

Improvement of the acoustics in the POC

In fig. 3 we showed a number of reverberation
curves for four frequency bands, recorded in the POC
with the MCR system switched on and switched off.
Fig. 8 shows a plot of the reverberation time against
frequency with the MCR system in the settings 0 (off),
4 (mid-position) and & (almost at maximum). The
measurements were made with ‘pink’ noise of one
octave bandwidth. It can be seen that the reverbera-
tion time in the octave around 500 Hz can be increased
from 1.1 s to 1.8 s. In other octave bands the length-
ening of the reverberation is less; the settings have

3s

1 L i L Il 1
63 125 250 500Hz1 2 4 8kHz

Fig. 8. The reverberation time of the large auditorium ot the POC
Congress Centre without MCR (0) and with MCR (4: mid-position,
8: near maximum). Measurements were made with ‘pink’ noise
octave bands. The largest increase in reverberation is located at
500 Hz (from 1.1 s to 1.8 ).
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been deliberately chosen to produce the desired sound
timbre. If a different timbre should be required, it is
always possible to change the setting of the filters.
Musicians and music critics responded favourably
to the introduction of the new system. The conductor
and members of the Brabant Orchestra, who regularly
perform in the POC auditorium, said there was a
‘substantial improvement’. The musicians were sure

MCR 21

This value was specified in the contract; even longer
reverberation times are also possible (fig. 10a, curve 8)
and are used for organ music. It can be seen from
fig. 10 that the greatest increase is obtained in the
octaves around 125 Hz and 250 Hz, thus boosting the
lower octaves, which are only weakly represented in
the natural reverberation. Fig. /la shows the results
of a measurement of the sound transfer from loud-

Fig. 9. The Hans Rosbaud Studio of the Siidwestfunk broadcasting organization at Baden-Baden
(Federal Republic of Germany). This studio has been provided with an MCR sytem of 70 chan-
nels. The microphones can be seen suspended from the ceiling; the loudspeakers are incorporated

in the walls.

that they could hear one another better than before,
and that this improved their ensemble playing.

MCR installations at Baden-Baden and Cannes

More recently, MCR installations have been com-
pleted in the Hans Rosbaud Studio of the Siidwest-
funk broadcasting organization at Baden-Baden in
the Federal Republic of Germany, and in the Claude
Debussy Theatre of the Palais des Festivals et des
Congres at Cannes in France. Both auditoriums are
larger than the one in Eindhoven.

The Hans Rosbaud Studio has a volume of 6100 m?®
and is of a conventional rectangular shape. There are
70 amplification channels; as can be seen in fig. 9 the
microphones are suspended from the ceiling. The loud-
speakers are mounted in the side walls. The natural
reverberation time is 1.5 s; in setting 6 of the system
the reverberation time is increased to 2.0 s ( fig. 10a).

250 500Hz 1 2 4

63 125

) 1

63 125 250 S00Hz 1 2 4

1
8kHz

Fig. 10. The reverberation time in different octaves, without MCR
(0) and with MCR in various settings (4. .. 9). Measurements were
made with ‘pink’ noise octave bands. a) Hans Rosbaud Studio,
Baden-Baden. ) Claude Debussy Theatre, Cannes.
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Fig. 11. Measurement of the sound-transter level in the auditorium between a loudspeaker and a
microphone as a function of the frequency; bluck: without MCR, red: with MCR. It can be seen
that there is a mean difference in the level of the reverberani sound field of about 2 dB, with the
greatest reinforcement in the frequency bands where the reverberation time is increased most, as
indicated in fig. 10. @) Hans Rosbaud Studio, Baden-Baden; MCR in setting 8. b) Claude Debussy
Theatre, Cannes; MCR in setting 7.
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Fig. 12. The gain A of an MCR channel, shown in dB as a function of trequency f. «) Hans Ros-
baud Studio, Baden-Baden. ») Claude Debussy Theatre, Cannes.
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speaker to microphone without the MCR system

(black) and with the system (red); the MCR system

was set to setting 8, and it can be seen that the mean
reinforcement of the reverberant sound field is greater
than 2 dB. Fig. 12a shows the response of the filters in
each of the channels.

The Claude Debussy Theatre in the Palais des Con-
grés at Cannes is even larger; its volume is 12 000 m?,
including the part of the stage occupied by the orches-
tra. However, the natural reverberation time is shorter
than at Baden-Baden: 1.45 s. With an MCR installa-
tion of 66 channels this can be increased to 2.0 s (in
setting 7 of the system). This is accompanied by a
mean increase of 1.85 dB in the reverberant sound
field (fig. 115). The response of the filters in the instal-
lation at Cannes is shown in fig. 125.
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Summary. Many auditoriums are used for different purposes (as
congress halls, theatres and concert halls); when the hall is used for
a concert hall a longer reverberation time is desirable. The MCR
system (Multiple-Channel Reverberation) makes it possible to
lengthen the reverberation time and correct the frequency charac-
teristic of the reverberation. The system consists of a large number
of identical amplification channels, with the microphones and loud-
speakers scattered around the auditorium to reinforce the indirect
sound. Each channel has its own preferred frequencies, determined
by the location of microphone and loudspeaker. To avoid ‘colora-
tion’ of the sound owing to excessive acoustic feedback, the gain
has to be kept low enough for each channel to contribute no more
than 0.8% to the energy of the indirect sound, thus adding about
0.6% to the reverberation time. In the large auditorium of the
Philips POC Congress Centre in Eindhoven 90 channels have been
built in, so that the reverberation time can be increased in steps
from 1.1 s to about 1.7 s. The Hans Rosbaud Studio of the Siid-
westfunk broadcasting organization in Baden-Baden (Federal
Republic of Germany) has been provided with 70 channels; the
reverberation time of this hall can be increased from 1.5 s to about
2.1 s. An MCR installation has also been fitted at the Claude
Debussy Theatre of the Palais des Festivals et des Congres, Cannes
(France). The 66 channels can be used to increase the mean rever-
beration time from 1.45 s to 2.0 s.
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The Hamburg industrialist Carl Heinrich Florenz Miiller was one of the first manufacturers of
X-ray tubes, as appears from the following sentence describing a communication *) made
three months after the discovery of X-rays on the 8th of November 1895: ‘One day in
February K. informed me thai there is a Mr Miiller living in Hamburg who owns an electric
power station and an electric-lamp factory, and who also engages in the manufacture of
Geissler tubes, Hitrorf tubes and X-ray tubes . . .". The letterhead printed above, which refers
(0 the first prize won by the firm in 1901 in a competition (with 28 entries) sponsored by the
London Réntgen Society, bears witness to the firm’s engineering skills in glass/metal technol-
ogy. Those engineering skills enabled the factory — which has been part of the Philips group
since 1927 — to grow into one of the biggest suppliers of X-ray tubes and equipment, both for
medical applications and for the testing and investigation of materials. Although the construc-
tion of X-ray tubes has changed considerably in the course of the years, it was not until the
sixties thai there were any substantial changes in tube technology itself. It was the advent of
metal[ceramic seals that set the manufacturing process on an entirely new course, making it
possible to manufacture tubes that are much smaller and lighter, even though the specifica-
tions are the same or are improved.
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Metal/ceramic X-ray tubes for non-destructive testing

Introduction

Soon after the discovery of X-rays the X-ray tube
entered upon a period of vigorous development, to
which the firm of C. H. F. Miiller made important
contributions. In 1899, for example, the firm was
granted a patent, under the name of Prof. B. Walter,

for the water-cooled anode. Ion tubes, filled with a
rarefied gas, were followed by vacuum X-ray tubes,
which had an anode/cathode configuration very
similar to that of the X-ray tubes of today. The many
and various applications of X-rays gave rise to a wide

Dr W. Hartl, Dipl.-Phys. D. Peter and Dr K. Reiber, are with
C. H. F. Miiller, Philips GmbH, Hamburg, West Germany.

(*] See page 31 of O. Glasser, Wilhelm Conrad Réntgen und die
Geschichte der Roéntgenstrahlen, Springer, Berlin 1959 (in
German).
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variety of types of X-ray tube; the tubes for medical
applications and those used for the investigation of
materials form two separate classes. The medical tubes
can be subdivided into tubes for diagnosis and for
therapy. X-ray tubes for materials investigations are
subdivided into tubes for X-ray diffraction, X-ray
fluorescence and macroscopic testing.

The medical tubes for diagnostics have to be capable
of making a shadowgraph image of a moving object,
and are therefore required to produce a high intensity
of X-rays in a short time, from a point source (called
the focus) on the anode. This explains why tubes of
this type usually have a rotating anode; they do not
have such a high voltage between anode and cathode
as other X-ray tubes. The therapy tubes, used for de-
stroying malignant tissue, call on the other hand for
hard X-rays (i.e. radiation at a very short wavelength)
and hence require a much higher voltage. The focus in
these tubes can be larger and the exposure time is
much longer. These tubes therefore operate with a
fixed anode.

The tubes for investigating materials by means of
X-ray diffraction and X-ray fluorescence are not in-
cluded in the production programme at C. H. F.
Miiller; they are manufactured elsewhere in the Philips
group. X-ray diffraction tubes are used in crystallo-
graphic research. X-ray fluorescence tubes are used
for the quantitative analysis of elements in material
samples, involving measurement of the height of the
characteristic X-ray lines in a spectrum obtained by
X-ray fluorescence. X-ray diffraction tubes have two
or more windows, enabling the elongated focus to
serve either as a ‘point’ focus or as a ‘line’ focus. The
X-ray fluorescence tubes have a single window and the
focus is not concentrated at a point. In view of the
different properties required from the X-radiation,
special anode materials (copper, silver, etc.) are gen-
erally used in diffraction and fluorescence tubes, while
tungsten is most commonly used in other types of
X-ray tubes.

The macroscopic testing of materials may be con-
cerned with tracing welding and casting flaws in thick
metal workpieces, or tracing foreign bodies in mat-
erials that present less of an obstacle to X-rays, for
example foodstuffs. In these macroscopic inspections
X-rays are required that are generated with voltages
ranging from 50 kV to more than 400 kV. The tubes
used in these applications, and described in this article,
are therefore manufactured in a range of versions, for
maximum voltages of between 100 kV and 420 kV.
The power required from the tube, particularly at the
lower voltages, is high. As in diagnostic tubes, the
focus must approximate to a point source to give
sharp definition in the shadowgraph image. The tube
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power is less than that of diagnostic tubes, but must
be available for a relatively long period — ten minutes
or sometimes more — to produce sufficient density on
the photographic material. The long exposure time is
permissible because the objects are stationary. Tubes
of this type have non-rotating anodes with forced
liquid cooling.

In electronic tubes of all kinds — evacuated devices
whose operation depends on electron paths — the
principal structural material for the tube wall has
until recently always been glass. The reasons for this
are well known. Glass is a cheap material, its proper-
ties can readily be adapted to a particular application
by varying the composition, and it is easy to shape be-
cause of the long softening gradient as its temperature
is increased. Although glass has many good properties
that make it suitable for a wall material for evacuated
enclosures, it does have certain disadvantages. These
are particularly noticeable when high voltages are
used, as in X-ray tubes. Scattered electrons may cause
charge to build up on the inside of the glass wall,
causing deflection of the electron beam. Electrons that
strike the wall may also damage the glass and even-
tually cause voltage breakdown (flash-over). On the
outside of the glass adsorbed moisture may cause ex-
ternal flash-overs. To avoid this, X-ray tubes of con-
ventional design are enclosed in an insulating oil
(transformer oil). Another kind of disadvantage is
that shaping the glass when it is hot does not allow

Ned. Philip
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Fig. 1. Two X-ray tubes for macroscopic testing, both for a maxi-
mum power consumption of 3 kW. Lefi: A conventional tube for
150 kV maximum in glass/metal technology. Right: A tube of the
new generation for 160 kV maximum in metal/ceramic technology.
Both tubes are shown in their shields. The new-generation tube has
linear dimensions that are about half those of a conventional tube
and is only a quarter of its weight.
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particularly accurate dimensional tolerances, and this
may affect the relative position of the anode and cath-
ode. Finally, glass is a fragile material.

In spite of all the difficulties, successful technologies
for the use of glass have been developed. Many thou-
sands of glass X-ray tubes have been manufactured;
the availability of various alloys with expansion coef-
ficients equal to those of the different glasses was a
great help in their design.

In the sixties a need arose for more compact and
lighter X-ray equipment for non-destructive testing.
In testing heavy workpieces the bulk and weight of the
test equipment, particularly for voltages higher than
400 keV, are a serious handicap. It is obviously much
more convenient for the operator if either the work-
piece or the equipment can be moved by hand.

A breakthrough in the efforts to develop a lighter,
smaller and less fragile X-ray tube for direct voltage
came with the advent of metal/ceramic technology.
The combination of this technology with an entirely
different tube design made it possible to reduce the
weight to about a quarter and to halve the linear
dimensions; see fig. I. This dramatic improvement
came about largely because there was no longer any
need for the insulating oil around the tube. This is be-
cause the new tube has a metal wall, which is at earth
potential. The improved design of the tube prevents
the occurrence of flash-overs, since scattered electrons
are conducted to earth via the wall.

In the ‘single-pole’ tubes the anode is also at earth potential.
Double-pole tubes are supplied by twin generators and the anode
voltage is above the potential of the earthed tube wall by the same
amount that the cathode voltage is below it. With double-pole
tubes, therefore, for the same cabling and two generators of the
same size, the high voltage between anode and cathode can be twice
as high as with single-pole tubes.

In the following we shall first look at the mechanism
responsible for the occurrence of flash-over across an
insulating wall in the tube. We shall then compare the
design of a glass/metal tube with that of the same type
of tube made in ceramic/metal technology and point
out the characteristic differences between the two tube
designs.

Flash-over across an insulator surface

To improve the design of an X-ray tube it was first
of all necessary to gain a better understanding of the
discharge effects occurring along an insulator inside
the tube. Discharge effects across an insulating surface
range from very small currents and micro-discharges
to spark discharges. The first two effects are assumed
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to be associated with current paths across the insula-
tor, and were first explained satisfactorily only in the
sixties (11,

Fig. 2a shows a schematized diagram of the path
that an electron released from the cathode by field
emission (or a scattered or secondary electron) may
describe in an X-ray tube of conventional design with
a glass wall. The wall bridges the potential difference
between anode and cathode at opposite sides of the
tube, and the equipotential surfaces, indicated by thin
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Fig. 2. The origin and avoidance of current paths across an insula-
tor in an X-ray tube. a) Path of electrons e~ in a conventional tube.
The thin lines represent the equipotential surfaces corresponding to
the initial situation before any current path has formed or charge
has built up. An electron released by field emission from the cath-
ode (or a scattered or secondary electron) strikes the glass wall.
Owing to secondary emission at the point of impact, new electrons
are released which in their turn release electrons from a second
point of impact, and so on. b) The yield 7, the ratio of the number
of secondary electrons to the number of primary electrons as a
function of the voltage drop V that the primary electrons pass
through (schematic). V; for glass is about 30 V, V2 for glass is
generally between 3 and 10 kV. When the electrons pass through
voltage drops of the magnitude of V2 between successive points of
impact, a fairly stable situation arises referred to as ‘hopping’. ¢) An
electron path in a tube of the new generation. The equipotential
surfaces are at an acute angle to the ceramic insulator owing to the
earthed metal tube wall opposite to it (see fig. 3). Electrons now
released by secondary emission from the insulator arrive at the tube
wall, and no current paths are formed across the insulator.
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lines, are therefore almost perpendicular to the wall.
After colliding with the wall an electron liberates
secondary electrons. The yield of secondary electrons
as a function of the potential difference they pass
through follows from the curve given in fig. 26. Elec-
trons of energy less than el; (V1 =30 V) and of
energy greater than el (V2 is somewhere between 3
and 10 kV) produce on average less than one
secondary electron.

The current path across the glass wall indicated in
fig. 2a arises in the following way. When electrons of
energy between eV, and el first strike a point on the
wall, the environment of that point will acquire a
positive charge because more electrons leave this area
than arrive there. The potential difference that these
primary electrons pass through will therefore increase
until the electrons acquire an energy eV2 and a stable
potential difference V2 is established. The electrons
emitted from the first point of impact and its environ-
ment strike the wall again. The second point of impact
is so far away from the first that they again pass
through a potential difference V. In this way current
paths arise across the insulator that are built up from
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Fig. 3. Schematic design of the new-generation tubes. K cathode,
A anode, [ insulator, C tapered socket for cable termination, F fila-
ment of cathode. Since an insulator always has a metal surface op-
posite to it (indicated by red lines) at a higher potential, the hopping
effect in fig. 2a is avoided (see also fig. 2¢). @) A single-pole tube.
Here both the tube wall and the anode are at earth potential. ) A
double-pole tube. The anode voltage is above the potential of the
earthed tube wall by the same amount that the cathode voltage is
below it. D diaphragm that prevents scattered electrons from reach-
ing the insulator between anode and tube wall. The dashed lines
indicate a plastic spacer that serves as a connector for the anode
cable. The new-generation tubes thus always have an axial cable
connection.
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Fig. 4. The series of metal/ceramic X-ray tubes for macroscopic
materials inspection. The tube alone and the tube with its shield are
shown side by side. Left: two single-pole tubes for 100 kV maximum
(below) and 160 kV. Centre: double-pole tube for 320 kV maxi-
mum. Right: double-pole tube for 420 kV maximum. The ceramic
anode insulators can be seen in the double-pole tubes.

separate, arc-like electron trajectories. The effect is
referred to as ‘hopping’. The discharge effects that we
have described cause a shift in the equipotential sur-
faces shown in fig. 2a. The result is that over the part
of the glass wall near the anode there is a greater volt-
age drop than was originally present.

A consequence of the small currents across the glass
surface is that gas is desorbed from the glass. This has
the effect, especially near the anode, of damaging the
glass wall and ultimately flash-over will occur. By
giving the anode a hollow projection it is possible to
prevent most of the electrons scattered from the anode
from reaching the tube wall. It is also possible to use
materials that give relatively little secondary emission.
In this way a reasonably long useful life can still be
obtained with the conventional design of tube.

The understanding thus obtained of the origin of
current paths across an insulator points the way to a
tube design in which discharge effects of this kind can
be avoided. It follows that if the equipotential sur-
faces are arranged to be at an acute angle to the in-
sulator surface the secondary electrons will not be able
to reach the insulator again. This can be achieved by
placing close to the insulator a metal wall at a positive
potential with respect to the insulator; see fig. 2c.
Fig. 3 shows very schematically the resulting con-
figuration of anode, cathode and metal wall as used in

01 H. Boersch, H. Hamisch and W. Ehrlich, Oberflichenent-
ladungen iber Isolatoren im Vakuum, Z. Angew. Phys. 15,
518-525, 1963 (in German).




28 W. HARTL er. al.

the new generation of metal/ceramic X-ray tubes; for
a single-pole type in fig. 3¢ and a double-pole type in
fig. 3b. It is obvious that this design principle is feas-
ible only with d.c.-operated tubes.

The new generation of tubes

The design principles indicated above have been
used in designing a range of X-ray tubes for macro-
scopic materials inspection. The tubes operate at
maximum voltages of 100, 160, 320 and 420 kV; see
fig. 4. The first two types are single-pole, the other two
are double-pole. The 320-kV and 420-kV tubes there-
fore need twin high-voltage generators, which are
built up from separate circuits for 160 kV and 210 kV.

As we said earlier, the new tubes are very much
more compact and lighter than the tubes of the
previous generation that were made of glass and
metal, largely because there is no need for oil insula-
tion. This is illustrated in fig. 5, which shows cross-
sections of a conventional tube for 150 kV (left) and
of a metal/ceramic tube for 160 kV (right), both with

~SXDMms

Fig. 5. Comparison of the designs of single-pole X-ray tubes (in
shield) of the old and the new generation, both for a power of
3 kW; see also tig. 1. Left. The conventional tube in glass/metal
technology for a voliage of 150 kV maximum. Righi: A new-gen-
eration tube in metal/ceramic technology for a voltage ol 160 kV
maximum. Both tubes are thus reasonably comparable in perform-
ance. The new tube, however, is much less fragile and much smaller
and lighter. G glass tube wall, W earthed metal tube wall, O in-
sulating oil (shaded), Ex expansion space, T toggle for fixing the
cable plug, S outer wall with lead shield, E exit for the X-ray beam,
B beryllium window. The other symbols are as in fig. 3.
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Fig. 6. Inspecting radial tyres in a car-tyre factory with the aid ol
three metal/ceramic X-ray tubes for 160 kV. «) The tyre rotating
slowly during inspection. ») The pictures on the monitors; the left-
hand picture shows the steel bands in the running surtace and the
right-hand picture shows the two side walls of the tyre.

a power consumption of 3 kW and shown with the
appropriate shields. The figure on the left clearly in-
dicates the shielding effect of the hollow projecting
part of the anode A, designed to prevent scattered
electrons from colliding with the glass wall G. The
space between the lead-clad outer wall S of the shield
and the glass tube wall G is completely filled with in-
sulating oil O. The tapered plug of the high-voltage
cable fits into a separate insulator, made of epoxy
resin, with a tapered socket C. Since the breakdown
resistance of epoxy resin is greater than that of oil,
this prevents voltage breakdown through the oil be-
tween the metal parts of the cathode connection and
the earthed wall of the shield.

The space between the metal tube wall W and the
wall S of the shield is filled with air in the metal/
ceramic X-ray tubes, as can be seen in the right-hand
part of fig. 5. The wall of the shield serves only to give
protection against unwanted X-radiation. The sep-
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arate epoxy insulator is superfluous here, because the
tapered plug of the cable fits directly into the tapered
socket C of the ceramic insulator 7 of the tube. Vir-
tually all the air in the gap between the cable termina-
tion and the insulator can be expelled by the soft
tapered rubber pressing against the hard ceramic. At
the anode end of the double-pole tubes there is a
plastic spacer, with an internal taper at the tube side
and a tapered socket C for the cable termination (see
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through which it has to pass in the conventional
double-pole tubes. The weight of the left-hand tube in
fig. 5, including shield and oil, is 32 kg, while that of
the tube on the right, including shield, is only 8 kg.
To conclude this article we show two applications
of the tubes described. Fig. 6 shows three 160-kV
X-ray tubes in use for inspecting radial car tyres dur-
ing the manufacturing process, fig. 7 shows a 420-kV
tube being used for inspecting a thick-walled casting.

Fig. 7. A metal/ceramic X-ray tube for 420 kV used for inspecting a thick-walled casting in a
foundry. The two high-voltage generators for the double-pole tube can be seen on the left.

the dashed line in fig. 3b). The new-generation tubes
thus always have an axial cable connection.

Both tubes in fig. 5 have a water-cooled anode 4.
(The non-earthed anode of the double-pole tubes
must be oil-cooled.) The coolant is sprayed through a
nozzle on to the copper anode-insert, which holds the
tungsten target. The X-ray beam in both the single-
pole and double-pole tubes of the new generation
emerges through a beryllium window, which absorbs
far less X-radiation than the glass and the layer of oil

Summary. As a wall material for X-ray tubes, glass has a number
of disadvantages. The tube is relatively fragile, charge builds up on
the tube wall, and current paths may form due to ‘hopping’ of
electrons. These problems can be avoided by means of metal/cer-
amic technology and an improved tube geometry. In a new genera-
tion of d.c. X-ray tubes for macroscopic testing of materials, de-
signed in accordance with these principles, it has been possible to
halve the linear dimensions and (o reduce the weight (o a quarter of
that of conventional tubes with a glass wall. This was accomplished
largely because the new tubes have an earthed metal wall, so that
there was no need for insulating oil around the tube. Cross-sec-
tional drawings give a comparison between old-generation and new-
generation X-ray tubes for non-destructive testing. The new-gen-
eration tubes have a wide variety of applications; typical examples
are the inspection of radial tyres and thick-walled castings.
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4314326
Rectifying circuit with zero correction
R.E.J. van de Grift E

The invention provides a substantial improvement of a known
rectifying circuit for a.c. signals by adding a circuit which
measures the d.c. unbalance at the output and subsequently
cancels said unbalance by feeding back compensation currents to
the rectifying circuit. A dynamic range of 1 to 10,000 or more is
then attainable. The rectifying circuit supplies a current whose
shapeis similar to that of the a.c. input signal, thus enabling r.m.s.
values to be measured, for example in voltmeters.

4317210
Coherent receiver for angle-modulated data signals

C.B. Dekker E
K.M. Boschma

A receiver for angle-modulated signals of the type sin (@)t +
@(t)), comprising a frequency transposition stage incorporating a
local oscillator. A frequency shift Aw of thelocal oscillator relative
to the carrier frequency @ may cause the angle modulation signal
@(t) to become faded. An argument detector produces the signal
[@(t) + (Aw)t] which is differentiated by a differentiator to provide
the signal [do(t)/dt + Aw). A DEC-shift detector determines the
DC-component Aw of this signal. This component isintegrated by
an integrator to provide the signal (A®)t, which is thereafter
subtracted from the output signal of the argument detector to
provide a clear angle modulation signal.

4318 086

(B + A)-bit-A/D convertor with B-bit auxiliary A/D conver-
tor

J.B.H. Peck E
W.F.G. Mecklenbrduker

T.A.C.M. Claasen

N. van Hurk

An analog-to-digital converter is described for converting an

analog-signal into a sequence of (b + a)-bit code words by means

Z W oI ox o~ I

of a b-bit auxiliary analog-to-digital converter. To reduce the
quantizing noise resulting from the requise quantizing of the
analog signal samples this analog signal is applied to an in-
tegrating network whose output is connected to an amplitude-
limiting device whichbrings the integrated signal within thesignal
range of the auxiliary analog-to-digital converter, which initsturn
produces a sequence of b-bit code words which are applied to a
digital output filter via a cascade arrangement of an amplitude-
restoration device and a difference network. Sampling pulses
which occur at a frequency exceeding the Nyquist sampling
frequency associated with the analog signal are applied to the
auxiliary analog-to-digital converter.

4354269

Apparatus for the processing of an information stream with
the aid of an error-correcting convolutional code and ap-
paratus for the detection of an error still irremediable in this
processing

L.B. Vries E
M.A. Diepeveen

A sequence of k-tuples of information elements is converted by
means of an error-correcting convolutional code into a sequence
of n-tuples (n greater than k) of code elements. In the processing
of the code elements use is made of first of all a syndrome former
to form a sequence of (n — k)-tuples of syndrome elements from
the n-receiver sequence of n-tuples of code elements. From a
segment of a number of successive (n — k)-tuples of syndrome
elements one or more correction bits are formed in each caseso as
to be able to correct the receiver code bits and also, if a correction
is apllied, to be able to update a number of further syndrome bits
from that same segment. Furthermore an (n — k)-tuple of
secondary syndrome bits or residue bits is formed in each case
from this updated segment. A first value of such an (n — k)-tuple
indicates the state in which the decoder must be provisionally
considered as having corrected all errors in a predetermined
sequence of n-tuples of code elements. Any other values indicate
that an error has remained uncorrected. Such other values are
converted into unreliability signals. The unreliability signal in-
dicates a sub-sequence of n-tuples of code elements, in which the
errors not corrected are located. Outside this sub-sequence the
n-tuples can be reliable again.
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4319279
Television imaging panel

F.H.M. Bergen
M.G. Collet
L.J. van de Polder

An imaging panel comprising a buffer register inputs of which are
connectable to the outputs of one of the rows of elements or
connectable one after the other to outputs of several rows of the
elements and whose outputs are coupled to the panel output. The
buffer register is connected to a control circuit for shifting in each
first field period of the interlaced picture each recorded informa-
tion of an element row directly and fully, and for shifting in each
second field period of the interlaced picture half of each recorded
information of an element row, the other half being retained in the
buffer register for confining it to half of the information to be
shifted of he next row of elements.

E

4354 993
Method of manufacturing a magnet body

FX.N.M. Kools
S. Strijbos

A method of manufacturing a sintered permanent magnetizable
body essentially consisting of a ferrite of the formula MeO.6Fe,
05, wherein Meis atleast one of the metals barium, strontium and
lead by adding an acid to a suspension of the powdered ferrite in
aliquid which suspension is then supplied to one or more matrices
of a press to form a compressed product which is then sintered. As
a result of the treatment with acid, the compression time is
reduced.

E

4355204

Speech synthesizing arrangement having at least two distor-
tion circuits

K. Riemens
J.G.M. van Thuijl

This improved voice-excited speed synthesizer expands the voice-
band spectrum to generate high-frequency band excitation signal
by using two separate distortion networks: a full-wave rectifer for
lower frequencies, and a limiter for higher frequencies. Channel
and formant type voice excited embodiments are shown.

E

4356 392

Optical imaging system provided with an opto-electronic
detection system for determining a deviation between the
image plane of the imaging system and a second plane on
which an image is to be formed

S. Wittekoek
T.A. Fahner

An optical imaging system is described which is provided with an
opto-electronic detection system for determining a deviation
between theimage plane of the imagingsystem and a second plane
on which an imageis to be formed by the imaging system. After a
first reflection on the second plane an auxiliary beam which is
obliquely incident on said plane is reflected along itself and
mirror-inverted, is subsequently reflected a second time on the
second plane, and is_ finally incident on two detectors. The
difference signal of the detectors, which is a measure of the
deviation, is unaffected by tilting of the second plane and by local
variations in reflectivity of in said plane.

E

4356 512
Television keying circuit
K.H.J. Robers E

A keying circuit for television, in the form of a special effect
generator or chroma-keying circuit. In order to generate a keying
signal which does not cause flicker phenomena in an interlaced
television picture when there is a great contrast in the region of a
signal switchover between two video signals in response to the
keying signal, the circuit comprises a signal delay circuit and a
signal combining circuit for the binary keying signal which occurs
undelayed and delayed. Thesignal delay device has delay times of
a field period minus and plus one line period or of one and two line
periods, respectively. This results in a gradually changing keying
signal there, where the flicker phenomenon in the interlaced
television pjcture might occur.

4356772
Magnetically levitated object
H. van der Heide E

A magnetically levitated carriage provided with a magnetic
system suspension consisting of support magnets which mag-
netically cooperate via an air gap. The levitated carriage is
maintained in a stable condition by means of a stabilizing device
which substantially comprises a row of first stabilizing magnets
connected to the levitated carriage and a row of parallel arranged
second stabilizing magnets. The dynamic stiffness due to the
stabilizing device is greater than the static stiffness due to the
support magnets.

4 357 546
Integrated frequency divider circuit
G.A. Govaert E

A frequency divider circuit realized by means of two piled bistable
transistor pairs, the signal, whose frequency is to be divided, being
applied in phase to the emitters of the lower transistor pair and in
phase opposition to the auxiliary emitters of the upper transistor
pair.

4 357 555
Rotary anode X-ray tube’

J. Gerkema
,E.M.H. Kamerbeek

An X-ray tube having a rotary anode which is supported by a
bearing system comprising an axial magnetic bearing and at least
one radial sleeve bearing. In operation, mutually cooperating
metal (e.g. W or Mo) supporting faces of the sleeve bearing are
separated by aliquid layer wetting the supporting faces. The liquid
layer consists of a metal or a metal alloy, such as Ga ora Ga alloy,
whose vapor pressure at 300°C is below 10 -5 N/mz2, and which
does notattack the supporting faces to any substantial extent. The
tube has a long life, produces little noise during operation, and is
of relatively simple construction.

E




4357 658

System for the asynchronous transporting of data between
active functional units

E.M.A.M. van der Ouderaa E

For mutual bidirectional communication, two active functional
units are connected by a bidirectional data bus line and one
unidirectional control line for each of the two directions. Both
active functional units are each time connected, via an output
circuit, to the relevant single connections of the data bus line. The
output circuits have at least one first state in order to produce per
first state, at a low impedance, a first data stata on the connection,
and onesecondstate for generating, at a high impedance, asecond
data state for the connection. When such a first and a second data
states are simultaneously present on one and the same connection,
the former state dominates. The second state can thus also act as
an inactive state. A bidirectional data transport cycle for the first
active functional unit includes the following steps: supplying data
— transmitting a request signal — detecting an acknowledge
signal — deactivating the transmitted data — changing overto the
receiver state — terminating the receive state — transmitting the
acknowledge signal.

4357 696
Optical scanning apparatus with focusing system

M.P.M. Bierhoff E
K.A. Immink

Disclosed is an apparatus for optically scanning a record carrier
in which the scanning beam is focused on the record carrier by a
focusing system. For automatically correcting an incorrect
control point of the focusing system, the apparatus is provided
with a phasedetectorto which are applied the focusing errorsignal
generated by the focusing system and a signal corresponding to
the amplitude of the information signal being read. The output
signal supplied by the phase detector is applied to the focusing
system as correction signal so as to automatically correct for an
incorrect control point of the focusing system.

4357799
Hot-gas reciprocating machine
J. Vos E

Ahot-gasreciprocating machine comprises two intercommunica-
ting spaces of variable volume and two pistons for varying the
volumes of these spaces. The two pistons are coupled to two
parallel crank shafts and are movable with an adjustable phase
difference. For balancing the engine a system of counterweights is
provided comprising a counterweight on each crank shaft and a
counterweight on each of two auxiliary shafts which are coupled
oneto each crank shaft for rotation therewith at the same speed as
in the opposite direction, each auxiliary shaft extending parallel
with the associated crank shaft on thesidethereof remote from the
other crank shaft. The counterweight on each crank shaft is so
arranged that the centrifugal force of that counterweight in the
operation of the machine equal half the force produced by the
reciprocating parts coupled to the respective crank shaft, and the
counterweight on each auxiliary shaft is so arranged that the
horizontal and vertical components of the centrifugal force of that
counterweight always act respectively in the opposite direction to
and the same direction as the corresponding components of the
centrifugal force of the counterweight on the associated crank
shaft. '

4358711

Circuit arrangement for starting and operating a gas and/or
vapor discharge lamp

H. Bex . A

A circuitarrangement forstarting and operating adischarge lamp
by means of an electronic ballast includes a series arrangement of
a PTC resistor and an ohmic resistor connected in parallel with an
electronicswitch of the ballast, with only the PTC resistor being in
parallel with a control circuit of theelectronic switch. The value of
the ohmicresistor is eight to twelve times the cold resistance of the
PTC resistor.

4 358 736
Phase comparison circuit

J. de Boer E

A phase comparison circuit for comparing first and second pulse
trains applied to first and second inputs respectively, comprises a
sawtooth signal generator which is phase-locked to the first pulse
train by means of a frequency control loop comprising a first
sampling circuit and an amplifier. The output signal of the
sawtooth generator is sampled when each pulse occurs in the
second pulsetrain by means of a second samplingcircuit. In order
that a phasedifference of zero between the two pulse trains can be
accurately determined, whatever their actual repetition frequen-
cy, the output signal of the arrangement is formed by means of a
differential amplifier as the difference between the output signals
of the two sampling circuits.

4358799
Apparatus for recording and/or producing signals
E. de Niet E

A helical scan video recorder having a reduced drum diameter in
comparison with a two-head video recorder by the use of n heads,
n being greater than two, and a tape wrap angle greater than 360
(n — 1)/n degrees. An important additional advantage of this
recorder is that reproduction during recording (monitoring) is
possible without the use of additional heads.

4358 801
Disk unit with rotatable circular information disk

J.W. Faber . E
P. van der Giessen

A disk unit comprises a circular information disk accommodated
in an enclosure, at least one major wall of the enclosure being
formed with a slot for an information write and/or read head of
a disk drive apparatus, which slot is closed by means of a sliding
plate of aslotsealing device when the disk unit isdisposed outside
the driveunit, and which slot can be opened by sliding the slyding
plate from the closed position to the open position when the disk
unit is inserted into a drive unit. An actuating member for moving
the sliding plate is constituted by a lever which isjournalled on the
major wall in which the slot is formed, in such a way that a
transmission ratio greater than unity is obtained between a free
end of the lever which is externally accessible to thedrive unit and
a second free end which is connected to the sliding plate.




4359776

Device for generating or amplifying coherent electromag-
netic radiation, and method of manufacturing the device

G.A. Acket E
P.J. de Waard ‘
G.D. Khoe

G.C. Wirtz

T.E. Rozzi

A semiconductor laser/amplifier is disclosed in which the radia-
tion oscillates only in one longitudinal mode. According to the
invention this is achieved by a stripshaped active region which
exhibits periodic variations in amplification (and preferably also
in the amplification profile) in its longitudinal direction over at
least a part of its length. The period of the amplification variation
is at least ten times the wavelength of the radiation.

4 359 892
Arrangement for measuring surface profiles

A. Schnell A
H. Oepen

A surface testing apparatus includes a bilaminar ceramic flexure
element provided with means for generating a voltage which is
proportional to the deflection of the flexure element. This voltage
is compared with a reference voltage. After amplification the
difference voltage is applied to the flexure element so that the
applied force remains constant, independently of the deflection.

4360 823

Semiconductor device having an improved multilayer wiring
system

J.A.A. van Gils E

A semiconductor device includes a first metallization pattern
which is sunken into a portion of a first insulating layer on the
semiconductor body. This first metallization pattern is sunken
through only a part of the thickness of the first layerand its surface
substantially coincides with that of the first layer. The first
metallization pattern and first insulating layer are covered with a
second insulating layer, and a second metallization pattern is
provided on the second insulating layer. In order to provide
contact with desired regions of the semiconductor device, the
second metallization pattern extends through contact holes in the
underlying second layer to provide the desired electrical connec-
tions. This configuration results in a flatter, more efficient and at
the same time a more reliable multiple-layer metallization system.

4361727
Sound reproducing arrangement for artificial reverberation
N.V. Franssen E

An artificial reverberation arrangement comprising a number of
mechanical units each of which comprises a microphone, an
amplifier and a loudspeaker. These units are arranged in such a
way relative to each other that the microphone of one specific unit
receives substantially less sound energy from its own associated
loudspeaker than from all the other loudspeakers of the arrange-
ment.

4361 801 .
Microwave method for measuring the relative moisture
content of an object

W. Meyer H-
W. Schilz '

The moisture content of an object is determined by placing the
object in a field produced by a microwave applicator and measur-
ing the dielectric properties of the applicator. The measured
properties are used to derive the moisture content from known
dielectric properties for the apllicator without the object present,
and from known moisture/dielectric properties for the specific
material of the object.

1]

4364 986
Drye-containing layer of a film-forming poelymeric binder
and-the use thereof in an information recording element

D.J. Zwanenburg E
W.P.M. Nijssen
C.G.I. van der Staak

Dye-containing layer of a film-forming polymeric binder and the
application thereof in an information recording element. The
invention relates toa dye-containing layerin which dye, if desired
in a very large weight percentage is dissolved or finely divided in
a copolymer (1:1) of methyl vinyl ether and maleic anhydride ora
semi-ester thereof. The dye-containing layer is particularly suit-
able for use as a recording layer in an optical information
recording element.

4365 323
Optical read unit for scanning a record carrier having a
radiation-reflecting information structure

J.P.J. Heemskerk E
K.A. Immink
C.A.J. Simons

Anoptical read unitisdescribed for scanning a record carrier with
a radiation-reflecting track wise-arranged information structure.
The read unit utilizes a diode laser which generates the read beam
and also detects the information stored on the record carrier. The
read unit is also provided with an opto-electronic system for
detecting the position of the read spot relative to a track to be read
and the position of the plane of focusing. The diode is mounted in
a housing and the unit includes electromechanical apparatus for
moving the housing in two perpendicular directions so as to
correct the position of the read spot. The objective system for the
formation of the read spot is of simple construction.

4 366 346
Artificial reverberation apparatus

E.C. Dijkmans E
N.V. Franssen

Artificial reverberation apparatus comprising a delay device
provided with a feedback circuit and a feed-forward circuit
having a gain equal and opposite to that of the feedback circuit if
the gain in the delay device is unity. In order to simulate a second
echo having a different delay time using a minimum number of
circuit components, the foregoing reverberation circuit is includ-
ed in cascade with a second delay device and the resulting
combination is provided with its own feedback circuit and
feed-forward circuit. In order to simulate a third echo having yet
another delay time, the resulting circuit may be included in
cascade with a third delay device with the resulting combination
having its own feedback circuit and feed forward circuit.
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4 366 564

Apparatus for writing digital information in a disc-
shaped optically readable record carrier

M. R. de Haan E
M. G. Carasso

An appa:atus for recording optically detectable information in a
record carrier provided with information areas arranged in accord-
ance with a spiral or concentric track pattern, which areas alternate
with synchronization areas each containing the address of the as-
sociated information area. Recording is effected with a first mod-
ulated laser beam, while a second beam is projected after the first
beam for reading the recorded information. The track pattern has
previously been provided with a periodic track modulation of a fre-
quency at which the power spectrum of the information to be re-
corded has a substantially zero value. The apparatus comprises a
first and a second filter for filtering signal corresponding to the
track modulation out of the signal derived by detecting the first or
second laser beam reflected or transmitted by the record carrier. In
series with the second filter there is included a delay network from
which a synchronization signal is available. Furthermore, there is
provided a phase comparator which, during reading of the syn-
chronization areas, determines the phase difference between the sig-
nals obtained from the first and the second filter and which controls
the delay network in such a way that the output signal of the delay
network is in phase with the output signal of the first filter.

4370797

Method of semiconductor device for generating elec-
tron beams

G. G. P. van Gorkom E
A. M. E. Hoeberechts

The invention relates to a semiconductor cathode and a camera tube
and a display tube, respectively, having such a cathode, based on
avalanche breakdown in a p-n junction extending parallel to the
surface of the semiconductor body. The released electrons obtain
extra energy by means of an accelerating electrode provided on the
device. The resulting efficiency increase makes the manufacture of
such cathodes in planar silicon technology practical. Since the de-
pletion zone of the p-n junction upon a avalanche breakdown does
not extend to the surface, the released electrons show a sharp, nar-
row energy distribution. This makes such cathodes particularly suit-
able for camera tubes. In addition they find application, for ex-
ample, in display tubes and flat displays.

Z W T X N M

4371 748
Device for artificial reverberation

E. C. Dijkmans E
K. A. Immink

An artificial reverberation device comprising first, second, third and
fourth delay lines and first and second adder circuits with at least a
part of said first, second, third and fourth delay lines connected ina
cascade arrangement with the first and second adder circuits. First
and second feedback circuits and first and second transmission paths
are coupled to the cascade arrangement so as to produce a multiple
reverberation effect with a minimum number of components.

4371795

Dynamic MOS-logic integrated circuit comprising a
separate arrangement of combinatory and sequential
logic elements

C. Mulder E
L. Nederlof

C. Niessen

R. M. G. Wijnhoven

R. H. W. Salters

An integrated circuit in dynamic MOS logic is composed of com-
binatory and sequential logic elements. Each of the latter comprises
a succession of an input gate, an intermediate gate and an output
gate which are activated to conduct by a corresponding phase of the
first one and’ subsequent phases of a clock pulse cycle. The com-
binatory logic elements are all composed of gates of a single type,
while the input signals are applied via the sequential logic elements
and the output signals are output again via the latter elements.
Thus, in the combinatory network only a sole type of interference is
still relevant.

4371 868

Method and device for the automatic calibration of
an analog-to-digital converter

R. E. J. van de Grift . E
R. J. van de Plassche

E. C. Dijkmans

For the automatic calibration of an analog-to-digital converter an
analog calibration quantity is measured and the digital signal is

compared with a digital calibration signal associated with the cali-
bration quantity. A digital difference signal is applied to a register

PHILIPS
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for influencing its counting capacity, while the register contents of
pulses counted during the measurement also represents one of the
parameters involved in the analog-to-digital conversion. Because of
the fully digital character of the calibration, this calibration can be
performed very rapidly and accurately.

is formed in a gas mixture which contains a halogen compound and
an oxygen compound. If the mixture contains more than 25% by
volume of an oxygen compound from the group CO, and NO, the
organic lacquer layer can be etched away from 500 to 1000 umes
faster than poly Si.

4374302

Arrangement and method for generating a speech sig-
nal

L.L. M. Vogten E
L. F. Willems

LPC-synthesizing device, in which a modulation of the synthesized
signal with a window signal is used to reduce the buzz which is char-
acteristic for such devices. This window signal has an amplitude
which initially increases gradually from substantially zero value to a
constant value, and then decreases gradually from the constant
value to substantially zero value. As a result of this modulation the
signal in the transition between two segments of voiced speedh is
forced to zero thereby eliminating any transition discontinuities,
the existence of which causes the buzz.

4374324
Optical focusing device with inclination detection

G. E. van Rosmalen E .

W. G. Opheij

In order to improve the focusing of radiation from a source onto an
object, in example for a “VLP” or “Compact Disk” system, a
further control signal from an object-inclination detector is added
to the focusing error signal, yielding improved control stability and
smaller focusing errors.

4374 452
Apparatus for manufacturing a color display tube
J. Koorneef E

An apparatus for fabricating a quadrupole shadow mask includes a
reel for storing a web of insulating material having a conductive
layer on one side thereof, a reel for storing a long metal strip having
a plurality of spaced apertures arranged in parallel rows, means for
cutting the web into strips and a roller having circumferential
grooves for positioning and then pressing the insulating strips onto
the surface of the metal strip between the rows. The resulting strip
is guided through a heating device and then is cut into sheets of pre-
determined length.

4374 698
Method of manufacturing a semiconductor device

J. A. M. Sanders E
F. H. M. Sanders

H. Kalter

E P.G. TvandeVen

A method of manufacturing a semiconductor device in which layers
of silicon nitride and silicon oxide are etched by bringing the layers
into contact with constituents of a plasma which is formed in a gas
mixture which contains a fluoride compound and an oxygen com-
pound. By addition of from 1 to 15% by volume of a gaseous com-
pound which contains a halogen other then fluoride to the gas mix-
ture, silicon nitride layers can be etched at least five times faster
than silicon oxide layers. The method is thus suitable in practice,
for example, for manufacturing a silicon nitride mask for the for-
mation of a field oxide in LOCOS processes.

4374 699

Method of manufacturing a semiconductor device

J. A. M. Sanders E
F. H. M. Sanders ’

A method of manufacturing a semiconductor device in which an or-
ganic lacquer layer which is locally present on a substrate is etched
by bringing the layer into contact with constituents of plasma which

4375058

Device for reading a prmted code and for converting
this code into an audio signal

H. Bouma : E
D. G. Bouwhuis

P. M. Boers

J. C. Jacobs

A carrier containing information which is suitable for visual per-
ception, such as a text or a picture. By suitable positioning, a code
also present on the carrier linked thereto. This code is visible to the
user, but cannot be read directly. A device for reading the code
having a scanner which can be moved into the area of the code by
hand. The code is optically read, synchronization signals being ob-
tained from the code itself. The information read is stored in an
intermediate memory. The intermediate memory is subsequently
read under the control of a clock. This data can either directly
activate an acoustic generator for producmg a sound signal, or can
address an object memory which in its turn supplied data for con-
trolling the acoustic generator. A sound signal is thus linked to the
picture or the text. A device of this kind may from part of an educa-
tional system.

4375257
Hydrogen storage and supply device

H. A. C. M. Bruning
J. H. N. van Vucht
F. F. Westendorp

H. Zijistra

A hydrogen storge and supply device in which a pressure vessel con-
tains a hydride of the gross formula AB,H,,, in which A is calcium
or one of more of the rare earth metals with or without thorium,
zirconium, or halfnium, B is nickel and/or cobalt, with or without
iron and/or copper, n has a value between about 3 and 8.5 and m
has a value exceeding 0 and up to about 7.

4375623
Arrangement for the transmission of audio signals

N. V. Franssen E
K. A. Immink

E. C. Dijkmans

M. H. Geelen

An arrangement for the transmission of audio signals, comprising a
delay line provided with 5, 7 or 9 tappings situated at equal time
intervals along the delay line. The tappings are each connected to a
common adding circuit via an amplitude control device. The ratios
between the amplitudes of the output signals of the amplitude con-
trol devices, viewed from one end of the delay line to the other
end are 1:2n:2n%: — 2n:1 for five tappings, 1:2n:2n%:n®*— n: —
2n2:2n: — 1 for seven tappings, and 1:2n:2n%:n® — n:'/,(n* — 1)—

— (n®— n):2n%: — 2n:1 for nine tappings. This yields an ar-
rangement having a flat frequency response from the input of the
output. The invention also relates to a plurality of delay lines con-
nected in series and to a reverberation unit provided with such a
transmission arrangement.

4375 686
Semiconductor laser
P. J. de Waard E

A semiconductor laser includes an active layer of a first conductivity
type comprising a strip-shaped active region formed by a doping of
the second conductivity type over at least a part of the thickness of
the active layer. According to the invention, the active region con-
sists of a number of zones of the second conduétivity type which are



separated by material of the first conductivity type and which,
viewed in the longitudinal direction of the active region, have a
maximum dimension of at most 20 um. Upon ageing, crystal defects
in the zones will not expand beyond the zones, thus extending the
usable lifetime of the laser.

4375 832
Tube and fin radiator

G. A. Asselman
A. P. J. Castelijns
A. J. van Mensvoort

A radiator comprising a number of parallel cooling medium pipes
having fin stacks secured thereto in which a metal strip of the de-
sired width dimensions is zigzag folded to form a stack having suc-
cessive fin parts and side parts, each fin part being divided into step-
wise parallel portions by additional fold areas parallel to the side
parts.

4376 307
Semiconductor laser or intensifier

T. E. Rozzi
J. H. C. van Heuven

A semiconductor laser or traveling wave intensifier has an active
layer between two passive semiconductor layers, and a strip-shaped
electrode geometry. The active layer is uniform in thickness, while
at least one of the passive layers within the strip-shaped geometry
comprises a strip-shaped zone which contains portions having dif-
ferent refractive indices n, and n,. According to the invention it
holds that n, — n,)(d, — d;) > 0, wherein n, is the refractive index
of the portion which at least within said strip-shaped zone adjoins
the active layer, d, is the thickness thereof within the strip-shaped
zone, and d, is the thickness thereof beside the strip-shaped zone.

E

4376 977
Computer system with scannable program memory
B. T. J. Bruinhorst E

A computer system having a program memory for machine instruc-
tions to be executed and for other data not included in machine
instructions to be executed, also a keyboard, a display device and a
processor. In the program memory a quantity of such other data is
preceded by a special code from a pre-determined set of not-to-be-
executed machine codes plus an adjacent indication giving the ad-
dress distance between the beginning and the end of the other data
in question. A decoder that can address specifically the machine-
code set is connected to the instruction register. An address-distance
detector is also connected. Together, these elements generate a
signal to process the quantity of other data in a specific way and, in
particular, not to treat them as further machine instructions. In the
design phase of a program, no large capacity memory is required
for the text because all relevant information can be stored in a pro-
gram memory of limited capacity because the machine program has
a very compact notation.

4378 331
Hydrides of the formula ApNHm

H. A. C. M. Bruning
J. H. N. van Vucht
F. F. Westendorp

Then invention is directed to hydrogen absorbing compounds which
are useful for storing, keeping and releasirig hydrogen gas. Such
compounds have the formula LA,Cel-yNi; where ¥ lies between
0.4 and 1. The compounds may also be lanthanium/nickle com-
pounds which contain copper zirconium or yttrium.

E

4379021
Method of manufacturing single crystals

J. P. M. Damen
T. J. Berben

A method of manufacturing a single crystal of a composite oxide by
gradual solidification of a melt with solidification starting from a
seed crystal which initially is in contact with the melt, is provided
wherein to obtain a single crystal having a composition which is as
homogeneous as possible (homogeneous within 1 mol.%) the fol-
lowing measures are taken: first, initially the melt consists of no
more than 25% by weight of the single crystal to be grown; and
second, during the solidification process molten material is added
to the melt at the same rate and having the same composition as
material solidifies out from the melt.

E

4379030
Aluminium electroplating solution

T. E. G. Daenen
G. A. R. van Dijk
S. A. Stolk

Electrolyte liquid for the electrodeposition of aluminum, consisting
of a solution of a ligand of one or more aluminum halohydrides in
an aprotic solvent. The ligand is, for example, tetrahydrofuran or
triethylamine. This liquid makes it possible to deposit ductile alu-
minum up to high current densities.

E

4379230

Automatic beam correction in a scanning transmis-
sion electron microscope

G. Bouwhuis
H. de Lang
N. H. Dekkers

In a scanning electron microscope, a periodic structure in the object
plane is used for the detection of the focus condition of a spot-
focused electron beam scanning an object in order to correct de-
focusing and astigmatism in the scanning electron beam spot. To
achieve this the detector comprises a plurality of individual ele-
ments which can be pair-wise read and an electronic circuit for
forming a control signal for controlling the excitation of a spot-
forming lens and a stigmator, respectively, from signals represent-
ing movement of the electron interference pattern at the detector,
relative to the object scan, due to an out of focus condition. The
signals are derived from corresponding pairs of detector elements
which are situated at a fixed distance from each other in order to
correct the focus and compensate for the astigmatism in the elec-
tron beam respectively. In the case of astigmatism, signals from at
least two pairs of detector elements spaced in directions at right-
angles to one another, are used.

E

4379251
Cathode-ray tube
M. Brouha

W. W. van den Hoogenhof
P. C. van Loosdregt

E

In a cathode-ray tube for displaying colored pictures comprising in
an evacuated envelope means to generate a number of electron
beams, a display screen comprising a number of regions lumines-
cing in different colours, and colour selection means comprising a
large number of apertures which assign each electron beam to lumi-
nescent regions of one colour, in which colour selection means a
magnetic quadrupole field is generated to form a magnetic qua-
drupole electron lens in each aperture, which luminescent regions
have the shape of substantially parallel strips the longitudinal direc-
tion of which is substantially parallel to the defocusing direction of
the quadrupole lens, characterized in that the apertures are elong-
ate, substantially hexagonal and symmetrical relative to theire
longitudinal axes in a number of parallel rows which extend sub-
stantially parallel to the strips and the apertures of two juxtaposed
rows are shifted relative to each other, it is possible, in spite of the
large transmission of the colour selection means, to obtain a display
screen having very uniform phosphor strips.




4380366
Detachable connector for optical fibres

A. J. J. Franken . E
F. M. Coolen

G. D. Khoe

J. Langerhorst

H. W. W. Smulders

A connector for connecting optical fibres comprises three portions:
centering means for centering the fibre with respect to a housing in
which the fibre has been inserted, a profiled edge on each housing
for centering housings with respect to each other, and fixing means
for connecting two housings to each other. The edges of the hous-
ings are resilient with respect to the rest of the housing so that refer-
ence faces of the connector can be pressed together by springing
back the edges.

4380708 ) '
1%L with polysilicon diodes and interconnects
C. M. Hart E

An integrated circuit includes a number of diode-coupled gate cir-
cuits, each having an inverter transistor. The logic signals are
coupled between the gate circuits by conductive tracks which also
form the coupling diodes. These diodes are mono-poly or poly
diodes, and are formed integrally with the conductive tracks to
achieve a flexible yet simple construction.

4381967
.Method of manufacturing a semiconductor device

" F. H. M. Sanders E
J. A. M. Sanders
J. Dieleman

A method of manufacturing a semiconductor device where a layer
which is present on a substrate and which is locally covered with an
organic lacquer layer is etched by bringing the layer into contact
with constituents of a plasma which is formed in a gas mixture con-
taining a halogen compound and an oxygen compound. The rate at
which the organic lacquer layer is removed by the constituents of
the plasma is substantially reduced by the addition of from 1 to
15% by vol. of CO to this gas mixture.

4383227

Suspended microstrip circuit for the propagation of
an odd-wave mode

F. C. de Ronde E

A suspended microstrip circuit having a dielectric substrate ar-
ranged in parallel between two parallel metal planes. First and
second strip conductors are provided on the substrate, the second
strip conductor being in parallel with the first strip conductor and
coupled thereto. A wave phenomenon can propagate through the
conductor pair in an odd mode. The metal box accommodating the
microwave-circuit may now be much greater so that in most cases
one box is sufficient. Microwave components such as magic-T,
series-T, shunt-T, circulators, filters, attenuators, can be imple-
mented with the suspended microstrip line.

4384038

Method of producing integrated optical waveguide
circuits and circuits obtained by this method

G. D. Khoe
H. G. Kock
D. Kiippers
H.-J. Lydtin
Optical waveguide circuits, such as signal splitters, can be produced
by etching grooves in a transparent, glass substrate and by filling the
grooves with glass having a higher refractive index than the material
of the substrate. The grooves have a semicircular cross-section and
the filling glass is produced by a low temperature plasma-activated
chemical vapor deposition process. Two substrates can be placed on
top of each other, with the surfaces in which the filled grooves have
been provided in contact, to form an integrated optical circuit.

E A
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4384335

Method of and system for determining the pitch in
human speech :
H. Duifhuis
L. F. Willems

!

E

“R. J. Sluyter

Method of and arrangement for the determination of the pitch of
speech signals in a system of speech analysis, wherein sequences of
significant peak positions of the amplitude spectrum of a speech
signal are derived from time segments of the speech signal by means
of a discrete Fourier transform. In order to reduce the influence of
noise signals and noise components, respectively, in the amplitude
spectrum the significant peak positions are compared with different
masks, which have apertures at harmonic distances of the as-
sociated fundamental tone. The mask which matches the sequence
of significant peak positions best is selected. A probable value for
the pitch is now computed with the harmonic numbers now known
of the significant peak positions which are located in apertures of
the selected mask. The mean square error between these significant
peak positions and the corresponding harmonics of the finished
tone can be used as a criterion.

4385916

_Method of producing an optical fiber having a core

which has a noncircular cgoss-section, and double
crucible for use in this method
C. M. G. Jochem

P.J. W. Severin

An optical fiber having a circular outer cross-section and having a

core which has a noncircular cross-section is produced by using a
double crucible. The outer crucible is provided with a ring-shaped

E

-channel of which at least one of the boundary walls has a non-

circular cross-section. The glass of the outer crucible is passed
through this channel before it is contacted with the glass of the
inner crucible.

4386268
Envelope for a photodiode
H. G. Kock E

An envelope for a photodiode which serves as a detector of light
signals comprises a support and a metal cap-shaped member con-
nected hermetically to the support. A metallized glass light conduc-
tor passed through an aperture of the cap-shaped member is con-
nected in the aperture by means of solder. One end of the light con-
ductor extends up to the photodiode; the other end projects from
the cap-shaped member and is surrounded by the wall of an aper-
ture on one side of a blocked-shaped member, in which aperture an
optical fiber can be incorporated on the other side.

4386323

Arrangement for synchronizing the phase of a local
clock signal with an input signal

G. L. M. Jansen E

Synchronizing the phase of a locally generated clock signal with the
phase of an input signal is usually effected by using a phase-locked
loop, but this has a drawback that a certain run-in time is necessary
to be sure that the phase of the clock signal is stable. The present
arrangement comprises a delay line having taps, the delay line being
driven by a crystal oscillator. Clock signal versions which are phase
shifted relative to one another through 90° are available at the suc-
cessive taps. A coincidence detection circuit comprising trigger cir-
cuits and a combining network detects the version of the clock
signal whose ascending edge, for example, is located nearest to an
ascending edge of the data signal, and this version is supplied as the
clock signal at an output.
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Of)tical switching with bismuth-substituted iron garnets

«

P. Hansen, B. Hill and W. Tolksdorf

Now that we stand on the threshold of the era of communication by means of optical fibres,
the switching of optical signals has become very important. During the last thirty years the
magnetic effects in garnet crystals have been extensively studied. This work was started be-
cause of the applications at microwave frequencies, but was later found to be of interest
for the development of backing-storage systems, including the use of magnetic ‘bubbles’.
The investigations showed that the Faraday effect in garnets could be turned to good use in
optical switching devices. In the early seventies, work by P. F. Bongers, T. J. A. Popma,
J. M. Robertson and S. Wittekoek at Philips Research Laboratories in Eindhoven revealed
that the Faraday effect could be greatly enhanced by substituting bismuth in gadolinium-iron
garnet ¥, With this solid foundation established, the work on magneto-optical effects in gar-
nets was continued at Philips Research Laboratories in Hamburg. The good understanding of
the physical background and the mastery of the technology for making garnet single crystals
and growing epitaxial layers on them paved the way for the manufacture of optical switching

devices such as the LiSA 512 light-switching array.

Introduction

Magneto-optical effects in garnet crystals have been
the subject of keen interest since the mid-sixtiés. In
the efforts to develop computer memories with higher
packing densities the Kerr effect and the Faraday effect
seemed to offer good prospects [!1. At Philips labora-
tories as well there was research on the application of
garnets and other magneto-optical materials as a basic
material for storage devices. The work was concerned
with ‘bubble memories’, storage devices in which
magnetic domains can move!?!, and with garnet
storage wafers in which the data is written and read
out by means of a laser beam [3!,

Since then the enthusiasm for the large-scale manu-
facture of bubble backing-storage devices has lessened
to some degree. It turns out that the costs associated
with an entirely new technology were higher than ex-

Dr P. Hansen, Dr B. Hill and Prof. Dr W. Tolksdorf are with
Philips GmbH Forschungslaboratorium Hamburg, Hamburg, West
Germany.

pected, and in addition there have been unexpectedly
rapid developments in the capacity and price of semi-
conductor backing-storage systems [41,

Although the outlook for garnets in bubble memor-
ies seems rather less promising, the application of gar-
nets for controlling the transmission of visible light
remains as interesting as ever. Possible applications
include displays, printers and fibre-optics telecommu-
nication systems. In all these applications a current

[*]  These investigations have resulted in a Netherlands patent No.
160659 (granted 16th October 1979) and an American patent
No. 3838450 (granted 24th September 1974). ,

(11 P, Dekker, Manganese bismuth and other magnetic materials
for beam addressable memories, IEEE Trans. MAG-12,
311-327, 1976.

(21 J. A. Pistorius, J. M. Robertson and W. T. Stacy, The per-
fection of garnet bubble materials, Philips Tech. Rev. 35, 1-10,
1975.

H. Heitmann, B. Hill, J.-P, Krumme and K. Witter, MOPS, a
magneto-optic storage wafer of the discrete-bit type, Philips
Tech. Rev. 37, 197-206, 1977. .

J. G. Posa, Memories, Electronics 54, No. 21 (Oct. 20),
130-138, 1981.
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pulse changes the transmission in a small domain in a
material that is normally transparent to visible light.

The rotation of the plane of polarization of linearly
polarized light under the influence of a magnetic field
with a component in the direction of propagation
of the light was first observed in 1845 by Michael
Faraday, and is known as the Faraday effect. It arises
because some media have different refractive indices
for clockwise and anticlockwise circularly polarized
light. The effect is not reciprocal, i.e. the rotation of
the plane of polarization does not return to zero when
the light passes through the medium in the opposite
direction — unlike the rotation of the polarization
plane in optically active substances.

The magneto-optical switching devices that are the
subject of this article consist of a substrate of non-
ferrimagnetic single-crystal garnet, to which has been
applied a thin film of ferrimagnetic single-crystal gar-
net with the [111] direction of the cubic lattice perpen-
dicular to the film. The Faraday rotation of polarized
light passing perpendicularly through the film is
caused by the internal magnetization in the same
direction due to the presence of magnetic moments of
iron and gadolinium atoms in the crystal structure.
When the direction of the internal magnetization of
the material is reversed, the Faraday rotation changes
from anticlockwise to clockwise or vice versa; see
fig. 1. Since there is an analyser AN for polarized
light behind the substrate, there is contrast between

Fig. 1. Operation of a magneto-optical switching device. A sub-
strate S of a single-crystal non-ferrimagnetic garnet is covered with
a thin ferrimagnetic garnet film, parts of which have been removed
by etching, leaving ferrimagnetic domains F. Polarized light passing
through the ferrimagnetic domains undergoes Faraday rotation.
The rotation of the plane of polarization is anticlockwise or clock-
wise, depending on the direction of the internal magnetization. The
analyser AN produces a difference in contrast between domains
magnetized in opposite directions.

Philips Tech. Rev. 41, No. 2

domains in the ferrimagnetic film that are magnetized
in opposite directions. The magnetization is ‘frozen
into’ the material, because the temperature of opera-
tion is close to the compensation temperature of the
film. (The term ‘compensation temperature’ will be
clarified presently.) The magnetization can be locally
reversed by raising the temperature while at the same
time applying an external field. This makes it possible
to obtain a different distribution of light and dark
areas. These effects have been studied for some time
in our laboratories and have also been described in
this journal 21131,

The ferrimagnetic films for our devices must give a
large Faraday rotation and low absorption, and their
compensation temperature should be approximately
equal to room temperature. We shall show how the
physical properties of the gadolinium-iron garnet film
material can be affected by substituting atoms of ele-
ments such as bismuth and gallium. The substitution
of bismuth increases the Faraday rotation [®!; gallium
is substituted to bring the compensation temperature
closer to room temperature. With a film of the right
composition a non-ferrimagnetic substrate material is
required that has exactly the same lattice constant and
minimum absorption. After extensive investigations
we can now predict the ratio of the constituent ele-
ments for a single-crystal substrate with a defined lat-
tice constant. This can be made equal to the lattice
constant of the epitaxial ferrimagnetic film that will
be grown later on a slice of the single crystal. Because
of the importance of good process control, our lab-
oratories continued to take an interest in the batch
production of the LiSA 512 light-switching array. We
designed LiSA 512 and it was put into production by
the Philips Elcoma division (at Valvo, Hamburg).

We shall first look at the crystal structure of garnets,
and then we shall consider the Faraday effect in more
detail and examine the influence of the substituted ele-
ments in the film. We shall also discuss the matching
of the lattice constant of a substrate to that of the film
and describe the fabrication of substrate and film. In
conclusion we shall consider some applications.

Crystal structure and magnetic properties of garnets

For completeness we shall first deal briefly with the
structure of garnet crystals and with the magnetic
properties that are relevant to this article.

The best-known magnetic garnet is yttrium-iron
garnet, Yz3FesO12 or YIG, which is used in a modified
form in microwave applications and in bubble mem-
ories. We have investigated the properties of yttrium-
iron garnet and of gadolinium-iron garnet and varied
the properties by substituting other elements. The
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structure of GdsFesO12 is shown in fig. 2. The com-
position of the garnets discussed in this article is given
by the formula RsA2B30O1i2, in which the trivalent R
ions are rare earths such as lutetium, yttrium, gado-
linium or other large ions, and the A and B ions are
smaller ions, such as the transition metal ions Fe®*, or
diamagnetic ions, such as Ga®* or AI1**. The R ions
are surrounded by a dodecahedron (not the regular
one, but a ‘distorted cube’) of eight oxygen ions, the
B ions by a tetrahedron of four oxygen ions and the
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is called the anisotropy field Ha and it depends on the
composition of the film and the growth conditions ["!.

The magnetic polarization J of the film can be re-
garded as the sum of all the magnetic dipole moments
J of the Fe®* ions in the tetrahedral and octahedral
sublattices and the Gd®* ions in the dodecahedral sub-
lattice. The coupling between the sublattices is anti-
ferromagnetic; see fig. 3a and b. In fig. 3a the magni-
tude of the total magnetic saturation moment ms per
unit of GdsFesO12 (an eighth part of a unit cell — see
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Fig. 2. Crystal structure of GdsFes;0,2 18] (gadolinium-iron garnet), or in general RgA;B3013.
The diagram on the right shows a complete unit cell; « is the lattice constant; the diagram on the
left gives the details of an eighth part of the unit cell. The positions of the ions in the complete cell
are obtained when the cube with edge a/2 (the eighth part of a unit cell) on the left is made to over-
lap the cubes with edges a/2 on the right-hand figure, successively turned so that the red diagonals
coincide. The Fe®* ions, shown as black dots (A in R3gAyB30;3), are surrounded by octahedrons
of six oxygen ionsand form a body-centred cubic lattice. The Fe* ions, shown as black rings (B in
R3A3B30,2), are surrounded by tetrahedrons ot four oxygen ions. The groups of six and four
oxygen ions surrounding the two Fe3* ions 4 and B are indicated by blue dots; the other oxygen
ions by blue rings. The two groups of three Gd®* jons, linked by a red plane (R in R3A3B3O132),
give rise to threefold symmetry at the location of the Fe®* ion A. This axis of symmetry coincicdes

with the red diagonal.

A ions by an octahedron of six oxygen ions. The basic
structure of garnets is cubic. The red body diagonal
in the left-hand figure, corresponding to the [111]
direction, forms a local axis of threefold symmetry
owing to the presence of the two sets of three Gd®*
ions, shown as red dots.

When a thin ferrimagnetic garnet film is grown epi-
taxially on a (111) plane of a non-ferrimagnetic sub-
strate, uniaxial magnetic anisotropy is produced in
the [111]} growth direction. As a consequence of this
anisotropy the direction of the magnetic polarization
— which would normally be in the plane of the film to
correspond with a minimum of magnetic energy — is
perpendicular to the film. This alignment of the polar-
ization could be considered as the result of the pres-
ence of an effective magnetic field. This effective field

fig. 2) in Bohr magnetons pg is plotted as a function
of absolute temperature. At absolute zero the total
moment of 16 ug is composed of the moments of the
electron spins of the Fe?* ions (+ 10 and — 15 pg) and
of the Gd?* ions (+ 21 ug); see fig. 3. The antiferro-
magnetic ordering of the submoments of the indivi-
dual ions is the characteristic of ferrimagnetism.

) Investigations at Philips Laboratories in Eindhoven and
Redhill, Surrey, England, led to the design of a theoretical
modet in 1972 for describing the influence of bismuth on Fara-
day rotation in garnets; see S. Wittekoek and D. E. Lacklison,
Investigation of the origin of the anomalous Faraday rotation
of BiyCas_xFess40.5xVi.5-05x012 by means of the magneto-
optical Kerr effect, Phys. Rev. Lett. 28, 740-743, 1972.

6] From P. P. Ewald and C. Hermann, Strukturbericht
1913-1928, Akad. Verlagsges., Leipzig 1931, p. 364.

71 P. Hansen, K. Witter and W. Tolksdorf, Magnetic and mag-
neto-optic properties of lead- and bismuth-substituted yttrium
iron garnet films, Phys. Rev. B 27, 6608-6625, 1983.
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It follows from fig. 3@ that, as a result of differing
local symmetry, the magnetic submoments of the three
crystal lattices of GdsFesO12 depend on temperature
in different ways. At slightly below 300 K — i.e.
at about room temperature — the magnetic dipole
moments cancel and the total polarization of the
material is zero. The temperature at which this occurs
is referred to as the compensation temperature (7comp).
At this temperature each sublattice has magnetic
order: the situation differs from that at the Curie point
(T¢). In fig. 3c the magnetic saturation polarization
Js8) of the material, which follows from fig. 3a, is
plotted as a function of temperature. The value of Js in
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Fig. 3. a) The magnetic saturation moment /s per unit of GdsFesOr12
(an eighth part of a unit cell, fig. 2, left) in Bohr magnetons g, asa
function of absolute temperature T in a gadolinium-iron garnet
film. The saturation moment /75 is the sum of the magnetic moments
Mge, Me and Mgy, Originating from the spins of the Fe3* ions at the
octahedral and the tetrahedral lattice sites and of the Gd* ions at
the dodecahedral lattice sites. Tcomp 1S the compensation tempera-
ture; when this temperature is exceeded and an external magnetic
field is applied the direction of m; rotates through 180°. 7T¢ Curie
point. b) Origin of the total saturation magnetization /75 as the sum
of the magnetic moments of the sublattices for a unit GdaFe;O;2 at
absolute zero. ¢) The magnetic saturation polarization Js in teslas
(the magnetic saturation moment js = o /s Wb-m per unit volume)
derived from fig. 3a for the material, as a function of the absolute
temperature T. The saturation polarization is Js = fo| ms{us 8/a®
teslas, where ug = 0.927x10°2% Am? is the magnetic moment
associated with a Bohr magneton, and a is the lattice constant (see
fig. 2).
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teslas corresponds to the magnetic moment js = uoms
in Wb-m per unit volume (Js = uo| ms|us 8/a’®, where
us is the magnetic moment in Am? associated with a
Bohr magneton, and a is the lattice constant; there are
eight units of GdsFesO12 per unit cell).

In the temperature range near the compensation
temperature the saturation magnetic flux density of
the film material is very low (in view of the high per-
meability the saturation flux density is approximately
equal to Js in fig. 3¢). Since the energy required for
reversing the magnetic polarization — equivalent to
the area of the hysteresis loop — will not change very
much as a function of temperature, the coercivity H.
in this temperature range should reach very high
values. This is indeed so in practice, as can be seen
from the curve for H. in fig. 4. If we draw the hyster-
esis loop for three different temperatures above Tcomp
with the aid of the known values for the coercivity and
the saturation flux density, we see that it becomes flat-
ter as Tcomp is approached. It thus becomes more diffi-
cult to change the magnetic polarization of the mat-
erial by applying an external magnetic field.

LOKAIm 110x10" teslas
He Js
T 30 175 T
20 15
10 125
0 s . s 0
0 5 0 15 20K

—H

f
==l

Fig. 4. Saturation polarization Js (from fig. 3) and the coercivity H.
(from [3]) as a function of the temperature difference T — Tcomp-
Three hysteresis loops B(H) are shown below for three different
values of T~ Teomp, based on values for Hc and Js measured from
the curves (the saturation flux density is approximately equal to the
saturation polarization). As T approaches Teomp the hysteresis loop
becomes flatter. Near the compensation temperature the direction
of magnetization in the material can only be changed by means of a
very strong external magnetic field (which approaches an infinite
value for T = Teomp)-
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The effect just described is used in the optical switch-
ing devices that are the subject of this article. The
direction of magnetization of the material is stabilized
near the compensation temperature (i.e. at about
room temperature): the magnetic polarization is
‘frozen in’. However, when the temperature of certain
areas of the film is raised by a few tens of degrees the
magnetization can be reversed by a relatively weak
external field (greater than Ha — Js/uo; for homogene-
ous single-crystal materials H. = Hy). As we shall now
explain, this also changes the sense of the Faraday
rotation.

The Faraday effect

The Faraday rotation @ is proportional to the path
travelled in the medium, so that

6 = 6r9, )

where Or is the specific Faraday rotation, i.e. per
metre.

The Faraday rotation occurs because certain solids
have a different refractive index for clockwise and
anticlockwise circularly polarized light. Fig. 5 shows
how this comes about. When a magnetic field is ap-
plied, an emission line is split into two closely spaced
lines since the electron spin can be either parallel or
antiparallel to the field. This is known as the simple
Zeeman effect. (In the anomalous Zeeman effect there
is an even finer quantum-mechanical subdivision.) In
analogy with the simple Zeeman effect an absorption
line in a magnetic field is also split by spin-orbit
coupling into two closely spaced absorption lines, as
shown in fig. 5a. Ordinarily the refractive index » in-
creases monotonically with the frequency of the light.
At an absorption line, however, there is a discontinu-
ity in the refractive index. In a magnetic field, owing
to the splitting of the absorption line, the curves of the
refractive indices n* for clockwise and #~ for anti-
clockwise circularly polarized light are displaced in
relation to one another; see fig. 5b. The difference
n*—n~, which will be found to be the main cause of
the Faraday rotation, is plotted as a function of fre-
quency in fig. 5c.

The difference n*— n~ causes a rotation of the plane
of polarization of linearly polarized light: this can be
seen in fig. 6. The linearly polarized light may be
regarded as the sum of clockwise and anticlockwise
circularly polarized light. After passing through a
magnetically polarized medium, e.g. a gadolinium-
iron garnet film in the epitaxial growth direction, the
two components will have different phase shifts. After
recombination it is found that the polariiation plan'e
has rotated through an angle 8 = 0r. Since the ab-
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sorption is also usually-different for clockwise and
anticlockwise circularly polarized light (the effect is
known as dichroism) the amplitudes of the emerging
components are unequal. The Faraday rotation is
therefore generally accompanied by Faraday ellipticity
dwr — not usually a desirable effect. The Faraday

- (v)
(Vo)
£ (v
T hy~ hv*
a
|
n n'l/nil
[ |
b ! v v — v
| |
| !
| !
[
n*-n" I i
T v
[AVA
M
0 v v*
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Fig. 5. Origin of the Faraday effect. @) Energy-level diagram; on
left, no magnetic field, on right, with magnetic field. Owing to the
simple Zeeman effect an absorption line of frequency vy is split into
two absorption lines of frequencies v~ and v*. These absorption
lines are produced by electron transitions from the ground state to
higher levels with different potential energies Av- and hv*; A is
Planck’s constant. The direction of the electron spin determines
which transition takes place. b) Refractive indices n~ and n* for
anticlockwise and clockwise circularly polarized light as a function
of frequency v. Since there are two absorption lines, one associated
with anticlockwise and the other with clockwise circularly polarized
light, the curves are displaced in relation to one another by a
distance of v*— v~. ¢) The difference n*—n~ as a function of
frequency v. This difference is the cause of the Faraday rotation, a

can be seen from fig. 6. .

(81 J, = uoM; in teslas corresponds to 10* times 4nM; in gauss.
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ellipticity is defined as the arc tangent of the ratio of
the principal axes of the polarization ellipse. The
specific Faraday ellipticity wr is equal to the Faraday
ellipticity per metre of path length travelled in the
medium.
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greatest when f = 45°. Substituting this in (2) we
obtain

Al = Io =% sin 260r. 3

To find a maximum for A7 as a function of film thick-

Fig. 6. Rotation of the plane of polarization of linearly polarized light after travelling a distance &
in a medium in which the refractive indices for clockwise and anticlockwise circularly polarized
light are not equal. The light entering the medium may be considered as the sum of clockwise and
anticlockwise circularly polarized light. The phase shifts for the vectors of the two kinds of cir-
cularly polarized light are different when the light travels through the medium. Since in general
the absorption coefficients for clockwise and anticlockwise rotation are not equal (dichroism),
there is also a difference in the lengths of the vectors. Recombination of the vectors gives elliptic-

ally polarized light with Faraday ellipticity dwr and Faraday rotation d8.

Optimum composition of a magneto-optical garnet
film

We shall first look at the magnetic and optical re-
quirements that a garnet film must satisfy in a good
light-switching device. This will give an indication of
the required composition of the garnet film.

The primary requirement is that there must be the
greatest possible contrast between light beams that
have passed through areas magnetically polarized in
opposite directions. The intensities /1 and /2 of two
emergent beams will be calculated with the aid of
fig. 711 These two beams have passed through two
oppositely polarized areas and then through an anal-
yser AN whose principal direction is at an angle S to
the direction of polarization of the incident beams.
The incident beams both have an intensity Io, the
thickness of the garnet film is 4 and the mean absorp-
tion coefficient is « (per metre), no account being
taken of the dichroism. The difference in intensity
AI=1Is—1 is then equal to

AI=Ioe ®[cos® (B — d0F) — cos® (B + 60F)).
Rewriting the right-hand side of this equation gives
AT = Io e sin 2605 sin 2. )

The intensity difference as a function of § is obviously

o
el s
/'{/ /I/
™
IO IO

Fig. 7. Quantities used in the calculation given in the text for the
intensity difference A7 =1y — I, of two light beams after they have
passed through areas of opposite magnetic polarization J; in a ferri-
magnetic garnet film of thickness J. The incident beams both have
an intensity /o and are linearly polarized; the planes of polarization
are parallel. After passing through the garnet film the planes of
polarization are rotated through angles — 66 and +J6g. The Fara-
day ellipticity has not been taken into account. Behind the garnet
film is an analyser AN, whose principal direction is at an angle f (10
the plane of polarization of the two incident beams. The calculation
shows that the intensity difference is greatest when § = 45°, and
that the optimum thickness of the garnet film is 1/e, the reciprocal
of the absorption coefficient.
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ness ¢ we put d(A7)/dé = 0. Then from (3) we have:
tan 200 = 20r/c.

Since the films are thin, tan208r = 200r. The opti-
mum film thickness dopc is then:

5opt = 1/“ (4)

The corresponding optimum intensity difference
(AT)op: is obtained by substituting (4) in (3):

(ADop: = (1/€) Io sin 267/ c. 5)

(AD)op: is large if the ratio 20r/e is large. We there-
fore use

Q =2|6r|/a 6)

as a figure of merit for the film. This quantity ex-
presses the requirement, specified in the introduction,
for a ferrimagnetic garnet film, that it should have a
large Faraday rotation and low absorption.

Studies ["191110] have shown that a large Faraday
rotation can be achieved by substituting bismuth at
dodecahedral sites in the lattice. The exact explana-
tion for this effect is not fully understood as yet. How-
ever, a qualitative explanation might run as follows.
There is a large Faraday rotation if the two absorption
lines (see fig. Sb) are relatively far apart, so that the
difference n* — s~ is large (seefig. 5¢). The absorption-
line doublet responsible for the Faraday rotation in

2x10°%m

9/: —

700 800 QQO nm

Gd;_y Bix Fe,660040:2

Fig. 8. The specific Faraday rotation 6 in degrees per metre of
Gds_xBiyFeq,6Gag,4O12 as a function of the wavelength A in nm of
the incident light, with the bismuth content x as parameter. G is
positive when the Faraday rotation is clockwise, viewed in the direc-
tion of propagation of the light beam. The curves have much the
same shape as the left-hand part of the curve in fig. Sc, especially at
large values of x.
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Fig. 9. The effect of bismuth substitution on the specific Faraday
rotation #¢ and the Faraday ellipticity wg, both in degrees per
metre, for light at a wavelength of 546 nm and a temperature of
295 K. The results of measurements are plotted as a function of the
bismuth content x of a ferrimagnetic garnet film of composition
Gda-xBixF85012 .

garnets originates in the transition of electrons from
2p levels in the O%~ ions to 3d levels in the Fe** ions in
the tetrahedral and octahedral sublattices. This comes
about through charge transfer between the electron
orbitals of the oxygen and iron ions in these sublat-
tices. It appears that the substitution of the large Bi®*
ions at the dodecahedral sites also causes charge trans-
fer between the outer 6p orbitals of Bi®* jons and the
2p orbitals of O?~ ions. Since the electrons in these 6p
orbitals have strong spin-orbit coupling, the effective
spin-orbit coupling of the transitions of the absorp-
tion-line doublet is also increased. This has the effect
of increasing the difference /v* — hv™ in fig. Sa (#1097,

During our study of garnet films we measured the
optical and magnetic properties of bismuth-gadoli-
nium-iron garnet Gds-xBixFesO012. First, fig. 8 gives
the dependence of the specific Faraday rotation 6r
on the wavelength of the incident light, with the bis-
muth content x as parameter, for the mixed crystal
Gds_«BixFes.6Gag.4012. (The role of the substituted
gallium will be clarified later.) The curves in this figure
for x = 0.4, 0.6 and 1.0 show the same behaviour as
the left-hand part of fig. 5¢. Fig. 9 gives the specific

[} s wittekoek, T. J. A. Popma, J. M. Robertson and P. F.
Bongers, Phys. Rev. B 12, 2777, 1975.

[10] p. Hansen, K. Witter and W. Tolksdorf, Magnetic and mag-
neto-optic propertics of bismuth-substituted gadolinium iron
gamnet films, Phys. Rev. B 27, 4375-4383, 1983.
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Faraday rotation 8¢ and ellipticity ¢ as functions of
x for light at a wavelength of 546 nm, at a temperature
of 295 K. Fig. 10 shows the absorption coefficient o as
a function of x at wavelengths 546 and 633 nm. The
figure of merit Q at a wavelength of 546 nm is also
shown as a function of x. It appears that the best op-
tical properties are obtained at a bismuth content be-
tween x = 0.5 and x = 1.1. These properties are ob-
tained when the film thickness is dop: = 1/a, which is
in the range 3 to 10 pm, depending on the wavelength.
Fig. 11 gives a plot of the magnetic saturation polari-
zation Js as a function of absolute temperature 7,

Gd‘?_x le Fe5O,2
10x10°m’’ o=~ 25°
/ N\
o / ) Q
T 08 20 T
06 al\=546nm) 15
Il
04 /I 10
!
! -
02 o s
oW ! [l [ 0
0 05 10 15 20

— X

Fig. 10. Results of measurements of the figure of merit Q = 2{6¢|/a
in degrees — at a wavelength of 546 nm — and the absorption coef-
ficient & in m™! — at wavelengths of 546 and 633 nm — as a func-
tion of the bismuth content x in Gds_xBixFesO12. The curve for Q
is shown dashed.
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Fig. 11. The measured magnetic saturation polarization Js in teslas
(points, indicated in tour different ways) as a function of absolute
temperature 7, for different bismuth contents x in Gdz_,BiyFe;O12.
For temperatures in the range between the compensation tempera-
ture and the Curie point a different scale has been used for Js (on
the right; see also fig. 3). The compensation temperature has been
lowered by bismuth substitution. The continuous lines show the
calculated behaviour of Js (from molecular field theory). The cal-
culations correspond closely to the measurements.
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with the bismuth content x as parameter. The figure
shows that an increase in bismuth content has the
effect of lowering the compensation temperature 7Tcomp
and raising the Curie point 7¢. This happens because
the Bi®* jons are not magnetic, so that the influence of
the dodecahedral sublattice magnetization is reduced;
see fig. 3a. Furthermore, the substitution increases the
‘superexchange’, i.e. the interaction between the spin
moments of electrons of the Fe®* ions in the octa-
hedral and tetrahedral sublattices via the O%~ ions.
The effect of the bismuth substitution can be cal-
culated from molecular field theory [10111]  The cal-
culations — represented by the continuous lines in
fig. 11 — correspond closely to the measurements.
As we noted earlier, the compensation temperature
of the garnet film should be approximately equal to
room temperature. The reduction in compensation
temperature due to the bismuth substitution can be
compensated by the partial substitution of non-mag-
netic ions for the magnetic Fe3* ions of the tetrahedral
sublattice. These non-magnetic ions must also be tri-
valent, e.g. Ga3* or AP*. The effect of the substitu-
tion of gallium and bismuth on the Curie point and
the compensafion temperature has been calculated
from molecular field theory and is shown in fig. 12.
The compositions Gds-xBixFes-,Ga, 012, where y is

600K

7;omp g TC
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Fig. 12. Behaviour of the compensation temperature Tcomp (cON-
tinuous lines) and the Curie point 7¢ (dashed lines) as a function of
bismuth content x, with the gallium content y as parameter, for
Gdz_«BiiFe5_,Gay 012, calculated from molecular field theory. The
shaded area corresponds to a compensation temperature near room
temperature: 280 K < Teomp << 300 K. Optimum values for x and y
are obtained from fig. 10 (high Q-value) and from the shaded area
in this figure.
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the gallium content, with a compensation temperature
between 280 K and 300 K are found within the shaded
strip in the figure. With a high value of Q, determined
from fig. 10, it then follows that the combination (x, y)
should lie between (0.7, 0.6) and (1.1, 0.8). A garnet
with the appropriate composition then has practically
the maximum Q-value combined with a compensation
temperature that is at or near room temperature. We
shall now show how we can determine the composition
of a substrate material that matches this film material.

Choice of substrate material; fabrication of substrates
and films

The substrate material should have:

e a garnet structure,

e no spontaneous magnetic polarization,

e minimum absorption in the wavelength range of
visible light, and

e a lattice constant that deviates by no more than
one pm (107!2 m) from that of the film material.

A widely used substrate material is the commercially
available gadolinium-gallium garnet, which has a lat-
tice constant a practically identical to that of yttrium-
iron garnet; see fig. 13. In fact Gd3sGasOi2 satisfies the
first three requirements. Since the Gd®* ions in this
garnet are not surrounded by magnetic ions, it has no
magnetic polarization, unlike GdsFesO12 (see fig. 2).

As explained earlier, we work with magneto-optical
films of GdsFesO12 containing Bi and Al or Ga. The
relatively large Bi®* ions give a larger @ than that of
pure GdsFesO;2, whereas the relatively small Ga®*
jons and even smaller AI>* jons give a smaller a; see
fig. 13. The lattice constant of the films we use is be-
tween 1.247 and 1.250 nm, depending on the exact
composition, and is larger than that of YaFesO:a2.
This is why we cannot use GdaGasOi2 as a substrate
material.

If some of the Ga®* jons in Gd3GasO12 are replaced
by Zr** and Mg?* ions in the ratio of 1:1 for charge
compensation, it is possible to produce substrate single
crystals that have a larger lattice constant. In general,
however, there is a gradual and undesirable change in
the lattice constant during the single-crystal growth
process. We have succeeded in limiting this drift to a
value less than Aa/a = 2x107* per single crystal by
substituting Ca®* ions as well. The general formula
then becomes

Gd3-,Cay,Gas-v-2:Mg:Z1y+:012.

The combinations of the calcium content v and the
zirconium content v +z that result in this reduced
variation of the lattice constant in a single crystal fol-
low from fig. 14 for 1.245 nm < a<1.251 nm [12],
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Fig. 13. The lattice constant @ in nm of a garnet crystal as a func-
tion of the radius rg in nm of the ion R®* at the dodecahedral lattice
sites. The lincs give the lattice constants, calculated from the radii
of the constituent ions, of RgAl;012, R3Gag0;2, R3FesGaOy2 and
R3FesO12. Points along the lines and along the rg-axis indicate a
number of elements from the lanthanum series and also the element
yttrium, all of which can occupy the site of R. The lattice constants
of garnet crystals with various compositions can be derived from
this diagram. The diagram can be used for choosing a substrate
with the same lattice constant as a given ferrimagnetic garnet film,
e.g. a substrate of Gd3GasO;12 matching to a film with the com-
position Y3Fes0,2. A matching substrate material cannot be found
directly for a film with the composition GdsFesO,3.
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Fig. 14. The zirconium content v +z as a function of the calcium
content v in Gds-,Ca,Gag_y—2:Mg.Zry+:012, for single crystals
grown with a relative lattice constant variation Aa/a less than
2x 107, The lattice constant @ in nm is given for the four experi-
mental values around which the curve has been constructed.

1111 p. Rgschmann and P. Hansen, Molecular field coefficients and
cation distribution of substituted yitrium iron garnets, J.
Appl. Phys. 52, 6257-6269, 1981.

112l D, Mateika, R. Laurien and Ch. Rusche, J. Cryst. Growth 56,
677, 1982,
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Fig. 15 shows a single crystal of the formula quoted
above, with v = 0.33 and z = 0.32, and a lattice con-
stant @ of 1.2495 nm. These crystals were pulled by
the Czochralski process [?! from a melt of the oxides
of the constituent elements.

Our methods for making epitaxial films on slices of
substrate material are partly derived from earlier
studies at Philips Research Laboratories in Eind-
hoven [13], The slices are sawn along a (111) plane
from 3-inch single crystals, which are grown by the
method described above. The carefully polished slices
are then dipped two at a time in a 40 °C to 80 °C
undercooled melt. Cohesion forces keep two surfaces
of the two slices together during the process, prevent-
ing the melt from penetrating between them. The melt
consists of oxides of lead and boron, containing dis-
solved oxides of the elements that will form the film.
The temperature of the supersaturated melt is be-
tween 700 and 900 °C. During the growth process
the slices are rotated about an axis perpendicular to
their plane, and the direction of rotation is frequently
changed. The growth rate is between 0.3 and 0.8 pm
per minute. Fig. 16 shows a double slice (of diameter
3 inches = 7.62 cm) being removed from the melt at
the end of the process. The final composition of the
film does not only depend on the proportions of the
elements required in the film but also on the ratio of
the concentrations of PbO and B203 and on the
degree of supercooling [,

Fig. 17 shows the magnetic domains that become
visible when a 3-um magneto-optical film is illumi-
nated under polarized light. The high contrast be-
tween the light and dark areas indicates the large
Faraday rotation produced by bismuth substitution in
the film.

Applications

As we have seen, by applying an external magnetic
field we can change the direction of magnetic polariza-
tion in a garnet crystal, and hence, through the Fara-
day effect, change the transmission for polarized light
from ‘1’ to ‘0’ and vice versa; see fig. 1. The potential
applications of this ‘light switching’ are innumerable,
especially since the effect is not reciprocal, i.e. it does
not change sign when the direction of incidence of the
light is reversed.

In the very rapidly evolving technology of fibre-op-
tics communication various kinds of light-switching
elements are required, and these could be made with
garnets. Devices analogous to the various ‘switching’
devices used in microwave technology [1°![18] gsuch as
the isolator, the circulator and the modulator, can in
principle be made for fibre-optics in garnet technol-
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ogy. The first two of these devices would utilize the
non-reciprocity of Faraday rotation. Work is currently
in progress in our laboratories on such fibre-optics
switching devices.

Another field of application, which we have been
studying for some considerable time, is that of imag-
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Fig. 15. Photograph of a 3-inch single crystal with the composition
Gdg.67Ca0.33Gas.0sMgo.a2Zr0.65012. The lattice constant @ of this
crystal is 1.2495 nm.

ing techniques, involving the use of ‘compensation-
temperature switching’. In such techniques, as ex-
plained earlier, the coercivity of defined regions of the
film is reduced by heating these regions to a tempera-
ture above the compensation temperature, which is at
or near room temperature. The active film is divided
into small domains (e.g. 50 um X 50 pm) by etching,
and the temperature of the domains can be individu-
ally increased by means of a resistor applied to each
small element. Each resistor can be supplied with cur-
rent as required via metal conductors. Techniques
familiar in semiconductor technology can be used for
etching the magneto-optical film and for applying the
resistors and conductors. Consequently the devices
can be produced relatively inexpensively.
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A 512-element device based on this principle is the
LiSA 512 light-switching array, which we designed.
This is now being produced and marketed by the
Philips Elcoma Division. Fig. 18a shows the complete
array, with the 1Cs for driving each element, including
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coupled device). Fig. 18b shows a scanning-electron-
microscope (SEM) photomicrograph of the optical
unit, in which the rectangular switching elements pro-
duced by etching can be seen. The resistors at the cor-
ner of each element can also be seen, as well as the

two 256-element CCD shift registers (CCD = charge- metal conductors that supply the current. The bottom

Ned. Philips Bedrijven & v
PHILIPS NATUURKUNDIG LA
BIBLIOTHEEK WY - 1
P.O. Box 80.000
* 6600 JA EINDHOVEN
NEDERLAND

Fig. 16. Equipment for producing epitaxial films on slices sawn from garnet single crystals. The
photograph shows a double slice being removed from the melt. The melt consists of oxides of lead
and boron containing dissolved oxides of the constituent elements. The electronic units for meas-
uring and regulating the melt temperature and for controlling the movement of the slice during

the growth process can be seen on the left.

Fig. 17. Photomicrograph of the magnetic domains made visible
when a 3-pm magneto-optical epitaxial film is illuminated by trans-
mitted polarized light. The width of the domains is about 100 pm.
The high contrast indicates a large Faraday rotation. This is
achieved by bismuth substitution in the film.

row of resistors is connected to one shift register, the
upper row to the other. The digital information used
for controlling the array is fed in series to the registers
and then in parallel to the optical elements. The
switching sequence can be seen from fig. 18c. First, a
current /g is supplied to the resistors of the elements
in which the direction of the magnetic polarization is
to be changed. Next a pulsed current /g is supplied
through a two-turn coil, thus applying an external

N3l j M. Robertson, S. Wittekoek, Th. J. A, Popma and P. F.
Bongers, Preparation and optical properties of single crystal
thin films of bismuth substituted iron garnets for magneto-
optic applications, Appl. Phys. 2, 219-228, 1973.

(141 ¢, P, Klages and W. Tolksdorf, LPE growth of bismuth sub-
stituted gadolinium iron garnet layers: systematization of ex-
perimental results; to be published shortly in J. Cryst. Growth.

151 C. S, Aitchison, Lumped components for microwave
frequencies, Philips Tech. Rev. 32, 305-314, 1971.

161 M. Lemke and W. Schilz, Microwave integrated circuits on a
ferrite substrate, Philips Tech. Rev. 32, 315-321, 1971.
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magnetic field to all the elements. The direction of
magnetic polarization, and hence the transmission of
the polarized light, changes only in the elements that
have been heated by Ir. The lower curve shows the
variation in the intensity /o of the light emerging from
one element. The entire switching operation takes no
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format can be printed in two seconds, with a resolu-
tion of 12 pixels per mm.

Two-dimensional circuits can be made in a similar
way. A magneto-optical display of this type has been
made in our laboratories [*8); see fig. 19. The display
is flicker-free and can be controlled pixel by pixel; the

Fig. 18. The LiSA 512 light-switching array, with 512 elements. @) The complete array with the
integrated circuits for electronic control (including two 256-element CCD shift registers). The
actual dimensions are 38 mm x40 mm. h) SEM photomicrograph of some optical switching
elements each measuring 65 um X 65 um, mounted in two rows (in the horizontal direction in the
photograph) of 256 elements. Each rectangular switching element has been etched into the ferri-
magnetic layer. In each element there is a resistor for increasing its temperature (top left in the
upper row, bottom left in the lower row). The current is supplied to the resistors via metal con-
ductors, which connect to one of the shift registers. In the complete array there is also a two-turn
coil, which applies a magnetic field perpendicular to the film to all elements simultaneously, but
this is not shown here. ¢) The current /g through the resistor of an element whose direction of
magnetization is to be reversed, and the current Iy in the coil, as a function of time . The
quantity /o is the intensity of the light transmitted through the element. The transmission coeffi-
cient is thus switched from ‘0’ to ‘1’. The entire switching operation takes only 20 pus. d) A com-
plete optical system, which can be used in a printer, with five LiSA 512 elements. The individual
switching elements are illuminated by a halogen lamp via optical fibres. Five lenses produce
images of the elements on the object, which could be light-sensitive paper or an electrophoto-
graphic photoconductor drum.

more than about 20 ps. The complete LiSA 512 array
— possibly combined with others to produce a mul-
tiple of nx 512 pixels in a single row — can be used
in printers, for example (7). An optical system of this
kind with 2560 pixels is shown in fig. 18d. The switch-
ing elements are illuminated by means of optical
fibres. Five lenses produce an image of the switching
elements on the paper to be exposed. A sheet of A4

image information is not lost if there is a power fail-
ure. A display with these advantageous features has
many potential applications.

071 B. Hill and K. P. Schmidt, Light-switching array for high-
resolution pattern generation, Electron. Components & Appl.
4, 169-174, 1982.

(18] B. Hill and K. P. Schmidt, Fast switchable magneto-optic
memory-display components, Philips J. Res. 33, 211-225,
1978.
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Fig. 19. A two-dimensional switching device of 256 X 256 pixels,
which operates in the same way as the LiSA 512 array in fig. 18.
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Summary. Optical switching devices can be made by utilizing the
Faraday effect in ferrimagnetic garnet films. The magnetization of
gadolinium-iron garnet consists of the sum of the individual mag-
netic dipole moments of the magnetic ions in the dodecahedral, oc-
tahedral and tetrahedral sublattices. At the compensation tempera-
ture (approximately equal to room temperature for GdsFe;O;2) the
coercivity of the film is high, so that homogeneously magnetized
domains are ‘frozen in’. The direction of the magnetization can
however be changed at a higher temperature. The Faraday rotation
depends on the difference in refractive index for clockwise and anti-
clockwise circularly polarized light as a result of the magnetization
of the material. Substitution of bismuth can enhance the Faraday
rotation. Gallium or aluminium must then be added to prevent
changes in the compensation temperature. The maximum contrast
between domains magnetized in different directions is obtained
when the film thickness is equal to the reciprocal of the absorption
coefficient. The optimum values of x and y in a ferrimagnetic film
of composition Gds-,BixFe;-,Gay,O12 can be determined from
measurements and calculations. With the optimum garnet film a
matching non-ferrimagnetic substrate can be found in the form of
Gdz.,CayGas—y-2,Mg,Zry+,012, where the values of v and z can
be found from our measurements. The results of the investigations
are applied in the 512-element LiSA light switching array, which
uses a kind of compensation-temperature writing.
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X-ray imaging with Compton-scatter radiation

G. Harding, H. Strecker and R. Tischler

The physics department of London’s well-
known Hammersmith Hospital seenis (o be
the home of the idea of applying Compton
scattering for X-ray imaging. This alternative
10 Rontgen’s transmission method was first
described, we believe, by P. G. Lale in an
issue of the journal ‘Physics in Medicine and
Biology’, in October 1959. It mmay come as
some surprise that the challenging problems
signalled by Lale are still very worthy of
investigation. The present article offers a
good general picture of the work being done
in this field ar Philips Forschungslabora-
torium in Hamburg. For some applications
the sensitivity now within reach is ai least
of the same order of magnitude as that of
computed-tomography scans, or even betler.
Complex reconstruction operations, with as-
sociated artefacts, are unnecessary. In parti-
cular the back-scattering mode of Compton
scattering seems a good way of obtuining
Srontal views of organs, in slices that lie up (o
5 to 10 ¢m below the surface of the human
body, and also for discriminating (umours
Srom the surrounding tissue in such super-
ficial layers. For non-destructive testing in
industry back-scatter imaging offers an even
better prospect, since the radiation dose is
very rarely harmful to inanimare material.

Imaging by scattering

hand 1896

foot 1983

Shadow projection, well-known as the principle of
X-ray imaging, is no longer unique. For some years
the Compton effect, the scattering of X-rays by atomic
electrons, has attracted attention as a practical alter-
native ''1. Both medical and industrial applications
have proved feasible.

Although the new approach is certainly not free
from problems yet, this imaging by means of scattered
X-rays has produced pictures that have some impor-

Dr G. Harding, Dipl.-Phys. H. Sirecker and Dr R. Tischler are
with Philips GinbH Forschungslaboratorium Hamburg, Hamburg,
West Germuany.

tant advantages. For example, the depth information
that can be gathered from the pictures — in other
words, the location of the details along the ray path —
is generally much better than from pictures made con-
ventionally.

Conventional X-ray pictures are simple ‘shadowgraphs’, without
any clear-cut physical effects that could represent the depth coor-
dinate. In the transmission technique employed, information is
obtained solely from the detection of ‘unperturbed’ quanta. (‘Per-
turbed’, i.e. scattered, quanta, some of which are also detected,
form an undesirable background in this case.) It is a simple and
time-honoured method, dating almost from the moment X-rays
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were discovered (November 8, 1895). The distribution of the unper-
turbed quanta in some image plane at the detector can be obtained
by applying the relation

detector

I=TIyexp{— [ u(t)d), (1)

source

where I is the irradiance dose (or particle fluence) of the X-rays inci-
dent at the detector, which can be a photographic film or a fluores-
cent screen; Iy is the irradiance dose of the X-rays incident on the
body under investigation; u(/) is the linear attenuation coefficient at
the coordinate of position / in the inhomogeneous material through
which the radiation quanta pass. The cumulative increase in the
absorption, i.e. the integration in eq. (1) of the attenuation over the
total ray path, implies the complete loss of any depth information.

(By ‘depth information’ we really mean a knowledge of the behav-

iour of the attenuation coefficient z, within the body, as a function
of the coordinate /.) Each ‘point’ (or pixel) of a shadowgraph there-
fore represents the integrated properties of the irradiated body
along a line (this is termed here ‘superposition effect’). This absence
of depth information has repeatedly given misleading indications,
especially in industrial radiography for non-destructive testing of
materials.

When the alternative principle of X-ray imaging is used, it is not
the unperturbed quanta but the perfurbed quanta that are detected.
With this approach it is possible to record ‘individual’ attenuation
events — at least those that scatter the X-rays, and the superposi-
tion of attenuation is avoided; depth information then remains
available.

The new pictures permit much easier identification
of low-contrast objects, another advantage of the al-
ternative approach. A good example from the medical
field is the detection of a tumour surrounded by a
mass of soft tissue. Shadowgraphs usually give too
little contrast in such situations. Again, with the clas-
sical technique overlying material can cause masking
and hence uncertainty in the identification of low-con-
trast objects. In medical applications high-contrast
structures such as bone can cause such problems easily.

In fairness we should not forget to mention that
more effort has been spent, in earlier years and also
recently, in circumventing the superposition effect in
X-ray imaging. This has led to successful techniques
like computed tomography 2! and what is termed
flashing tomosynthesis [3!. In these methods the object
is exposed as in the classical shadow-projection meth-
od, but with a multitude of projection directions. With
the aid of a computer program or an optical decoding
process 3! the depth information can then be derived
from the perspective information available from the
complete set of shadowgraphs. The depth information
these techniques provide is accompanied, however, by
a considerable increase in system complexity.

Basing an imaging method on the detection of un-
perturbed quanta alone is less ‘natural’ than many
people have come to believe since the first appearance
of that famous picture of the hand of a German anat-
omy professor (title picture) 4!, In fact, our ordinary
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view of the objects around us depends on the scat-
tered light that enters our eyes, to form a focused
image on the retina. The human visual system there-
fore detects the perturbed quanta, providing us with a
useful analogy for X-ray imaging based on Compton-
scatter radiation.

The four principal components of an X-ray scatter
system are on that account an X-ray source, the scat-
terer (the object), a focusing element (analogous to
the cornea and lens of the eye), and a detector (like
the retina). Also somewhat surprisingly, it seems that
about 90 per cent of all the possible interaction events
between X-rays and the soft-tissue material of the
human body involve Compton scattering — at least
for energies in the 50 to 70 keV range, typical of diag-
nostic radiology. For harder tissues the percentage is
lower, but still appreciable (50 per cent for bone, for
example).

The interactions that occur when X-rays pass through matter
comprise three distinct physical processes: Rayleigh (or coherent)
scattering, Compton (or incoherent) scattering, and photoelectric
absorption [¥1. The energy lost by the X-ray quanta in Compton
scattering is imparted to atomic electrons in the irradiated body,
and reappears uitimately as radiation dose absorbed by the body.
In the region of 60 keV the energy loss is relatively low, and for
material with properties similar to those of water — such as the soft
tissue in the human body — the received dose has a minimum value.

The only difficulties with the four principal compo-
nents of an X-ray scatter system are associated with
the focusing element. Since there is no significant re-
fraction at the energies normally used for medical ap-
plications (about 60 keV) and industrial radiography
(about 200 keV), lenses cannot be used.

The only focusing element at present available is
the pinhole, as in the earliest cameras. It focuses by
merely rejecting all the rays that do not arrive at the
correct point of the pinhole plane; only the rays that
pass through the pinhole are detected. In this way an
inverted projection image of moderate sharpness is
obtained. Since the beam is extremely narrow the sen-
sitivity is very poor, and a large radiation dose is
necessary for a satisfactory image. In medical applica-

(11 See for example B. C. Towe and A. M. Jacobs, X-ray back-
scatter imaging, IEEE Trans. BME-28, 646-654, 1981.

[2]1 F.W. Zonneveld and C. Albrecht, Computed Tomography: a
review of the past and present and a perspective of the future,
Medicamundi 26, 81-92, 1981.

[3]1 E. Klotz, R. Linde, U. Tiemens and H. Weiss, Flashing tomo-
synthesis, Philips Tech. Rev. 38, 338-346, 1978/79.

[4]1 We acknowledge the kind assistance of the staff of the Deut-
sches Rontgen-Museum at Remscheid, Lennep, West Germany,
in obtaining this picture.

61 C. M. Davisson, Interaction of y-radiation with matter, in:
K. Siegbahn (ed.), Alpha-, beta- and gamma-ray spectroscopy,
Vol. 1, North-Holland, Amsterdam 1968, pp. 37-78. For
quantum energies higher than about 1020 keV pair formation
occurs, another interaction effect.
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tions the X-ray exposure must of course be kept well
within safe limits; in industrial radiography, on the
other hand, the objects are usually free from any such
restrictions.

The next section describes our first scatter-imaging
system, with pinhole collimation. This basic system
has been used to check aluminium castings used in car
engines; even though it is a somewhat primitive system
it shows that the method has considerable promise for
non-destructive testing in industry. Cavities (shrink
holes) down to about 1 mm size in the aluminium can
be detected.

Philips Tech. Rev. 41, No. 2

We conclude the article with a summary of the ad-
vantages and disadvantages associated with Compton-
scatter imaging in its present state of development,
and a brief look at the future prospects.

The fan-beam experiments

Fig. 1 shows a photograph of our earliest experiment
in scatter imaging. The object for X-ray inspection
was an aluminium casting, in fact a car part obtained
from the automobile industry. An arrangement based
on this experiment could be used in developing an

Fig. 1. The first scatter-imaging experiment at Philips Forschungsiaboratorium in Hamburg.
a) General arrangement. X is a Philips industrial X-ray tube, type MCN 320, used at 200 kV.
b) Detailed view of the test object Ob, an aluminium car-engine component, and of the slit colli-
mator SC, which is mounted on the window of X to define the primary beam. There is scattering
from the primary beam, which has the shape of a fan, through an angle of about 90°. The detec-
tor Ca, consisting of film in a cassette, produces a two-dimensional image of an entire slice (thick-
ness 2 mm) of the object, as determined by the fan-shaped beam. The plane of the beam is parallel

to that of the detector. PL is the pinhole lens.

The third section deals briefly with some of the more
important physical properties of Compton scattering.
It is intended as an introduction to a more detailed
account of calculations, for data correction — neces-
sary because of attenuation and multiple-scatter
effects — and for numerical comparison of the sensiti-
vities of scatter imaging and conventional imaging.

The fourth section discusses the design and per-
formance of COMSCAN, the laboratory version of
the scatter-imaging system we are now testing. We
draw attention to the importance of back-scatter
imaging in medical applications.

automatic device for checking to ensure that there are
no cavities (shrink holes) in the castings — a very im-
portant aspect of quality control in the modern auto-
mobile industry.

The X-ray tube (Philips MCN 320) gives a primary
beam in the shape of a fan; the shape of the beam is
determined by the slit collimator mounted on the tube
window. The fan-shaped beam is combined with a
two-dimensional detector — merely a flat film in a cas-
sette — to produce an image of an entire slice of the
object in a single exposure. The pinhole ‘lens’ that col-
lects the scattered rays has an aperture with a diam-
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eter of 0.5 or 1 mm, in a lead plate of thickness 6 mm.
The aperture has a profiled edge, to minimize the
occurrence of spurious quanta (such as edge-scattered
quanta or Ka-Pb quanta) among the scattered quanta
that produce the image of the object slice.

A complete volume scan of the object can be pro-
duced by effectively moving the slice of interest within
the object. This can be done by displacing either the
fan beam or the object.

The mean scattering angle is about 90 degrees (fig. 1).
The scattered quanta therefore move in a direction
approximately perpendicular to the plane of the slice
scanned. The X-ray inspection can then be made with
the maximum ‘transverse’ spatial resolution, equal to
the thickness of the slice. This thickness is approx-
imately equal to the slit width (2 mm) of the primary-
beam collimator, because the object is mounted di-
rectly in front of it. The spatial resolution in the plane
of the slice is approximately equal to the diameter of
the pinhole, as can readily be seen from elementary
geometry.

To make maximum use of the scattered-ray inten-
sity, the pinhole lens is placed as close to the object as
possible. As might be expected, there are a few prob-
lems. Since the pinhole is very small (0.5 to 1 mm
diameter), the acceptance angle is proportionally
small, so that the exposure times must be long and the
absorption doses correspondingly large — especially
with a fan-shaped primary beam. Our object is not
affected by the radiation, and like many other indus-
trial products, it contains only two types of material:
metal and air. Metal scatters the primary beam con-
siderably (in aluminium with 100-keV quanta some 90
per cent of the interaction events are due to Compton
scattering), but air — the undesirable component —
gives little scatter. Non-destructive testing for industry
by means of scatter imaging offers the attractive
feature of a ‘binary’ intensity distribution. This binary
behaviour makes automatic inspection of materials
relatively easy (8!,

The first scatter radiograph

Fig. 2a shows the first scatter image obtained with
the arrangement of fig. 1. The scanned slice lies be-
tween 4 and 6 mm below the upper surface of the cen-
tral flange. For comparison a conventional radiograph
of the same object is also shown (fig. 2b). The com-
plete absence of the superposition effect gives the first
picture its strikingly ‘clean’ appearance. The third
picture is an ordinary photograph of the same object
(fig. 2¢). A number of shrink holes in the aluminium,
of dimensions ranging from 1 to 2 mm, are reasonably
apparent in the scatter radiograph (fig. 2a). The visi-
bility of the shrink holes in fig. 2a, however, can be
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Fig. 2. Results obtained with the scatter-imaging arrangement ol
lig. 1, as used for non-destructive testing of materials. The alumi-
nium car-engine component (Ob in tig. 1) was inspected for the
presence of possible shrink holes in the material. @) Our first scatter
image. The scattered radiation from the primary fan beam (which is
parallel to the plane of the picture) can be used to produce images
for the inspection of individual slices of material, only 2 mm thick,
all parallel to the plane of this picture. The slice shown is between 4
and 6 mm below the upper surface of the flange. There are at least
three undesirably large shrink holes in this slice. ) The same object,
as revealed by a shadowgraph, the conventional radiograph. The
ubiquitous superposition effects make clear-cut interpretation of the
test results almost impossible. ¢) The same object, photographed.
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Fig. 3. ¢) An edge-enhanced scatter image, corresponding to fig. 2a.
The visibility of the shrink holes is improved. The image was ob-
tained by highpass filtering of the spatial frequencies present in
fig. 2a. b) A similarly enhanced image, corresponding to fig. 2b.
Depth coordinates cannot be assigned to the many shrink holes in
the image, because of superposition.

improved by digital image processing to give an edge-
enhanced image. This was done on a computer, by
highpass filtering of the spatial frequencies present in
fig. 2a. The resulting picture ( fig. 3a) is a scatter image
with much sharper contours, in which the shrink holes

(6] See for example W. Spiesberger and M. Tasto, The automatic
measurement of medical X-ray photographs, Philips Tech.
Rev. 35, 170-180, 1975.
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are now clearly visible. Similarly, fig. 3b is the edge-
enhanced image of fig. 2b, the conventional radio-
graph. In this picture the contour enhancement has
produced a confusing mass of shrink holes, whose
depths are all unknown. A comparison of figs 3¢ and
b shows that our scatter-imaging method permits a
much better determination of the depth coordinates.

Improvements and limitations

If the film cassette in the arrangement of fig. 1 is
replaced by a standard X-ray image intensifier con-
nected to a TV camera and monitor, direct scatter
images can be obtained on the TV screen. The image
represented by a single video frame (0.04 seconds) is
not acceptable, however, because of picture noise.
The difficulty can be overcome by adding a real-time
video digitizer. This integrates 16 successive video
frames to build a single-slice image of reasonable
quality in only 0.64 seconds ( fig. 4). Such fast imaging
represents an enormous improvement; producing a
single scatter image like fig. 2a with the film cassette,
under identical conditions (1 mm pinhole), takes some
2 hours — far too long for automated industrial in-
spection.

We can also see that the intensity distribution in the
two scatter images (figs 2a and 4) is not purely binary,
so that the attractive feature mentioned earlier is in
fact missing. The images are not binary because of
attenuation and multiple scatter. Quanta scattered
from neighbouring regions in the object can be scat-
tered again in the slice being examined, and this
reduces the contrast or causes pictorial artefacts. Be-
cause of this multiple scatter, neighbouring regions
affect the intensity distribution. The other effect, beam
attenuation, arises because the primary beam and the
scattered rays are subject to attenuation wherever
they pass in the object. So in this case too the neigh-
bouring regions influence the intensity distribution.
This explains effects such as edge fading in fig. 2a.

The experience obtained so far with fan-beam scat-
tering suggests that a complete volume scan with a
spatial resolution of about 1 mm can easily be pro-
duced within five or ten minutes for all aluminium
parts of dimensions below about 10 cm. The peak
voltage of the X-ray tube must be 300 kV or higher;
otherwise attenuation effects are likely to degrade the
picture quality unacceptably.

The irradiation time necessary for a desired picture
quality — expressed in terms of contrast, for ex-
ample — is proportional to the Sth power of the object
dimension and inversely proportional to the 6th power
of the spatial resolution. Both relations — the ffrst for
fan beams only, the second of general validity — can
be calculated from simple considerations that neglect
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absorption and multiple scatter ["1. They give some
indication that the usefulness of scatter imaging for
rapid industrial testing might remain limited in scope,
mainly because of unfavourable irradiation times.

L —

Fig. 4. A single-slice scatter image, again of the object Ob (fig. 1).
This picture was made by means of a standard X-ray image intensi-
fier connected to a television camera with a real-time video digitizer
and a computer (for real-time processing of the video signal). Ex-
posure time 0.64 seconds.

The gain in sensitivity, theoretical considerations

Calculations have been made that enable sensitivities
to be compared. Our objective was to establish the
conditions for which scatter imaging on film gives bet-
ter image quality than conventional X-ray imaging,
with particular reference to differences in grey scale
(or contrast). The sensitivity calculations will not be
accurate, of course, unless they are corrected for the
intensity changes due to the beam attenuation and
multiple scatter mentioned in the previous section.
Both corrections should be applied to the primary
rays and to the scattered rays. Before going into the
calculations in more detail we should first briefly con-
sider some of the more important physical properties
of the Compton effect [81.

Physical properties

Compton scattering obeys the relativistic laws for
conservation of linear momentum and total energy, as
applied to a simple elastic collision between two par-
ticles, i.e. an incident X-ray quantum and an atomic
electron. Fig. 5 depicts the situation. The path of the
recoil electron — whose atomic binding energy is as-
sumed negligible compared with the energy (4v) of the
incident X-ray quantum — lies in the plane defined by
the incident X-ray and the scattered X-ray.

From the conservation laws we have the Compton
shift:

Ascau — A= 2

- . sin® (3 6), ¥}

mo

where Ascan and A are the wavelengths of the scattered
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and the incident rays; @ is the scattering angle (fig. 5);
mo is the rest mass of the electron, 4 is Planck’s con-
stant and c is the velocity of light. (The constant
h/moc, known as the ‘Compton wavelength’ and
equal to 2.426 pm, represents the wavelength of an
X-ray quantum whose energy is 511 keV, the rest
energy of an electron.)

From eq. (2) it can be seen that Compton scattering
always increases the wavelength, so that there is a par-
tial energy loss. The wavelength of the incident radia-
tion does not affect the change of wavelength — the
shift depends only on the scattering angle chosen. It is
found that the energy loss increases continuously as
the scattering angle increases from 0 to 180° and the
energy of the incident radiation is kept constant. If,
on the other hand, the incident energy is varied and
the scattering angle kept constant, there is a relative
energy loss that continuously increases with the energy
of the incident radiation.

xscat t

€scatt

Fig. 5. Compton scattering. An incident X-ray of wavelength 4 is
scattered by an electron that is assumed to be free and at rest. The
electron can be an atomic electron, provided that its binding energy
is negligible compared with Av, the quantum energy of the incident
X-rays. Ascare is the wavelength of the scattered ray. egcan is the
recoil electron. @ is the scattering angle.
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Fig. 6. Polar plot of the differential cross-section for the number of
X-ray quanta scattered into unit solid angle at the mean scattering
angle 8. The cross-section, calculated per free electron, is given here
for two incident energies (30 and 300 keV). More information can
be found in A. T. Nelms, Graphs of the Compton Energy-Angle
Relationship and the Klein-Nishina Formula from 10 keV to
500 MeV, U.S. Nat. Bureau of Standards, Circular 542, Washing-
ton D.C. 1953. ' .
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If a comparison is made for incident energies of, say, 50 keV and
400 keV, it can be shown that the 50-keV quanta lose about 9 per
cent of their energy and the 400-keV quanta almost 44 per cent, five
times as much (both for § = 45 deg). Such results are most easily
derived from the energy equation:

E
E
moc2

Egan =

3

1+2 sin? (2 6)

where E and Egqq are the quantum energies. Eq. (3) is easily
derived from eq. (2). The absorbed radiation dose is therefore
much smaller with the 50-keV quanta, so that they are safer than
the 400-keV quanta.

The spatial distribution of the intensity of scattered
X-rays possesses rotational symmetry, with the direc-
tion of the incident ray as axis. In spite of this sym-
metry, the distribution is not completely isotropic.
The degree of anisotropy varies strongly with the inci-
dent energy. At higher energies, above about 100 keV,
the quanta are mostly scattered forwards, indicating a
strong anisotropy; at energies around 30 keV the dis-
tribution is much. more isotropic (fig. 6). A con-
sequence of this is that the use of radiation at an
energy in the range of these lower values makes it pos-
sible to detect scatter radiation at reasonably constant
efficiency at any value of the scattering angle 8. In
particular we should point out that the back-scatter
radiation is almost as strong as the forward-scatter
radiation. The practical significance of this will be-
come evident in the next section. In any case, in deter-
mining the best geometrical layout for X-ray imaging
with Compton-scatter radiation, we can add the spatial
intensity distribution as a ‘free’ parameter — which is
not possible in the conventional transmission method.
The best example of the greater freedom is that of the
detector. The detector position can be chosen so that
effects such as beam attenuation are minimized. In the
new method a large number of different detector posi-
tions are potentially available; in the conventional
method, however, there is only one (mainly deter-
mined by the incident beam).

The scatter-signal contribution from a small volume
element 8V in an irradiated body and located at the
intersection of a primary-ray path p and a scattered-
ray path g is given by:

S@V; p,q) =
KnedV.exp{— fu()dl} .exp{— fu'(Hd} +
? q
+M@Vip,q). @)

71 H. Strecker, Scatter imaging of aluminum castings using an
X-ray fan beam and a pinhole camera, Mater. Eval. 40,
1050-1056, 1982.

[81 The subject is well described in the standard texts on low-
energy nuclear physics. A good example is R. D. Evans, The
atomic nucleus, McGraw-Hill, New York 1955.
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The proportionality constant K includes the differen-
tial scattering cross-section and the various factors for
solid angle, detector efficiency and X-ray tube output,
as well as all other body-independent effects. The con-
stant ne is the number of ‘free’ electrons (= scattering
centres) per unit volume in 8V. The two exponential
functions represent the attenuation of the primary
rays and the scattered rays. The dash (') in the second
integral is used to indicate that the attenuation of the
scattered rays occurs at a different energy (Escau, see
eq. (3)). The additional term M@®V;p,q) is the mul-
tiple-scatter contribution; it represents the signal from
all X-ray quanta scattered more than once inside the
body and reaching the detector along the path q.

In order to determine the imaging sensitivity of
a body-scanning method, it is necessary to find the
minimum detectable mass-density variation. The elec-
tron density, ne in eq. (4), which is proportional to the
mass density, is therefore the major quantity to be
derived from the measurement of the scattered radia-
tion.

The scattering volume element 8V and data correction

The use of a simple ‘pencil-beam’ geometry, with
suitable diaphragms for the selection of a primary-ray
path p and a scattered-ray path g leading to the de-
tector, gives a straightforward way of determining the
position of a scattering volume element &V.

Measuring the intensity of a scattered signal and
using eq. (4), the required mass density in 8V, or rather
the electron density, can also be found. However,
since the attenuation of the primary and scattered
rays and the intensity of the multiple-scatter radiation
are unknowns too, the solution is by no means as
straightforward as finding the position.

The required correction of the measured data is ob-
tained here from the approximate assumption that the
scattering properties of the scanned object are the
same as for water. This is a reasonable initial assump-
tion in most medical applications (except bone-tissue
investigations). The true attenuation can then be
estimated from the attenuation in a reference object
— of similar shape but filled with water. The scatter
signal from the actual object can be compared with
the scatter signal from the reference object. Any local
differences between the two scatter signals, if statisti-
cally significant, should be interpreted as the result of
local variations in mass density — the variations we
are looking for — rather than local variations in at-
tenuation. In this way a ‘first-order’ corrected image
is obtained, even if the attenuation coefficients in the
reference object are not exactly identical to those in
the scanned object. Obviously the shapes of the two
objects should be as similar as possible; surrounding
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the scanned object with a water-bag is an easy way of
improving the equivalence between the two objects.

The use of a reference object to correct for the at-
tenuation of the scatter signal has the added advantage
that the multiple-scatter term, M in eq. (4), simulta-
neously disappears in the signal subtraction. The mul-
tiple scatter is only approximately corrected, of
course, because the effect depends on the exact com-
position of the scanned object, though usually only to
a limited degree. , '

The ratio of the numbers of single-scatter quanta to
multiple-scatter quanta at the detector, as measured
in our experiments so far, is about 10 or even higher.
Any residual multiple-scatter radiation therefore
reduces contrast in the scatter images to a negligible
extent in practice.

Expressions for contrast and sensitivity

To compare the sensitivities of scatter imaging and
conventional imaging (i.e. transmission imaging), it is
useful to consider the scanning of a spherical body
whose attenuation coefficient is equal to 4 except in a
small central region, where it is # + Ay. By definition,
the contrast that the central region will produce in an
image is equal to the relative change in the detected
signal that would occur on decreasing the attenuation
coefficient of the central region fromu + Au tou. It is
also assumed that the central region in the image be-
comes visible (or detectable) as soon as the contrast
obtained exceeds the statistical fluctuations in the sig-
nal that arise from the quantum nature of the radia-
tion. This lower limit of detection, corresponding to
the minimum detectable value of Ay, represents the
sensitivity of the imaging technique.

To simplify our initial calculations we have assumed
that the attenuation is entirely due to scattering; any
photoelectric absorption of the X-rays is neglected. It
was also assumed that the dimension d of the central
region in the direction of the incident beam is small
compared with the diameter L of the spherical body.

The contrast produced by the central region is given
by the approximate expressions [9!:

Ceonv = d Au (5a)
for a conventional image, and
1

Cscan = ;A# (5b)

for a scatter image.

An illustrative case of the possible gain in contrast is
that of a small tumour whose linear attenuation coef-
ficient could be 0.22 cm™ while the surrounding tissue
has a u equal to 0.20 cm™. With d equal to 0.5 cm,
say, it is clear that Cscan is @ whole order of magni-
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tude larger than Cconv — a considerable gain in con-
trast. This could be most useful indeed, since it would
not be possible to detect such a tumour in a conven-
tional image with the naked eye, because the contrast
is only 1 per cent.

A higher contrast is only of practical value if the
levels of the statistical fluctuations are the same in the
two images (and sufficiently small). The usual conven-
tion is to take the standard deviation of the mean
number of detected X-ray quanta as the level of statis-
tical fluctuations. The Poisson distribution is applic-
able to this detection process 8!, so that the relative
image fluctuation levels are l/Nclo/va and 1/Nslc{,“,’t, where
Nconv and Nscane represent the mean numbers of de-
tected quanta.

From the definition of sensitivity as given above, it
will be clear that in both types of images the ratio
CIN~2 determines whether the region of deviating
contrast will be seen or not. This ratio, which we call
the detectability D, is the numerical quantity that
should be used as a figure of merit in predicting the
conditions for which scatter imaging will outperform
conventional imaging. Finally, therefore, the ratio of
the two detectability values is required:

1
Dscary _ L ( Nicate > ! )
Dceonv - ,Ud Neonv )

Nscan and Neonv are given by the approximate expres-
sions:

Nconv = Noexp (— uL) (7a)

and

AQ
Nscanw = No exp(—uL) . {1 — exp(—ud)} I (7b)

where Np is the number of primary-beam quanta inci-
dent on the spherical body per unit time, exp(—uL)
represents the total attenuation — for scatter imaging
this attenuation refers to both the primary beam and
the scattered rays, AS2 is the solid angle subtended by
the detector and 1 — exp(—ud) is the proportion of
the quanta that are scattered into a complete sphere
(or 4 steradians). If it is assumed that there is a cylin-
drical slit collimator of slit width d at a distance ;L
from the central scattering region, and that all the
quanta passing through the slit are received by an
annular detector, then eq. (7b) takes the form:
d

Nscar = Neonv .- ,le . z‘ , (8)

where ud is an approximation for 1 — exp(—ud) and -

vl G, Harding, On the sensitivity and application possibiiities of
a novel Compton scatter imaging system, IEEE Trans. NS-29,
1260-1265, 1982.
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AQ/4n is equal to d/L. Substituting eq. (8) into eq. (6) _
we finally obtain the simple result:

= (uL)?t. )

The ready comparison of sensitivities via eq. (9) is not the only
advantage obtained through the adoption of full-circle geometry
and the use of a 2z annular detector. There is also a substantial
reduction (about 40 times) of the radiation dose absorbed by the
irradiated body, at least in the case of the simple pencil-beam geom-
etry described earlier.

From eq. (9) it can be seen that the sensitivity of
scatter imaging in ‘ring-slit’ geometry is superior to
conventional imaging provided the object is radio-
logically ‘thin’ (or 4L <1). The two methods are
equivalent in practice when the object dimension L is
equal to the reciprocal of the object’s linear attenua-
tion coefficient.

For 60-keV radiation soft body tissue has u =
0.2 cm™, and the limiting dimension is therefore
about 5 cm. This low value seems to imply, at least in
medical applications, that scatter imaging should be
restricted to the superficial organs and the extremities
of the human body (hands, feet, see title picture). It is
worth remembering, however, that scatter imaging
offers great freedom in choosing the measurement
geometry. In particular, a back-scatter configuration
could be used to obtain an image of organs near the
surface of the body. The dose required is much smal-
ler than for the conventional method — in which the
radiation passes right through the body.

In non-destructive testing there are situations where
conventional X-ray transmission cannot be used. In
checking surface welds in large-diameter pipes, for
example, it is sometimes impractical to place a radia-
tion source inside the pipe or behind it.

The COMSCAN laboratory equipment

The foregoing theoretical considerations have given
strength to our conviction that, at least in a number of
cases, a scatter-imaging technique can provide better
results than transmission imaging, the conventional
method. We have therefore extended our earlier work
on fan-beam experiments by setting up a new and,
again, rather experimental piece of imaging equip-
ment, which we have called COMSCAN.

This equipment (fig. 7a) is a typical laboratory
version, built entirely from proven components
from standard X-ray equipment to form a modular
system. The modular arrangement offers considerable
scope for experiments on image-quality parameters,




54 G. HARDING er al

Fig. 7. @) COMSCAN, the latest laboratory equipment developed
at Hamburg for investigation of X-ray back-scatter imaging. The
X-ray tube, near the floor of the room, can be seen just to the left of
the octagonal housing. The small (1 mm X1 mm) aperture at the
centre of the eight ‘spokes’ of the flange in the middle of the photo-
graph helps to define the primary beam. The eight collimator slits
(seven are clearly visible) at the end of the spokes focus the back-
scatter radiation on to 32 pairs of scintillation counters, all mounted
in the octagonal housing. The four uppermost pairs can be seen
clearly (the tangential black structures). The arrangement of the
counters permits simultaneous full-circle detection throughout
a body depth of about 6 cm, at a best axial resolution of 8 mm
(see text). The object table, normally mounted over the octagonal
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a

housing, was removed for the photograph. b) The geometry of
COMSCAN, partially of the pencil-beam type. B test object,
located on the object table O7. The X-rays are produced by the
tube X; the square (1 mm x 1 mm) apertures RA in the lead shields
LS shape the cross-section of PB, the primary beam. SC eight colli-
mator slits (fig. 7a); these all admit back-scatter radiation simul-
taneously at scattering angles ranging from 105° to 150°. S detector
unit, consisting of 32 pairs of scintillation counters (1-1*, 2-2*, .. .,
32-32*, see small diagram for position), distributed over 8 ‘rings’.
(The top ring consists of the counter pairs 1-1¥%, 2-2%, 3-3%, 4-4%,
and the pattern continues in the lower rings.) The detector unit, the
shields LS, and the tube .X can all be moved simultaneously for cer-
tain scanning operations. OT and B remain fixed (see fig. 8).

at present especially in back-scatter methods. Fast-
scanning methods will also be studied soon, since
these could become of interest in the near future,
e.g. for following the ventricular motions of the
human heart.

Design

The COMSCAN system is based on a simple geom-
etry, partially of the pencil-beam type (fig. 76). The
X-ray tube, again of an industrial type, is operated at

a nominal 3 kW with a maximum voltage of 150 kV.
The average energy of the emitted X-ray spectrum,
65 keV, is sufficiently low to guarantee a reasonably
isotropic scatter (fig. 6) — a prerequisite for an effi-
cient back-scatter method. The primary beam is de-
fined by two square apertures (1 mm X 1 mm) in lead
shields (thickness 10 mm); the edges of the apertures
are specially shaped to reduce edge scattering and to
suppress the production of the characteristic Ka-Pb
radiation as well as possible.
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c) Scatter distributions (or ‘point-spread functions’) measured with
COMSCAN. Vertically plotted: N/Nmax, the relative number of
quanta, obtained from the individual counts from 8 (up to 11) sub-
sequent pairs of detectors. $-S* pair number of the detectors. The
scattering object A/ (a small piece of aluminium wire, thickness
3 mm) has been mounted at five distances (#) above OT. From the
measurement of a scatter distribution an unknown # can be found
with a uncertainty of less than 2 mm.

At the centre of the photograph (fig. 7@) there are
eight collimator slits for focusing the back-scatter
radiation on to a number of BGO scintillation detec-
tors [1%1 all located in the large octagonal housing. In
total the collimator slits, which are separated by eight
radial lead wedges, admit about 85 per cent of the
total radiation available from the annular scattering
zone at the scattering angle concerned. The edges of
the slits are specially shaped, and to suppress the de-
tection of spurious radiation sets of steel lamellae
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(not visible in the photograph) have been inserted in
front of the scintillation crystals. The lamellae are
particularly efficient for the suppression of multiple-
scatter radiation.

The arrangement of the scintillation crystals in the
housing is such that the detectors count — effectively
in full-circle geometry and also simultaneously — the
back-scatter radiation originating from a linear array
of 32 volume elements. This array covers a depth of
some 6 cm along the axial (= primary-beam) direction
in the body to be scanned. Each volume element has a
cross-sectional area of I mm X 1 mm, as defined by the
primary beam, while the axial dimension is 7 mm, a
value that follows from the crystal and collimator-slit
geometry. A dimension of 7 mm implies a consider-
able overlap between neighbouring volume elements,
of course. Their relative displacement in the axial
direction is about 1.8 mm.

The centre points of the 64 scintillation crystals are
arranged in pairs, diametrically opposite to one an-
other, on two parallel helices that start at the top face
of the housing and finish at the lower face (fig. 75,
diagram). In this way a cylindrical surface around the
incident primary beam is monitored by 32 pairs of
scintillation crystals arranged in a uniform spatial dis-
tribution. This arrangement provides detection over
360° and over the total height of the housing. Each
pair corresponds to a single back-scattering angle, or
more accurately to a small range of angles, dependent
upon the axial coordinate of the pair. For the top pair
the angle is 105°, and for the bottom pair it is 150°.

The counts registered by each of the 32 pairs are
stored separately, thus representing each of the 32
volume elements whose scatter radiation has been
measured. The acceptance angle of the collimator slits
is sufficiently large to reduce the statistical counting
errors (or picture noise) for one pair of detectors to
values as low as I per cent in a counting time of 10 ms.
For full-circle geometry the counts from four con-
secutive pairs have to be added together. This decreases
the axial resolution slightly (to about 8.0 mm), with
the advantage, however, of a picture-noise reduction
to 0.5 per cent in the same counting period of 10 ms.

The irradiation dose in 10 ms at the surface of the
scanned body amounts to a dose equivalent of about
1.7 mSv [*!1, This relatively low value for the irradia-
tion dose is due to the presence of a thin copper shield

10l BGO, for BisGe3Oy2 or bismuth germanate, is a promising
high-Z gamma-ray detector. See for example A. E. Evans, Jr.,
IEEE Trans. NS-27, 172, 1980.

011 The sievert, 1 joule/kg, is the unit of dose equivalent, the
quantity that expresses the risk of the deleterious effects of ion-
izing radiation upon living organisms. | Sv = 100 rem, the
older unit (see International Standard ISO 31/10, February
1982). In the natural environment man is exposed to about
1.5 mSv/year.
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(150 pm) in front of the window of the X-ray tube; the
shield removes most of the low-energy quanta from
the primary beam before it enters the body. If they
were not removed these quanta would increase the
absorbed dose via the photoelectric effect strongly.

Fig. 7c gives a number of scatter distributions (or
‘point-spread functions’) that have been obtained
from the individual counts from about ten pairs of
detectors. The scattering object was a thin piece of
aluminium wire that could be mounted at five different
distances above the object table (in air). The similarity
of the different distributions confirmed in the first
place that the counters could provide reasonably uni-
form detection of the scatter radiation originating
from the primary beam. The full width at half height
of such a point-spread function is a direct consequence
of the slice thickness (7 mm); the latter follows from
the geometry used. Moreover, the distance from the
centre of the object — the centre-line of the wire — to
the object table can be determined from a measured
scatter distribution, with a constant uncertainty of
less than 2 mm. The uncertainty is therefore inde-
pendent of the distance to the object table, at any rate
up to 5 cm.

Separate storage of the counts from each pair of detectors is re-
commended if axial-resolution values obtainable with COMSCAN
are to be improved further in the future. Bringing down the present
7-mm resolution to, say, the 2-mm precision of the point-spread
functions experiment of fig. 7¢ would in addition require smaller
crystals and, unfortunately, considerably longer irradiation times
(to maintain the image quality in other respects).

Fig. 8. The line pattern 1, 2, 3, ..., 99, 100 in the horizontal plane
P indicates the scanning movement the tube X and the detectors S
(fig. 7b) execute together. Each line scan (length 100 mm) takes
I second to register sequentially 100 arrays A; of counts — re-
presented by one vertical plane. An array contains back-scatter
radiation from 32 volume elements, as detected by the scintilla-
tion-counter pairs 1-1*, 2-2*,..., 32-32%, respectively. Com-
pleted in 100 s, the total scan covers an irradiated volume of
100 mm x 100 mm x 60 mm (the depth is 60 mm). Thus the back-
scattering radiation from 32 x 10* different volume elements is read
and stored individually.
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Fig. 9. Eight back-scatter images of a human mouth, obtained with
COMSCAN. ag-/ order of increasing depth. Each slice represents
60 mm x 60 mm of irradiated surface; the separation of adjacent
slices is 3.8 mm. White: high density regions. For details of the
teeth, jawbone, and tissues observed, see text. Experimental con-
ditions: cross-section of primary beam | mm X 1 mm; axial resolu-
tion 8.0 mm (obtained by connecting the pairs of detectors in
groups of four).

Fig. 8 shows the scanning movement of the detector
housing and the X-ray tube. The object to be scanned
and the table on which it lies do not move. The total
volume scan takes 100 seconds; it consists of 100 ver-
tical planar slices, each resulting from 100 linear
arrays of 32 volume elements. The counts registered
are read and stored every 10 ms. Finally, a simple re-
sorting of the stored data gives the distribution of the
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Fig. 10. Sixteen back-scatter images of a human skull, showing ear and lower jaw, obtained with
COMSCAN. The images are focused at 1.875-mm intervals, in order of increasing depth into the
skull. Each slice represents an area of 60 mm x 60 mm. For anatomical details of the imaged
structures, see text. Experimental conditions: cross-section of primary beam 0.5 mm x 0.5 mm;
axial resolution 8.0 mm (obtained by connecting the pairs of detectors in groups of four).

back-scattering intensity in each of the horizontal
plane slices, 32 in number, each comprising 100 x 100
volume elements. The individual slices can be in-
spected on a black-and-white monitor, with a grey
scale of up to 256 levels.

Two examples of back-scatter imaging

Fig. 9 shows a set of eight slices of a human mouth,
obtained with COMSCAN. Taken through the side of

the jaw, the slices are all oriented parallel to the cheek;
they are given here in order of increasing depth. The
teeth at the front of the jaw are closer to the equip-
ment than those at the back, so that moving the imaged
slice deeper into the mouth has the effect of bringing
into focus first the canine tooth (see fig. 96, ¢), then
the molars (fig. 94, ¢), and finally the wisdom tooth
(fig. 91, g). In these pictures various anatomical details
are immediately apparent: the enamel (white) of the
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teeth, the dentine (grey) and the pulp (black) tissue of
the teeth, the teeth roots with attached vessels, and
the porous structure inside the jawbone.

It is clear that much useful information will be lost
by superimposing all these images on top of one an-

G. HARDING et al.
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skull. Fig. 10a, the one taken at minimum depth,
shows some of the temporal arch and the side of the
skull (temporal bone) superimposed on the uniform
background of the object table. These structures be-
come clearer in figs 10b to 10d, which also reveal the
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Fig. 11. Topics for new research in back-scatter X-ray imaging. @) Imaging by means of an energy-
sensitive detector array via multi-ring slit collimator, using a reasonably mono-enetgetic primary
beam. The detector signals would show a spectrum with four lines. Such an ‘indirect’ scatter-
imaging method could reduce the absorbed dose values for constant image qualities considerably.
b) The attenuation problem. The purpose of this decision tree is to set the general strategy for
dealing with the attenuation effects, which should introduce some badly needed ‘streamlining’ in

this complex situation.

other, as well as on the image of the other side of the
jaw, as could happen in a conventional X-ray picture
of the mouth.

The second example ( fig. 10) of back-scatter imag-
ing with COMSCAN shows sixteen slices through a
human skull and ear, all parallel to the side of the

highly porous nature of the mastoid outgrowth (bot-
tom right). Figs 10e to 104 show the joint of the lower
jawbone and the interior of the mastoid. Deeper in
the skull (fig. 10i) the exterior ear channel becomes
visible, disappearing again in the slices of figs 10/ to
10p to make way for detail of the middle and inner
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ear, with the cochlea (figs 10n to 10p) now the most
obvious feature.

Because of the large amount of bone material pres-
ent in these images, we have corrected the data for
photoelectric attenuation using a ‘dual energy’ scan
technique (121, in which the object is scanned twice,
once with a low X-ray energy, once with a high X-ray
energy.

The two examples have been used here mainly to
demonstrate how useful scatter imaging can be in
avoiding superposition problems. X-ray pictures like
figs 9 and 10 have even more advantages to offer, how-
ever. With the aid of data-correction methods of the
kind described earlier it is easy to use them for deter-
mining any small local differences in mass density.
Such deviations from uniformity in small areas could
reveal the presence of malformations at an early
stage.

Assessment and prospects

The experimental results presented indicate that the
scattering technique is a realistic option for X-ray
imaging. The main advantages are first, the direct
three-dimensional imaging — which allows an un-
usually wide range of objects to be investigated and
avoids any reconstruction from projections — and
secondly, the free choice of the measurement geom-
etry. In one almost ‘extreme’ configuration, with both
the X-ray source and the detector on the same side of
the object, it is possible to make high-sensitivity scans
of organs close to the body surface. This back-scatter
mode gives interesting results — the best so far —
both in medical applications and in industrial non-
destructive testing. However, the relatively poor use
of the X-ray tube output and the non-availability of

1121 J, Coumans, J. Kosanetzky and F. W. Zonneveld, Computer-
ized dual-energy imaging: a technical description, Medica-
mundi 27, 125-132, 1982.
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versatile high-efficiency detectors (with acceptance
angles amounting to the better part of 4w steradians)
do present challenging problems worthy of research.

One such promising topic for further research
would be the investigation of a multi-ring slit collima-
tor combined with an energy-sensitive detector array
in situations where the primary beam is reasonably
mono-energetic (fig. 11a). Such studies would provide
a stimulus to the application mentioned earlier of a
fast-scanning technique for dynamic recording of the
ventricular motions of the heart. Another topic with
some hope of progress in the near future is a general
study of more accurate methods of correction for the
attenuation effects. Fig. 115 gives some information
on present methods of dealing with the attenuation
problem. The information is presented as a decision
tree, to show where research would be most appro-
priate.

Valuable support and cooperation in this work was
given by K. H. Fischer, A. Meyer, H. Schroeder and
W. Selke.

Summary. The production of images by detection of Compton-
scatter radiation is an alternative to transmission X-ray imaging.
Calculations show that with ring-slit geometry and objects for
which dimension x absorption coefficient < 1, scatter imaging is
more sensitive than transmission imaging. Tumours in breast tissue
can be diagnosed and voids in aluminium castings can be detected.
Since there is no superposition, three-dimensional resolution of
2 mm or better is feasible. COMSCAN, an equipment designed at
Philips Forschungslaboratorium in Hamburg for scatter-imaging
investigations, is a modular system constructed from standard X-
ray equipment components. Pencil-beam (1 mm x 1 mm) geometry
is used, with full-circle detection (by BGO-scintillation counters) of
back-scatter radiation at angles from 105° to 150°. A narrow ring
slit (85 per cent free aperture) functions as a pinhole focusing
element. At a surface dose equivalent of about 1.7 mSv, a volume
of dimensions 100 mm x 100 mm X 60 mm (the depth 60 mm) is line-
scanned in 100 s. The scatter data are read out and stored every
10 ms, at a spatial frequency of 1 mm™. Frontal slices with a depth
resolution of about 8 mm and a picture noise of 0.5 per cent are
shown on a monitor. Corrections are made for beam attenuation
and multiple scatter. The development of versatile arrays of annular
energy-sensitive detectors with multi-ring collimators is considered.
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Nucleation and growth of silicon films by chemical
' vapour deposition

J. Bloem and W. A. P. Claassen

Chemical vapour deposition (CVD) is a long-established method, widely used in IC tech-
nology, for depositing a thin silicon film on a hot substrate from a chemically reactive gas mix-
ture. The article below describes an experimental study of the nucleation and growth of silicon
by CVD, which has provided a better understanding of the molecular processes that take place
in the gas phase and at the substrate surface. The knowledge thus gained may contribute to
better control of the CVD process and the properties of the silicon films.

Introduction

Since the sixties silicon has become a very important
material in the electronics industry. Single-crystal sili-
con is a basic material for all IC technology, and thin
films of polycrystalline silicon are widely used as con-
ductors and as gate electrodes in MOS transistors, for
example, and in ICs. Increased interest has recently
been shown in amorphous silicon because of its pos-
sible application as a basic material for solar cells.

A good method of producing thin silicon films is
chemical vapour deposition (CVD), in which silicon is
deposited from the gas phase on to a hot substrate
from a chemically reactive mixture of gases. The gas
phase consists of a reactive mixture of a carrier gas
and a silicon compound. The growth rate and the pro-
perties of the films depend closely on the conditions
during deposition, such as the pressure and the com-
position of the gas mixture and the temperature of the
substrate.

At Philips and elsewhere a great deal of knowledge
has been gained through the years about the condi-

Prof. Dr J. Bloem, formerly with Philips Research Laboratories,
Eindhoven, is a Professor at the Catholic University of Nijmegen,
Dr Ir W. A. P. Claassen is with Philips Research Laboratories,
Eindhoven.

tions necessary for producing silicon films that possess
the required properties. This article describes an in-
vestigation that included a systematic study of the way
in which silicon nuclei form at the substrate surface
and how this nucleation leads to further growth *1.
The investigation was particularly concerned with
growth on substrates of amorphous silicon dioxide
(SiO2) and silicon nitride (SisN4), which are widely
used in IC technology for the deposition of poly-
crystalline films. In the CVD process there are two
separate phases: nucleation, in which the nuclei grow
until they coalesce, and the subsequent growth, which
is essentially the growth of silicon on silicon. The
investigation has provided a clearer picture of the part
played by the various molecules and stages in the
overall growth process, and in many cases the effects
of the different process conditions can now be satis-
factorily explained.

The article starts with a short description of the
CVD method that we used. The nucleation of silicon
on SiOz and SigNy4 and the subsequent growth of sili-
con on silicon are then dealt with. Finally a brief ac-
count is given of the control of some of the properties
of the silicon films.
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The CVD method for silicon

In the growth of thin silicon films by the CVD
method, gaseous silicon compounds such as silane
(SiH4) and chlorosilanes (SiHzClz, SiHCl3 and SiCly)
are passed over a hot substrate. Hydrogen (Hg) is
usually employed as reducing agent and carrier gas in
this process. Occasionally nitrogen (N2) is used as the
carrier gas and hydrogen chloride (HC]) is added to
the gas mixture to influence the nucleation and growth
rate. Fig. I gives a diagram of a CVD arrangement
used mainly for producing single-crystal films on
single-crystal substrates of materials such as silicon or
sapphire. The substrates to be coated are placed on a
graphite block (a ‘susceptor’), which is heated by a
radio-frequency generator. To prevent the deposition
of silicon on the vitreous-silica envelope of the reactor,
the reactor is cooled by water or air. The equipment
also includes gas-flow controllers for Hz, HCl and
the gaseous silicon compound, in this case SiHjs.
When the gases flow over the hot substrates, chemical
reactions occur accompanied by the deposition of sili-
con.

The rate at which a silicon film grows decreases with
the temperature of the substrate. In fig. 2 the growth
rate is plotted on a logarithmic scale as a function of
1000/ T for silicon growth from four gas mixtures of
H: with SiH4, SiH32Cl2, SiHCl3 or SiCls. Although
the mixtures have very different growth rates, their
behaviour as a function of temperature is very similar.
In all cases a temperature reduction at high tempera-
tures causes a small decrease in growth rate, whereas
at low temperatures the decrease is much more pro-
nounced. This is attributable to the difference in the
rate-determining step during growth. At high tem-
peratures the gas-phase diffusion of the reactive mol-
ecules to the substrate determines the rate of growth.
Since the diffusion coefficients in the gas phase are
only slightly temperature-dependent (e 7%/2), the
temperature does not have much effect on the growth
rate. At low temperatures the surface reactions deter-
mine the growth rate. Reactions such as adsorption,
desorption, surface diffusion and the incorporation of
silicon atoms in a lattice possess an activation energy,
so that as the temperature falls the reaction rates de-
crease exponentially. The decrease in the growth rate
becomes greater with increasing activation energy of
the rate-determining surface reaction. For the growth
of silicon from silane and chlorosilanes it turns out
that this activation energy is always about 160 kJ/mol.

As would be expected from what we have said
above, the effect of the total gas pressure is particu-
larly marked at high temperatures, as can be seen in
fig. 3. When the gas pressure is reduced, the molecules
diffuse more freely. As a consequence the growth rate
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Fig. 1. Diagram of the CVD equipment for depositing silicon films.
The reactor R consists of a vitreous-silica tube, cooled by water or
air. Inside the reactor the substrates Sub to be coated are positioned
on a graphite susceptor S. The susceptor and the substrates are
heated to the required temperature by a radio-frequency coil RF.
The gas flow in the reactor in this case consists of hydrogen (Hz),
silane (SiH4) and hydrogen chloride (HCI).

. 1200 1000 800 600°C
1um/min — T T .
g
011
SiH,Cly
SiHCly
SiCl,
0. 01 1 ! 1 ! ]
07 08 09 10 11K
— 1000/T

Fig. 2. Growth rate g plotted on a logarithmic scale against 1000/ T
(T is the absolute temperature) for silicon films produced by CVD
from SiHy, SiH2Clz, SiHCls or SiCly (100 Pa) and hydrogen at
atmospheric pressure (10° Pa). In each of these cases the decrease
in growth rate is much greater at lower temperatures than at higher
temperatures.
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Fig. 3. Growth rate g plotted on a logarithmic scale against 1000/ T
for the deposition of silicon from nitrogen and silane (102 Pa) at
atmospheric pressure (10° Pa) and at low pressure (10® Pa). At high
temperatures the reduction in total pressure causes a marked in-
crease in the growth rate.

11 A more detailed description is given in: W. A. P. Claassen,
Kinetic studies on the ‘nucleation and growth of silicon via
chemical vapour deposition, Thesis, Nijmegen 1981.
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increases, provided the partial pressure of the silicon
compound in the gas phase remains unchanged.

The partial pressure of the silicon compound in the
gas phase can also have a considerable influence. As
an example fig. 4 shows a plot of the growth rate
against the partial pressure of SiCls in Ha [21. With
increasing SiCls pressure the growth rate increases
linearly to a maximum value, and then decreases to
zero. This can be explained by assuming that thereisa
thermodynamic equilibrium between two competing
reactions: ’

SiCls(g) + 2H2(g) <Si(s) + 4HCI (g) growth (1)
Si(s) + 2HCl(g) ==SiClz (g) + Hz (g) etching (2)

With increasing SiCls pressure the etching reaction
becomes more important, so that the growth rate de-
creases. When the SiClsy pressure is very high the
growth rate on a silicon substrate can in fact become
negative, so that silicon is etched away instead of
being deposited.

Nucleation and growth on the surface of a single-
crystal substrate can be described with the aid of a
simple model 3!, shown schematically in fig. 5. In this
model the crystal surface contains a series of atomic
‘steps’. An adsorbed silicon atom, formed by the de-
composition of an adsorbed silicon-containing mol-
ecule, diffuses over the surface to a more stable posi-
tion at a step. It then diffuses along this step until it
arrives at a ‘kink’ position. The atom has then reached

6 umimin
4_ -
g 2|
0] \
_2 -
_4_ L 1 ! <
0 01 02 0.3x10" Pa
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Fig. 4. Growth rate g of silicon on a silicon substrate as a function
of the SiCly pressure psici, at 1270 °C with hydrogen (10° Pa) as
carrier gas[2]. At high SiCly pressures the etching effect of the
hydrogen chloride released is so strong that the growth rate can be-
come negative.

Fig. 5. Simple model for two-dimensional growth of silicon films.
An adsorbed atom A diffuses to a more stable position B at a ‘step’
formed by a linked series of atoms [8]. It then travels along the step
to arrive at a still more stable ‘kink’ position C. The same thing can
happen with an atom A' adsorbed one step higher.
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a stable ‘semicrystalline’ (or ‘half-crystal’) position
and is regarded as part of the lattice. For such two-
dimensional growth to take place the surface diffusion
must be sufficiently fast. Single-crystal films can there-
fore only be formed if the substrate temperature is
sufficiently high. At a somewhat lower temperature
there is more chance of nucleation between the steps
because of the slower diffusion, and this may give rise
to relative misorientation between the nuclei, ulti-
mately giving a polycrystalline film. At even lower
temperatures the diffusion may be so slow that one
atom may not have diffused away before another ar-
rives at the same place. This leads to the formation of
an amorphous film, in which only short-range order
exists. We shall not discuss nucleation on single-crys-
tal substrates further [41,

On amorphous substrates of materials such as SiO2
and SiaN4 so much three-dimensional growth occurs
that purely polycrystalline and amorphous films are
formed. Properties such as the electrical resistivity of
polycrystalline silicon films are chiefly determined by
grain size. To obtain grains of the required size, ac-
curate control of the process conditions is essential.
We shall now demonstrate the part played in this pro-
cess by the nucleation of silicon on amorphous SiOz
and SisNy.

Nucleation of silicon on SiO2 and SisN4

Before nucleation occurs an equilibrium concentra-
tion of adsorbed atoms is first built up, which depends
on the adsorption rate and the rates of desorption and
chemical reactions [51. The next stage is the formation
of nuclei of varying sizes, until at a critical size the
nuclei start to grow by attracting neighbouring atoms.
As soon as the diameter of the nuclei is larger than
about 0.02 um the progress of the nucleation can
clearly be followed with a scanning electron micro-
scope (SEM) and a transmission electron microscope
(TEM). Fig. 6 shows eight SEM photomicrographs
made at different times from the start of the deposi-
tion on SiO2 from a mixture of Hy, SiH4 and HCI.
At three seconds no nuclei are visible. Between 6 and
25 seconds an almost constant number of nuclei can
be observed that steadily increase in size, the average
diameter growing from about 0.2 um to about 0.5 um.
Then the number of nuclei decreases, because the
growing nuclei start to coalesce. The nucleation den-
sity can be derived from photomicrographs such as
this. The density varies from 10* to 101! per cm?, de-
pending on the supersaturation in the gas phase, the
composition of the gas mixture and the substrate tem-
perature.
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Fig. 6. SEM photomicrographs of the silicon nuclei at different times during the deposition from
silane (88 Pa), hydrogen chloride (440 Pa) and hydrogen (10° Pa) on an SiO; substrate at 1000 °C.
Between 6 and 25 seconds after the start of deposition the nuclei become larger but the density of
the nuclei remains practically constant. Eventually the nuclei come increasingly into contact with

cach other and coalesce.

10°cm™ —

o ®

Fig. 7. Nucleation density » as a function of time 7 for the deposi-
tion shown in fig. 6. After an incubation period of about 3 seconds,
n rises very rapidly to a steady value, the saturation density. After
about 25 seconds there is a gradual decrease as a result of the co-
alescence of the nuclei.

x=75 t=30s

Fig. 8. SEM photomicrographs of silicon nuclei during deposition
from silane (88 Pa), hydrogen chloride and hydrogen (10° Pa) on
an SiOz substrate at 1000 °C and at four different HCI partial pres-
sures. The photomicrographs were taken at the time ¢ when satura-
tion density was reached. A larger ratio x between the partial pres-
sure of hydrogen chloride and silane gives a lower saturation
density.

Fig. 7 shows the nucleation density for the gas mix-
ture in fig. 6 plotted as a function of the time during
which the mixture was supplied. After a short ‘in-
cubation period’ the nucleation density very quickly
reaches a steady value, the saturation density. From
then on the number of nuclei counted remains con-
stant, while the nuclei continue to grow. After about
30 seconds the nucleation density slowly decreases
because of coalescence of the nuclei. From the size
distribution of the nuclei and the occurrence of an
incubation period it appears that the visible nuclei are
formed in a very short time. The time needed to reach
the saturation density is shorter for an SisNy substrate
than for an SiOz substrate. It is also shorter when the
SiH4/HCI ratio in the gas mixture is greater and the
substrate temperature higher.

The saturation density depends strongly on the gas
composition. Fig. 8 shows SEM photomicrographs for
four SiO2 substrates subjected to mixtures of different
HC1/SiH4 ratio. The highest saturation density is ob-
served for silane in hydrogen. Adding HCl to the gas
mixture gives an appreciable reduction of the satura-
tion density.

2l H. C. Theuerer, J. Electrochem. Soc. 108, 649, 1961,
31 W, K. Burton, N. Cabrera and F. C. Frank, Phil. Trans. R.
Soc. 243, 299, 1951.
4] See for example:
H. A. Abbink, R. M. Broudy and G. P. McCarthy, J. Appl.
Phys. 39, 4673, 1968;
B. A. Joyce, Rep. Prog. Phys. 37, 363, 1974,
J. Blanc and M. S. Abrahams, J. Appl. Phys. 47, 5151, 1976.
151 W. A. P. Claassen and J. Bloem, J. Electrochem. Soc. 127,
194, 1980.
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The saturation density is also considerably affected
by the temperature of an SiOg substrate; see fig. 9.
When the temperature is reduced from 1200 to 925 °C
the saturation density rises steeply. Addition of HCl
increases the temperature dependence as well as
reducing the nucleation density. Similar behaviour is
observed for SisN4 substrates, but the decrease in the
nucleation density on the addition of HCI is smaller
than for an SiO2 substrate.

The saturation Qensity ns between 925 and 1200 °C
depends on the partial pressures psin, and puct and

1200 1100 1000 800°C
10°cm™ -
x=0
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Fig. 9. Saturation density n5 of silicon nuclei on an SiOz substrate
as a function of 1000/7, for deposition from three mixtures of
silane (73 Pa), hydrogen chloride and hydrogen (10° Pa). A larger
ratio x of the partial pressure of the hydrogen chloride to that of the
silane gives a stronger temperature dependence and a lower satura-
tion density.
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Fig. 10. Saturation density 75 of silicon nuclei on SiO2 and SigNj4 at
1000 °C for deposition from silane, hydrogen chloride and hydro-
gen (10° Pa) as a function of the effective silane partial pressure
Dsin(€) = psin, /(1 + 6x107* p?uc)). The saturation density on
SigN, is substantially higher than that on SiOz.
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the substrate temperature 7 in the following way:

DsiH, ‘

s o [ 1+ 6X 10"4p2HCI]
where E is the activation energy for nucleation and &
is Boltzmann’s constant. The parameter / is the num-
ber of atoms of a ‘critical’ nucleus, i.e. a nucleus
whose dimensions are such that the probability of
continued growth is the same as the probability of ex-
tinction. Fig. 10 gives a plot of the saturation density
at 1000 °C against the ratio psin /(1 + 6 X 10~*p%uci)
for the deposition of silicon on an SiOz or an SisN4
substrate. This ratio can be taken as the effective silane
partial pressure. An increase in this pressure can cause
a marked increase in the saturation density. On SigN4
the saturation density is substantially higher than that
on SiOz. It can also be seen that the pressure at which
nucleation takes place is always higher than 0.1 Pa,
the equilibrium vapour pressure of silane in contact
with solid silicon and hydrogen gas. From the slopes
of the curves for SiOz and SisNg4 it appears that the
value of i at a high effective silane pressure is about 1.
This implies that every adsorbed silicon atom can be
regarded as a nucleus. At lower pressures the value of
i increases, and for an SiOz substrate it does so more
strongly than for an SisN4 substrate.

The change in the critical nucleus size with the
effective silane partial pressure is reflected in the values
of the activation energy of nucleation, which may be
derived from curves like those in fig. 9. Fig. 11 gives a
plot of the activation energy against the effective silane
pressure for nucleation on SiOz and SisN4. The acti-
vation energy for SiOz is higher than for SisN4. When
the silane pressure is reduced the activation energy for
SiQg increases much more strongly than for SigNg
and this difference can be attributed to the reaction of
adsorbed silicon atoms with the SiOgz substrate,

Si(s) + SiOz (s) £ 28i0 (g), @

(i+1)/2
.exp(E/kT), (3)

- which is accelerated by the presence of hydrogen [5!.

This reaction is more likely to occur at a lower silane
pressure: owing to the lower nucleation density it
takes longer before the whole surface is covered with
silicon. No such reaction is found with an SigNy sub-
strate. '

At lower temperatures the difference in saturation
density between an SiO2 and an SisN4 substrate is
much greater [}, Whereas in the case of SisN4 the
saturation density continues to increase linearly with
1/T, for SiO2 there is a marked decrease at tempera-
tures lower than 925 °C; see fig. 12. If nitrogen is used
as carrier gas for the CVD process instead of hydro-
gen, the substrates have practically the same satura-
tion density. This indicates that atomic hydrogen is
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adsorbed at the SiOs surface, partially blocking the
adsorption sites for SiH4. This effect is less pro-
nounced on SizN4 because N-H has a much lower
binding energy than O-H: 347 as against 426 kJ/mol.

Our experiments have given us a better understand-
ing of the nucleation of silicon on substrates of amor-
phous SiO2 and SisNy. This also applies to the experi-
ments in which we used a chlorosilane instead of silane
as a silicon compound in the gas phase ["). The better
understanding thus obtained permits better control of
the grain size and hence of other properties of the
polycrystalline films. Owing to the marked variation
in nucleation density — 10* to 10'! per cm? — the
grain size may also vary considerably. After coales-
cence of the growing nuclei the grains in the film give
further columnar growth, which may be regarded as
the growth of silicon on silicon. We shall now look
more closely at the kinetics of this process.

GeV
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Fig. 11. Activation energy E for nucleation during the deposition of
silicon from silane, hydrogen chloride and hydrogen on an SiO»
and an SigNy substrate, as a function of the effective silane partial
pressure psin,(€). The nucleation on SiO2 has a much higher activa-
tion energy than that on SigNy, especially at low silane pressures.

w1200
1

000
10" cm ! T

800°C
I

09K™'

07 0.8
— 1000|T

Fig. 12. Saturation density n; of silicon nuclei on SiOs and SigNy4
for deposition from silane (100 Pa) and hydrogen (10° Pa), as a
function of 1000/7. At lower temperatures the saturation density
falls rapidly for deposition on SiOs.
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Growth Kinetics of silicon on silicon

The CVD growth of single-crystal silicon on a
single-crystal silicon substrate usually takes place at
temperatures above 1050 °C in order to obtain films
with the fewest possible defects. At these temperatures
the reactions at the surface are so rapid that the gas
phase diffusion is the rate-determining step (fig. 2).
Growth in this temperature range has been the subject
of much investigation and reasonable explanations
have been given for the different effects on the growth
rate and the properties of the films [8!,

The situation with the growth of polycrystalline and
amorphous films, usually at lower temperatures, is
quite different. The growth rate here is determined by
reactions at the surface that are not very well under-
stood. Until recently the descriptions given were there-
fore usually of a speculative nature. It was partly for
this reason that we performed experiments designed
to give us a better understanding of the growth kinetics
at low temperatures (700-1000 °C). We again used
silane and chlorosilanes as the silicon compound in
the reactive gas mixture.

Growth via silane

The growth of polycrystalline silicon films via silane
was studied at atmospheric pressure using hydrogen
or nitrogen or a mixture of the two as the carrier gas.
The growth rate depends closely on the silane pressure
and the composition of the carrier gas. At a given
silane pressure the rate is highest in pure nitrogen and
lowest in pure hydrogen. The effect of the silane pres-
sure is shown in Jig. 13 for three different carrier gases,

0.6 umfmin
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Fig. 13. Growth rate g of silicon during deposition at 700 °C from
silane, hydrogen or nitrogen or a mixture of hydrogen and nitrogen
as a function of the silane partial pressure psiu,. The growth rate
increases when the silane pressure is raised and when the relative
amount of hydrogen in the gas mixture is reduced.

61 W, A. P. Claassen and J. Bloem, J. Electrochem. Soc. 128,
1353, 1981.

71 'W. A. P. Claassen and J. Bloem, J. Electrochem. Soc. 127,
1836, 1980. :

(8] See for example J. Bloem, J. Cryst. Growth 50, 581, 1980.
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hydrogen, nitrogen and a mixture of the two. The
growth rate is seen to be proportional to the silane
pressure and inversely proportional to the hydrogen
pressure in the gas mixture.

We were able to deduce from these results that
SiHz molecules adsorbed at the surface play a leading
part [®1. Close to the silicon surface the following re-
action occurs:

SiH4 (g) <= SiHz (g) + Hz (g). )

This reaction is followed by adsorption of SiHz at the
surface. It appears from the observed dependence of
the silane and hydrogen pressures that the decomposi-
tion of silane and the adsorption of SiHg is very
rapid; the growth-rate-determining step does not
occur until later. An adsorbed SiHz molecule diffuses
over the surface until it reaches a stable position; see
fig. 5. Finally the hydrogen atoms are released:

SiHz (s) == Si(s) + Hz (g). ©)

This desorption is probably the rate-determining step
of growth via silane.

The addition of hydrogen chloride to silane has the
effect of reducing the growth rate. The reduction in-
creases as the substrate temperature decreases and the
amount of hydrogen contained in the carrier gas de-
creases. The effect of the HCI pressure for different
silane contents at 900 °C is shown in fig. /4. When the
partial pressure puci increases the growth rate first
drops sharply by an amount proportional to pPua,
then decreases gradually at a rate that is also propor-
tional to pZuci. The sharp fall due to a small addition
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Fig. 14. Growth rate g of silicon for deposition from silane, hydro-
gen chloride and hydrogen (10° Pa) at 900 °C, plotted against the
square of the HCI partial pressure, at four different SiH, partial
pressures. In each of these cases an addition of hydrochloric acid
first causes a sharp drop in the growth rate followed by a more
gradual decrease, both approximately proportional to PPHa.
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Fig. 15. Growth rate g of silicon from SiH2Clz, hydrogen and nitro-
gen as a function of the hydrogen content fx, in the gas mixture, at
three different temperatures. The growth rate rises linearly with the
hydrogen content, and rises more steeply as the temperature in-
creases.

of HCl is attributable to the reaction of HCl with ad-
sorbed SiHz:

SiHz (s) + 2HCl (g) < SiClz (s) + 2Hz2(g). (7)

Adsorbed SiClz molecules diffuse over the surface and
are trapped at a step (fig. 5). They then yield silicon by
reduction:

SiClz (s) + Ha (g) == Si(s) + 2HCl (g). ®8)

This reaction takes place relatively slowly, however,
so that an excess of SiClz is produced on the surface,
giving rise to desorption and sharply reducing the
growth rate. Besides initiating the conversion of SiHz
into SiClg, an addition of HCI also attacks the silicon
lattice itself by the etching reaction of equation (2).
The rate of the etching reaction is proportional to
p?uciandinversely proportional to the hydrogen pres-
sure [1%1, This reaction causes the gradual drop in
growth rate, until growth changes to etching.

Growth via chlorosilanes

With the chlorosilanes SiH2Clz, SiHCls and SiCl4
as silicon compound in the gas phase we carried out
the same experiments as with silane. It appears that
SiClz molecules play a leading part in growth via
chlorosilanes. These molecules are formed near the
silicon surface by the following reactions:

SiH:Clz (g) == SiClz (g) + Hz (g) )]
SiHCl; (g) = SiClz (g) + HCl(g) (10)
SiCls (g) + Hz (g) = SiClz (g) + 2HCl(g)  (11)

The SiClz molecules are adsorbed at the surface, and
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then diffuse over it until they reach a stable position
(fig. 5). After this they are reduced to silicon by the
reaction of equation (8). For growth via SiH2Cl2 and
SiHCl; this reduction turns out to be the rate-deter-
mining step [*11,

A consequence of the involvement of hydrogen in
the rate-determining step is that the growth rate in-
creases almost linearly with the partial hydrogen pres-
sure in the gas mixture. For mixtures of SiH2Cl2, H2
and Ng this increase becomes smaller as the tempera-
ture decreases; see fig. 15. This is because the decom-
position of SiH2Clz expressed by equation (9) is
slower at lower temperatures.

At 1000 °C there is a large linear increase in the
growth rate when the SiH2Clz pressure in hydrogen is
raised, whereas at lower temperatures saturation oc-
curs; see fig. 16. This points to a higher concentration
of adsorbed SiClz molecules waiting for reduction.
We have found a similar effect with SiHCls in hydro-
gen. In this case some saturation occurs at 1000 °C as
well, but this is a consequence of the etching effect of
HCI, which arises during the decomposition of SiHCl3
described by equation (10).

With SiCls in hydrogen there is no saturation at low
temperatures [1*}, The etching effect of the hydrogen
chloride released is so strong that above a particular
SiCly partial pressure the growth rate decreases and
may even go negative (fig. 4). Saturation does not
occur at low temperatures because the SiClz molecules
important to growth are produced only to a limited
extent by the gas-phase reduction of equation (11) but
much more by the action of SiCly on silicon:

SiCly (g) + Si (s) == 28SiClz (5). (12)

At low temperatures this reaction is the rate-deter-
mining step for growth via SiCl4, so that the SiClg
concentration at the surface remains relatively low.
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Fig. 16. Growth rate g of silicon from SiH:Clz and hydrogen
(10° Pa) as a function of the partial SiHzCly pressure, at three
different temperatures. At lower temperature there is a definite
saturation.
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The difference in kinetics is also reflected in the de-
crease in the growth rate when HCl is added to the gas
phase. With SiH2Cl2 in hydrogen a small addition of
HCI does not give an abrupt decrease at 1000 °C,
while at lower temperatures the decrease in growth
rate is linear with the HCI pressure, not quadratic.
The reason for this is the reduction in the SiClz con-
centration by the reaction

SiClz (g) + HCI (g) = SiHCl; (g). (13)

The same effect is observed with SiHCls in hydrogen.
Here the linear dependence arises mainly because the
addition of HCI opposes the dissociation of equation
(10). With SiCls in hydrogen the dependence with
small quantities of HCI is relatively strong, but with
an excess of HCl it is weaker and linear 1111, These
results can be explained reasonably well by taking into
account the effects of adding HCI on the parallel re-
actions that give SiClz. At lower temperatures SiClg is
more likely to be formed via the reaction of equation
(12). This is less sensitive to the addition of HCI than
the reaction of equation (11).

Control of properties

The results obtained provide a better understanding
of the effect of the various parameters on the CVD
growth of silicon films. This in turn permits better
control of the properties of the films. An important
parameter in this context is the growth rate. Economic
considerations will always dictate the highest possible
growth rate, so that a relatively large number of sub-
strates can be covered in a short time. However, to
obtain films with the desired properties it may be
essential to have a low growth rate.

The growth rate and the temperature both help to
determine the structure of films deposited on single-
crystal substrates [121; see fig. 17. For example, a high
temperature and a low growth rate are required if
single-crystal films are to be deposited in the manu-
facture of integrated circuits. Lowering the tempera-
ture and increasing the growth rate can introduce such
distortion of two-dimensional growth (fig. 5) that
polycrystalline films are ultimately produced. At even
lower temperatures and higher growth rates amor-
phous silicon films are obtained, because the deposi-
tion is much faster than the surface diffusion.

191 W. A. P. Claassen and J. Bloem, J. Cryst. Growth 51, 443,
1981.

1101 P_van der Putte, L. J. Giling and J. Bloem, J. Cryst. Growth
31, 299, 1975 and 41, 133, 1977.

{111 J, Bloem, W. A. P. Claassen and W. G. J. N. Valkenburg, J.
Cryst. Growth 57, 177, 1982.

121 J Bloem and L. J. Giling, Current topics in materials science 1,
E. Kaldis (ed.), North-Holland, Amsterdam 1978, chapter 4;
J. Bloem, Pure & Appl. Chem. 50, 435, 1978.
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Fig. 17. Existence regions of single-crystal (M), polycrystalline (P)
and amorphous (4) silicon as a function of 1000/ T and the growth
rate g.

To deposit polycrystalline films at a low tempera-
ture (600-900 °C) and a low growth rate it is common
practice to use a hot-wall reactor, consisting of a
vitreous-silica tube that is heated in a furnace. The
tube contains a silica crucible in which the substrates
to be coated are mounted vertically ['31. Frequently
the deposition is performed at low pressure (about
100 Pa). Because of the relative slowness of the sur-
face reactions there is only a small concentration gra-
dient in the gas flow, so that the growth rate is virtually
independent of the position of the substrate. A large
number of substrates can therefore be coated uni-
formly in the reactor at the same time. A hot-wall
reactor is not so suitable for the deposition of single-
crystal layers: at low temperatures the adsorbed mol-
ecules are not sufficiently mobile, and at high tempera-
tures the SiOg wall reacts as indicated by equation (4).

The surface morphology of a deposited film is very
important for applications in semiconductor technol-
ogy. At high temperatures in particular, large fluctua-
tions in film thickness may occur on substrates with
uneven surfaces. As an example fig. 18 is a photo-
micrograph of a film deposited on such a substrate via
SiHCl;s in hydrogen 4], Raised parts of the surface
and corners receive much more of the diffusion flux
than the rest of the substrate, resulting in severe bulg-
ing. As can be seen in the other photomicrograph in
fig. 18, this can be avoided by using a lower substrate
temperature, so that the growth is slower and the rate
of growth is determined by the surface reactions. It is
however possible to obtain uniform coatings at high
temperatures if the concentration of SiHCls is in-
creased to a level at which some etching occurs addi-
tionally 151, Adding HCI to the gas mixture gives the
same result. A further improvement in uniformity can
be achieved by carrying out the deposition at a low
pressure (about 100 Pa). This has the effect of increas-

Fig. 18. Photomicrographs of silicon deposition from SiHCl;3 and
hydrogen on an uneven substrate. At high temperatures severe
bulging occurs (above). This can be avoided (below) by performing
the deposition at lower temperatures or by increasing the SiHCl3
partial pressure (18],

ing the gas-phase diffusion, so that the growth rate
becomes more strongly dependent on the rate of the
surface reactions.

The electrical properties of silicon films are closely
dependent on the dopant content. For the same growth
rate and composition in the gas phase the dopant
content in a polycrystalline film is almost identical
with that in a single-crystal film, but the conductivity
values can differ considerably ['8); see fig. 19. With
low doping the conductivity in a polycrystalline film is
a great deal lower than that of a single-crystal film.
This is because charge carriers are trapped at the grain
boundaries ['”), With smaller grains there is more
trapping, and the conductivity is then lower. Largely
as a result of the better understanding of nucleation
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Fig. 19. Above: Dopant contents ny and np in single-crystal ard
polycrystalline silicon, respectively, under identical conditions
during deposition. With both weak and with strong doping np is
virtually identical to nm. Below: Electrical conductivity o as a func-
tion of the dopant content n for single-crystal silicon (M) and poly-
crystalline silicon (P). With weak doping the conductivity of P is
considerably lower than that of M.

behaviour it has become possible to obtain better con-
trol of the electrical properties of polycrystalline sili-
con films.

Our last example shows how carbon can affect the
grain size and electrical resistivity of polycrystalline
silicon films. Carbon doping is obtained by adding
ethyne (C2Hz) to the reactive gas mixture [18], In
fig. 20the resistivity of two phosphorus-doped films is
plotted against the ethyne pressure during growth via
silane, phosphine (PHs), ethyne and hydrogen. In the
low-phosphorus film the resistivity first decreases
sharply with increasing ethyne pressure. This is be-
cause the presence of carbon at the grain boundaries
releases a number of charge carriers and increases

181 C, H. J. van den Brekel and L. J. M. Bollen, J. Cryst. Growth
54, 310, 1981.

141 C_H. J. van den Brekel, Philips Res. Rep. 32, 118, 1977.

18] ¢, H. J. van den Brekel and J. Bloem, Philips Res. Rep. 32,
134, 1977.

{161 J. R. Monkowski, J. Bloem, L. J. Giling and M. W. M. Graef,
Appl. Phys. Lett. 35, 410, 1979.

D71 JY. W. Seto, J. Appl. Phys. 46, 5247, 1975 and 47, 5167,

1976;
C. H. Seager and D. S. Ginley, Appl. Phys. Lett. 34, 337,
1979.

18] 7. Bloem and W. A. P. Claassen, Appl. Phys. Lett. 40, 725,
1982, ’
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Fig. 20. Resistivity @ of phosphorus-doped polycrystalline silicon
layers as a function of the ethyne partial pressure pc,u, during de-
position from silane (200 Pa), phosphine (PHg), ethyne and hydro-
gen (10° Pa) at 850 °C. With a ratio of 10~° between the partial
pressures of phosphine and silane an increase in the ethyne pressure
first causes a sharp fall in resistivity, followed by a marked increase
and finally a weak decrease (curve ). When the ratio is 1074, the
resistivity at low ethyne pressure is considerably lower (curve b). At
high ethyne pressure, however, there is little difference compared
with curve a.

their mobility [18], At ethyne pressures above 2 Pa the
solubility of carbon in silicon is exceeded. The addition
of carbon then causes faster nucleation and results in
smaller grains. This has the effect of reversing the
initial drop in resistivity. The total grain surface be-
comes larger so rapidly that there is not enough car-
bon to keep the resistivity low. At high ethyne pres-
sure (> 5 Pa) there is a further drop in resistivity, be-
cause the films become amorphous. The film with a
high phosphorus content already has such a low resis-
tivity that a small addition of carbon has practically
no effect. At high ethyne pressure there is little differ-
ence compared with the low-phosphorus film.

Summary. Chemical vapour deposition (CVD) is a method widely
used in IC technology for depositing a thin silicon film on a sub-
strate. The reactive gas mixture from which the deposition takes
place consists of a carrier gas (Hz and/or Nz) and a silicon com-
pound such as SiH4, SiH2Clg, SiHClg or SiCly, occasionally sup-
plemented with HCI. The nucleation of polycrystalline silicon on
substrates of amorphous SiOz and SigNy is strongly dependent on
the gas composition, the type of substrate and the substrate tem-
perature. In the further growth of silicon on silicon the SiHz and
SiClz molecules adsorbed at the surface play a significant part in the
process. The influence of the process conditions on the growth rate
can be brought into relation with the diffusion and the chemical
reactions in the gas phase and at the substrate surface. The im-
proved understanding of these relationships permits better control
of the properties of the silicon films.
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4388636

Static memory cell and memory constructed from
such cells

J. Lohstroh " E

A static cross-coupled bipolar memory cell has a large read current/
stand-by current ratio and short write time. The nonlinear load
element includes a resistor with a parallel-connected pnp transistor
serving as a diode and an inversely-operating npn transistor for dis-
sipating charge carriers.

4389101

Device for pivoting an optical element under electro-
dynamic control

G. E. van Rosmalen E

To reduce the susceptibility of an electrodynamically controllable
pivoting mirror device to stray magnetic fields, said device com-
prises a pivoting mirror which is mounted on a frame so as to be
pivotable by means of a suitable bearing arrangement, on which
mirror permanent-magnetic means are arranged on which a pivot-
ing torque can be exerted by means of control coils mounted on the
frame. By providing the permanent-magnetic means, on the side
where they are located, with two zones of north polarity and two
zones of south polarity, which are situated on diametrically op-
posed sides relative to a pivoting axis, and by moreover having the

turns on the control coil extend over zones of north and of south °

polarity, a pivoting mirror device is obtained whose control coils
dissipate a minimum amount of heat and which is less susceptible to
external magnetic stray fields produced by components located in
the vicinity, such as transformers and electric motors.

4389273
Method of manufacturing a semiconductor device

J. Bloem E
C. H. J. van den Brekel

A method of manufacturing a semiconductor device in which a
monocrystalline material is epitaxially grown on a disc-shaped
monocrystalline substrate. The substrate is placed in an elongate
reactor and a gas flow in the longitudinal direction is passed over
the substrate while a temperature gradient is maintained in the gas
flow. The gas flow initially contains the reaction components in
equilibrium with the material to be grown, and the gas flow be-

. comes undersaturated with respect to the material to be grown,
etching will take place.
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4389276

Method of manufacturing an electric discharge device
comprising a glass substrate having a pattern of elec-
trodes

G. H. F. de Vries E

In a method of manufacturing an electric discharge device having a
pattern of electrodes impressed in a glass plate, the starting material
for the manufacture of the pattern of electrodes is a metal foil
which has a relief pattern. The relief pattern comprises thick por-
tions which are connected together by thin portions of the foil and
in which the thick portions constitute the desired pattern of elec-
trodes. At a temperature T; which is lower than the melting-point
of the metal of the foil and in which the glass of the glass plate has a
viscosity of approx. 107 to 10" Pa.s, the surface of the metal foil
comprising the relief is impressed in the glass plate. After cooling,
the desired pattern of electrodes is obtained by etching away the
thin portions of the foil. In order to improve the adhesion, the
metal foil can be rigidly adhered to the glass plate by means of an
anodic bonding process prior to etching away the thin portions.
The invention is particularly suitable for use in the manufacture of
gas discharge display panels.

4389277
Method of manufacturing an electric discharge device
G. H. F. de Vries E

A method of manufacturing an electrid discharge device comprising
a pattern of electrodes bonded to a glass substrate. It is necessary
for certain gas discharge display devices to use metal electrodes
which are at least 20 um thick and adhere satisfactorily to a glass
substrate. A metal foil is placed on a glass substrate and this as-
sembly is heated to a temperature T, which is below the melting-
point of the metal of the foil and at which the viscosity of the glass
of the substrate is in the range from 107 to 10° Pa.s. The foil is
pressed uniformly against the substrate at the temperature T, for a
time which is sufficient to produce uniform contact between the foil
and the substrate. The foil is then bonded to the substrate by an
anodic bonding process, and the desired electrode pattern is pro-
duced by locally removing metal from the foil.
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4389567

Semiconductor switching device for guiding and am-
plifying radiation,

G. D. Khoe ‘ E
L. J. Meuleman

T. E. Rozzi

A semiconductor switching device for guiding and amplifying elec-
tromagnetic radiation is disclosed. An electrode pattern which
defines a number of strip-shaped guiding members is profided on a
layer structure analogous to that of a semiconductor laser. Accord-
ing to the invention the radiation guiding members have tapering
juxtaposed ends in a transition area. Adjacent radiation guiding
members in the transition area are situated within each other’s am-
plification profile. The radiation guiding members are preferably
separated from each other by insulation areas which do not extend
to the common active layer. The invention may be used, for ex-
ample, in switching radiation signals between two or more radia-
tion paths in optical communication.

4390808 .
Picture display device having a gas discharge display
panel

G. H. F. de Vries ' : E
H. B. Bulle

A display device having a gas discharge display panel which com-
prises a plurality of sets of discharge cells. Each set comprises N
discharge cells arranged according to a matrix of n rows and N/n
columns where n 2 2. Each set furthermore comprises first and
second electrode means for selectively energizing the N discharge
cells. The first electrode means comprises N column conductors
with n column conductors for each column of discharge cells. The
column conductors each have a discrete discharge surface element
such that in each column of cells each cell has associated therewith
for selectively energizing the cell a respective one of the discrete sur-
face elements and a surface element of the second electrode means.
Per set the surface elements of the second electrode means are elec-
trically interconnected. The sets are driven successively and in a
driven set all discharge cells in accordance with the display informa-
tion for that set. By simultaneously energizing all discharge cells in
a set the duration of operation per cell is increased and an increased
brightness is obtained.

4390 894
Noise suppression circuit for a video signal
J. G. Raven E

In a noise suppression circuit for a video signal, the input video sig- .

nal is separated into its high and low frequency components by a
separating circuit. The signal at an output of a delay circuit is com-
bined with the separated low frequency signal in acombining circuit
whose output is applied to the input of the delay circuit. The time
delay of the delay circuit is switched from field to field by means of
a change-over switch so that this time delay changes from field to
field to a field period minus and a field period plus half a line period.
The noise-suppressed low frequency output from the combining
circuit is added to the separated high frequency component in an
adder circuit. In use such a noise suppression circuit produces sub-
stantially no travelling noise patterns on a television display.

4391622

Method for the precision manufacture of glass articles
C. L. Alting E
R. Brehm

J. Haisma

By using special dies, lenses from glass can be manufactured with
great precision. Such dies are manufactured from quartz glass.
Quartz glass can be worked with the required shape accuracy and
the required smoothness, for example, by a polishing treatment
succeeded by sputtering.

4392163

Magnetic tape recording and/or reproducing appara-
tus with automatic head positioning

A. M. A. Rijckaert E
E. de Niet
J. P. Beun

A magnetic tape recorder or playback apparatus, especially suitable
for tape having a large number of parallel longitudinal tracks, has a
positioning device for independently correcting tracking and skew
errors. A first positioning system uses two piezo-electric elements
parallel to each other and equally spaced on opposite sides of the
pivot axis, and a second positioning system arranged between the
first two piezo-electric elements, having at least three piezo-electric
elements regularly spaced around and extending longitudinally
about the pivot axis.

4392167

Magnetic head, method of producing the magnetic
head

H. J. M. Joormann E

Magnetic head and method of producing a magnetic head which is
formed by a core assembled from two pole pieces. At least one layer
of a non-magnetizable material which forms the useful gap is pro-
vided between the pole pieces. One embodiment of the method in-
cludes the step of deposition on the pole pieces by means of a sput-
tering method a layer of a glass which comprises 12-20% by weight
of Al,0Qj, 40-48% by weight of B,O; and a total of 35-45% by
weight of one or more of the oxides BaO, CaO or SrO. Thereafter
the pole pieces are pressed together, with the glass layers in contact,
and bonded together by heating the glass to the softening point,
followed by cooling.

4392939
Magnetron cathode sputtering

J. E. Crombeen E
P. W. H. M. Crooymans
J. Visser

In a magnetron cathode sputtering system the target (plate of
material to be sputtered) is held against a backing plate by a
vacuum, enabling the backing plate to be reused. By providing the
backing plate with a layer of soldering material which adheres to
the backing plate, but does not adhere to the target, heat transfer
between the two plates is improved.

4393273
FM-receiver with transmitter characterization

T A. C. M. Claasen E
G. C. M. Gielis

J. M. Schmidt

H. B. Schoonheijm

An FM-receiver with transmitter characterization, having a tuning
unit, an IF-amplifier, a demodulation circuit for demodulating a
discrete transmitter characterization signal, a clock regeneration
circuit, a decoding device for decoding the discrete transmitter
characterization signal and a siganal processing unit. The clock
regeneration circuit regenerates a clock signal the period of which is
obtained by dividing the frequency of the stereo pilot signal. Syn-
chronization of the clock signal phase with the phase of the clock
signal used in the transmitter is carried out by detecting, using of a
periodic window signal, the averdge phase of the code edges in the
discrete transmitter characterization signal and by choosing the
phase of the regenerated clock signal to be equal thereto.

4393 396 .

Video signal processing circuit for noise reduction

J. G. Raven ‘ E
M. C. W. van Buul

In a noise suppression circuit for a video signal the number of
elements required can be reduced when a separation circuit for a
high-frequency and a low-frequency component is used and the




noise suppression is effected in the low-frequency component by
means of a comb filter which, in order to realize a still further
savings in components, may comprise a delay circuit having a delay
which is switchable between a field period plus half a line period
and a field period minus half a line period. The noise suppression
circuit is therefore particularly suitable for use in television re-
ceivers.

4393 471
Memory cell arrangement for a static memory

C. M. Hart E
J. Lohstroh

A memory cell for a static memory, in which the number of control
lines is reduced to a maximum of three by the use of a diode in one
collector circuit and the series connection of a diode and a resistor
in the other collector circuit of an Eccles-Jordan flip-flop, which
diodes have an exponential characteristic with an exponent smaller
than that of conventional diodes.

4394 438
Method of manufacturing an optically readable infor-
mation carrier using deep U.V. radiation

P. van Pelt E
G.J. M. Lippits

A method of manufacturing an optically readable information car-
rier in which a substrate which is provided on at least one surface
with a material which is sensitive to deep ultraviolet light having a
wavelength from 190-300 nm, is exposed to deep ultraviolet light
via a contact mask which on one side has a layer of a material which
is not permeable to deep ultraviolet light in which an information
track has been provided, after which the exposed plate is developed
and if desired is provided with a reflection layer.

4395 588
MFB system with a by-pass network

N. V. Franssen
A.J M. Kaizer
C. A. M. Wesche

A device for driving an electroacoustic transducer comprising a
feedback amplifier and a pick-up whose output signal is a measure
of the acoustic output signal of the transducer. A by-pass network
bypasses at least the transducer and the pick-up and produces an
output signal that for frequencies outside the operating range of
the transducer is large and for frequencies in the operating range
(f, to fa) of the transducer is small relative to the pick-up output
signal. The sum of the output signals of the pick-up and the by-pass
network serves as a feedback signal. This widens the transducer fre-
quency range and reduces distortion. The device may include a lim-
iter and a network before the transducer. The network has a fre-
quency response inverse to that of the signal path from the electro-
acoustic transducer to the pick-up to provide an additional reduc-
tion in the distortion.

4395 768
Error ‘correction device for data transfer system

J. M. E. B. Goethals
T. Krol

An error correction device for digital data storage and transfer sys-
tems wherein data are transferred over a plurality of channels. Syn-
chronously with the transfer of a group of data bits, a coding device
forms a first correction bit for a first correction channel and a second
correction bit for a second correction channel. The first correction
bit is formed on the basis of a second group of data bits, the second
correction bits being formed on the basis of a third group of data
bits. Each data channel supplies the data of two sub-groups of data
bits for this purpose. The delay operator having a length of one bit
cell being represented by D, a series of directly successive bits can be
represented by a polynomial in D: x0.D° + x1.D' + x2.D% + ...,
in which xj (j = 0, 1...) represents the bit value. The quotient of
the polynomials relating to the two sub-groups of a data channel is
different for each data channel in order to enable correction of-an

B, E

arbitrary error pattern in a single data channel. When the data bits
and correction bits are received, a first and a second error elimina-
tion bit are calculated from the extracted data bits by using the
same algorithm. Comparison of first/second correction/elimination
bit produces two error detection bits. When a given number of suc-
cessive error detection bits do not indicate a discrepancy, the trans-
fer medium is error-free. When a given configuration of discrepan-
cies is detected, a correction vector is formed which indicates, after
storage, the channel containing an error, while further error detec-
tion bits indicate the error pattern which can thus be corrected.

4396 446

Method for producing an optical telecommunication
element

A. J.J. Franken . E

An optical communication element comprises an optical fiber
bonded in a state of axial compression to a metal tape. The tape may
be folded up into a tube and sealed by soldering. Such elements are
strong and not sensitive to stress corrosion. Such an optical com-
munication element may be produced by passing a metal tape and an
optical fiber on the outside. An adhesive, which solidifies or cures
during the passage around the drum is applied to the metal tape.

4397 669

Method for the precision moulding of glass articles,
method of manufacturing a mould, and mould for the
precision moulding of glass articles

J. Haisma . E
J. K. A. Boesten
H. de Vroome

A method for the manufacture of a mould intended for the precision
moulding of 'glass articles, notably aspherical lenses. The desired
shape and dimensional accuracy are imparted to a mechanically
treated preform by an accurate polishing operation. Subsequently,
the polished preform is prestressed and reinforced by a chemo-
thermal treatment. The surface of the mould thus obtained com-
prises an edge zone which is subject to compressive stress and which
changes over, via a neutral stress-free zone, to the core which is
subject to tensile stress. The mould in accordance with the inven-
tion has a longer life and produces moulded products having a
quality which is higher than that of products made by means of
known moulds.

4397774

Method of preparing resistance material and resistor
bodies produced therewith

A. H. Boonstra E
C.A. H. A. Mutsaers

A method of preparing resistance material in accordance with which
metal oxides and/or metal oxidic compounds are heated together
with a binder and, possibly, metal. A resistor having a temperature
coefficient which is low and independent of the dilution, that is to
say the level of the resistance value, is obtained by choosing par-
ticles which are smaller than 100 nm and vary within a very narrow
range only as the starting material.

4397796

Method of manufacturing an anisotropic oxidic per-
manent magnet

F. K. Lotgering E
P.H.G. M. Vromans

In order to obtain a sintered oxidic permanent magnetic material
with improved properties, a mixture is prepared which forms a mag-
net having a composition defined by the formula MeFe,**Fe 3+ 0y,
where Me is one or more of the metals barium or strontium, option-
ally partly replaced by calcium and/or lead. A prefired product
having a ferrous iron content which corresponds to the stoichio-
metric ferrous content of the product composition is sintered at a
temperature. between 1160 and 1250 °C in an atmosphere having
such an oxygen concentration that substantially no oxygen ex-
change takes place between the product and the atmosphere. -




4397930 ,
Record carrier for deformation images J

U. Killat
G. Rabe
H. J. Schmitt

The record carrier according to the invention comprises a substrate
on which an electrode is provided which, on the side remote from
the substrate, has a low-ohmic photoconductive layer which is
covered with a second transparent electrode which is provided with
a thermoplastic layer. For storing ‘information the electrodes are
connected to a voltage source and the thermoplastic layer is charged
electrostatistically and exposed in known manner. Upon exposure
of an area of the thermoplastic layer, the light will fall through the
transparent electrode on the low-chmic photoconductive layer. As
a result of the current passage, Joulean heat is produced which
heats the thermoplastic layer in the place of the exposed area and
softens it thereby deforming the layer by electrostatic forces in
accordance with the charge. The thermoplastic layer may, in known
manner, also have photoconductive properties or be provided with
~a further photoconductive layer.

4398217

Method of and arrangement for digitizing a time-dis-
crete video signal using a picture transform coding

J. H. Peters E

A method of an arrangement for digitizing a video signal using
a picture transform coding, wherein a group of N video signal
samples is converted into a group of N coefficients y(m) wherein
m = 1, 2, 3, ... N which are each adaptively encoded. In order to
prevent a coefficient y(m) which is on average small to very small,
from being insufficiently accurately encoded, or not encoded at all,
when it is occasionally large, the group of coefficients is compared
with a number of fixed classification groups A(j) each consisting of
M elements a(j,m), wherein a(j + 1,m) = a(j,m) and j =1, 2, 3,
... M. The j is determined in such manner that y(m) < a(j,m) for
all m. A bit-assignment group B(j) having elements b(j,m) is as-
sociated with each classification group A(j) and each one of the N
coefficients y(m) is now converted into a code word z(m) which con-
tains a number of bits which is characterized by b(j,m) and which
is, for example, equal to the value of b(j,m).

4398 896
Method of de-burring and cleaning electrode systems
W. M. van Alphen E

A method of de-burring and cleaning an electrode system, a printed
circuit board, or the like comprising at least two conductors posi-
tioned at a predetermined distance from each other by means of
insulation material. The electrode system is immersed in a dielectric
liquid and an electric potential difference is then applied between
the conductors which is sufficiently large to generate an electric
flash-over between the conductors. As a result of the small free path
length in the dielectric liquid metal sputtered from the conductors
can not deposit on the insulating parts of the electrode system.

4398935

Method and device for the high-precision manufac-
ture of glass articles, in particular lenses

H. F. G. Smulders
G. E. Bartman

A method of and a device are provided for the high-precision manu-
facture of glass lenses where a roughly metered volume of softened
glass is transferred in a product holder from a furnace to a position
between two moulds, the moulds being subsequently moved to-
wards one another and the excess glass being pressed from between

E

the moulds. The moulds and the product holder are moved at such
a mutual speed that both moulds simultaneously contact the article,
and the movement of the moulds is terminated when they reach a
given position with respect to one another.

.

4399090

Method of producing mouldings and layers of in-
organic materials

W. Sprangers
R. Dijkstra

Bake out is accelerated and made possible at a lower temperature
when at least one metal organic compound defined by the general
formula MR, in which M = V7, Mn”, Mn*, IN", Ca, Co'",
Nif (VO) or (VO), n = 2 or 3, R is an organic residue of the
compound classes of polyunsaturated compounds, aminoalcohols,
aminoacids, carboxylic acids, hydroxycarboxylic acids, mercapto-
carboxylic acids, enolisable ketones, ketoximes, aldoximes, amines,
and phosphines, which is capable of changing into an oxide of M
when heated to 150 to 420 °C is dissolved in the starting mixture or
added to the starting mixture in the form of a solution.

E

4399328

Direction and frequency independent column of elec-
tro-acoustic transducers

N. V. Franssen E

An electro-acoustic arrangement comprising a plurality of trans-
ducer units including five, seven or nine equally spaced transducers
situated in line with the transducers connected to a transmission
channel via individual amplitude control devices. The amplitude
control devices are adjusted so that the ratios between the conver-
sion factors of the transducer units viewed from end to end are
1:2n:2n%: — 2n:1 for five transducers to produce an output signal
substantially independent of direction and/or frequency. The in-
vention also relates to a combination of five, seven or nine of the
foregoing arrangements situated adjacent each other or in line at
equal distances with further amplitude control devices connected to
a transmission channel. The amplitude control devices are adjusted
so that the ratios between the conversion factors of the arrange-
ments, viewed from end to end, form a special relationship.

4399 375

‘Current stabilizer comprising enhancement field-effect
transistors

A. Sempel E

A current stabilizer having two parallel current paths coupled by
means of two different current coupling circuits in order to obtain a
stabilizing point. At least one of the two coupling circuits comprises
two enhancement field-effect transistors which are each included in
one of the two current paths. One of said field-effect transistors has
a gate-source voltage which has a constant voltage difference with
respect to the gate-source voltage of the other transistor by in-
cluding between the gate electrodes of the two field-effect transis-
tors, a biased bipolar semiconductor junction.

4399 450
ROM with poly-Si to mono-Si diodes
J. Lohstroh E

In a diode matrix of a permanent memory (ROM) the word line and
bit line system is formed by a system of strip-shaped zones of one
conductivity type provided in the silicon body and in the another
system is formed by polycrystalline silicon tracks of the opposite
conductivity type provided on the surface and forming monopoly
p-n junctions with the strip-shaped zones. High packing density
and high speed are obtained.
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Proton NMR tomography

P. R. Locher

Nuclear magnetic resonance (NMR) has developed through the years into a branch of physics
with a wide range of applications. In this technique a substance is placed in a constant homo-
geneous magnetic field. Nuclei that have a spin will then show a very pronounced resonance
with high-frequency magnetic fields. The resonance frequency is proportional to the strength
of the constant field, and the details of the spectrum provide accurate information about the
structure of the substance. In the early seventies it was suggested that it should also be possible
to produce images of — for example — the interior of the human body by using spatially de-
pendent fields, since the spectra would then contain spatial information. This led to the tech-
nique known as NMR imaging, which is attracting considerable attention today — especially
in the medical world — because of its great promise as a diagnostic aid.

Soon after these ideas were first put forward, investigations were started at Philips Research
Laboratories into the possible applications of NMR imaging. This led to the formation of a
project group including people from the laboratories and from the Philips Medical Systems
Division. An NMR tomograph built by this group is now being used by physicists, medical
practitioners and technicians to gain experience with this new technique. Building on this ex-
perience, Philips Medical Systems Division started the production of NMR imaging systems,
to which they gave the name ‘Gyroscan’.

The article below discusses the principles of NMR imaging and describes some examples of

practical applications.

Introduction

When a proton is placed in a constant magnetic
field of flux density B its spin describes a precessional
motion around the direction of the field. The angular
frequency w of this ‘Larmor precession’ is propor-
tional to the flux density: w = yB; the quantity y is
called the gyromagnetic ratio of the proton. An r.f.
magnetic field perpendicular to the constant field ex-
cites the precession if its frequency is equal to the pre-
cessional frequency. This is the basis of nuclear mag-
netic resonance (NMR). It is also possible to observe
NMR by using other atomic nuclei provided that, like
the proton, they have an angular momentum and thus
possess a magnetic moment. Since its discovery, NMR
has developed into an important tool for studies such
as the investigation of molecular structures. The de-
tails of the resonance effect depend on a number of
variables. The only variables of interest in this article
Dr P.R. Locher is with Philips Research Laboratories, Eindhoven.

are the proton density (¢) and the relaxation times (71
and Tz) that describe the return from the excited state
to the state of thermal equilibrium.

In 1971 and 1972 R.Damadian drew attention to
the potential applications of NMR for medical diag-
nosis [1). He had in mind point-by-point measure-
ments of the characteristic NMR variables, which is
a very time-consuming procedure. In 1973 and 1974
P. C. Lauterbur and others proposed methods in
which many points in an entire region could be meas-
ured simultaneously [2). These ideas were taken

(11 R, Damadian, Science 171, 1151, 1971.

[21 p, C. Lauterbur, Nature 242, 190, 1973. _
P. C. Lauterbur, Pure & Appl. Chem. 40, 149, 1974.
J. M. S. Hutchison, J. R. Mallard and C. C. Goll, in: P. S.
Allen, E. R. Andrew and C. A. Bates (eds), Magnetic reso-
nance and related phenomena, Vol. 1, North-Holland,
Amsterdam 1975, p. 283.
A. N. Garroway, P. K. Grannell and P. Mansfield, J. Phys. C
7, L457, 1974.
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Fig. 1. NMR images of cross-sections of the body, made with the equipment described in the
article. The layers depicted have a thickness of about, I cm. Tissues with a low proton concentra-
tion (@) or a short ‘transverse relaxation time’ (73) afe shaded dark, e.g. the skull and the nasal
cavity in (@). a) Transverse section through the head, at eye height. The optic nerve can be seen in
the ‘cones’ of fatty tissue behind the eyes. The ‘circle’ at the centre marks the region of transition
from brain to spinal cord. b) Sagittal section through the head.-The image shows clearly that
brain and spinal cord form a single entity. ¢) Section through the body, at the height of the ‘hori-
zontal’ part of the large intestine (at the top of the picture). Just below the centre of the picture
there is a vertebra, and directly above it to the right the aorta, as a dark silhouette. The large area
on the left is the liver, and the spleen is on the right. ) A section 6 cm lower down. The kidneys
show up clearly, with the main renal blood vessels.

further in the years that followed, and a stage has now
been reached where good NMR images of ‘slices’ of
the human body are being made in various research
centres around the world. NMR imaging equipment
for diagnostic applications has also been developed
at Philips by cooperating teams from the Research
Laboratories and the Medical Systems Divjsion.
NMR ‘images made with this equipment are shown
in fig. 1.

To explain very briefly the basic idea of NMR imag-
ing, let us imagine that we have a thin tube in which
protons (e.g. in water) are distributed inhomogene-
ously over the length (fig. 2a-b). To make a one-
dimensional NMR image of this distribution, we
proceed as follows. We place the tube between the
poles of a magnet that produces a highly uniform
magnetic field, and produce a gradient in the field
along the tube, using separate coils. The flux density
then varies along the tube, e.g. from Bo — }AB to
Bo + 3AB (fig. 2¢). Next we excite all the protons in
the tube by applying a short relatively broad-band r.f.
pulse, and at the end of the pulse we measure the volt-
age that the protons induce in a detector coil. This sig-
nal is a superimposition of all the signals from the
individual protons, which precess at angular fre-
quencies between y(Bo — ;AB) and y(Bo + 1AB).
The spectrum (the Fourier transform) of the signal
(fig. 2d) gives the number of protons precessing in
each frequency range, and this is a direct representa-
tion of the spatial distribution of the protons because
of the direct relation between frequency, field and
location. Translation of the spectrum into a grey-level
pattern finally yields the required image (fig. 2¢). The
essence of the technique is therefore that the accurate
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Fig. 2. Principle of one-dimensional NMR imaging. @) Tube in
which the proton concentration g is spatially dependent. b) ¢ as a
function of position x, measured along the tube. ¢) Absolute value
B of magnetic flux density as a function of x (the direction of B
relative to the tube does not matter). The Larmor frequency varies
along the tube from y(Bo — ;AB) to y(Bo + AB). d) Signal spec-
trum of freely precessing protons, giving a faithful representation
of @(x). e) Image of the tube: the spectrum translated into a pattern
of grey levels.



Philips Tech. Rev. 41, No. 3

discrimination of field-strength that is possible with
NMR is converted into spatial discrimination by the
use of a field gradient. Two-dimensional images can
be obtained in a similar way by appropriate manipula-
tions of field gradients and pulse trains. The method
will be explained in this article.
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The following are some typical values for our tomo-
graph: flux density of the magnetic field By about
0.14 T (1400 Gs), field homogeneity 1 part in 10°
throughout a volume of 40 cm x 40 cm x 30 ¢cm; pre-
cessional frequency wo/2n of the protons in this field:
about 6 MHz (y/2n = 42.576 MHz/T for protons in

L
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Fig. 3. Diagram of the NMR tomograph discussed in this article. M magnet, consisting of four
coils, generating a highly uniform magnetic field (flux density Bo) in a part of the patient. Gx, Gy,
G, coils producing field gradients (see fig. 4). The patient, the magnet and the gradient coils are
shown in plan view or in horizontal cross-section (the y-axis is vertical). SM, SGx, SGy, SG,
power supplies for the magnet and the gradient coils. The oscillator (OS€) in the r.f. unit (r.f.) is
‘tuned’ to the magnet (wo = yBo). The oscillations are modulated to form pulses (MOD), which
excite the spins in the patient via the r.f. coil C; the z-gradient selects an x, y-slice. After a pulse
the signal of the freely precessing spins (the ‘FID signal’, where FID stands for Free Induction
Decay), after phase-sensitive detection (PD) and analog-to-digital conversion (4/D), is stored in
the computer. After a sequence of say 200 or 250 pulses with the FID signals following them, each
with a different combination of gradients, the computer contains sufficient information for the
construction of an image of the slice. The computer program consists in part of a 2D Fourier
transformation. The succession of pulses and gradients is controlled by the process-control unit
PC. The unit DC is a directional coupler, ensuring that the phase-sensitive detector receives only
the FID signal and no signal from the pulse amplifier.

An NMR tomograph thus consists of the following
components (see fig. 3):
» a magnet (M), large enough to enclose a human
subject, and producing a highly uniform field in a
space of dimensions say 40 cm X 40 ¢cm X 30 cm;
o gradient coils (Gx,Gy,G:). Fig. 4 shows how
various gradients can be produced;
« r.f. excitation and detection equipment (r.f.);
» a unit that controls the sequences of gradients and
r.f. pulses (PC);
e a computer to translate the scanning signals into an
image; a two-dimensional Fourier transformation is
an important part of the computer program.

water); gradients: 5 to 20x 10™* T/m, which amounts
to a difference of about 0.15 to 0.6 per cent from one
end of the region of homogeneity to the other; time
for measuring one slice about five minutes. Fig. 5
shows a photograph of our magnet.

NMR tomography is attracting keen interest in the
medical world. The interest arises because in some
cases the technique gives clearer and simpler indica-
tions than other diagnostic methods of certain internal
features of the human body, such as a difference be-
tween healthy and diseased tissue. Nor does it seem
that the technique can possibly cause physiological
damage; this is certainly not true of X-rays.
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In our tomograph the relative orientations of patient
and magnet are as shown in fig. 3: the longitudinal
axis of the patient is horizontal, in the direction of
the field (the z-axis). Other orientations can also be
adopted, for example with the axis of the coils and
hence the direction of the field vertical; the patient
— again horizontal — is then placed between the
coils [31. In this article we shall only consider the
orientations of fig. 3. . .

Since NMR tomography is based entirely on nuclear
magnetic resonance, we shall first review the principal
aspects of this method of investigation. We shall be
concerned in particular with ‘pulse NMR’, a version
that has now almost completely superseded ‘continu-
ous-wave NMR’, which was previously more widely
used. In this review we shall take the z-axis (the direc-
tion of the magnetic field) vertical, as is the conven-
tion in NMR,; fig. 3 and the rest of the article do not
follow that convention, however.

Next we shall discuss the principles of the two best
known versions of NMR imaging: ‘NMR projection
reconstruction’ and ‘Fourier zeugmatography’. The
discussion will be limited to the production of two-
dimensional images, and particularly of x,y-cross-
sections. This limitation will simplify the treatment

" without the loss of anything essential; the extension to
differently oriented cross-sections, and also to three-
dimensional images — where the distribution of the
proton density or of some other NMR variable is de-
termined in three dimensions — is more or less self-
evident.

Finally, we shall look at some of the practical as-
pects in more detail. An actual pulse and gradient
sequence will be used to show how the method works
in practice, and to indicate the factors that determine
the image quality.

Nuclear magnetic resonance

We shall now briefly review four main features of
pulse NMR: the Larmor precession, relaxation, exci-
tation of the precession and detection. One or two
conclusions of relevance to NMR imaging will occur
incidentally in the discussion.

Larmor precession

When a substance that contains protons is located
in a homogeneous magnetic field and is in thermal
equilibrium, it has a nuclear magnetization in the
direction of the field, since there are more spins
aligned with the field than spins aligned in the op-
posite sense. The excess of spins aligned with the field
is always very small: in a field of say 0.3 T (3000 Gs) at
room temperature it is no more than about 1 in-10°.

Philips Tech. Rev. 41, No. 3

Fig. 4. Coils for the y-gradient (above) and the z-gradient (below),
schematic. The coils for Gx are rotated by 90° about the z-axis
relative to those for Gy. In our tomograph there are four G, coils.

The magnetization then amounts to only 1078 of the
theoretical saturation value (which holds for all spins
pointing in the same direction).

Now let us assume that, at a certain moment, the
magnetization (M) is rotated through an angle o, e.g.
about the x-axis (fig. 6a), by applying an ‘a-pulse’;
just how this is done will be explained later. From that
time onwards M describes a precession around the
z-axis (the direction of the magnetic field; fig. 6b).
This precession is described in complex notation by
the equations: )

M, = constant, (1a)
M) = M,qe3*, where w = yB. (1b)
Here M is the ‘complex transverse magnetization’:

MJ. = Mx+ jMy.

Mo is the complex transverse magnetization at the
time ¢ = 0.

If now the ‘spectrum’ of the precession of a speci-
men in a homogeneous constant magnetic field of flux
density B is determined, then from the above there
should be a single sharp resonance line at the Larmor
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Fig. 5. The magnet used in our
tomograph. The four coils are of
water-cooled copper tubing. The
inside diameter of the inner coils
is 1.10 m, that of the outer coils
0.70 m. The flux density of 0.14 T
is obtained at a power of 50 kW.
The patient is inserted into the
magnet in a Faraday cage to ex-
clude external interference. The
white conductors (except the ones
between the large coils) form part
of the Gx and Gy gradient coils.
The G, coils are not visible.

angular frequency yB. For various reasons this line
always has a certain width, or can even extend to form
a spectrum with fine structure. In NMR spectroscopy
the interest is centred on this fine structure, which is
caused by ‘chemical shift’ or ‘spin-spin coupling’,
subjects that we shall not consider further here. In
proton NMR imaging the fine structure is of no in-
terest, since the spectrum of protons in body fluids
has little or no structure. The ‘spectrum’ in this case
is due to the gradient in the magnetic field.

The precession occurs because the magnetic moment g of a
proton is inseparably connected with the spin angular momentum p
by the relation 4 = yp. Consequently the set of spins also has a net
angular momentum per unit volume J, for which we have: M = yJ.
Since the time derivative Jdv of the angular momenium of the spins
in the volume element dv is equal to the couple [M x B]dv acting on
it, it follows that sz[MxB]A From this we can easily derive
equations (la) and (1b). It is also immediately clear from this that
the change in magnetization is always perpendicular (o the magnet-
ization itself and to the direction of the magnetic field. This gives at
once the precession in fig. 6b.

From eq. (1b) we can now derive an expression that
is of special significance for NMR imaging. In view of
our limitation in this article to 2D imaging of x,y-
cross-sections, the ‘specimen’ here is always a thin
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layer parallel to the x,y-plane. The r.f. signal is in-
duced by the transverse magnetic moment of this layer.
This is the sum of the transverse moments of small
domains dxdy. If there is a field gradient in the layer,
w 1s position-dependent, and if the protons are not
homogeneously distributed or are not precessing in
phase, this also applies to the M1 0f eq. (1b). For the

Z, z

e

Fig. 6. The Larmor precession. The magnetic field is directed along
the z-axis. After rotation of the magnetization M through an angle
a from the z-axis, with the aid of an a-pulse (a), M describes a pre-
cessional motion about the z-axis (b).

31 J. M. S. Hutchison, W. A. Edelstein and G. Johnson, J. Phys.
E 13, 947, 1980.
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complex transverse magnetic moment 2 of the layer
we therefore have the general expression:

m(t) = [ f(x,y) e ™ dxdy, )

where f(x,y) is the complex two-dimensional trans-
verse magnetization (transverse moment per unit area
of the layer) at the time 0, i.e. M1, times the thickness
of the layer. In special cases the modulus of f(x,»)
gives the two-dimensional proton distribution in the
layer directly. What NMR imaging systems have to do
is to reconstitute f(x, ) from measurements of m.

Relaxation

If an excited spin system is left to its own devices,
the Larmor precession decays away and the system
returns to the state of thermal equilibrium. In the case
of an ideal homogeneous magnetic field there are two
processes. In the first place the transverse magnetiza-
tion decays gradually, because of the interaction,
usually very slight, between the spins themselves and
between the spins and their environment (transverse
relaxation). The characteristic time of this decay is the
transverse relaxation time Tz (fig. 7a). In the second
place the z-component of the magnetization also
returns to its equilibrium value (longitudinal relaxa-
tion). The characteristic time here is 71, the longitu-
dinal relaxation time (fig. 7b).

The two processes arise from different causes, and
T1 and T2 are not therefore in general identical.
T» can never be longer than 71, of course, but it is
often much shorter. The values differ considerably for
different substances, depending on quantities such as
the viscosity and on certain impurities. In solids T2
is generally much smaller than 71 (e.g. 71 = 10 s,
Tz = 1075 5), whereas in liquids Tz and T3 are not so
very different from each other (e.g. T2 = T1 = 0.1 s).

In reality the field is never truly homogeneous. Dif-
ferent parts of the spin system are thus located in

Mzo T
M, M, )
Y T
a b

Fig. 7. a) Transverse relaxation. After an a-pulse the transverse
magnetization decreases exponentially because the spins go out of
phase. This process is characterized by the transverse relaxation
time T>. b) Longitudinal relaxation. The z-component of the mag-
netization returns, also exponentially, to its thermal equilibrium
value. The characteristic time here is the longitudinal relaxation
time 77. As a rule the two relaxation times are not the same, since
the two processes do not arise in the same way.
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fields of slightly different strengths. Consequently the
‘submagnetizations’ have slightly different angular
velocities. For this reason, they immediately begin to
fall out of step after the a-pulse and differ increasingly
in phase; as a result the transverse magnetization de-
creases more rapidly than it does in a homogeneous
field. This is sometimes described by a relaxation time
T2*, which is therefore shorter than the ‘true’ trans-
verse relaxation time 72. In NMR imaging, the in-
homogeneities fall into two categories: undesired in-
homogeneities and deliberately applied gradients.

Excitation

The r.f. equipment comprises an r.f. oscillator with
an angular frequency wo approximately equal to the
central Larmor frequency of the spin system. During
an r.f. pulse the oscillator generates an r.f. magnetic
field in the spin system by means of an excitation coil.
We can think of this field as being resolved into two
circularly polarized components; only one of these is
important, the component that rotates with the spins;
the component that rotates in the opposite sense has
little or no effect. We therefore treat the r.f. field as a
field of flux density Bi that is circularly polarized in
the x, y-plane and of angular velocity wo.

The behaviour of the magnetization M is now most
conveniently described in the ‘rotating frame of refer-
ence’ x',y',z' The z"-axis coincides with the z-axis.
The frame rotates synchronously with the r.f. oscilla-
tor at an angular velocity wo about the z-axis in the
direction of the spins and of the r.f. field. In this
frame the r.f. field is thus stationary. If the angular
frequency of precession of M is exactly equal to wo,
then M in this system no longer ‘feels’ the constant
field; the field is ‘taken into account’ by the rotation.
Before and after a pulse M is therefore stationary in

B,
xl

Fig. 8. The a-pulse in the rotating frame of reference x',y’,z’.
Because of the rotation the static field is ‘removed’, and the r.f.
field is stationary. In this frame the magnetization therefore pre-
cesses about B; during a pulse. This is equivalent to a spiral motion
in the static frame. .
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this frame. During a pulse, however, M does ‘feel’ the
r.f. field and consequently describes a Larmor preces-
sion about the vector By 41,

With the aid of this knowledge a simple description
of the a-pulse can be given (fig. 8). The phase of the
rotating frame is chosen to make Bj lie along the x*-
axis. M then rotates from its initial position along the
z’-axis in the direction of the y*-axis, at an angular
velocity pBi1, so that M describes an angle yB1Atfin a
time At. An a-pulse s thus obtained by choosing the
r.f. flux density By and the pulse duration Afin such a
way that yBjAft is equal to a. It is normal practice to
use 90° pulses for excitation.

Besides 90° pulses, 180° pulses are also widely used.
Figs 9 and 10 show what can be done with 90° and
180° pulses. The ‘inversion-recovery sequence’ in fig. 9
is used for measuring 71. After a 180° pulse (/ — 2 in
fig. 9b) the spin system starts to recover its thermal
equilibrium (2 — 3) as shown in fig. 9c. After a time 7
a 90° pulse is given (3 — 4); the detector signal imme-
diately after this pulse is a measure of the value of M,
immediately before the pulse. By determining M in
this way for a series of 7-values we find the variation
of M, in fig. 9¢, and hence the value of 73.

Fig. 10 illustrates a ‘spin echo’ experiment. After a
90° pulse (fig. 10a-b) the transverse magnetization
starts to relax. In addition, however, the transverse
magnetization also decreases owing to the dephasing
of submagnetizations mentioned earlier as a conse-
quence of field inhomogeneities. This process is illus-
trated in fig. 10c; the submagnetization I is situated
in a stronger field and thus ‘runs fast’; the submagnet-
ization 2 is in a weaker field and ‘runs slow’. After the
period 7 a 180° pulse is given (fig. 10c-d). Since 1 still
runs fast and 2 still runs slow, they start to converge,
and after another period 7 the transverse magnetiza-
tion has recovered (fig. 10e), resulting in an echo
signal. Owing to the transverse relaxation the recovery
is not complete. The transverse relaxation time 73
can be determined by repeating the experiment for
different values of 7.

As we shall shortly see, spin echoes can be very use-
ful in NMR imaging.

Detection

After an excitation pulse the Larmor precession of
the spins induces an r.f. voltage across the ends of a
detector coil whose axis is parallel to the y-axis. This
signal, called the ‘FID signal’ (free induction decay),
has the nature of a modulated carrier with a centre
angular frequency wo; the modulation contains the
information. This is recovered by means of double
phase-sensitive detection (PD in fig. 3). Two low-fre-
quency signals S1(¢) and S2(¢) are produced, each of
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which is obtained by mixing the r.f. signal with (i.e.
multiplying it by) a reference signal from ther.f. oscil-
lator and filtering with a lowpass filter. The two refer-
ence signals differ in phase by 90°. The signals ob-
tained can be combined to form a complex signal
S@) = S1 + jSe.

In this process the spectrum of the signal is shifted
from the r.f. region at wo to the l.f. region at zero fre-
quency (fig. 1I). In fact this is also what happens
when the magnetic moment of the specimen is viewed

180° 90°

0
a
z' 180°
M
1}~ L
“\J80° T
\
\\ <i>
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x rrelax. /
2"
b c

Fig. 9. Inversion-recovery sequence. @) Pulses (B1) and signal (S)
as a function of time. b) Magnetization in the rotating frame.
¢) Longitudinal relaxation. After the inversion by the 180° pulse
(I—2 in b) the spin system starts to recover thermal equilibrium
(2— 3). After a time 7 the recovery is interrupted by a 90° pulse
(3— 4). Ther.f. signal immediately after the 90° pulse is a measure
of the value of M, immediately before the pulse (3 in b); a point is
thus found on the relaxation curve (c). Repetition of the experiment
for different values of 7 gives the complete curve and hence 7.

Fig. 10. Spin echo. After a 90° pulse (¢— b) the magnetizations of
different domains immediately start to dephase (b—c) as a con-
sequence of field inhomogeneities. After a time 7 all submagnetiza-
tions are rotated 180° about the x-axis (180° pulse, c—d). The
submagnetizations then start to converge, and after a further time t
they are back in phase again (e); they then give an echo signal.
Owing to the transverse relaxation the recovery is not complete. 73
can be determined from the echo signal as a function of 7.

41 T, C. Farrar and E. D. Becker, Pulse and Fourier Transform
NMR, Academic Press, London 1971, pp. 10-15.
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from the rotating frame. In essence the two processes
are the same, and the equipment can be arranged in
such a way that the complex output signal S(t) directly
gives the complex transverse magnetic moment in the
rotating frame.

. In NMR imaging, where the ‘specimen’ is a thin
x, y-layer, the complex transverse magnetic moment
in the rotating-frame of reference is obtained by
substituting w — wo for w in eq. (2). The complex
output signal, except for a constant factor, is thus
equal to:

S@) = [ fx,y) eHtemotdxqy, ©)

where w also is a function of x and y, as before.

A more rigorous derivation of equation (3) runs as follows. The
r.f. signal, except for a constant factor, is equal to the y-component
of the magnetic moment, or to Imm, the imaginary part of m (see
eq. (2)). As reference signals we take —sinwgos and coswol.
Multiplication gives the two r.f. signals

51(¢) = —(Im m) sin we!,
s2(0) = (Imm)coswot.
For the complex r.f. signal s =s; + jsz we find:

2j

5 = j(Im m) ot = j eIt =

=3/ fxy) e @ @dtdxdy — 3 [f 4(x,y) el dxdy.

After the lowpass filters, only the first, low-frequency term,
remains, and this, again except for a constant factor, is equal to the
expression given in (3).

Two-dimensional NMR projection reconstruction

To obtain an image of a cross-section of the body a
‘slice’ of thickness say 0.5 cm is ‘selected’, e.g. by
exciting only the spins in that slice. The way in which
this is done will be explained presently. One of the
methods of obtaining a 2D image of this slice is known
as ‘2D projection reconstruction’.

In general terms the procedure is as follows. A
direction # in the plane of the slice is selected, and a
field gradient is applied in that direction. In each nar-
row strip of the slice perpendicular to u the spins have
the same frequency and are thus added together in the
spectrum of the FID signal. The spectrum is thus a
projection of the proton distribution. The measure-
ment is repeated for, say, 200 directions u and the 2D
distribution itself is reconstructed from the projec-
tions obtained.

This account of the procedure requires a small cor-
rection. We should first note that reconstructing the
distribution of a material from its projections is a
problem that can be approached mathematically in
different ways. We are concerned here only with a
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Fig. 11. Phase-sensitive detection (PD in fig. 3). The spectrum of
the r.f. signal covers a frequenty band at wq with a width given by
the variation of the field over the length of the object. By mixing
with a reference signal of frequency wgq the spectrum is shifted
towards the origin. A lowpass filter (the rectangle) eliminates all sig-

nals and interference from outside this frequency band. )

relatively simple version, based entirely on Fourier
transformation. In this version the first step is usually
the determination of the Fourier transform of each
projection. In NMR projection reconstruction, how-
ever, this step is not present, since the measured FID
signal is already the Fourier ‘partner’ of the projec-

_tion (‘the projection is the spectrum of the signal’) so

that the reconstruction can be started immediately
here without first having to resort to the projections.
The projections are only included here for purposes
of explanation. However, we will retain the name
‘NMR projection reconstruction’, in accordance with
conventional usage.

Let us now consider the method in more detail with
the aid of fig. 12. The function f(x, y) we are looking
for — in the simplest case the proton distribution in
the x,y-plane (see page 78) — is shown for a hypo-
thetical case in fig. 12a by means of ‘contour lines’. In
general f(x,y) is a complex function; the simple pre-
sentation in fig. 12« is only intended as an aid to ex-
planation. The reconstruction now takes place via the
2D Fourier transform of f(x,y):

F(kx,ky) = [[ fx,p) elE=* D dxdy.  (4)

All integrals in this section run from — o to + .
F(kx,ky) is a function (again complex) in the plane of
the variables kx,ky shown by contour lines in fig. 125.
The reconstruction is based on the theorem: the FID
signal, recorded with a gradient G in the direction u, is
a ‘cross-section’ of F(kx,ky) along a corresponding
line ku in the kx,ky plane. ‘Cross-section’ here refers
simply to F(kx,ky) itself on the line ku. ‘Correspond-
ing’ means that k. in the kx,ky-plane has the same
orientation as u in the x,y-plane. A cross-section of
F(kx,ky) is shown at the lower right in fig. 12b. The
theorem above states that this curve has the same
shape as the signal S(¢), recorded with a gradient in
the corresponding direction.

Starting from this theorem, which will be proved
shortly, we proceed as follows in NMR projection re-
construction. The FID signal is recorded for a large
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a

number of directions u#. From the cross-sections of
F(kx,ky) thus obtained F(kx,ky) itself is determined.
A 2D Fourier transformation completes the recon-
struction of f(x,y) 1.

One indication is still missing here: the ‘horizontal
scale’ on which we find a cross-section of F'if we iden-
tify it with S(z); in other words, the relation between ¢
and ky. This will be found in the proof of the theorem
mentioned above, which will now be given. To start
with, the transformation (4) is restated in terms of
the coordinates of the rotated systems u,v;ku,ky (se€
fig. 12):

Fulka,kv) = [[ fulu,v) e?*urk) dydo, (5

where Fu(ku,kv) is the function F(kx,ky) in terms of
ku and kv, and fu(u,v) is the function f(x,y) in terms
of v and v. For the ‘cross-section’ of F along ku,

Fu(k4,0), we therefore have:
Fu(ks,0) = [/ fulu,v) e**“dudv. (6)

On the other hand, the FID signal with the gradient G
in the direction # is found from eq. (3) by the sub-
stitution:

(w — wo)t = y(B — Bo)t = yGut.
This gives:
S() = [f fu(u,v)e”““ dudo. ()

Here again the integration is carried out in terms
of the coordinates u,v. We see now that the signal (7)

151 Since F(ky,ky) is obtained in polar coordinates in k-space,

whereas f(x, y) is preferably obtained in Cartesian coordinates,
the 2D Fourier transform takes the special form here known as
“filtered back projection’, but without the first step, which is
the 1D Fourier transform of the individual projections.
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Fig. 12. NMR projection-recon-
struction method. a) The proton
distribution in a slice, f(x, »), and
b) its two-dimensional Fourier-
transform F(ky,ky) (see eq. (4)),
bothrepresented by means of lines
of equal value (‘contour lines’). At
the lower right in a is a projection
(pu()) of f(x, y) and at the lower
right in b is a cross-section (or
‘slice’) of F(kx,ky) in the corres-
ponding direction. According to
the ‘projection-slice theorem’
these are one-dimensional Fourier
transforms of one another. The
projection pyu(u) is the spectrum
of the NMR signal for a gradient
in the direction u (see text); the
cross-section referred to is there-
fore the NMR signal itself (since
‘signal’ and ‘spectrum’ are Fourier
partners). F(kx,ky) can thus be
directly reconstructed from the
signals for a large number of
directions. A 2D Fourier trans-
formation is used to find f(x,»).

is identical to the cross-section (6) if we put:

ko= yGt. (8)

This provides the proof and at the same time the de-
sired relation between ky and 1.

The method can also be formulated as follows. If
the signal S(¢) is recorded with a gradient G in the
direction u, a ku-line in the kx,ky-plane is described at
a rate given by (8); the signal value at every instant
gives the value of F at the point reached. If sufficient
measurements are made, F is obtained and f can be
derived. This formulation will presently be extended
to the case where different gradients are applied suc-
cessively.

The proof given is not quite complete, since it may not be im-
mediately clear that the transformations (4) and (5) of f(x,¥) — in
(5) in the form f,,(#,v) — do indeed give the same result. The results
do agree, forif the coordinate systems in fig. 12 are rotated through
the same angle, kxx + kyy becomes kyu + kyv. This is self-evident,
since the expression gives the scalar product (r. k) of the radius
vectors r and k in the two planes, and is thus invariantjon rotation.

Finally, a comment is in order about other cases of projection
reconstruction that differ from NMR projection reconstruction in
that the projections themselves do have to be taken as the point of
departure. This is the case, for example, with computerized tomog-
raphy (CT), where X-ray scanning in a plane of directionsgives the
projections from which the distribution of the material in that
plane is reconstructed. First the Fourier transforms of the projec-
tions are calculated (the “first step’ mentioned earlier that is missing
in NMR projection reconstruction). These are then identified with
cross-sections of F(k,ky), so that F(ky,ky) can be determined and
hence f(x,y), by transformation. For these cases, the theorem is
often formulated (see fig. 12) as: a projection of f(x,y) and the
‘corresponding’ cross-section (or ‘slice’) of F(kx,ky) form a 1D
Fourier pair. In this form the theorem is known as the ‘projection-
slice theorem’.
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Two-dimensional Fourier zeugmatography

With 2D projection reconstruction the information
is obtained in the kx,ky-plane from points along a
large number of lines through the origin (fig. 13a).
This has its disadvantages. The data acquisition is
very inhomogeneous: very dense at the centre and thin
at the edge. It is therefore better — and for other
reasons as well — to collect the information from
points along a number of parallel lines (fig. 135). This
is done in ‘Fourier zeugmatography’ [¢!.

The method can be explained by extending the for-
mulation of NMR projection reconstruction given
above. A succession of different gradients can be con-
sidered as an ‘excursion’ in the kx,ky-plane, with the
instantaneous velocity given by the instantaneous
gradient G via the relation

dk
— =yG; 9
TR )]

for such an excursion the instantaneous signal value
S(¢) gives the F-value at the point reached.

This follows immediately from expression (3) for the signal S(?)
and the Fourier relation (4). In a time J¢ the signal S(¢) changes
because the phase angle (w — w)? changes, and F changes because
of the excursion in the kx,ky-plane as described by equation (9).
The change in the phase angle is (@ — wo)dt = Y(Gxx + Gyy)dt,
and from (9) this is equal to xdkx + ydky. Consequently JS is al-
ways exactly equal to JF in such an excursion.

In projection reconstruction, excursions are only
made at constant velocity along straight lines through
the origin. In Fourier zeugmatography excursions of
the type shown in fig. 14 are made, which amounts to
the following procedure. In the ‘preparation period’
the system is excited by a 90° pulse, and a positive
y-gradient and a negative x-gradient are applied. An
excursion is then made along the line a. When the
point P is reached, both gradients are removed. Next
a positive x-gradient is applied and the detector signal
is recorded (detection period). This gives the cross-
section of F along the line b. Selecting different values
for the y-gradient in the preparation period gives dif-
ferent starting points and hence different cross-sec-
tions. It would of course be possible to record the de-
tector signal during the excursion along line a as well,
but this would require a more complicated processing
program.

- Some pitfalls

The situation would be exactly as described above if
the transverse magnetization after a pulse were deter-
mined solely by the successive gradients. The actual
situation is different; there are two main reasons for
this.
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In the first place the signal decays as a result of
transverse relaxation. The time during which a signal
can be recorded is thus limited to about 72. This is
one of the reasons why the entire kx,ky-plane is not
traced out after a single pulse, but a start is made
again for each cross-section of F.

In the second place the signal becomes degraded by
dephasing of the spins owing to the undesired field in-
homogeneities. It is usually necessary to accept field
inhomogeneities of 1 in 10%. This corresponds to a
frequency uncertainty of (107 x6 MHz =) 60 Hz,
which means that the dephasing amounts to 60 X 360°
per second, or about 20° per ms. After a preparation
period of 10 ms the phase uncertainty has therefore
risen to 200°. The spin-echo method (fig. 10) offers a
solution here. In the centre of the echo the dephasing
is cancelled out and the signal is detected in a period
that contains most of the echo signal including the
initial and final parts of its waveform.

Finally the layer selection, which we have so far
neglected, also has its complications {7},

To show the effects of all this, a pulse and gradient
sequence as used in practice will now be considered
in detail.

kx

1Q

b

Fig. 13. Projection-reconstruction method versus Fourier zeug-
matography. NMR signals are cross-sections of the function
F(kx,ky) (see fig. 12). The projection-reconstruction method detects
the signals along lines through the origin in the kx,ky-plane (a),
Fourier zeugmatography detects the signals along parallel lines (b).

~. kx

-

Fig. 14. Excursion in the kx,ky-plane for detection along one of
the lines in fig. 13b. The path a (preparation period) is covered by
taking Gy negative and (in the case illustrated) Gy positive; the de-
tection path b is covered by taking Gy zero and Gy positive.
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An actual pulse and gradient sequence

Fig. 15 shows a pulse and gradient sequence that we
have actually used in NMR imaging (e.g. fig. 1). At
the times P and Q, separated by 25 ms, a 90° pulse
and a 180° pulse are applied; 25 ms after Q the centre
of the echo appears; this time is defined as = 0. The
signal is recorded from R to S, i.e. from = —12.8 to
+ 12.8 ms. The gradient G, selects the layer, the gra-
dients Gx and Gy determine the path of the excursion
in the kx,ky-plane.

During the 90° pulse only the spins in a thin layer
perpendicular to z are excited, because of the gradient
G: (layer selection). To keep this layer as thin as pos-
sible, a pulse is used that has an approximately Gaus-
sian profile and an effective duration of about 3 ms;
the bandwidth Af is thereby limited to 0.3 kHz.
(In NMR spectroscopy the pulses are normally much
shorter, e.g. 10 pus, with a bandwidth of the order of
100 kHz.) The relation between the bandwidth A f and
the thickness Az of the layer of resonating spins is:

Af=Aw/2r = yAB/2r = yG.Az/2%.

For a gradient of 1.2x 10~ T/m the value of yG./2n
is about 50 kHz/m; this is a gradient of about 0.3 per
cent over the region of homogeneity (page 75). Under
these conditions, with Af = 0.3 kHz, the layer thick-
ness is thus equal to (0.3/50)m = 0.6 cm.

As a consequence of the z-gradient the spins in the
different sublayers of Az have different frequencies;
after the 90° pulse they therefore start to dephase.
The 180° pulse, however, reverses the process (re-
phasing). Fig. 10 again shows what happens to the
spins. When the detection starts at R, the dephasing
has just been cancelled, because G- is switched in such
a way that the two integrals / 3 G.dt and fg G dt are
equal.

The excursion in the kx,ky-plane after the 90° pulse
(fig. 16) is determined by the x-gradients, the y-gra-
dient and the 180° pulse. The 180° pulse is equivalent
to a reflection of the transverse magnetizations of the
subdomains in the x',y-plane relative to the x"-axis
(fig. 10c and @). In complex notation this represents a
reflection relative to the real axis (j — —j) and hence a
jump from kx,ky to — kx,—ky (see eq. (4); this applies
only if f(x,¥) is real, but this is always the case with
our sequences). Along the detection path RS a cross-
section of F is determined. The procedure is carried
out for 128 Gy values. Between the determinations of
two cross-sections it is necessary to allow a time of

161 A, Kumar, D. Welti and R. R. Ernst, J. Magn. Resonance 18,
69, 1975. The rather strange term ‘zeugmatography’ was coined
by P.C. Lauterbur from the Greek word zeugma meaning
‘that which joins together’; the locally resonant spins ‘join’ the
r.f. field with the static spatially-dependent magnetic field. See
the articles by Lauterbur 21,

171 P, R. Locher, Philos. Trans. R. Soc. London B 289, 537, 1980.
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Fig. 15. Practical example of a pulse and gradient sequence. The
90° pulse in P and the 180° pulse in Q give an echo signal with the
centre at O. PR preparation period, RS (= f,) detection time,
PO (= t.) echo time. The gradient G is used in selecting a layer.
The gradients Gx and Gy determine the path scanned in the kx,ky-
plane. To measure a complete body slice the sequence is repeated
128 times, with a slightly different Gy-value each time.
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Fig. 16. Path scanned in the kx,ky-plane with the pulse sequence of
fig. 15. The points P, Q, R, O and S correspond to those in fig. 15.
The 180° pulse corresponds to a reflection in the origin.
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about one second to elapse, to give the spin system an
opportunity to return more or less to thermal equili-
brium. It thus takes about two minutes to measure
one complete body slice.

For the digital processing the low-frequency signals
S1 and Sz (see page 79) are sampled during detection
at a typical rate of one sample per 0.2 ms. Each pair
of samples yields a value for the complex function
F(kx,ky). After measurement of the complete body
slice we thus have the values of F(kx,ky) in a matrix of
points in the kx,ky-plane. The computer then cal-
culates f(x,y) from these values, and the result is dis-
played on the screen as a pattern of grey levels.

Image quality

Let us now consider the factors that determine the
image quality, taking a representative example of our
measurements. We shall consider a pulse sequence as
in fig. 15, with a ‘detection time’ #w of 25.6 ms. Such a
pulse sequence can only be used when the transverse
relaxation time 72 is not much less than the echo
time e of 50 ms. For our example we take 73 equal to
50 ms.

Resolution

One aspect of the image quality is the resolution or
its reciprocal, the size of an ‘object element’. ‘Object
elements’ are the smallest elements of the body slice
that can be reproduced in the image. The element size
is primarily determined by the detection period fw.
This is because we cannot discriminate between fre-
quencies in the signal S(¢) that are closer together than
Av = 1/ty. Consequently, we cannot discriminate be-
tween points in the x, y-plane closer together than Ax,
where

Ax = 2nAv/yG. (10)

In our example Av (= 1/tv) is approximately equal to
40 Hz; once Av is fixed, Ax is determined by the gra-
dient. Let us assume that we wish to make images
with object elements that are 2 mm square. This
means that the gradient should satisfy the relation:

yG/2r = Av/Ax = 20 kHz/m
or G~ 4.7x10™ T/m.

We shall return presently to this choice for Ax and G,
but first we shall consider its consequences for the
measurement program. Let the main dimension of the
object be 25 cm. The original r.f. signal then covers
a frequency band of 20 kHz/mx 0.25 m = 5 kHz,
around the centre Larmor frequency of 6 MHz. Phase-
sensitive detection shifts this to the band —2.5 to

+2.5 kHz (fig. 11). The directly detected signals (S(?)
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in fig. 15) thus have frequencies from 0 to 2.5 kHz
(negative frequencies are only of significance for the
complex signal). To take these frequencies into ac-
count properly, it is necessary to sample the signals
— in accordance with the ‘sampling theorem’ — at a
frequency of at least (2x 2.5 =) 5 kHz, i.e. once in
each 0.2 ms. For the detection time ¢ this amounts to
128 samples, so that we obtain values for F at 128
points on the detection path RS in fig. 16. For the
same data density in the ky-direction the detection
must be repeated for 128 ky-values. The matrix of
128 X 128 F-values thus obtained is converted by the
computer into 128x128 f-values, so that with an
object of 250 mm X250 mm there is one value for
each object element of 2 mm X 2 mm. In reality, there
are twice as many samples, F-values and f-values, be-
cause the signals and functions are complex.

Two corrections to this rather simplified account should be men-
tioned here. In the first place, the analog filter that reduces the
bandwidth to 2.5 kHz would have to be an ideal filter to permit cor-
rect sampling at 5 kHz. Obviously any practical filter will not be
ideal. We compensate for this by ‘digital filtering’, which implies
oversampling — we take one sample in each 0.1 ms. In the second
place the matrix of 128 x 128 f-values is not converted directly into
128 x 128 grey values, but translated first — by means of a refined
method of interpolation — into a matrix of 256 x 256 values; the
image thus has ‘greyness elements’ of dimensions 1 mm x 1 mm.
This is done to give the best visual display of the information
available.

Signal-to-noise ratio

We now return to the choice of the gradient and the
size of the object element. Equation (10) might give
the impression that, for a given frequency uncertainty
Av, the uncertainty of position (Ax) might be made
arbitrarily small by making the gradient sufficiently
large. This is only apparently so. If the object elements
are too small the proton content can no longer be de-
termined: the signal is swamped in the thermal noise.
This is because the signal voltage from an element is
proportional to the element volume: if an element
with coherently precessing spins is divided into two
identical elements, the induced voltage per element is
twice as small. On the other hand the noise voltage of
the element is determined only by the corresponding
bandwidth Av, and is thus independent of the gra-
dient; the r.m.s. noise voltage Va is J 4kTcAVRs,
where Tc is the ‘equivalent noise temperature’, Rs is
the ‘equivalent series resistance’ of the circuit, and k
is Boltzmann’s constant.

The equivalent resistance Rs represents the total
losses. A considerable proportion of these losses arises
in the body, because it has electrical conductivity. The
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noise from the actual ohmic resistance of the coil
might be reduced by cooling the coil, but the human
body will always produce noise at 310 K.

An upper limit to the power signal-to-noise ratio is
given by the relation:

szvpzsz[)z 7>

Vil Vi)a? = . -N lla
VaiVas 2U0ve 4kT.Rs (112)
2 2B 3T
_ Quw B (11b)
8ﬂ0vcch

The expression on the right in (11a) has been divided

k)/
|
“ RURC R }L‘
\—J‘ '_\ u’:..
% “\ ,“ 4'\. Jr ‘V_I 1 \
Yo| 7 4 T
I NN
I |iAX i
i |
¥ t
bl {
_’l_HAw:7GAx I
Wp w

— w=wy+yGx

a b

PROTON NMR TOMOGRAPHY 85

The factor N is the number of paths RS used for
the measurement of a complete body slice (128 in our
example). This factor represents the effect of time
averaging, a familiar method of dealing with noise
problems. Each object element corresponds to an ex-
tended wave pattern in the kx,ky-plane (a one-dimen-
sional sine function; see fig. /7), and all N detections
contribute ‘coherently’ to the information about this
pattern, so that the accumulated signal energy is pro-
portional to N2, on the other hand the noise energy,
which accumulates ‘incoherently’, is only proportional
to N.

€

Fig. 17. Contribution of one object element to the signal. @) The ¢lement in the x, y-plane. b) Con-
tribution to F(kx,ky), a sinusoidal wave pattern. In the grey strips the contribution is positive,
between them it is negative. The arrow indicates the direction of the wave pattern, and this is the
same as the direction of the radius vector r in (¢). The cross-section of the pattern along the line
RS gives the contribution to the signal (¢) when this line is scanned. The detection time 7 deter-
mines the uncertainty in the angular frequency, Aw, and, together with the gradient, the element
size Ax (equation (10)). All detection paths RS (fig. 135) contribute coherently to the information

about the wave pattern.

into three factors. The first factor is an upper limit for
V2, the square of the r.m.s. value Vi of the signal
voltage during the echo: it can be shown that Vi, the
corresponding value immediately after a 90° pulse, is
given by this factor, and Vi? is certainly smaller. In
this first factor v, represents the volume of an object
element, L and v, are the inductance and the ‘effective
volume’ of the detector coil, and X is the volume
susceptibility of the substance being investigated
(M = xBoluo; x is dimensionless); Bo, as before, is the
flux density of the static field. The second factor is an
upper limit for 1/V.%, which is equal to 1/4k TcAVRs =
tw/4k TR, and t, is certainly smaller than 73. In our
example tw = 3 T2. In expression (11b) these two fac-
tors have been combined, and use is made of the
relations w = yBo and wL/Rs=Q, where Q is the
Q-factor of the coil.

The number N determines the total measurement
time 7 for a slice. Between two detection paths a time
of about 277 has to elapse to allow the spin system to
return to equilibrium. The total measurement time is
thus about:

7 = 2NT;. (12)

It will be shown here that V.2 is indeed equal to the first tactor
of (11a) if the detector coil is a long solenoid ( fig. 18). V;; is the
voltage induced across the coil by the precessing spins immediately
after a 90° pulse. The object element then has a magnetization that
precesses with an amplitude M equal to the equilibrium magnetiza-
tion before the pulse: M = XHy = (1/u0)X Bo. This precessing mag-
netization is equivalent to an oscillating flux density of amplitude
Bi = puoM = XBy. For a coil homogeneously filled with coherent
spins there would be an oscillating flux ¢ of amplitude ¢ = AB;, and
therefore an induced voltage — n¢ = — wn¢ of amplitude wnAB;,
where A is the cross-sectional area of the coil and # the number of
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Fig. 18. Diagram of the detector coil.
L inductance, R; series resistance, V;
signal voltage, V;, noise voltage.

st“Vn
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~ If now the signal-to-noise ratio and the scanning
time are calculated for different sizes of the object
elements, using equations (11) and (12), the results
presented in Table I are found (columns B and A).
The values taken are typical for our tomograph and
for elements of 100% water. The calculation was
made for elements of depth 5 mm (the thickness of the

Table I. A typical numerical example. The first two boxes on the left give values of the character-
istic quantities for object elements of 100% water and for our equipment. The upper right-hand
box shows how X is calculated (linear Langevin equation with a quantum-mechanically corrected
value for 2, the square of the magnetic moment of the nucleus; o is the proton density, T; the
temperature of the sample, I is the spin-quantum number). The lower box gives the results of a
calculation of the measurement time (column A) and of the signal-to-noise ratio (column B) with
equations (12) and (11). Column C gives a more realistic upper limit (see text). The voltage signal-

to-noise ratio V./V, determines the contrast.

Substance
protons in y/2n = 42.576 MHz/T I Hoou® 2 _ .2 2
;Vgastelzat X = 4.10%10"° -— X = W, uc =yl + Hh
- o =6.67x10%% m™3
typical Ty = 50 ms T, = 295K
relaxation T = 0.5 s f
times in tissue =5 I =3
Equipment Fundamental constants
magnet By =0.14T Ho = 4m x 1077 Vs/Am
frequency wof2n = yBo[2n = 6 MHz (permeability of free space)
= 3 k= 1.38x10"2% J/K
coil, Ve = ?0:) m (Boltzmann’s constant)
losses Q= h=6.63x10"% Js
T.=295K (Planck’s constant)
h=nh/2n
Measurement time and signal-to-noise ratio
A (from (12)) B (from (11)) C (realistic)
volume of object element N T Vel Va)a? | Vel Vada | Vel Vidas? | (Vel Vidav
vp =2x2x5mm® =20 mm®| 128(128s~2min| 780 28 52 7.2
IxI1x5mm?= 5 mmd|256|256s =~ 4min 98 9.9 6.5 2.6
Ixix5mm®= 125mm®|512|512s~ 9min| 12 3.5 08 [ 09

turns. As the field in a long thin coil is uniform, the spins should
contribute equally to this induced voltage. The contribution of one
object element to the induced voltage is thus Vi = (vp/v.)wnAB;.
It follows that:

Vil =1 i = vl w?(nA)?X2Bo? 202,

With the aid of the relations L = yonzAll and v, = A/ (where /is the
length of the coil).the quantities 4 and # relating to the details of
the coil shape can be translated into the more general concepts L
and v.; we have (n4)? = Lve/ua . On substitution, the first factor of
(11a) is obtained for V2.

It is possible to show that this result is also valid for coils other
than long solenoids. The effective volume v, must then be defined
by the relation:

$LI% = JuH B,

where LI? is the magnetic energy of the coil at a current I such that
field and flux density at the centre are equal to A, and B..

slice) and cross-sections of 2x 2, 1x1 and 1 x1 mm?.
Associated with these square elements is a square
matrix of F-values. This implies that N has to be
chosen twice as large when we go from the 2 X 2 to the
1x1, or from the 1x1 to the 1x1 mm? element, so
that the measurement time becomes twice as long and
the signal-to-noise ratio 8 x as small (in eq. (11) vp? is
16 X as small and N twice as large).

Equation (11) gives a fairly generally valid upper
limit. In our example the power signal-to-noise ratio

is at least 15 times smaller, for the following reasons.

The signal is not measured until 50 ms after the 90°
pulse, and since in our example 732 also has this value,
the signal voltage is about e times smaller and the sig-
nal power e (= 7.5) times smaller. Moreover, the



Philips Tech. Rev. 41, No. 3

reciprocal of the noise power, tw/kT¢, is twice as small
as Te/kT.. Column C gives the results. Columns B
and C also give the voltage signal-to-noise ratio,
Vi/Va, which determines the contrast.

It will now be clear why we decided to adopt ele-
ments of 2x2 mm?2. With the conditions described,
and with elements of this size, differences of 1 part
in 7 of water (14%) can be distinguished. The discrim-
ination rapidly deteriorates with smaller elements,
and with elements of 1 X ! mm” the signal for 100% of
water is completely swamped in the noise. Smaller ele-
ments also imply longer scanning times (column A).

The above analysis can be summarized as follows.
After an appropriate detection time 7w has been
chosen, the element size may be made arbitrarily
small by making the gradient sufficiently large, but
there is no point in making it smaller than the size for
which the signal-to-noise ratio (11b) is about 1. One
of the variables in this procedure is N, the number of
detections per slice (the number of 90° pulses). In our
example N has been linked to the number of elements
per slice, but this is not necessary: N — and hence the
power signal-to-noise ratio — can be doubled, for ex-
ample, by carrying out each r.f. measurement twice.
However, the total scanning time 7 (12) will then also
be twice as long. A compromise therefore has to be
made between image quality and speed of imaging.

Concluding remarks
-, Ti- or Ta-sensitive images

In this article it has been assumed for simplicity that
the discrimination between tissues depends entirely on
the proton concentration ¢ in the tissues. Now we
should note first that there are some protons that take
no part at all in the process, because their transverse
relaxation time (72) is too short. However, apart
from this, the brightness in the image would indeed be
a perfect measure of the concentration of the protons
that do take part, provided these all had identical 71’s
and identical 72’s. Now 71 is usually much greater
than the echo time . (see fig. 15). In such a case the
effect of T1 can in principle be completely eliminated
by making the waiting time between two pulses so
long that the thermal equilibrium is fully restored be-
tween pulses. However, T3 is often of the same order
as fe. A substance with the same concentration but
with a smaller 7» therefore gives a noticeably weaker
echo signal. The same applies to other pulse sequences
than the one we have discussed, because there is al-
ways some ‘preparation time’ between pulse and de-
tection.

In practice a virtue has been made of necessity: the
pulse sequences are as a rule deliberately designed to
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Fig. 19. T)-sensitive image. The dark asymmetric area just to the
right of the centre is a benign tumour projecting from the auditory
nerve.

ensure that the image brightness does depend strongly
on Ty or Tz, so that it is 71 or T2 that is ‘imaged’
rather than ¢. This can often give greater contrasts
because tissues and body fluids tend to differ more in
relaxation time than in proton concentration. More-
over, other things are ‘seen’. In particular, it has been
found that healthy tissue and tumour tissue generally
give very different values of 71 and of 72, whereas g is
much the same. Thus, a 71- or T2-sensitive image dis-
criminates more clearly between healthy and diseased
tissue. A Ti-sensitive image can for example be made
by using the inversion-recovery method illustrated in
fig. 9; if the time between the 180° and the 90° pulses
is selected about midway between the two Ti-values,
strong contrasts are obtained. Fig. /9 gives an ex-
ample of such an image. Images can also be made
showing other effects; for example the difference be-
tween static and flowing body fluids (such as the blood
in the arteries) can be visualized distinctly.

It is probably true to say that the art of NMR imag-
ing no longer consists so much in the visualization of
many details of an internal structure, but more in
establishing precisely what is seen.

Further development of equipment and method

Expression (11b) was used to find the best element
size for our tomograph. This expression also shows
how the signal-to-noise ratio and the image quality
might be improved. In the first'place stronger fields
could be used (Vi/Va < Bot, if for simplicity it is as-
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sumed that there is no change in the Q of the coil). In
present magnet designs with ordinary wire the cost in-
creases so steeply with field-strength that for fields of
0.2 to 0.3 T and above, superconducting magnets are
preferable. The estimated cost per additional tesla of
superconducting magnets is also much lower in this
range, so that the use of such magnets for very much
stronger fields (1.5 to 2 T) becomes a practical pos-
sibility. As will appear below, this is particularly im-
portant for NMR tomography with other nuclei.

To return to protons, the use of higher field-
strengths would entail a proportionate increase in fre-
quency and hence other complications. In the first
place, the penetration of the r.f. field into the body is
less, because of the skin effect in such an electrically
conductive medium. At 10 MHz the penetration depth
into a physiological salt solution (¢ = 2.0 Q 'm™) is
only about 10 cm. But this does not really apply for
the human body, since the conductivity of the body is
fortunately lower than that of a physiological solu-
tion; but above about 20 MHz the skin effect should
be taken into account. In the second place it becomes
increasingly difficult to design good high-Q r.f. coils
for higher frequencies. Good images with noticeably
less noise have been made at about 20 MHz (about
0.5T).

The characteristics of the coil are expressed in the
factor Q/vc.T. in equation (11b). The shape of the coil
affects both vc and Q. A simple calculation for a long
solenoid shows that a coil of few turns wound closely
around the object gives the best performance. This
calculation only applies to the copper losses in the
coil. The Q, however, is inversely proportional to the
sum of all the losses, including the copper loss, the
radiation loss and the losses due to induction in neigh-
bouring conductive objects, in particular the body. As
already noted, the copper losses can be reduced by
cooling the coil. This has the double advantage of
increasing Q and making 7. smaller. It would entail
further technical complications, of course.

Finally, NMR imaging is possible with nuclei other
than protons. Since the_gyromagnetic ratio y of the
nuclei that appear to be most suitable (3* P, 22 Na, 2 C)
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is three to four times smaller than that of protons,
much higher fields have to be used at the same fre-
quency; the field gradients required are also much
larger. Moreover, the image quality for a given con-
centration variation will be much worse, as can be
seen from eq. 11b, since yx2Bo® is proportional to y?
at a given frequency (X is given in Table I). For these
reasons, and also because of their relatively high con-
centration in biological material (0 comes into equa-
tion (11) via X (see Table I)), protons are clearly the
best choice if distinct high-contrast images of body
tissues and organs are required. Nevertheless, there is
very considerable interest in imaging with other nuclei
because of the completely different kind of informa-
tion it can provide. In particular, the chemical shift
can be put to use for observing interesting chemical
states. It may for example become possible to monitor
certain metabolic processes locally by discriminating
between phosphorous chemically combined in ATP
and phosphorus combined in inorganic phosphates.

Summary. In NMR imaging the accurate field-strength discrimina-
tion possible with nuclear magnetic resonance is converted by gra-
dients in the magnetic field into spatial discrimination. An NMR
tomograph consists of a large coil-magnet, gradient coils, r.f.
equipment (for excitation and detection of the nuclear spin preces-
sion), program-control electronics and a computer for translating
signals into images. Pulse NMR methods are used, generally with
90° and 180° pulses for excitation. The best-known versions of
NMR imaging are 2D projection reconstruction and 2D Fourier
zeugmatography. In the first of these a z-gradient is used to select a
slice of thickness say 5 mm and parallel to the x, y-plane. Next a
gradient is applied in a direction # in the x, y-plane. The NMR
spectrum is then a one-dimensional projection of the two-dimen-
sional proton distribution f(x, y) in the slice. The 2D proton distri-
bution f(x,y) is reconstructed from the projections for say 200
directions of u. The reconstruction takes place via the 2D Fourier
transform F(kx,ky) of f(x,y). Analysis shows that the NMR signal
with a gradient in the direction u is a faithful representation of a
‘cross-section’ of F. It is thus possible to use the signals from dif
ferent gradient directions to construct F and subsequently f. In the
2D projection reconstruction method the kx,ky-plane is in fact
scanned via lines through the origin. In 2D Fourier zeugmatography
this is done via parallel lines. The method is illustrated with ati
actual pulse and gradient sequence and the image quality is dis-
cussed. In addition to proton-density images it is also possible to
produce images that are sensitive to relaxation times; these gener-
ally provide much more information.
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Ceramic multilayer capacitors

H.-J. Hagemann, D. Hennings and R. Wernicke
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The progressive miniaturization of electronic circuits has created an increased need in recent

years for capacitors of small dimensions and high capacitance. [f such capacitors are 1o be

widely used in consumer products, inexpensive manufacturing methods are required. Ceramic

multilayer capacitors do indeed have a high capacitance per unit volume, and their construc-

tion makes then very suitable for automatic mounting. But at present they are not cheap,

because expensive noble metals such as palladiuin have 10 be used for the internal electrodes

of the multilayer structure (see title photograph). This article describes the principle of the

conventional multilayer capacitor and discusses two approaches to the development of new

and cheaper versions; in one approach the palladium is partially replaced by silver, and in the

other it becomes possible to replace the palladium by nickel.

Approaches to further development

In recent years there have been radical changes in
the manufacture of electronic devices. Since the pro-
duction of the first integrated circuit twenty years ago
such great strides have been made in the technology of
integrating active components that a complete micro-
computer can now be built on a single chip ['1. How-
ever, a comparable integration and miniaturization of
passive components, especially capacitors, has been
much more difficult. For ceramic capacitors the chal-
lenge has been taken up, and there has been world-

wide activity in the development of capacitors of
small size and high capacitance.

The prospects and the difficulties are best discussed
by starting from the well-known equation for the
capacitance of a parallel-plate capacitor:

Eo&r

d %
where Ca is the capacitance per unit area, gp is the
permittivity of freespace, €. is the relative permittivity

A=
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1] See H. Bosma and W. G. Gelling, Philips Tech. Rev. 37, 267,
1977.
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(or dielectric constant) of the dielectric and d is the
spacing of the plates. It follows at once from the
equation that there are two possible ways of increas-
ing the capacitance per unit area: increasing &: or de-
creasing d.

Increasing the dielectric constant

The first approach, trying to obtain a larger permit-
tivity, has been tried ever since ceramic capacitors first
came into use and has led to the development of a
wide variety of dielectric materials. But after the dis-
covery of the ferroelectric properties of barium titan-
ate in 1943, which for the first time brought g:-values
of 1000 and more within reach, research and develop-
ment have been increasingly concentrated on this
material [2!, Fig. I shows the relative permittivities as
a function of temperature for some of these now well-
established ceramics, which are all modifications of
BaTiOs. Their relative permittivities at room tem-
perature range from 1000 to 15000, depending on the
temperature characteristic.

Research on these ferroelectric materials revealed
that an increase in the permittivity is generally gained
at the expense of the temperature characteristic (see
fig. 1). Such an effect can be predicted from funda-
mental considerations on ferroelectrics, since the fac-
tors that cause the permittivity to increase also make
it more sensitive to temperature changes (!,

Small improvements in the permittivity of indivi-
dual ferroelectrics are still possible, of course, but on
the whole the limits of the attainable e:-values have
now been reached with this group of materials, at any
rate for a given temperature characteristic. There
seems to be little further to be gained in trying to in-
crease the capacitance per unit area in this way.

Reducing the thickness

The other approach, trying to increase the capacit-
ance by reducing the thickness of the capacitor, has
also been followed since the sixties. Unlike the first
approach, this is mainly a problem of technology. The
conventional flat capacitors now in use are shaped by
pressing, extruding, or calendering a mixture of a
ceramic powder and binders. These techniques can
reduce the thickness to 100 um. In addition, pieces of
ceramic thinner than 200 pm are very difficult to
handle in the manufacture of the capacitors (e.g. in
soldering the leads and encapsulation).

Considering the dielectric material alone, it seems
that the idea of a much thinner layer is promising.
Modern ceramics are able to withstand a rated electric
field-strength (i.e. the maximum value quoted in the
specification) of between 2 and 3 V/um. Since ceramic
capacitors are normally rated for a voltage of about

Philips Tech. Rev. 41, No. 3

10000

Er

8000

6000

T

4000

2000

0 ) )
-50 0 50

— T

100°C

Fig. 1. Relative permittivity &; of some widely-used ceramic mat-
erials, based on BaTiOsg, as a function of temperature.

50 V, it ought to be possible to reduce the thickness to
between 20 and 25 pm. This means that there is a
factor of at least eight to be gained, compared with the
conventional capacitors, if all the technical difficulties
associated with production can be overcome.

This line of thought has resulted in the development
of two new types of ceramic capacitor. The first type
is the ‘ceramic barrier-layer capacitor’ (CBC), which
is based on the formation of a thin insulating layer at
the surface or at the grain boundaries of a piece of
semiconducting ceramic. In this way dielectric thick-
nesses of a few microns can be obtained in pieces of
ceramic with a practical physical thickness of a few
hundred microns, which present no problems of
manufacturing technology. This type of capacitor will
be the subject of a forthcoming article in this journal.
The second new type of capacitor, resulting from
efforts to reduce the thickness, is the ‘ceramic multi-
layer capacitor’ (CMC), which is the subject of this
article.

Advantages and disadvantages of the multilayer cap-
acitor

As can be seen from the cut-away view in fig. 2, a
multilayer capacitor consists of a ceramic body with
embedded electrode layers, which are alternately con-
nected to the metallized end terminations on the left
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and right of the capacitor. With this electrode arrange-
ment the individual capacitors formed by the ceramic
layers between the electrodes are all connected in
parallel, so that their capacitances add up to the re-
quired total capacitance.

The manufacture of multilayer capacitors is in es-
sence as follows. A powder of the ceramic material is
mixed with binders to form a suspension, and strips
of thickness of about 50 um are cast from the suspen-
sion. The strips or ‘tapes’ are then cut into sheets, and
a metal paste is applied by screen printing. The sheets,
with the electrodes printed on them in a repetitive pat-
tern, are stacked and consolidated under pressure,
and the individual units are then cut apart and heated
to burn off the binder. The complete assembly is then
fired to produce a coherent, integral structure of
ceramic and metal. During the screening, stacking and
cutting the sheets are aligned in such a way that the
electrodes on successive layers are exposed at opposite
faces. These two faces are then metallized, so that the
individual ceramic capacitors are all connected in
parallel.

Clearly a capacitor constructed in this way can be
made with a high capacitance per unit volume: the
small thickness of the ceramic layer (about 25 um after
firing) is effectively of double benefit to the total cap-
acitance — in the magnitude of each subcapacitance
and in the number of subcapacitors per unit volume.

Multilayer capacitors are made from three main
types of materials, often described as NPO, X7R and

Fig. 2. Cut-away view of a ceramic multilayer capacitor. Cer cer-
amic material. E/ electrodes. End metallized end terminations.
Sol solder lands. The electrodes are connected alternately to the end
terminations on opposite sides of the capacitor, so that all of the
‘subcapacitors’ are in parallel with each other. The capacitor re-
quires no leads, and is suitable as a chip component for automatic
mounting.
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Fig. 3. Four types of capacitors (¢ to d), with a capacitance of
100 nF, made by different technologies: a film capacitor, a ceramic
flat tubular capacitor, a ceramic disc capacitor and a multilayer
capacitor. The last is clearly the smallest.

Z5U materials 4], The NPO-type materials have relat-
ively low permittivities, which are nearly independent
of temperature, the Z5U materials have very high
permittivities, which vary strongly with temperature,
and X7R materials come somewhere between the two.
With these materials, and with dimensions ranging
from2mmXx1.2mmx1 mmto 6 mmx 5 mm X 2mm,
capacitance values between 0.5 pF and 1 uF can be
obtained. The great advantage of multilayer capaci-
tors is also illustrated in fig. 3, which shows capacitors
of this type beside a number of others of the same
capacitance (100 nF) and comparable secondary char-
acteristics but made by different technologies.

A second and equally important advantage of multi-
layer capacitors is that the metallized end terminations
are located at the two end faces of the ceramic body,
making these capacitors ‘chip components’. These are
leadless electronic components that can be soldered
directly to the conducting paths of a printed-circuit
board [*!. Components of this type have become par-
ticularly important in recent years, since the introduc-
tion of automatic mounting techniques that can only
handle chip components (81, It is of course a great
advantage of the CMC that it is already essentially a
chip component and therefore does not have to be re-
developed for this kind of application. Except for
tantalum capacitors, which offer a different range of
capacitances anyway, the ceramic multilayer capacitor
is the only other type of chip capacitor available in
quantity on the market today.

The palladium problem

Although it has many advantages, the multilayer
capacitor is expensive to manufacture. In the first place
the technological processes used for making them are

21 See G. H. Jonker and A. L. Stuijts, Philips Tech. Rev. 32, 79,
1971.

81 See H. J. Martin, Die Ferroelektrika, Geest & Portig, Leipzig
1964;
D. Hennings, A. Schnell and G. Simon, J. Am. Ceram. Soc.
65, 539, 1982.

41 See Philips Data handbook: Components and Materials, Part
15, 1982.

51 See R. J. Klein Wassink and H. J. Vledder, Philips Tech. Rev.
40, 342, 1982.

[l See Electron. Eng., June 1981, p. 108; and Markt und Tech-
nik, No. 49, 87, 1981.
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fairly complex compared with those used for conven-
tional capacitors, and have indeed until recently been
rather expensive. Many manufacturers have now suc-
ceeded, however, in reducing these costs, through
automation, to a level at which they are no longer a
major obstacle. The second problem here still exists,
however: the materials used for the electrodes are
expensive.

As we explained earlier, in the manufacture of con-
ventional multilayer capacitors the internal electrodes
are fired together with the ceramic material. Since di-
electric ceramics are normally fired in air at tempera-
tures between 1200 and 1400 °C, only non-oxidizing
noble metals with high melting points can be used for
the electrodes of the conventional multilayer capac-
itor. In practice this means that the metal must be
palladium, or platinum which is even more expensive.
These noble metals can in fact account for nearly half
the cost of manufacture of the capacifor, depending
on the capacitance value. If ceramic multilayer capac-
itors are to be used as components in an automatic
chip-mounting system and in mass-produced consumer
articles, it is essential to find an answer to the ‘palla-
dium problem’ first.

Work on three fundamentally different methods of
avoiding or at least reducing the use of expensive
metals in multilayer capacitors is going on in many
countries. The first method is called the ‘back fill pro-
cess’, in which the electrode metal is not applied until
after firing ["}. This method, like the one discussed
above, also includes screen printing, not with a metal
paste but with special inks that contain a ceramic
powder and a large amount of binder. During the
firing the binder burns off to form volatile compo-
nents, leaving behind a porous ceramic at the elec-
trode locations. After firing these porous layers are
filled with a relatively inexpensive fusible alloy, e.g. of
Pb and Sn, which forms a more or less continuous
electrode layer. Although this method seems at first
sight to offer an elegant solution to the palladium
problem, the process has been found difficult to con-
trol.

Investigations at Philips Research Laboratories in
Aachen, and further developments in Eindhoven, have
resulted in two new types of multilayer capacitor [81,
In both types the electrodes are fired with the di-
electric. The first type, which is discussed in the next
section, requires dielectrics that can be fired at a lower
temperature without loss of the desired properties, so
that electrode material with a relatively low melting
point can be used; we used Pd-Ag alloys. The second
type requires dielectrics that can be fired in a reducing
atmosphere, so that a base metal such as nickel can be
used for the electrodes. .
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Firing at reduced temperature

An inexpensive alternative to palladium as an elec-
trode material is silver, which is about a tenth of the
price. However, the very much lower melting point of
silver (961 °C) would entail firing at a very much lower
temperature than the usual 1300 to 1400 °C. Since the
difference is so large, some compromise is desirable;
this could consist in using an alloy of silver and palla-
dium. As fig. 4 shows, these two metals are completely
miscible, and the melting point of the alloy changes
monotonically from 961 to 1552 °C.

Reducing the firing temperature enables the silver
content to be increased. It is therefore necessary to
consider how far the firing temperature can be reduced
without deterioration of the dielectric properties, and
to find out how to counteract any deterioration.

1600 °C
T
T 1400

12001

1000

1 [l 1 1
8000 20 40 60 80

—_— X

100 %Pd

Fig. 4. The melting diagram of Ag-Pd [®). The quantity x represents
the percentage by weight of palladium.

High permittivities are found, as we noted above,
in materials based on ferroelectric barium titanate.
But if the material is also required to have a tempera-
ture characteristic compatible with use as a dielectric,
it is necessary to consider mixed crystals of BaTiO3
with other perovskites such as CaTiOs, BaZrOs etc.
The ones most widely used as dielectrics are mixed
crystals of the system (Bai-xCa,)(Ti1—yZry)Os. If Zr
is incorporated in the BaTiOs the maximum of the
permittivity curve (at the Curie point) is shifted from
130 °C to room temperature, whereas the non-ferro-
electric CaTiOs broadens this maximum [, The
broadening arises because CaTiOs has only a limited
solubility in BaTiOs and small undissolved particles
of CaTiOs act as grain-growth inhibitors in the ferro-
electric matrix. As fig. 5 shows, decreasing the grain
size makes the permittivity peak at the Curie point
lower and broader. To obtain a fairly high permit-
tivity maximum with an acceptable Z5U temperature
characteristic — the problem on which we have con-
centrated our efforts — the grain size in the system
(Ba,Ca)(Ti,Zr)Os should be about 10 um.
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To understand the way in which the temperature
affects the sintering processes during firing we must
bear in mind that the rate-determining step in the
densification and grain growth is a diffusion process.
This diffusion may take place entirely in the solid
phase or also in a liquid phase formed during the sin-
tering. Since solid-state diffusion is a rather slow pro-
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Fig. 5. The relative permittivity &; as a function of temperature

for mean grain sizes of 40 um (J), 15 pm (2) and 3 pm (3) in
(Bag.s7Cag.13)(Tio.88 Zro.12)O3.-
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Fig. 6. Relative density d, measured with a dilatometer, of BaTiOg
ceramic as a function of temperature (left) and as a function of time
t; at a temperature of 1185 °C; in the first case the heating rate is
3K/min. The graphs show the effect of the addition of small
amounts of CuO and TiOz to the ceramic on the densification. The
amounts added per mol of BaTiOj3 are: curve 1, 0.0025 mol CuO +
0.0025 mol TiOgz; curve 2, 0.005 mol CuO-+ 0.005 mol TiOg;
curve 3, 0.01 mol CuO + 0.01 mol TiOg; curve 4, 0.02 mol CuO +
0.01 mol TiO2. Addition of 0.5 to 1 mol% (curves 2 and 3) gives the
best result. '
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cess, in perovskites as in other materials, densification
of a system like (Ba,Ca)(Ti,Zr)Os is almost impossible
if solid-state diffusion is the only transport mechan-
ism. Reducing the sintering temperature of these mat-
erials would therefore never produce a dense ceramic
with acceptable dielectric properties.

To stimulate the formation of a liquid phase during
the firing it is customary to add a small excess of TiO2
to the barium-titanate ceramic. The TiOg reacts with
BaTiOs to form the phase BagTi17040, which forms a
eutectic with the BaTiOs at 1320 °C. For our purposes
we must obviously look for other additives that form
eutectics at lower temperatures.

Although many low-melting-point eutectics are to
be found in the literature, only a few of them can
be used with any success in practice for liquid-phase
sintering of BaTiOs dielectrics. Most of these low-
melting-point eutectics react with the barium titanate,
forming inactive phases with high melting points, or
they dissolve in large amounts in the perovskite, un-
acceptably modifying the properties of the dielectric.

We have found a highly effective eutectic, which
meets most of the requirements, in the system BaTiOs-
CuO-Cuz0, melting at 1070 °C 111, The eutectic occurs
when CuO is added to the BaTiOg and the CuQ partly
decomposes into CuzO during the sintering. Since the
chemical equilibrium for 4CuO%=2 Cuz0 + Og at
the eutectic temperature of 1070 °C has an oxygen
partial pressure of 0.4 X 10° Pa (0.4 bar), this eutec-
tic occurs only in a strongly oxidizing atmosphere
(po, > 0.4x10° Pa), because otherwise the CuO
would long before have completely decomposed into
Cuz20 below 1070 °C, and no liquid phase would be
formed. This drawback to the use of CuO-Cuz0 can
be overcome by introducing co-additives such as TiOz,
GeO2 or Al203, which reduce the eutectic tempera-
ture to about 1000 °C so that the firing can be carried
out normally in air.

Further investigation of sintering behaviour

We shall now look at the results of a more detailed
investigation carried out in our laboratory into the
effect of the combination of additives on the sintering
behaviour of BaTiOs during firing. In practice the
sintering additive is added as a mixture of CuQO and
the co-additive to the pre-reacted pervoskite powder.
Fig. 6 shows the effect of different amounts of CuQO

»

(7 T, C. Rutt and J. A. Stynes, IEEE Trans. PHP-9, 144, 1973.

(8] The development of the new multilayer capacitors based on
these investigations was carried out by W. Noorlander and
N. P. Slijkerman of-the Philips Elcoma Division, Passive
Components Department, Eindhoven. )

(91 M. Hansen and K. Anderko, Constitution of binary alloys,
McGraw-Hill, London 1958, p. 41.

[10) See G. H. Jonker, Philips Tech. Rev. 17, 129, 1955/56.

(1) D, Hennings, Ber. Dtsch. Keram. Ges. 55, 359, 1978.
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Fig. 7. SEM photomicrograph of a quenched sample of BaTiOj3
ceramic with added CuO-Cu20 in the solution-precipitation phase.
Small grains in the surrounding (darker) melt are going into solu-

tion, whereas the larger grains grow at the expense of the smaller
ones.

and TiOz on the densification of BaTiOs, measured
with a dilatometer. The graph is divided into two
parts: on the left the relative density d is plotted
against the temperature, which was increased uni-
formly to a maximum of 1185 °C; on the right the
relative density is plotted as a function of the time
during which the material was subjected to a tempera-
ture of 1185 °C. The densification starts very rapidly
at about 1000 °C, which is approximately the eutectic
temperature. The best results were obtained with sin-
tering additives of 0.5 to 1 mol% (curves 2 and 3).
Larger amounts of sintering additives and lower
amounts both produced poorer results. Similar find-
ings were obtained with a number of other additives.
The lowest sintering temperature of BaTiOz was
found at 1020 °C with equimolar mixtures of CuQO
and GeOsq.

These results can be understood by considering the
mechanism of liquid-phase sintering. Investigations
of this rather complex mechanism have shown that
there are three characteristic stages in the process of
liquid-phase sintering.

First stage: melting and wetting. After melting of
the eutectic mixture, the liquid phase wets the ceramic
powder more or less completely. In most cases, in-
cluding the case of BaTiO3 with CuO considered here,
effective densification only takes place when the
perovskite particles are completely covered by a thin
film of the liquid phase.

Second stage: disintegration and rearrangement.
Above a certain temperature larger agglomerates and
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Fig. 8. A quenched eutectic melt of BaTiO3 with CuO-CuO ad-
ditive. The BaTiO3 dissolved in the CuO-CugO system (shown
white in the centre) has segregated in the form of lamellae. The
other phases consist alternately of Cu20 (grey) and CuO (black).

aggregates of particles, which are always present in a
ceramic powder, start to disintegrate, and the indivi-
dual particles are then drawn together again by the
action of capillary forces, so that there is a marked
shrinkage of the whole sample. (This shrinkage is
usually not observed in samples that have been sub-
jected to strong mechanical predensification before
sintering.)

Third stage: solution-precipitation. This is the stage
in which the actual densification is completed. The
solution of the perovskite material in the eutectic melt
is a process in which small particles are preferentially
dissolved because of their slightly higher surface
energy. The dissolved material passes through the
liquid-phase film by diffusion and precipitates on
larger grains that have a slightly lower surface energy
and therefore a slightly lower solubility in the liquid.

Fig. 7 shows a photomicrograph of a sample that
was quenched during the solution-precipitation stage.
Near the centre of the photograph a number of small
grains (white) can be seen that are in the process of
being dissolved in the surrounding melt (black).

For effective densification the BaTiOsz must be
readily soluble in the CuO-Cuz0 eutectic, of course.
Indications that this is so can be seen in the SEM
photomicrograph in fig. 8, which shows a quenched
eutectic melt of CuO-Cu20 from which the dissolved
BaTiO3; has segregated in typical eutectic lamellae.
The two different copper oxides can be distinguished
from each other because of their different contribu-
tions to back-scattering in the electron microscope.
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The grey phase is the more strongly scattering CuzO

and the black phase is the CuO.

Since the diffusion in the liquid phase is the rate-
determining step in the sintering process, it seems
reasonable that the diffusion paths should be as short
as possible for effective liquid-phase sintering. This is
in agreement with the results of our sintering experi-
ments, as shown in fig. 6. If too little additive is used
the densification is poor, probably because of insuffi-
cient wetting of the grains by the liquid phase. Too
much additive also gives poor results, presumably
because the liquid layers between the grains are too
thick and the diffusion path consequently too long.

The individual stages in liquid-phase sintering are
not really as readily distinguished from each other as
suggested here. In addition, an effect known as exag-
gerated grain growth is also encountered. This is a dis-
continuous process starting more or less at random at
a few grains and then proceeding very rapidly at the
expense of the neighbouring grains and resulting in a
coarse ceramic structure with a pronounced variation
in grain size. Liquid-phase sintered titanate dielectrics
may therefore have coarse-grained microstructures
with grain sizes up to 100 microns. As mentioned ear-
lier, such coarse-grained materials have inferior di-
electric properties.

By using a few other special additives, such as
Tl2 O3, we have succeeded in reducing and controlling
exaggerated grain growth in liquid-phase sintering so
as to achieve an almost uniform grain-size distribu-
tion in the end-product. This has enabled us to fire
ceramic perovskites at temperatures below 1100 °C,
producing completely dense end-products with grain
sizes of no more than a few microns.

Investigation of the dielectric properties

Materials prepared as just described have relative
permittivities between 8000 and 10000 combined with
the Z5U temperature characteristic. This means that
the permittivity varies at the most between +22% and
—56% of the value at 25 °C when the temperature is
varied from 10 to 85 °C.

These materials can be used for making multilayer
capacitors that have a sufficiently low conductivity, as
appears from life tests at elevated temperatures [8!.
The added CuO has practically no effect on the di-
electric "properties of these capacitors. At high tem-
perature it forms the required liquid phase, dissolving
only in traces in the perovskite lattice, and during the
cooling it segregates preferentially at the triple junc-
tions of the grains, where it has little effect on the
dielectric properties of the capacitor.

Since the ceramic material can be fired at tempera-
tures of about 1050 °C with this method, an Ag-Pd
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alloy with more than 70% of Ag can be used for the
electrodes (see fig. 4).

The conclusion is that an answer to the palladium
problem has been found for Z5U-type dielectrics,
with a 60% reduction in electrode cost compared with
pure palladium. A similar approach can also be taken
with the X7R and NPO materials.

Nevertheless, silver is also a fairly expensive metal,
and we have therefore investigated at the same time
the possibility of using a base metal for making the
electrodes. This investigation is described in the sec-
tion that follows.

Sintering in reducing conditions
Acceptors and their general effect on conductivity

If a base metal such as nickel is to be used for the
internal electrodes of a ceramic multilayer capacitor,
and if the electrodes are to be sintered with the di-
electric, the normal sintering conditions will have to
be changed 121, The normal firing cycle in air would
cause oxidation of the nickel, leading to undesired
reactions between the NiO and the ceramic material
and delamination of the multilayered structure. To
avoid this a sufficiently reducing atmosphere to prevent
oxidation of the nickel is required. A mixture of N3,
H2 and H20 or of CO and COz can be used.

The barium titanate and its modifications conven-
tionally used as dielectrics, however, are not directly
suitable for sintering in reducing conditions. After
such treatment they tend to become semiconducting
owing to loss of oxygen; the oxygen vacancies gen-
erated then act as donors of conduction electrons.
This unwanted effect of the treatment can be counter-
acted by means of acceptor-type dopants, which trap
the conduction electrons. The acceptors most com-
monly used are ions that occupy sites of the tetra-

'valent Ti in the BaTiOs host lattice with a valency

lower than four, especially ions of the transition
metals Cr, Fe, Ga, Mn or Ni.

However, the acceptor dopants not only trap elec-
trons, they also change the concentration of the
oxygen vacancies. If Ti** ions in the perovskite lattice
are replaced by trivalent or divalent acceptor ions, a
corresponding number of oxygen vacancies will be
formed in the lattice to maintain charge neutrality. At
temperatures higher than 500 to 600 °C these oxygen
vacancies take part in a chemical equilibrium and
their concentration is then determined not only by the
acceptor concentration but also by the temperature
and the partial pressure of the oxygen in the ambient
atmosphere. The establishment of this equilibrium

121 See L. S. Darken and R. W. Gurry, Physical chemistry of
metals, McGraw-Hill, New York 1953, pp. 347-359.
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may in turn change the valence state of the acceptors.
In short, a complete picture of the defect chemistry of
the material is necessary to explain the effects of
doping on the electrical properties of the dielectric.

The main objective of our investigation, of course,
was to control the electrical conductivity of the spec-
imen after cooling to room temperature. At practical
cooling rates, however, complicated kinetic processes
_ influence the defect concentrations !*3! and hence the
electrical conductivity. We therefore started by at-
tempting to control the conductivity of the material
after quenching from well-defined equilibrium condi-
tions at high temperatures. We found that in these
conditions the conductivity was determined by the
valence states of the acceptors and the concentration
of oxygen vacancies. :

We measured these quantities for barium-titanate
samplés doped with Cr, Mn, Fe, Co or Ni (in con-
centrations of 0.1 to 2.0 mol%), after subjecting
the samples to annealing treatments in different well-
defined equilibrium conditions. We determined the
valence states of the acceptors by measuring the mag-
netic susceptibility of the samples[*4!, and deter-
mined the concentration of the oxygen vacancies inde-
pendently by measuring the changes in weight when
the equilibrium conditions were varied 151, We shall
now take a closer look at these two methods of meas-
urement.

Determining the valence states of the acceptors

The dopant ions of the transition metals that we
used have a magnetic moment that depends on the
number of electrons in the 3d shells. A Faraday
balance was used to measure the force exerted by an
inhomogeneous magnetic field on the ceramic samples.
This force is directly proportional to the magnetic
susceptibility of the samples. As shown in fig. 9 for
samples doped with Fe, Mn or Ni, the susceptibility
measured in this way at room temperature is a linear
function of the dopant concentration. Fig. 10 shows
that between 80 and 300 K the magnetic susceptibility
— after subtracting the diamagnetic contribution — is
inversely proportional to the absolute temperature, in
agreement with Curie’s law for paramagnetic sub-
stances.

The paramagnetism is due to the angular momen-
tum of the unpaired electrons in the outer 3d shell of
the acceptor dopants. The orbital angular momentum
of ions in the transition metals is in many cases
‘quenched’ and the magnetic moment then only de-
pends on the total spin angular momentum S of the
3d electrons. Since S is determined solely by the num-
ber of unpaired electrons, the valency of the acceptors
can generally be uniquely determined in this way.
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All the measurements were carried out after subject-
ing the samples to an annealing treatment at 700 °C, a
temperature high enough to achieve the desired equi-
librium of the defect chemistry. This heat treatment
was applied at two different partial pressures of
oxygen for each sample: one measurement was made
after annealing in pure oxygen at high pressure and

‘the other after annealing in a wet mixture of Hz and

N2 (in this case a strongly reducing gas atmosphere
was provided by the low oxygen partial pressure of
the Hz-H20 equilibrium).

The results of the magnetic measurements are given
in the second and third columns of Table I. It can be
seen that the valencies of the Cr, Mn and Co dopants

"depend on the oxygen partial pressure used in the

annealing treatment, but this does not apply to Fe and
Ni. It is not always easy to interpret the magnetic
measurements for Ni and Co 18! but a definitive de-
termination can be made with the aid of the results
obtained from the measurements of the oxygen
vacancy concentration, which we shall now describe.
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Fig. 9. Magnetic susceptibility X of BaTiO3 ceramic at 300 K as a
function of the concentration ¢ of the dopants Fe, Mn or Ni. The
specimens were all fired in an oxidizing atmosphere.

15x10"gcm™
1/1Ax Ni
| sl
Mn
05
/ Fe -
.
I
o= . . .
-0 100 200 300 400K

- T

Fig. 10. Reciprocal of the magnetic susceptibility 1/AX of BaTiO3

ceramic doped with 0.5 mol% (8 x 10'® cm~2) of Fe, Mn or Ni, asa
function of temperature. The diamagnetic contribution has been

subtracted from the measured susceptibility values.
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Table I. Results of measurements on ceramic specimens of BaTiOg,
doped with the transition metals listed in the first column, The
second and third columns give the valence states of these dopants as
derived from magnetic susceptibility measurements on samples
previously annealed in an oxidizing (ox.) or reducing (red.) atmos-
phere. The fifth column gives the relative changes A[V,] in the
oxygen-vacancy concentration, calculated from measurements of
the relative weight change Am/m (fourth column) that occur when
the dopants change from one valence state (in column 2) to the
other (in column 3), due to successive annealing in the same oxidi-
zing and reducing atmospheres as above.

Dopant Valence state Amim AlVa]
(8x 10" cm=%) ox. | .red. (107%) (10" cm™®)
Cr 4+ 3+ 164 £ 9 3.7£0.2
Mn 4+ 2+ 342 £ 22 77£0.5
Fe 3+ 3+ 27+ 9 0.6+0.2
Co 3+ 2+ 178 + 18 4.0x0.4
Ni 2+ 2+ 31x 9 0.7+0.2

Measuring the oxygen-vacancy concentration

As mentioned already, the incorporation of accep-
tor dopants requires charge compensation by oxygen
vacancies. One doubly ionized oxygen vacancy com-
pensates two trivalent ions at Ti** sites or one divalent
ion at a Ti** site. If the valency of the acceptor ions is
altered by annealing, the concentration of the charge-
compensating oxygen vacancies is also changed, and
this is reflected in a slight increase or decrease in
weight. These small changes in weight can be meas-
ured with a sensitive balance. Assuming that the
dopant concentration is 0.5 mol% (8 X 10'° cm™%) and
that, as a result of annealing, the valency of the dop-
ants has been lowered by one unit, then 0.25 mol% or
4x10® cm™ additional oxygen vacancies are created,
which means that a sample initially weighing 2.5 g
loses 425 pg in weight. .

The fourth and fifth columns of Table I give the
relative weight changes Am/m and the corresponding
changes A[Vo]/in oxXygen-vacancy concentrations ob-
served when a sample is annealed successively in
oxidizing and reducing atmospheres. Comparison
with the results of the magnetic measurements, also
included in the Table, show that there is indeed a close
relation between the valency of the acceptors and the
concentration of the oxygen vacancies. Whenever the
valency, as determined by the magnetic measurements,
changes by one unit as a result of the annealing, a cor-
responding change of about 4x 10*® cm™2 is observed
in the oxygen-vacancy concentration. And when the
valence state is not changed by annealing, as is the
case with Fe3* and Ni%*, only a relatively small change
in the oxygen-vacancy concentration is observed.

Our assumption that acceptors and oxygen vacan-
cies are the most important quantities for describing
the defect chemistry in the experimental conditions we
have discussed is therefore verified.

CERAMIC MULTILAYER CAPACITORS 97

Effects of acceptor dopants on <conductivity

In the further course of our investigation we used a
thermobalance to determine the concentration of the
oxygen vacancies a$ a function of the oxygen partial
pressure in the full pressure range experimentally
accessible. The determinations were made for barium-
titanate samples doped with 0.5 mol% (8 X 10*® cm™%)
of Co, Mn, Fe or Cr, after an equilibrium at 1000 °C
had been established (fig. 11).
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Fig. 11. Oxygen-vacancy concentration [V,] in undoped (lower
curve) and acceptor-doped BaTiOjz (acceptors Co, Mn, Fe or Cr)
as a function of oxygen partial pressure.po, during annealing at
1000 °C.

Two distinct ranges can be recognized in.the resul-
tant graph. There is a range of relatively high oxygen
pressure (107°-10° Pa), where the oxygen-vacancy
concentration does not exceed the limits imposed by
the acceptor dopants, that is to say the concentration
in that region does not assume values greater than are
required to maintain charge neutrality. For Co and
Mn, which become divalent.in reducing conditions
(Table I), the upper limit is twice as high as for Fe and
Cr, which become at the most trivalent under the
same conditions (see Table I). In the range of low
oxygen pressures (< 1075 Pa) the concentration does

‘exceed the limits imposed by the acceptors.

When the samples aré quenched from these latter
conditions to room temperature, a high electrical con-

131 gee J. Daniels, K. H. Hirdtl and R. Wernicke, Philips Tech.

" Rev. 38, 73, 1978/79.

1] H_.J, Hagemann and H. Ihrig, Phys. Rev. B 20, 3871, 1979.

151 H..J. Hagemann and D. Hennings, J. Am. Ceram. Soc. 64,
590, 1981. :

18) Y..J. Hageman.., Thesis, Aachen,.1980.
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ductivity is found, because in that case the excess
oxygen vacancies are no longer fully compensated by
the acceptors but to some extent by conduction elec-
trons. We therefore call this the ‘intrinsic’ region, and
the other one discussed above the ‘extrinsic’ region.
If in fig. 11 we compare the behaviour of the oxy-
gen-vacancy concentration in the doped samples with
that in the undoped samples, we see that the range in
which a high electrical conductivity may be expected
has been considerably displaced towards lower oxygen
partial pressures as a result of the doping. This result
is confirmed by measurements of the electrical con-
ductivity itself, as shown in fig. 12. For this purpose
the electrical conductivity was measured in undoped
samples and in samples doped with Mn, which had
been annealed in atmospheres of different oxygen par-
tial pressures and then quenched to 150 °C. The result
of the measurements shows clearly that the transition
from a state of low conductivity to one of high con-
ductivity is shifted considerably towards the range of
small oxygen partial pressures by the Mn acceptors.

Further investigations on the complete capacitor

A shift as described above is a prerequisite for the
preparation of multilayer capacitors with base-metal
electrodes. This is because such a shift has the result
that it is possible to find an oxygen partial pressure for
which an insulating ceramic can exist side-by-side with
an electrode consisting of a base metal such as Ni, Co
or Fe. Or, to put it another way: with undoped barium
titanate no oxygen partial pressure can be found for
which the base metal does not oxidize or the ceramic
does not become conductive.

The determination of the valence states and the
weight measurements described above have been per-
formed for a range of acceptor concentrations and
annealing temperatures [1411351 We have used the
results to develop a thermodynamic model, which cor-
responds in general terms to the model used for ex-
plaining the PTC effect (positive temperature coeffi-
cient) of BaTiO3, described earlier in this journal [131,
The model has been useful in calculations on the
defect chemistry of acceptor-doped BaTiOj3 as a func-
tion of temperature, oxygen partial pressure, and the
type and concentration of the acceptors. This enabled
us to choose the best type of acceptor, its concentra-
tion and the other conditions necessary for the pre-
paration of multilayer capacitors with base-metal
electrodes.

Multilayer capacitors with base-metal electrodes
have been developed on the basis of these investiga-
tions 8!, They include the Z5U type with nickel elec-
trodes shown in the title photograph. The dielectric

consists of Cr-doped (Ba,Ca)(Ti,Zr)Os. The capac- *
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Fig. 12. Electrical conductivity ¢ of undoped (upper curve) and
Mn-doped BaTiOz (0.7 mol% Mn) as a function of the oxygen
partial pressure po, during annealing at 1000 °C. The conductivity
was measured at 150 °C — and not at room temperature — to avoid
complications due to ferroelectric effects.

itors are fired in a reducing atmosphere containing
hydrogen. The electrical characteristics of these cap-
acitors certainly equal those of conventional types
with Pd electrodes. A multilayer capacitor of the NPO
type has also been developed, which has a relative per-
mittivity of about 35. The development of the third
type (X7R) has run into problems because the control
of the defect chemistry has to be combined with
special sintering properties to obtain a very fine-
grained ceramic microstructure and an inhomogene-
ous distribution of the dopant within the small grains.
We are continuing to investigate methods of over-
coming these problems.

Summary. Ceramic multilayer capacitors offer the advantage of a
high capacitance per unit volume. In their manufacture alternating
dielectric layers, e.g. of (Ba,Ca)(Ti,Zr)O3, and metal electrode
layers, usually of palladium, are fired simultaneously at a tempera-
ture of 1300 to 1400 °C in air. At Philips Research Laboratories in
Aachen the firing temperature has been reduced to 1100 °C by the
addition of small amounts of CuO and other additives such as TiO»
and TI2O3, so that 70% of the expensive palladium can be replaced
by silver. Various types of ceramic multilayer capacitors, with the
temperature characteristics ZSU, X7R and NPO have been made in
this way. Multilayer capacitors have also been made in which palla-
dium has been replaced by nickel. In this process the dielectric
material is doped with a transition metal, e.g. Cr, which acts as ar
acceptor, and the firing process is carried out in a strongly reducing
atmosphere. A thermodynamic model of the defect chemistry has
been devised that has been useful for determining the conditions
necessary to obtain a material that does not have a high electrical
conductivity. On this basis capacitors have been developed with the
temperature characteristics Z5U and NPO, and work is in progress
on a type that will have the X7R temperature characteristic.
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Digital audio circuits: computer simulations
and listening tests

L. D. J. Eggermont and P. J. Berkhout

Digital audio technology has arrived — we now have digital recording on tape and on the
Compact Disc 1*1, We should now be able to enjoy a great improvement in quality. Represent-
ing the sound signal by a series of digits and recording it in this form make it possible to
choose the level of accuracy required. In practice, of course, it is necessary to compromise be-
tween the desired accuracy on the one hand and the size, speed and dissipation of the circuits
on the other. At Philips Research Laboratories in Eindhoven a computer system has been
installed and a listening room built for the specific purpose of simulating digital signal proces-
sing on a computer and subjectively appraising the audible result. [n this way it is the ear that
ultimately decides how many bits are needed in each signal proce&sing step in order to reach
the high quality that is possible with digital audio technology.

Introduction

In audio engineering wide use is now made of digital
techniques both for storing audio signals and for pro-
cessing them. This enables a higher audio quality to
be maintained than is possible with traditional analog
methods. A frequency-response curve flat from 20 Hz
to 20 kHz, a signal-to-noise ratio of more than 90 dB
and nonlinear distortion of no more than a fraction of
a per cent are all feasible.

To achieve such values the audio signal to be digit-
ally processed must be represented by numbers
(‘words’) containing a sufficiently large number of
bits. Words of 16 bits are usual at the beginning and
end of the digital path, but during the signal proces-
sing the number of bits required is generally much
larger. This has an immediate impact on the design of
the circuits and on their size, of course. If the number
of bits per word is too small it can give rise to addi-
tional distortion of various kinds. If the number of
bits is larger than strictly required, the circuit is made
unnecessarily complicated. During the design of a cir-
cuit it is therefore important at an early stage to have
some understanding of the effect of the number of bits
per word on the output signal.

Ir L. 'D. J. Eggermont is with Corporate Product Development
Coordination, Philips International B.V., Eindhoven; Dr P. J.
Berkhout is with Philips Research Laboratories, Eindhoven.

It is a great advantage for the designer to be able to
simulate the intended functions with a computer. A
complete algorithm or a single logic element can be
programmed, so that simulation is also possible at the
level of the logic operations in an integrated circuit
— and ICs are usually the ultimate objective of the
design. Parameters relating both to the algorithm and
to the circuits can then be varied in the program, so as
to arrive at an optimum result in a flexible, interactive
method of design. Ifin addition the simulation can be
performed in ‘real time’, this may often be a further
argument for dispensing with ‘breadboards’, 1i.e. trial
circuits with discrete components, thus considerably
shortening the design time.

For evaluation of a digital audio circuit criteria are
necessary. Objective criteria, such as the frequency-
response characteristic, signal-to-noise ratio and dis-
tortion, can sometimes be calculated in advance at the
design stage; later they can then be measured with the
aid of test signals. For music and speech, however,
such measurements may not provide the necessary
information, since the original recording may already
have contained imperfections. Nor is it always pos-
sible to calculate the effect of a finite word length
analytically. What is more, it is not possible to predict
[*] PhilipsvTech. Rev. 40, 149-180, 1982.
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how combinations of different types of distortion will
be perceived by the listener. So tests with real listeners
are essential for an evaluation of the quality of a
digital audio circuit.

At Philips Research Laboratories in Eindhoven a
computer system has been installed for the specific
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16 minutes of stereo music. The other disks are used
for temporary storage of provisional results of sig-
nal processing not performed in real time, and also
for storing programs. There is also a magnetic-tape
storage facility for signal archiving and program ex-
change.

Fig. 1. Listening room and adjoining computer room. The listening room is well insulated against
extraneous noise {background sound level 18 dB(A)). A computer terminal provides the listener
with a direct control of the digital audio signal processing.

purpose of simulating digital audio signal processing,
where possible in real time. An adjoining room has
been fitted out for listening to the results (see fig. 1).
We shall now take a closer look at both of these instal-
lations.

The computer system

The computer system (see the block diagram in
fig. 2)is grouped around a 32-bit minicomputer, which
has a main memory of 2.5 Mbyte (1 byte = 8 bits).
A large memory capacity is necessary for processing
audio signals: 1 second of digitized audio (stereo)
occupies 200 kbyte (2x 50000 samples of 16 bits).
Four disc systems are therefore provided as on-line
random-access mass storage. One disk will store

The data input/outpur block (fig. 2) deals with the
input and output of analog or digital audio signals
either through on-line interfaces or from an off-line
data-collection system. Two audio signals can be digit-
ized or converted back into analog signals with an
accuracy of 16 bits at a maximum sampling rate of
100 kHz for each channel. The off-line data-collection
system consists of a digital magnetic-tape recorder, de-
veloped for this application, which is used for record-
ing digitized music and also for mass storage.

During listening tests a person can enter his assess-
ment into the computer from an input terminal. Prop-
erties of the audio signal heard in the listening room
can be shown on a display, permitting a direct com-
parison of visual and auditive presentations. It is pos-
sible, for example, to display the frequency spectrum
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or the waveform of a selected audio fragment. The out-
put equipment also includes a plotter and a printer.
Digital signal processing may sometimes require a
very large number of arithmetical operations such as
multiplications and additions. The computer is there-
tore connected to an array processor, designed to per-
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audio technology; we have already mentioned a sig-
nal-to-noise ratio of more than 90 dB. If a person
listening to audio programmes with such a dynamic
range is to be able to perceive weak noise and distor-
tion without having to increase the gain to such an
extent that signal peaks approach the threshold of

disk

g

program

Fig. 2. Block diagram of the computer system for simulating digital audio signal-processing
operations. Some of the peripherals grouped around a 32-bit minicomputer were developed for
this application. The data-colleciion system is a digital tape recorder, the polling station enables
the listener to give his assessment as direct computer input. The array processor performs vector
operations on 16000 numbers, enabling the digital audio signals to be processed in real time.

form high-speed vector operations with a maximum of
16000 numbers. This array processor can perform
12 million floating-point operations per second. There-
fore processing digital audio signals in real time is pos-
sible for many algorithms.

A software package in a high-level language is
available for the analysis of original and processed
signals. The package includes modular programs for
interactive signal processing and synthesis. A well-
organized file-management system stores and retrieves
the data required for the programs. Also contained in
the software package are programs for simulating
various digital operations on the audio signals, such
as encoding, equalization and ‘teeth’ filters for digital
reverberation.

The listening room

The listening room, where the effect of the signal
operations can be evaluated without disturbance from
extraneous sounds, has a volume of about 45 m2. One
of the main requirements to be met by such a room is
a very low interference noise level. This is because of
the very wide dynamic range made possible by digital

pain (about 120 dB above the threshold of audibility,
i.e. above an acoustic power of 10712 W/m? carried by
the sound wave), then the background sound level in
the listening room must be low.

In our listening room this level is 18 dB(A). (The
‘A’ indicates that the frequencies in the measurement
were weighted with respect to a standard curve A,
which approximates to the sensitivity curve of the
human ear at low levels.) This level is only found in
good recording studios. Such a low level can only be
reached by careful sound insulation: a ‘floating floor’
is fitted, i.e. a floor with a resilient connection to the
concrete floor of the building structure, and the walls,
which stand completely free from the concrete struc-
ture, are weighted with lead.

The intention is that the sound reaching the listener
from the loudspeakers should be affected as little as
possible by the acoustics of the room. The walls are
therefore made highly sound-absorbent, so that the
listener perceives the sound as coming mainly from
the loudspeakers. This gives an exceptionally short
reverberation time, between 0.2 and 0.3 seconds.

As mentioned earlier, there is a display in the listen-
ing room on which frequency spectra, waveforms etc.
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can be shown. One can vary the signal-processing
algorithm, as well as the parameters involved, from
the listening room, so that the design procedure can
be interactive.

Two examples of the design of a signal-processing
algorithm

Physiological volume control

The human ear does not have a flat frequency re-
sponse. Moreover, its response depends on the sound
level: the weaker the sound, the more the frequency-
response curve differs from a straight line. At low
levels there is a pronounced maximum in the sensi-
tivity between 2000 Hz and 5000 Hz (see fig. 3).

This has its effect on the fidelity of the sound repro-
duction. If a piece of music is played back at a level
different from the level at which it was recorded — the

playback level will usually be lower — the ‘tonal
balance perceived will not be the same as during the
recording.

This was realized long ago, and since then efforts
have been made to apply a correction by connecting a
simple filter network to a tap on the volume control.
A more accurate correction is possible, however, by
building a digital filter whose coefficients vary with the
position of the volume control. Fig. 4 shows the cor-

‘rections that are necessary at different sound levels to
maintain the tonal balance, taking a reference sound
level of 60 dB where the filter curve is flat.
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Fig. 3. The human ear does not have a flat frequency response. In
the above graph (after H. Fletcher and W. A. Munson [11) each
curve connects sinusoidal tones of different frequency f that sound
equally loud to the human ear even though the power level Lp is
different: the level of subjective loudness (expressed in phons) is
constant on each curve. The curve for 0 phon is the audibility
threshold; it gives the power level of the tones that are only just
audible, i.e. have a loudness level of 0 phon. The deviation from a
flat response differs for different sound levels and increases as the
level decreases. When music recorded on tape or disc is played back
at a level different from the recording level, the subjective balance
between low and high tones is different from that at the original
level. Attempts are made to correct for this with a filter whose
characteristic depends on the volume setting (physiological volume
control).
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Fig. 4. Various correction curves for the frequency response during
sound reproduction at different levels (30 dB ... 90 dB; physio-
logical volume control). The transfer function H(w), obtained by
means of a digital filter, is adjusted to the position of the volume
control.

The curves in fig. 4 could not be obtained by using
standard programs for the design of filters, since these
were written for designing highpass, lowpass or band-
pass filters. The characteristics of fig. 4 were therefore
modelled interactively with a minimum number of
poles and zeros. The result was visually compared
with the curves indicated by fig. 3, and assessed by
listening tests. )

A problem encountered when translating the com-
puter-simulated curves of fig. 4 into hardware con-
cerns the effect of finite word length. Digital words
sometimes have to be rounded off to a given number
of bits, or are truncated. A theoretical analysis was
made of the effects of quantization and overflow and
a computer simulation was performed. Listening tests
were made to give a comparison with a simulation
using the full computer word length.

It turns out that at least three poles and zeros are necessary to
give a good approximation to the curves in fig. 4. The general form
of the filter transfer function is then

a+bzt +cz? 4+ dz8

1+ez ' +fz2 4 gz8°

To find the frequency response it is necessary'to calculate the abso-
lute value of this transfer function for z~! = e3¢7, where w is the
angular frequency and T the sampling period. For an approxi-
mation to the upper curve (90 dB) in fig. 4 the coefficients are
found to be: @ = 23.9397, b= —43.2, ¢ = 24.417, d = —4.1406,
e= —1.77121, f= 0.7838 and g = 0. With these coefficients an
accuracy, of 12 bits gives a satisfactory sound quality, as confirmed
in comparisons with a simulation using the full computer word
length in listening tests.

For analysing the effects of quantization the impulse response is
calculated from the point where the quantization is introduced as
far as the output. ‘Overflow’, i.e. the result of exceeding the signal
amplitude that can be expressed by the given number of bits, is de-

H(z) =
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tected by applying a pulse to the input and seeing whether the
response at a particular point exceeds a certain amplitude. To avoid
overflow 10 extra bits are required for the internal representation
and the word length at the output must be 6 bits longer than at the
input. With a 16-bit input signal the internal word length must thus
be 26 bits and the word length at the output 22 bits. If the output
signal is subsequently quantized to 16 bits, this final quantization
step will determine the signal-to-noise ratio at the output. '

Reverberation

In connection with an investigation of electronic
reverberation systems being carried out elsewhere in
the laboratory, simulations of digital reverberation
.circuits were made. Reverberation is the sum of a
large number of delayed versions of the sound signal,
each with its own delay. In digital audio technology
reverberation is produced by means of delay lines.
The output of such a delay line can be fed back
through a filter to the input, so that the filtered signal
travels along the delay line again, and so on ( fig. 5).
We'prefer to call the circuit thus produced a ‘teeth fil-
ter’ 21, In this way the long delays necessary for
reverberation can be built up.

These long delays create problems in an investiga-
tion of the consequences of finite word length and
overflow, however, because it is difficult to find a
closed-form expression for the desired impulse re-
sponse. In this way it is only possible to estimate the
number of bits required in the worst case.

The transfer function of the teeth filter in fig. 5 is

z—m

Y(z)

X@) 1-z"H(@)’
where m is the number of signal samples stored in the delay line and
H(z) is the transfer function of the filter in the feedback loop. This
filter was introduced to give the reverberation a natural tonal
colour, i.e. a natural frequency response. The number of poles
ranges from 2000 to 4000 at sampling rates of 40 to 50 kHz; this
large number makes the analysis difficult. An analysis has been
given of the effects of finite word length and overflow for the case
where H(z) is a first-order recursive filter [3!, However, the results
of this analysis only apply directly to a signal whose amplitude does
not change significantly during the entire duration of the impulse
response (1-5 s), and this is not generally the case with music.

11 H. Fletcher and W. A. Munson, J. Acoust. Soc. Am. 5, 82,
1933/34.

121 This filter is not really the same as the well-known comb filter.
If H(z) is a constant its frequency characteristic consists of a
succession of real-frequency poles, whereas the frequency
characteristic of a comb filter consists of a succession of real-
frequency zeros. See L. R. Rabiner et al., Terminology in
digital signal processing, IEEE Trans. AU-20, 322-337, 1972.

31 P.J. Berkhout and L. D. J. Eggermont, Some design issues in
digital signal processing for digital-audio systems, Proc.
ICASSP 82, Paris 1982, pp. 81-84.
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A digital reverberation system will have not just one
teeth filter but a combination of teeth filters, and they
will also be connected to other processing modules.
To limit the word length it is necessary to scale the
amplitude of the signals between the different opera-
tions. The scale factors are obtained in part from a
statistical analysis, but with a signal that varies as
greatly as music the scale factors have to be verified in

Hlz)
x(n) T yin)
v(z) oz

X(z) = 1-z"H(z)

Fig. 5. Teeth filter for artificial reverberation. The digital input sig-
nal x(n) (where # is the serial number of the signal sample) is stored
in a delay line for m sampling periods, each of duration T, and then
passed as y(n) to the output. The output signal y(n) is then added to
the input signal, via a filter A, and delayed once again. If in a hypo-
thetical case the input signal consisted of one very short pulse (one
sample differs from zero, all the others are zero), then this pulse
would appear at the output after mT seconds and again after-each
successive period of mT seconds, although affected by the filter H.
The representation of the transfer function of the feedback system
in the frequency domain has a series of maxima at regular intervals,
which suggests the name ‘teeth filter’.

listening tests. It has been found that a word length of
more than 22 bits is necessary in the filters for 16-bit
quality to be maintained from input to output, corre-
sponding to a signal-to-noise ratio of more than 90 dB.

The example of digital reverberation, like that of
physiological volume control, shows that it is a great
advantage at the design stage if computer simulation
is available, preferably interactive, and with real-time
signal processing capability. The listening tests that
are indispensable in such a design process can then be
made immediately. The facilities outlined here meet
these requirements and considerably reduce the design
time for digital audio circuits.

Summary. At Philips Research Laboratories, Eindhoven, facilities
are available for rapidly and flexibly designing the algorithms used
in the digital processing of audio signals. The facilities consist of a
computer system and a well-insulated listening room in which the
background level is 18 dB(A). The algorithms can be simulated by
the computer system and immediately applied to music signals
stored in digital form on magnetic disks or tapes. While listening to
the results the listener can vary parameters and can also see the
resulting spectrograms or waveforms on a visual display. Algo-
rithms that have been developed for physiological volume control
and for artificial reverberation are discussed as examples of the
capabilities of the system; the number of bits of word length that
should be used in the signal processing if the operations are not to
impair the sound quality has been indicated.
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An integrated switched-capacitor filter for viewdata

A. H. M. van Roermund and P. M. C. Coppelmans

Any ordinary colour television set can be adapted for the display of “videography’ by adding a
special decoder circuit. We use the general term “videography’ as a name for a large number of
different systems in which text and simple graphics are converted into a digital signal in ac-
cordance with fixed rules. This digital signal can be transmitted as part of a television signal
(teletext) or sent upon request to one particular subscriber via an ordinary telephone line
(videotex, or more specifically, viewdata). A subscriber to a viewdata system needs a ‘viewdata
modem’ for the connection between his television set and the telephone line. An important
component in the modem is the receive filter. The authors of this article have realized this filter
as a single integrated circuit by making use of the rather new technique of switched-capacitor *

filters.

Introduction

The theory and design of electrical filters have long
had an important part to play in electronic engineer-
ing. Filters enable the different frequency components
of a signal to be treated in different ways. The great
majority of filters are used to stop the transmission of
certain frequencies (or frequency bands) while others
are passed. Filters are therefore very widely used in all
kinds of telecommunication equipment (in radio, tele-
vision, telephony and so on). At first filters were built
up from the three basic elements encountered in the
theory of electrical networks: inductors (L), resistors
(R) and capacitors (C). As time went by, whole classes
of filters evolved, each with their advantages and dis-
advantages. There are for example doubly terminated
LC filters, bpilt entirely from inductors and capacitors
except for the two terminating resistors. The great ad-
vantage of these filters is the relatively small change in
filter characteristics when the element values depart
from the theoretically ideal values. These filters are
therefore said to have low parameter sensitivity. They

Ir A. H. M. van Roermund and P. M. C. Coppelmans are with
Philips Research Laboratories, Eindhoven.

do have one great disadvantage, however: they include
inductors. These are relatively large, heavy and ex-
pensive, especially for applications at low frequencies.
Also, it is almost impossible to make inductive ele-
ments as part of an integrated circuit. New filter types
in which there are no inductors have therefore been
sought for many years [11-[31 This objective can be
achieved by using active elements, such as amplifiers.
Well-known examples are active RC filters, composed
of resistors, capacitors and operational amplifiers,
and gyrator filters. Unfortunately, active RC filters
have poorer parameter sensitivity. On the other hand,
the low parameter sensitivity of LC filters can be re-
tained, if the rules for design are properly ‘translated’
for other types of filter. The LC filters therefore still
remain of considerable interest,has we shall see later in
this article.

1 D, Blom, H. W. Hanneman and J. O. Voorman, Some induc-
torless filters, Philips Tech. Rev. 33, 294-308, 1973.

2] J. 0. Voorman, W. H. A. Briils and P. J. Barth, Integration of
analog filters in a bipolar process, IEEE J. SC-17, 713-722,
1982.

181 M. S. Ghausi and K. R. Laker, Modern filter design: active RC
and switched capacitor, Prentice-Hall, Englewood Cliffs, 1981.
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All the filters we have mentioned so far are analog
filters. The signals in these filters can change in value
at any moment and can take any value between two
extremes. These analog signals are thus continuous in
time and in amplitude ( fig. 1a). Another kind of filter
that has been known for some time is the digital/ filter.
These filters rather resemble small computers: the sig-
nals consist of series of numbers and the filter opera-
tions are implemented as a succession of simple arith-
metical operations such as multiplication, storage and
addition. Since these digital signals are built up from
clearly separated successive numbers (‘samples’) that
can each take only a finite number of different values,
they are discrete in time and in amplitude (fig. 15). A
digital filtér is in general highly suitable for design in
integrated-circuit form and represents an interesting
method of making filters.

Recently a very promising third category of filters
has attracted increasing attention: sempled-data fil-
ters. In these filters the signals can change value at
certain instants only, but then they can take any value
(between two extremes). Signals of this type can be
obtained by periodically taking samples of an analog
signal with a sampling circuit (fig. 2a). The signal
level after sampling is often held constant for a time
by a holding circuit. We then obtain signals like those
shown in fig. 2b or c¢. All these signals can be con-
sidered to consist of a series of signal elements of fixed
shape and duration but of arbitrary value. To put it
another way, they are discrete in.time and continuous
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Fig. 1. @) An analog signal can have any amplitude A at any time #;
it is continuous in time and continuous in amplitude. b) A digital
signal is discrete in time and discrete in amplitude; it can be com-
pletely represented by a series of numbers that can each take only a
finite number of different values. A digital signal is usually rep-
resented graphically by a sequence of points on a fixed ‘grid’ as
shown here. g quantization step, T sampling interval.
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in amplitude. In most sampled-data filters now in use
the signal elements are represented by packets of elec-
tric charge, which are passed on within the filter at
regular interyals and thus processed. This can be done
for example by means of capacitors that are periodic-
ally switched to give a continuing redistribution of the
charge packets. This gives a switched-capacitor filter,
often abbreviated to SC filter. Some of the properties
of SC filters correspond to those of analog filters,
while others more closely resemble those of digital
filters. We shall have more to say about this later.
For the moment the most important feature is that SC
filters are readily fabricated in integrated-circuit tech-
nology, although for the present the frequency range
in which they offer the greatest advantage goes no
higher than 100 kHz.

TO L'Hlll I|
T [T
TO—| Hn Hﬂﬂ
Q = UUHUU_.t
TO{I——LLL‘ —'_r
c r L—l—\_l_,_,—’t

Fig. 2. A sampled-data signal can take any value A, but only at cer-
tain times, separated by T, the sampling interval. It can be obtained
by sampling the value of a given analog signal at regular intervals
(a). The level of the sampled-data signal is often held constant fora
time after sampling (b and c). In all these cases the signal can be
considered as a series of signal elements of fixed shape and fixed
duration T, but of arbitrary amplitude. These signals-are therefore
said to be discrete in time, but continuous in amplitude. The exact
shape of the signal elements is not of importance for the informa-
tion (e:g. speech or music) carried by the signal. The signals in (a),
(b) and (c) are fully equivalent in this respect.

However, we should note that a sampled-data signal can also be
considered as an analog signal that is subject to certain constraints:
its value is indeed defined for every time ¢, but cannot vary freely. If-
we consider a sampled-data signal in this way and process it ac-
cordingly, e.g. in an analog filter, then the exact form of the signal
elements is of importance for the final result. The same analog pro-
cessing of the signals (@), (b) and (c) can then lead to slightly dif-
ferent final results.
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In this article we shall describe an integrated view-
data filter fabricated in MOS technology [4! as an
example of an SC filter. The description will include a
discussion of the fundamental principles of these fil-
ters and of the essentials of the design process that
resulted in a filter on a single chip, which is ready for

use without any adjustment. First of all, however, we.

must say something about the viewdata system, for
which the filter is intended. ’

Videography

A conventional analog TV signal can represent
practically any picture, complete with movement. In
videography, on the other hand, a binary digital sig-
nal — i.e. a succession of bits (‘ones’ and ‘zeros’) —
is used to give an encoded representation of let-
ters, numbers and simple graphic symbols only.
Videography is also usually limited to stationary pic-
tures and its resolution is rather less than that of
ordinary TV. However, much less information has to
be transmitted. It is therefore possible to accommo-
date broadcast videography (feletext '®1) in an unused
part of the transmitted television signal or to provide
interactive videography (videotex, or more specifically
viewdata) via the ordinary telephone system.

Although a teletext picture may look remarkably
like a videotex picture, the two systems are quite dif-
ferent. In teletext the pictures to be added to the
ordinary TV signal at a fixed rate are selected centrally
at the studios. The viewer only decides which of the
‘passing’ teletext pictures will be displayed. To keep
down the average waiting time, the number of dif-
ferent pictures (or ‘pages’) that can be consulted is
restricted to a few hundred at the most. These pages
therefore mainly contain subjects of general interest,
such as the latest news, the weather forecast, sports
results, traffic information, summaries of radio and
TV programmes or subtitles for TV programmes
transmitted simultaneously.

In videotex the viewer orders each picture separately
from a central computer via the telephone network;
hence the designation interactive videography. There is
no direct relation between the number of different
pages available and the average waiting time. In prin-
ciple this number is therefore unlimited.

The videotex system can make all kinds of data

bases accessible to anyone, with contents from stock-

exchange prices and tourist information to catalogues
of mail-order companies and encyclopaedias. Video-
tex offers a number of facilities that teletext does not
have. It is possible for example to charge the sub-
scriber for a transmitted page, since the information
is only provided on demand. It is also possible to
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make certain pages available only to certain users
(e.g. regular subscribers). Also, in certain circumstan-
ces a user can respond by booking a journey, say, or
placing an order (‘teleshopping’). It is also possible
for videotex subscribers to send certain messages (e.g.
greetings telegrams) to one another. So in this way
videotex offers a simple form of electronic mail.

The introduction of videography has been accompanied by a
flood of new terms, which sometimes are very confusing to both
outsiders and insiders. The definitions for videography, teletext and
videotex, as gi\"en above, have recently been proposed by some
international bodies, including the IEC and the ITU [6], Teferext
has different names in different countries: Teletekst (the Nether-
lands), Videotext (Germany), Ceefax and Oracle (United Kingdom),
Didon-Antiope (France). For videotex the situation is even more
coniplicated. The original idea for videotex came from Britain,
where it was first called viewdata. Then systems with different tech-
nical aspects and different names began to appear in other countries.
At the same time some of the operating organizations introduced
new names for technically identical systems. So now we have Viditel
(the Netherlands), Bildschirmtext (Germany), Prestel and, shortly,
Panda (United Kingdom), Teletel (France), Videotel (Italy), Telidon
and Vista (Canada), Datavision (Sweden), Teledata (Denmark and
Norway), Telset (Finland) and Captain (Japan).

To increase confusion even further a service called teletex has
recently become available in some countries. However, this has
nothing at all to do with videography, but is an improved version of
the long-established telex.

In this article we shall pay particular attention to a filter from a
modem for the original viewdata system. Such a filter is suitable for
alarge number of the other videotex systems, but is not automatic-
ally suitable for all of them. To emphasize this point, we shall con-
tinue to use the term viewdata in this article, even though this name
seems to be falling out of favour in some quarters.

Viewdata modem

An essential condition for the use of videotex is the
existence of a two-way connection between the sub-
scriber and the videotex computer. This connection is
set up via the telephone network ( fig. 3 and 4). To con-
nect the subscriber’s television set to the telephone
network there must be a modem (from modulator/
demodulator). In the viewdata system, the series of
ones and zeros that represent the subscriber’s com-
mands are first of all encoded in the modem into series
of tones at 390 or 450 Hz. These series of tones can be
sent to the computer via the telephone connection.
Another series of tones, at 1300 or 2100 Hz, is

(41 1t is interesting to note that the same viewdata filter has been
described as an example in [2]. However, there a completely
different approach was used to obtain an integrated-circuit
version. The filter was an analog filter, based on gyrators, and
fabricated in a bipolar process. .

I51 J. Q. Voorman, P. J. Snijder, J. S. Vromans and P. J. Barth,
An automatic equalizer for echo reduction in Teletext on a
single chip, Philips Tech. Rev. 40, 319-328, 1982.

6] YEC = International Electrotechnical Commission.

ITU = International Telecommunication Union.
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received in the modem and translated back into the
ones and zeros that represent the viewdata pictures.
Information can be sent from the subscriber to the
computer at the rate of 75 bits/s and simultaneously

TV Ant.
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in the reverse direction at 1200 bits/s. An important
component of the viewdata modem is the receive fil-
ter. This filter must pass the signal arriving for the
subscriber with the minimum of distortion and at the

..

—

FriliEs Yieodats

.ug ® for more inforsation

Fig. 3. @) Basic diagram of a videotex connection. The TV receiver is connected to the videotex
computer V, which contains all the information, via two modems M and the telephone line L. The
telephone T is used for making the connection. Once this has been made, the user communicates
with the computer via the TV remote control R. Ordinary television programmes, including tele-
text signals, can be received with the antenna A/, b) A videotex system in use. The telephone
handset has been replaced on its cradle, since the connection has been made and the user provides

all further commands via the remote control.

71 All the computer calculations for the simulation of the view-
data connection and for the specification of the filter of fig. 6
were performed by our colleagues B. Huber, J. Kunze and R.
Liicker of the TEKADE Company, Nirnberg, West Germany.
They also decided on the signal flow diagram for the viewdata

~ filter and carried out the final optimization.

(8] Recently our colleagues at Mullard Application Laboratory,
Mitcham, Surrey, England, have made a ‘two-chip’ version of
a videotex modem. One of these chips contains an SC filter
with roughly the same characteristics as the ones given in fig. 5.
The main differences from the integrated filter ot this article
are: their filter has an 8th degree transfer function, it is formed
from 4 second-order sections (‘biquads’) and it has been fabri-
cated in NMOS technology. Further details are given in: R.
Sharpe, LUCY/LUCINDA — A tully integrated solution to
Videotex terminal interfaces, |EEE Trans. CE-29, 492-497,
1983. A publication on the same subject will also appear
shortly in Elcctron. Components & Appl.

same time it must attenuate all interfering signals
(particularly 50-Hz mains hum, the signal sent by the
subscriber himself and noise) as much as possible. In
more spccific terms this requires:
¢ low distortion due to attenuation and group delay
in the passband (1100 to 2300 Hz),
o more than 50 dB of attenuation at 50 Hz,
« more than 50 dB of attenuation between 390 and
450 Hz and
« more than 28 dB of attenuation above 3400 Hz.

A computer program that can simulate a viewdata
connection has been used to find a filter transfer func-
tion that meets this specification. The result was a 9th-
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degree transfer function with the attenuation charac-
teristic and group-delay characteristic shown in fig. 5.
Other computer programs that have been available
for a long time could then be used to calculate a fully

SWITCHED-CAPACITOR FILTER FOR VIEWDATA 109

doubly terminated LC filter, could be directly applied
in the viewdata modem. But because of the inductors
(and especially the coupled inductors L3, L4 and Ls)
it cannot be made as an integrated circuit. However,

Fig. 4. The business user often prefers to use special versions of videotex equipment. The colour
TV receiver is then replaced by a simpler colour monitor and a complete keyboard is substituted
for the remote control. The photograph also shows special equipment for making a print of the
information on the screen. The modem can be seen below the telephone.

specified filter from these curves. In fig. 6 we show as
an example a doubly terminated LC filter that has
been derived in this way ["). In principle there are a
large number of LC filters with the desired character-
istics. One of the special features of the filter shown
here is the small ratio of the largest to the smallest
values of the different elements. The circuit of fig. 6,
which meets all the stated filter requirements and also
has the desirable low parameter sensitivity of the

we shall show later that this circuit is very useful as
the starting point for the design of an integrated SC
filter (87,

SC filters
Fundamentals

SC filters are readily integrated because they are
built up from three kinds of components that are
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highly suitable for fabrication in a single process.
These are switches, capacitors and amplifiers, which
can all be integrated successfully in the well-known
MOS (Metal-Oxide Semiconductor) technology °!. In
these components use is made of the following unique
combination of features, which MOS circuits have but
bipolar circuits do not.
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Fig. 5. a) Attenuation characteristic of the receive filter of a view-
data modem. The figure clearly shows the passband (centre 1700 Hz)
for the received signal and the stopband (centre 420 Hz) for the
subscriber’s own signal. Attenuation is also necessary at lower
and higher frequencies because of 50-Hz mains hum and noise.
b) Group-delay characteristic of the same filter in the passband.
The distortion of the received signal is determined by the shape of
both curves in this band. & attenuation, 7 group delay, f frequency.
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Fig. 6. A possible implementation of the characteristics of fig. 5 in
the form of a doubly terminated LC filter. L inductance, C capaci-
tance, R resistance. For this filter LgLg -+ L3Ls + L4Ls = 0, which
implies that at least one of the three inductances Ls, L4 and Ls must
be negative. This can be achieved by combining L3, L4 and L; in a
transformer.

—1 L

Fig. 7. Symbolic representation of an MOS transistor. S source,
G gate and D drain. If the transistor is used as a switch, a gating
signal is applied to G; this gating signal is used to make or break the
connection between S and D as required. If the transistor is used as
an amplifier, the signal to be amplified is generally applied to G.
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« An MOS transistor used as a switch has a very high
impedance between the source S and the drain D in the
switched-off state (fig. 7). Electric charges on small
capacitors (e.g. 1 pF) connected to the source or drain
will therefore continue to be stored for a relatively
long time (up to several milliseconds). In a bipolar
transistor the minority carriers cause recombination
currents and hence a change in the stored charge.

¢ The coupling between the gate G (fig. 7) of an MOS
transistor and the source and drain is purely capaci-
tive. This has two consequences. If the transistor is
used as a switch, there will be no loss of charge from
G to Sor D. If it is used as an amplifier, the quantity
of charge stored in a capacitor can be read out con-
tinuously and non-destructively via G.

e An MOS transistor can be made completely sym-
metrical, so that the source and drain cannot be dis-
tinguished from one another and have completely
interchangeable roles. It therefore makes no difference
to the transistor whether the voltage difference be-
tween S and D is positive, negative or zero. (To em-
phasize this point we have used a symmetrical symbol
for the MOS transistor; there is also an asymmetrical
symbol in which G is shown opposite to S.)

« Both the dimensions and the parasitic capacitances
of an MOS transistor can be very small.

As the name indicates, SC filters contain switched
capacitors. These can be compared with resistors in
some respects. Fig. 8a shows the combination of a
changeover switch with a capacitor of capacitance C.
If we assume that in a period T the switch first takes
the left-hand position and then the right-hand posi-
tion, the capacitor will be charged first to a value

g1 = Cv;
and then to
q2 = C'Uo.

In time 7 a total charge Ag will travel from left to
right, where

Ag=q1— gz =C(vi — o).
This corresponds to a mean current i given by

B C(vi —vo)
T T )

If the frequencies in which we are interested are suffi-
ciently low compared with the switching frequency 1/T
(we usually speak of the sampling rate or clock rate),
then we can consider the switched capacitor in fig. 8a
as a resistance of value R= T/C (fig. 8b). We can
make the changeover switch in fig. 8a with the aid of
two MOS transistors that are switched alternately on
and off by clock signals ¢; and ¢ 2 of period 7'( fig. 9).
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An RC network of the 1st order with a time con-
stant 74 = R1C? can be approximated by combining a
switched capacitance with a fixed one (fig. 10). The
associated time constant 7sc is then given by

Tsc = = T
1

(if the sampling rate 1/T is sufficiently high). This
demonstrates two general properties of SC filters: time
constants are proportional to capacitance ratios and
inversely proportional to the clock rate. In modern
integration processes capacitance ratios can be repro-
duced to an accuracy of 0.1% without difficulty and
clock rates can be even more accurately set. In addi-
tion the capacitance ratios of integrated capacitors
vary only slightly with temperature or capacitor volt-
age, especially if the capacitors are close to one an-
other on the chip. If moreover we decide on a type of
filter that intrinsically has low parameter sensitivity,
then we can obtain the following impressive combina-
tion of desirable features:
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Fig. 8. a) A switched capacitor C s charged alternately to a voltage
v; and a voltage v, at a frequency 1/7T. The charge transfer thus
produced corresponds to a mean current i = C(v; — v,)/T. b) At
low frequencies this circuit is equivalent to a resistor R = T/C.

by ¢z T
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Fig. 9. In MOS technology the switched capacitor of fig. 82 can be
made with a fixed capacitor C and two switching transistors,
operated by two different clock signals, ¢ and ¢2. Each transistor
only makes its connection when its clock signal has a high value.
The two clock signals are never allowed to have a high value both at
the same time.
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Fig. 10. a) Passive Ist-order RC filter and b) the SC filter derived
from it with Cy = T/R,. The SC filter is a good approximation to
the RC filter for frequencies that are low with respect to the switch-
ing frequency or sampling rate 1/T. .
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« filter can be fully integrated;
« very high accuracy, without trimming (e.g. devia-
tions of only 0.05 dB in the passband);
o very low temperature coefficients;
 processing conditions for manufacture are not cri-
tical, so that SC filters can easily be combined on a
single chip with other circuits, such as logic circuits,
oscillators, rectifiers and comparators; .
o small dimensions (e.g. 0.2 mm? per filter pole) so
that high-order filters can be produced on a single
chip; .
« low power consumption (e.g. 0.1 to 1 mW per filter
pole);
¢ no analog-to-digital or digital-to-analog converters
are necessary for applications with analog signals;
« frequency response can be scaled by changing the
clock rate;
e no quantization as in digital filters and hence none
of the accompanying negative effects it introduces
(stability problems, preference for certain filter struc-
tures).

Beside these advantages there are a number of limi-
tations. The most important ones are:
¢ The desirable features of SC filters (especially those
relating to surface area, power and accuracy) are for
the present only available in a limited frequency range
(for signals up to about 100 kHz).
« An extra analog filter may be necessary before or
after the SC filter to suppress frequency components
higher than half the sampling rate.
o If an SC filter is the only component in a system
that requires a clock signal, this implies a certain com-
plication.
» SCfilters introduce noise into the signal (typical sig-
nal-to-noise ratios are 70 to 80 dB).
« Like all active filters, SC filters take some electrical
power from the supply; usually this is very low, how-
ever.
» SCfilters can introduce more distortion than LC fil-
ters. (Distortion, power consumption and signal-to-
noise ratio can be traded against one another at the
design stage.)
* SCfilters can off-set the d.c. level of the signal (by
10 to 100 mV).

SC filters with amplifiers

With the aid of fig. 8-we showed how a switched
capacitor could be modelled as a resistor. In principle
with such a model we could replace any resistor from
any passive RC filter by a switched capacitor and

(9] Special issue on MOS transistors and MOS circuits, Philips
© Tech. Rev. 31, 205-295, 1970; : v
B. B. M. Brandt, W. Steinmaier and A. J. Strachan, -
LOCMOS, a new technology for complementary MOS
circuits, Philips Tech. Rev. 34, 19-23, 1974.
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hence derive an SC version of that filter. Indeed, that
was what we did for an RC filter of the first order
(fig. 10). However, this approach will not take us very
far. In the first place our model is only an approxima-
tion. Moreover, we can only apply the technique to
passive RC-filter prototypes with their inherently low
selectivity. Finally, this approach yields SC filters that

turn out to be very sensitive to the parasitic capaci-’

tances encountered in a practical integrated circuit. To
avoid these difficulties and to make use of as many of
the advantages listed in the previous subsection as we
can, we have to include special amplifiers in our SC
filters. In the literature these amplifiers are usually
called ‘operational amplifiers’, or just ‘op-amps’.
Since we think the term ‘operational’ is something of
a misnomer here, we shall not apply it for these ampli-
fiers in the rest of the article.

An operational amplifier is a universally applicable amplifier with
two inputs. The difference voltage between these two inputs acts as
the input signal, and there is usually a single output. The input
impedance, the gain and the bandwidth are very high, while the
output impedance is extremely low. Between the output and the
(inverting) input negative feedback is almost always used to give the
desired amplifier response.

The differential amplifiers that we use in SC filters have a high
input impedance and a reasonably high gain (e.g. a voltage gain of
10000), but a fairly high output impedance and a bandwidth that
must be separately ‘tailored’ for each amplifier, and should not be
larger than strictly necessary, because of noise (e.g. 400 kHz). These
amplifiers clearly have a number of features that are specific to their
abplication, and are not really the same as the universal operational
amplifiers. We shall return to these special amplifiers later.

The use of amplifiers in SC filters can be illustrated
with the aid of fig. 11. This figure shows first of all an
analog integrator, as widely used in active RC filters.
It consists of a resistor, a capacitor and an amplifier.
Next to it an SC approximation to it is shown. Making
use of the complex variable p and the Laplace trans-
forms Vi(p) and Vo(p) of the input and output volt-
ages v; and vo, we can describe the analog integra-
tor 1291 in terms of the transfer function H(p):

Vo(p) -1
i(p) PRiCy’
The transfer characteristics of the analog integrator
for a sinusoidal signal of angular frequency w rad/s
are given by the frequency response Ha(w). We can
derive Ha(w) from H(p) by putting p = jw, where j is
the imaginary unit (= 1/—_1). We find

H(p) = (1)

-1
joR1C2
(The subscript A indicates ‘analog’.)

Ha(w) = (2
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To determine the frequency behaviour of the SC fil-
ter from fig. 11 we first consider its operation in the
time domain. During clock phase I (i.e. when the
clock signal ¢1 is ‘high’, see fig. 9) the switch is in the
left-hand position. At the end of this phase, e.g. at
time ¢ = nT, the charge on the capacitor C; is C1vi(nT).
At that the moment there is a charge Czvo(n#T) on the
capacitor Cs as the result of all the previous events in
the filter. During clock phase 2 the switch is in the’
right-hand position. The amplifier always tries to bring
the voltage difference between its two inputs back to
zero. This is done by compensating the charge on Ci
with charge from Cz. The charge on C: therefore
diminishes by Civi(nT) and then remains constant
during the rest of the period T, i.e. until ¢t =nT+T.
The relation between the charges on Cz at the times
nT and nT + T is given by:

Covo(nT+ T) = Covo(nT) — Croi(nT). (3)

By varying the number #n, which is an integer, we
can use this equation to determine the behaviour of
the SC filter at all times separated by a multiple of T;
we shall not consider what exactly happens between
these times and we shall therefore consider the SC fil-
ter purely as a sampled-data filter. In fact equation (3)
is an example of the description of a discrete-time sys-

C;

C,
— —
Ry
+ +
b—0 + T 0 +
v Vi
Y% Gy Yo

a b

Fig. 11. @) Active 1st-order RC filter or analog integrator and b) the
SC filter derived from it with C; = T/R:. Here again the properties
of the two filters only correspond well for frequencies that are low
with respect to 1/T.
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Fig. 12. Discrete-time equivalent circuit for the SC integrator of
fig. 11 in the time domain (@) and in the complex-frequency domain
or z-domain (b). We clearly recognize three basic elements of dis-
crete-time systems: adder, delay element (indicated by T and z!)
and constant-factor multiplier (here —C1/Cs).
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tem by a difference equation. Just as we can directly
convert the description of a continuous-time system in
terms of a differential equation into a description in
terms of the complex variable p (the ‘Laplace trans-
form’), we can convert a difference equation into a
description in terms of the complex variable z (the ‘z-
transform’). To do this we replace v(nT) by V(2),
v(nT+T) by V(z).z and in general v(nT + mT) by
V(z) .z™. The equation above then becomes

Cs V°.(Z) .z =CaVo(z) — C1Vi(2). 4

The ratio of V5 (z) to Vi(z) is called the transfer func-
tion G(2) of the discrete-time system, and in this case
is given by

&)

From this G(z) we can derive the transfer character-
istics for a sinusoidal signal of angular frequency
w rad/s in the form of the frequency response Gp(w).
We find Gp(w) from G(z) by putting z = ¢/“7, where
j is again the imaginary unit, e the base of the natural
logarithms and 1/T the sampling rate of the discrete-
time system. Therefore:

Ci i
Cy T —1°
(The subscript D indicates ‘discrete’.) For frequencies

that are very much smaller than the sampling rate 1/T
(.e. wT < 1), 9T isapproximately equalto 1 + jwT.

Go(w) = — (6

The validity of this approximation can easily be seen by starting
from e3®T = coswT + jsinwT and applying the approximations
coswT =1 and sinwT = w7 for small values of wT.

In this way we find the frequency response Gsc(w)
of the SC integrator of fig. 11 at low frequencies:

C 1

C: joT
A comparison with Ha(w), found earlier in equation
(2), shows us that at low frequencies the two circuits
in fig. 11 are equivalent, provided that R; = T/C;.
This corresponds to our earlier derivation with fig. 8.
Also, we see again that the frequency behaviour is
determined by a capacitance ratio and the clock rate.

In equations (3), (4) and (5) we have given descrip-
tions in the time domain and the complex-frequency
domain (‘z-domain’) of the SC integrator of fig. 11 as
a purely discrete-time system. These equations can
also be represented by block diagrams (discrete-time
equivalent circuits). This has been done in fig. 12a
and b. A delay of T'in the time domain corresponds to

Gsc(w) = M
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a multiplication by z~! in the z-domain, as we have

indicated above. For the block diagram of fig. 12a we
have:
C1

'Ux(nT) = — C
2

vi(nT) + vo(nT)

and
vo(nT + T) = vx(nT).

Eliminating vx(#n7T) from these two equations gives
equation (3).
For the block diagram of fig. 125 we have:

1
Ve(z) = — N Vi(z) + Vo(2)

and
Vo(z) = z71 . Vx(2).

Eliminating Vx(z) here gives equation (4) directly.
Equivalent diagrams like those of fig. 12 are a very
useful aid in the analysis of SC filters as discrete-time
systems. They are particularly useful for filters of
complicated structure.

In going from the analog integrating circuit of fig. 114 to the SC
integrator of fig. 115 we have gone from a description in terms of
H(p) to a description in terms of G(z). We have also seen that for
low frequencies both integrators are equivalent if R, Cy =7. With
this condition we can characterize this particular transition as the
substitution of (z —1)/T for p in H(p); we then obtain G(z)
directly. This transition is called a transformation or mapping. In
fig. 11 we are concerned with ‘forward-difference mapping’. If in
any active RC filter of transfer function H,o(p) every analog inte-
grator is replaced by the SC integrator of fig. 115, we obtain the
resulting Gyoi(2) by substituting (z — 1)/T for every p in Hin(p).
The transformation rule thus completely establishes the nature of
the relationship between the frequency behaviour of the original
filter and that of the new filter. In practice different transformations
from the one in fig. 11 are usually used, since that particular trans-
formation entails relatively large differences between the frequency
responses corresponding to Gioi(2) and Hioi(p). We shall return to
this in the following section.

SC integrators

The SC integrator is a good starting point for build-
ing complicated SC filters. We have already encountered
one possible version of such an integrator in fig. 11.
There are a countless number of variations, however,
and a few of them are shown in fig. 13, with a discrete-
time equivalent circuit and the associated transfer
function G(z). The switches in this figure are shown in
the position that they take during clock phase I, i.e.
when the clock signal ¢1 is ‘high’. The other position
is associated with clock phase 2 (¢2 ‘high’).

[10] See p. 77 of [3].
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Fig. 13. Various types of SC integrator with corresponding discrete-time equivalent circuit and
transfer function in z. Comparing @ with b and ¢ with d shows that the clock phase with which the
output signal is read out clearly affects the behaviour of the circuit. All the switches are shown in
the position they adopt during clock phase /. Signals that occur during clock phase 2 are indicated
by an asterisk. Circuits b and d are of the LDI type (LDI stands for Lossless Discrete Integrator).
Circuit e represents the bilinear transformation of an analog integrator.

We see that in some cases input signal and output
signal occur during the same clock phase but not in
other cases. We must therefore take proper care when
connecting different integrators together. Signals that
occur during clock phase 2 are indicated by an
asterisk. If theinput signal occurs during clock phase 7
and the output signal during clock phase 2, the asso-
ciated transfer function has also been indicated by an
asterisk: G*(z). A difference in clock phase between
input and output is manifest by the occurrence of
fractional powers of z in G*(z). In practice there are
no output switches, but the input switches of the fol-
lowing integrators will automatically fulfil this func-
tion by operating them in the required clock phase.
We shall keep to the same convention in all the suc-
ceeding figures. ,

The integrators in fig. 13 differ from one another in
several respects; the following are the most important:

C2
IL
L1}
+ 0O
\ L .
Sy -
1 Vo
+C; -1:-'Cpar
-0 ! -
o I R I
G,
il
+ C] =
Vi > ——0 +
- i | + Vo
Tcparl ?CparZ -
b L I | I

Fig. 14. When an SC integrator is fabricated as an integrated cir-
cuit, unintended capacitances Cpar have to be taken into account.
In some configurations these parasitics have much more effect on
charge transfer from C; to C; than in others. The configuration of
fig. 11b is not very good in this respect (@); the configuration of
fig. 13a, b, ¢ and d is much less affected by parasitics ().
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o The frequency behaviour of an analog integrator is
approximated in various ways. This can be seen from
the fact that each of the SC integrators has a different
transfer function (G(z) or G*(z)).

« The sensitivity to parasitic capacitances, which are
always present in practical circuits, differs consider-
ably. If the sensitivity is high, a practical version of an
SC-filter design can behave completely differently
from the calculated version.

Of the SC integrators that we have considered so
far, the ones from fig. 13a to d are the most interesting,
since they are the least affected by parasitic capacit-
ances [31111] 'We can explain this better with the aid of
fig. 14. Here the parasitic capacitances that have to be
taken into account in practical circuits have been in-
cluded for two different integrator structures. In fig. 14a
there is one such parasitic Cpar, Which is completely
described by a departure from the desired value of the
capacitance Ci. In fig. 14b there are two parasitics,
but neither of them causes any trouble. The charge
that is collected on Cpar1 during clock phase 1 is dis-
charged to earth during clock phase 2 and does not
reach Csz. Since the amplifier keeps the voltage differ-
ence between its two inputs as close to zero as pos-
sible, Cpar2 is connected to the same constant voltage
during both clock phases; this parasitic will therefore
also have no effect on the charge transfer from C; to
Cqz. It can be shown in a similar way that the integra-
tor of fig. 13e is very sensitive to parasitic capacitance
and therefore less suitable.

In the integrators of fig. 1356 and d the input and
output switches are in antiphase. In a cascade of such
integrators the clocks ¢1 and ¢2 of adjacent stages
alternate in role.

The SC integrators of fig. 135 and d are ‘lossless discrete integra-
tors’ (LDIs) 11210181 and the SC integrator of fig. 13e is a ‘bilinear
integrator’ (BI) (11, In the LDI transformation G*(z) is obtained
from H(p) by substituting K;(z*2 — z=Y2)/T for p and in the bi-
linear transformation G(z) is obtained from H(p) by substituting
Ko(z — D/(z + DT for p, where K1 and K2 are constants. These
transformations are the only two known simple frequency transfor-
mations in which a direct relation can be found between the imagin-
ary axis (p = jow) of the p-plane and the unit circle (z = €/T) of the
z-plane and hence between the frequency responses before and after
transformation. They are therefore highly suitable for ‘translation’
of analog filters into discrete-time filters. There are a number of
clear differences between the two transformations, however (141,
One difference is that in the bilinear transformation the entire
imaginary axis is mapped on to the unit circle, whereas in the LDI
transformation there is a direct relation only if | p] < [2K)1/T|.In
the first case the entire frequency response of the analog filter trans-
lates to the frequency band from 0 to 1/2T Hz in the discrete-time
filter. In the second case the frequency behaviour of the analog fil-

ter below K1/nT Hz translates to the frequency band from 0 to -

1/2T Hz in the discrete-time filter. The bilinear transformation is
also widely used in the design of digital filters.
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We can readily extend any SC integrator to make it
into a circuit module that offers even more scope. This
can be done in various ways; an integrator can for ex-
ample be provided with more than one input ( fig. 15),
so that a linear combination of a number of signals
can be integrated. For fig. 15:

1 N2 Cs Va(z)

where we have made use of the z-transforms of the
input and output signals. The combination integrator/
adder is also widely used. This is shown in fig. 16 for
the circuit of fig. 13b. Such a combination circuit can
not only be used for integration but can also be used
to ‘weight’ and add signals. For fig. 16 we have
C1 z712
V * Z) = — — —
0*(2) = G 1— 2
We have to remember here that we are considering the
output signal during clock phase 2. This signal con-
tains a contribution from the preceding signal values
of v1 during clock phase I and from the current signal
value of v2* during clock phase 2. To emphasize this

) - % Va*(2).

[a]

v o + I+ : o Vy

-G,/C;

-G/c;

[[s ]

Fig. 15. An SCintegrator can be extended in various ways to form a
more complex module; here the integrator of fig. 13a has been ex-
tended by adding a second switched capacitor at the input. The
input signal now consists of a linear combination of the signals v
and vz (a). This can clearly be seen from the discrete-time equi-
valent circuit (b).

(1) K. Martin and A. S. Sedra, Strays-insensitive switched-capaci-
tor filters based on bilinear z-transform, Electron. Lett. 15,
365-366, 1979.

02) 1, T. Bruton, Low-sensitivity digital ladder ﬁlters, IEEE
Trans. CAS-22, 168-176, 1975.

18] G, M. Jacobs, D. J. Alistot, R. W. Brodersen and P. R. Gray,
Design techniques for MOS switched capacitor ladder filters,
IEEE Trans. CAS-25, 1014-1021, 1978,

(141 M, S. Lee and C. Chang, Switched-capacitor filters using the
LDI and bilinear transformatlons IEEE Trans. CAS-28,
265-270, 1981.
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Fig. 16. The combination of a summation circuit or ‘adder’ and an
LDI integrator with discrete-time equivalent circuit. Such circuits
form a versatile module for making complicated SC filters (@). The
discrete-time equivalent circuit gives a clear representation of the
operation (b). -

C2

R

o

Fig. 17. In some cases the output signal of an SC integrator is used
during both clock phases (a). This gives a combination of two
simpler circuits, in this case from fig. 13a and 135, as can clearly be
seen from the discrete-time equivalent circuit ().

we have provided C3 with an input switch, but in
practice there would not be a separate switch.

Another extension frequently found in practice is
obtained if the output signal of an amplifier is used
for further processing during both clock phases. A
simple example is shown in fig. 17. In fact this repre-
sents a combination of two simpler circuits, for the
circuit of fig. 17 can be considered as the combination
of fig. 13a and b.

Continuous-time and discrete-time

So far we have placed the emphasis on the discrete-
time nature of SC filters: we have shown how the filter
operation can be described by considering only times
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separated by an integral number of sampling periods
(or sometimes half-periods). This discrete-time ap-
proach is the natural method of describing SC filters
built up from smaller constituent parts as a complete
entity, e.g. so that the overall transfer function can be
determined. One characteristic discrete-time property
of SC filters is that the overall transfer function can be
varied linearly with the clock rate (this is also true
for digital filters). Another discrete-time aspect is the
requirement that the bandwidth of the signals we wish

. to filter must satisfy the sampling theorem. They must

contain no frequencies higher than half the sampling
rate; otherwise there could be trouble from ‘aliasing’
in the SC filter. This usually requires a simple ‘pre-
filter’. In addition, the frequency spectrum of the
sampled-data signal at the output of an SC filter is in
principle unlimited in bandwidth. Therefore at that
point we often have need of an analog filter that sup-
presses frequency components higher than half the
sampling rate (a ‘post-filter’), as in digital filters.

On the other hand, some of the things that can hap-
pen in an SC filter are impossible in true discrete-time
filters. For example, an SC filter can contain closed
loops in which there are no delay elements, yet some
signal processing can take place. Also, in addition to
various switched paths, an unswitched (and hence
continuous-time) path can exist between input and
output during one or both clock phases. In these cases
a discrete-time approach gives an incomplete and
sometimes unsatisfactory description of the filter.

Something related occurs if we wish to process the
output signal of an SC filter as an analog signal (see
the caption to fig. 2): here again the discrete-time des-
cription as an sampled-data signal is inadequate. In
this case the exact waveform of the signal elements
must be taken into account. For example, the ampli-
tude characteristic | Gp(w)| calculated by discrete-
time methods must still be multiplied by a frequency
function corresponding to this exact waveform. For
the signals from fig. 256 and c this is a sin(x)/x-func-
tion, with x = w7/4 and x = wT/2 respectively.

It is easily shown by Fourier analysis that a signal b(?) consisting
of a single rectangular pulse of width 7 and height 1 has an ampli-
tude spectrum given by

sinx

|B@)| = Zsini(:rr/Z) I -

X

where x = wt/2.

It could be said that the discrete-time treatment of
SC filters represents a ‘macroscopic’ approach, which
confines itself to a description a¢ (or really just after)
the switching or sampling times. On the other hand,
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there is also a ‘microscopic’ treatment, which is con-
cerned with the electrical behaviour between the
switching times. This kind of treatment is of use in the
design of the components (switches, amplifiers) of SC
filters and in analysing an SC filter with maximum
accuracy. In these cases the electrical behaviour of an
integrated circuit that is to be fabricated is calculated
on a computer, with as many practical constraints as
possible (such as parasitic elements and noise) taken
into account. The resulting computer programs are
fairly complicated [*5!, since the switched capacitors
give rise to continuous-time periodically varying
systems.

SCHfilter design
Signal flow graphs

If we take an analog filter as the starting point, we
have various ways of designing an SC filter built up
from integrators. One of the most widely used proce-
dures 3] is based on the derivation of a signa/ flow
graph of the analog filter. A filter description of this
type comes somewhere between the abstract descrip-
tion by means of a transfer function and the practical
description in terms of a detailed circuit diagram. A
signal flow graph is more detailed than the transfer-
function description but more abstract than the circuit
diagram. In addition it is a non-unique description:
for any one filter there is an unlimited choice. For our
purposes we require a signal flow graph that only in-
cludes integrating operations, additions and multipli-
cations by a constant — the operations that can be
performed by the SC modules of the preceding sec-
tion. We shall illustrate the principle of working with
signal flow graphs with the aid of fig. 18. This gives a
diagram of a simple analog filter with the transfer
function

Vo(p) 1

Vi(p) P LC+pCR+1°

We can also describe this filter by a number of equa-
tions that each represent at the most a single inte-
grating operation (corresponding to a multiplication

by 1/p):

H(p) =

Vi=Vi—RL, ©L =— (- V),
pL

Ve = 2 Vo = Vi

2_pC, o =V2.

These equations can be represented graphically in the
form of the signal flow graph of fig. 18b. By intro-
ducing an arbitrary scaling resistance Rs we can put
I, = U1/Rs, where Uj is a fictitious voltage propor-
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tional to Z1. The filter of fig. 18a is then described by:

n=vi-Xu v -
1=YVi Rs 1, l—pL 1 2)
U
Ve = ——, Vo = Va.
PRsC

The nodes of the associated signal flow graph rep-
resent voltages only (fig. 18c).

The dimensions of the quantities indicated by the nodes of a sig-
nal flow graph are not of essential interest. The treatment above
was based upon voltages and thus we found a scaling factor R with
the dimensions of resistance. If it had been based upon currents, we
would have found a scaling factor with the dimensions of con-
ductance.

In principle the design of the SC filter is now com-
plete: each of the integrating operations is performed
by an appropriate SC integrator, the multiplications
by a constant are obtained by a correct choice of
capacitance ratio and the summations are produced
by the correct interconnections. If we replace the inte-
grating operations in the signal flow diagram by the
corresponding discrete-time block diagrams of the SC

+ 0 1 e o+
P ]
v ! =C v
-0 o -
a
Vi V2
Vo oV,
T 7 7 -7 7 °
-R 1oL AifpC
b h
% v,
Vio ! 2 —ol,
1 7 1 -7 1
-R[Rs RefoL A\ 1[pCR;
c Up=R: I,

Fig. 18. Any filter can be represented in many ways by a signal flow
graph. A simple analog filter of the 2nd order (a) is represented here
by a signal flow graph in which the Laplace transforms of the actual
voltages and currents can be identified (b) and as a signal flow
graph with voltages alone (c): R; is a scaling factor with the dimen-
sion of resistance. The signal flow graphs are chosen in such a way
that all the frequency-dependent operations correspond to integra-
tion (multiplication by 1/p) and can therefore readily be carried out
by SC integrators.

118) gee for example the following articles:
Y.-L. Kuo, M. L. Liou and J. W. Kasinskas, An equivalent cir-
cuit approach to the computer-aided analysis of switched
capacitor circuits, IEEE Trans. CAS-26, 708-714, 1979;
R. Liicker, Frequency domain analysis of switched-capacitor
circuits using z-domain transfer function evaluation, Arch.
Elektron. & Ubertragungstech. 36, 383-392, 1982.
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modules, we have immediately a complete discrete-
time model of the practical SC filter at our disposal.

Signal flow graph of viewdata filter

We now return to the doubly terminated LC filter
from fig. 6 that satisfies all the specifications of the
viewdata filter. This filter is shown again in fig. /9a,
with a number of currents and voltages now intro-

and P. M. C. COPPELMANS Philips Tech. Rev. 41, No. 4

Lal4/(La+ Ls), C18=C1Cs/(C7+ Cs) and Cgg =
CsCs/(Cs + Co). The corresponding signal flow graph
is shown in fig. 194, in which we again represent each
current /j as a fictitious voltage U;j by multiplying by a
freely chosen resistance Rs. To explain our design pro-
cedure more clearly we have selected a part of the
filter, the fourpole consisting of Ls, L4, Ls and Cy
(fig. 19a). The electrical behaviour of this fourpole is

R /; 2, L, .5, (o G Bl
» S v 1b- J— 5
! Pl + L = ALl g
I (&) I Le Ly Vg [
Vi GF v Vs - ¢ Lo3 vio P;[:l Vo
3
+
Cu =G v Cs
_ | AR '
- 0— — 3 . § =
a
-1/o =1 o
r 4 B A
v, v NV Ve Ve Vo Yo
O -0
-1 -1 -1 -1 -1 7 -1 7 1
R.JR,  AfpC:Rs YR foLo AfpCoR,YR.pLs AT[pCsRsYRifols A1/pRs  YRilpLy YRR,  N1[pRs
7 7 7 7 -1 -1 1/Cyg 1/Cs 1/Cas
Us Uy
- i
\ P U <
-1fo = 1/Cs

Fig. 19. The viewdata filter of fig. 6, but now with currents and voltages shown (), so that a signal
flow graph can be set up (). In the signal flow graph every current /; is shown as a fictitious volt-

age Uj = I;R;. The value of R; is fixed, but can in
nation the fourpole L3L4L5Cy4 in the filter circu
graph are shown coloured.

duced. The filter can be completely described by the
set of equations [1®):

11
O b U ORE I B
i 1
T =£—)[l5+p—L(V2—V4):| (b)
1 1
Ve =E[V2+p—c(13~15)] ©
Ve — Ve
Is =hh+ T (d)
1
Ve =T(15—17) (e
Vg
17 —19+pT8 (f)
Vi —-V+i(—i +L1) )
8 = Va4 7 Crs 7 Ca 9 2
1 1
% =P (— ) h
9 10 (R, i (h)
% —V+i(i1 —1—1) @)
10 = ¥8 P Cs T C89 9

where 9 =1+ L3/Ly, C=Cusl(0 — 1), L= —Ls=

principle take any value. As an aid to the expla-
it and the corresponding part of the signal flow

completely described by the equations (b) and (c)
above. The corresponding part of the signal flow
graph is shown in colour in fig. 19b. This contains two
integrating operations, both included in a single loop;
this pattern can be found repeated many times in the
signal flow graph.

Choice of SC integrator

The determination of the signal flow graph brings
the design of the SC filter to an advanced stage. A
crucial decision still has to be made, however: the
choice of the type or types of SC integrator to be
used. Earlier in this article we encountered a number
of basic types, and we considered the most important
differences (approximation of the analog integrator
and sensitivity to parasitic capacitances). This led to a
preference for the integrators of fig. 13« to d. How
can we narrow the choice further? The necessary cri-
teria can be derived from the signal flow graph: let us
examine fig. 196 again. We find that the pattern of a
closed loop containing two integrators is repeated
many times (the coloured part contains such a loop).
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Two conditions must be satisfied for the realization of
such loops:
e the overall transfer function of all the branches of
an (open) loop must be negative (this is related to the
required stability of the circuit);
e the input switches of either of the two integrators
must be capable of acting as the output switch of the
other one (if not, the effect is as if the integrators are
connected by two switches in series that are never
both ‘on’ at the same time, so that no closed loop can
exist).

These conditions allow of only two options:
« a closed loop contains one integrator as in fig. 13«
and one as in fig. 13c;
« a closed loop contains one integrator as in fig. 135
and one as in fig. 13d, with the role of the clocks ¢
and ¢2 exactly interchanged for the two integrators.
In both cases the overall transfer function for the
(open) loop is

—Kz
-’
where K is a positive constant whose value is deter-
mined by capacitance ratios.

GL(Z)

In converting an analog filter of transfer function Hie((p) into an
SC filter of transfer function G (2) a complication arises: since at
least (wo kinds of integrators are required, the relation between
Hio(p) and G (2) is not as simple as it might have appeared so

. Crs Cu
o |
Cis Crz 1 '—l
_us)__ ’__._
-v2m~1§L l_\__fya = Y
(?
Tl et S
Sl s
. -
y—=0 V,,

Fig. 20. An SC circuit derived for the coloured part of fig. 19 with
the aid of SC integrators (4) and a corresponding discrete-time
equivalent circuit (b).
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far. For every closed loop containing /wo integrators the transfer
function is Gr(z) as given above. Now for both of the cases quoted
we can interpret this as the LD transformation of a combination of
two continuous-time integrators. At the beginning and end of the
signal flow graph, however, a special situation arises: there is
always one loop with only one integrator (this is associated with the
real terminating impedances Ry and R3). If we were to realize this
integrator in the way shown in fig. 13« or ¢, the LDI-transforma-
tion rule would not apply to this part of the signal flow graph. On
the other hand, we cannot use the LDI circuit of fig. 135 or d, since
there would never then be a closed loop: the input and output
switches of an LDI are always out of phase. This provides an inte-
resting problem, for which various solutions exist ['71118) Some-
times, however, they yield a slight modification of the transfer func-
tion. If this is unacceptable, a filter designer always has the option
of abandoning the signal-fow-graph approach and using another
design method in which this problem does not arise [371111191,

In our viewdata filter we mainly use the integrators
of fig. 13¢ and 13c. As an illustration we show in
fig. 20a what the SC circuit derived for the coloured
part of fig. 19 looks like. The capacitances in fig. 20a
and the quantities in fig. 195 are related as follows:
Cie 1 Cu RsT Cis T

Cis 1 Cu
T Gu ' ©Cwm L& Cm  CRp

where 1/7 is again the switching frequency of the
capacitors. We can give a fully discrete-time model
for fig. 20a; this is shown in fig. 20b.

SC-filter components

The most important components used in the con-
struction of an SC filter are switches, capacitors and
amplifiers. We shall now give some attention to the
realization of each of these components.

The switches

As we have seen, an SC filter contains many change-
over switches, each formed from two on/off switches
(fig. 8). These on/off switches are operated by two
clock signals ¢1 and ¢2 (fig. 9). Each on/off switch can
consist of a single NMOS transistor, a single PMOS
transistor or a combination of both. In comparison
with a PMOS transistor an NMOS transistor has a
lower resistance in the conducting state, but (in the
fabrication process that we used) it also has a higher
parasitic capacitance. The combination of both types

(16} B. Huber, J. Kunze, R. Liicker, A. H. M. van Roermund and
P. M. C. Coppelmans, Design of a switched-capacitor filter for
Viewdata modems, Arch. Elektron. & Ubertragungstech. 30,
141-147, 1982.

177 R W. Brodersen, P.R. Gray and D. A. Hodges, MOS swiiched-
capacitor filters, Proc. IEEE 67, 61-75, 1979.

(18) p_Lutz, Real terminations of SC-filters using LDI-Integrators,
Frequenz 35, 93-95, 1981.

1191 §. O. Scanlan, Analysis and synthesis of switched-capacitor
state-variable filters, IEEE Trans. CAS-28, 85-93, 1981.
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gives a switch that has fewer limitations to signal volt-
age swing, but it requires two clocks of opposite
polarity and has an even higher parasitic capacitance.
In our viewdata filter we use PMOS switches.

The capacitors

The frequency-dependent behaviour of an SC filter
is primarily determined by ratios of capacitances. It is
very important to keep this in mind at the design
stage. We base our design on a ‘unit capacitor’, which
represents the smallest capacitance used. Larger capac-
itances are obtained by stringing unit capacitors to-
gether (fig. 21a). An error that is essentially propor-
tional to the periphery of a capacitor will now also be
proportional to the area and hence its capacitance. In

19
I,

¢
[Fony
=

leg

¢

Fig. 21. To obtain accurate capacitance ratios, in spite of small
dimensional errors in the fabrication process, larger capacitances
are built up by stringing together a row of unit capacitors (a). For
non-integral ratios, such as 1:3.5, one of the sub-capacitors is given
a different shape. Even better results follow if the ratio of the peri-
phery to area is always kept constant. This can be done by choosing
length / and breadth w suitably (c). If the side of a unit capacitor is
cqual to x, then in our example w = 0.634xand / = 2.366x. The top
plate of each capacitor is represented by a continuous line, the
lower plate by a dashed line.

this way certain variations in the etching process in
the production will give a change in the absolute
values, but not in the ratio of two capacitances. Since
not all the capacitance ratios will generally correspond
to an integer, we cannot pursue this system to the ut-
most. A ratio of 1:3.5, for example, can be obtained
as shown in fig. 21b. A better solution, however, is the
one shown in fig. 21c, where we make a capacitor with
a relative capacitance of 3.5 by combining two unit
capacitors with a capacitor of relative capacitance 1.5
that has the same ratio of periphery to area as the unit
capacitor. This approach gives a capacitor that is
almost unaffected by the production variations men-
tioned earlier.

Another cause of error is the occurrence of parasitic
capacitances: in an integrated capacitor these appear
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both between the upper plate and the substrate and
between the lower plate and the substrate. The first
can be largely eliminated by making the upper plate
slightly smaller than the lower plate; this can be seen
clearly in fig. 21. The effect of both kinds of parasitic
capacitance can be greatly reduced at the design stage
by ensuring that both capacitor plates are switched
only between earth and a low-impedance voltage source
or between two points of equal voltage (fig. 1458).

To make the chip on which an SC filter is fabricated
as small as possible, we should keep both the ratio and
the absolute values of the capacitances small. We can
influence the ratios through the shape of the signal
flow graph, the value of the scaling resistance Rs and
the magnitude of the sampling rate 1/7. However, the
signal flow graph and the scaling resistance also de-
termine the dynamic range of the signals in the filter;
similarly there are some constraints on the choice of
the sampling rate. There is a lower limit to the absolute
value of the capacitances, because the unit capacitor
must have at least some minimum dimensions to en-
sure a certain accuracy. A high absolute value for the
capacitances has the advantages of insensitivity to
parasitics, noise, interference from clock signals and
off-set voltages, but high absolute values are also as-
sociated with high power dissipation and slower cir-
cuits. We see that there are various conflicting factors,
which have to be set against one another in the design
process.

The capacitance per unit area depends upon the
fabrication process. In our integrated viewdata filter
we used capacitors with a capacitance of 340 pF/mm?.

The amplifiers

The most critical component is the amplifier. This
determines to a great extent the specifications that a
particular filter can or cannot meet. The amplifiers
that are used in SC filters have a number of special
features, so from now on we shall call them SC ampli-
fiers. An SC amplifier always has a capacitive load,
for example, and never a purely resistive load. Since a
capacitance has a high impedance at low frequencies,
it is not necessary to use an output buffer, which would
have an undesirable effect on the noise performance
and stability of the amplifier. Another special feature
is that the output voltage of an SC amplifier only has
to reach the correct value at the instant when the input
switch of the following stage is switched to ‘on’. After
any change in input voltage, the SC amplifier there-
fore has a certain time available in which the output
voltage can settle to the corresponding value ( fig. 22).

Since we have fabricated our integrated viewdata
filter by a LOCMOS process [2°1, we can build up an
SC amplifier from NMOS and PMOS transistors. The
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result is shown in fig. 23. The complete amplifier con-
sists of an input stage that operates as a differential
amplifier and a final stage formed by a PMOS transis-
tor and an NMOS transistor, with the NMOS transis-
tor acting as a constant-current source. The compen-
sation that produces the desired gain characteristic

vit)
T av
v S S RIS R,
0 1
—t T/2

Fig. 22. Typical variation of the output voltage v(¢f) of an SC
amplifier as a function of time for two different capacitive loads Cp
and 5CL. It can clearly be seen that the load of 5Cy is too large fora
stabilized final value v, to be reached within the desired half clock
period T/2: at ¢ = T/2 there is still a difference Av. ’
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Fig. 23. SC amplifier for the integrated SC filter for viewdata. A
CMOS process (CMOS = complementary MOS).is used in the
fabrication, so that both PMOS transistors (P) and NMOS transis-
tors (N) can be included. The amplifier consists of a differential
stage with inputs v;~ and v;* and a final stage with output v,. Be-
tween the two stages compensation is provided by a Miller capaci-
tance Cym and a resistance formed by the combination of an NMOS
and a PMOS transistor. v}, positive supply voltage, v, negative sup-
ply voltage, vy bias voltage.

;

Va
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takes place between the two stages. It is realized on
the chip by a Miller capacitance Cu in series with a
resistance formed by the combination of a PMOS
transistor and an NMOS transistor [21J,

In the ordinary way the Miller capacitance would provide direct
negative feedback from the output to the input of the second stage.
Since this output has a high impedance, the Miller capacitance then
also provides feedforward. This has a significant and undesirable
effect on the performance of the amplifier (more phase shift). We
have corrected this by including a resistance in series with the Miller
capacitance.

The area taken up by this amplifier in the integra-
tion is about 0.1 mm? and for most applications its
power dissipation is between 0.1 and 5 mW. The exact
dimensioning of the SC amplifier is closely dependent
on the surrounding circuits. A large capacitive load
requires a relatively large output transistor, for ex-
ample, which also dissipates a relatively high power.

Integrated viewdata filter

In the previous section we saw that too large a capac-
itive load can upset the proper operation of an SC
amplifier. The requirements that the amplifiers have
to meet can become less exacting as this capacitive
load is reduced. Now it is found that a direct realiza-
tion of the signal flow graph of fig. 19b as an SC filter
is not particularly satisfactory in this respect; the
trouble seems to be mainly caused by the paths con-
necting points that are not directly adjacent and
having a transfer function of — 1. This is because these
paths are formed with the aid of a summation circuit

(see fig. 16) with Cs = C2. Consequently there is a

large capacitive load, especially for the preceding SC
amplifier. It would therefore be preferable to reduce
the ratio Cs/Cq. This is done in the integrated filter by
first making a number of changes ["! in the signal flow
graph (fig. 24). Although the result looks more com-
plicated than the original signal flow graph, the num-
ber of integrating operatiohs remains the same and
the maximum summation ratio has been reduced from
—1 to —0.178. Furthermore, this is accompanied by
a reduction in the total capacitance contained in the
filter of no less than 30%. A detailed circuit diagram
of the integrated viewdata filter is shown in fig. 25.
Finally, fig. 26 is a photograph of the integrated SC
version of the viewdata filter. The separate compo-
nents are clearly recognizable in the photograph; they

[20] See the article by B. B. M. Brandt ez al. (91,

211 W. C. Black Jr., D, J. Allstot and R. A. Reed, A high per-
formance low power CMOS channel filter, IEEE J. SC-15,
929-938, 1980.
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include the strings of unit capacitors, the long ‘resi-
dual’ capacitors and ten SC amplifiers. The measured
attenuation and group-delay characteristics are very
close to the calculated characteristics for the SC filter:
the deviation from the attenuation characteristic in
the passband is smaller than 0.05 dB and never more
than 3 dB in the stopband (at 430 Hz); the maximum
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Fig. 24. Modified version of the
signal flow graph of fig. 190, in.
which the transfer between non-
adjacent nodes has been minim-
ized. This enabled the maximum
capacitive load on the SC ampli-
fiers to be reduced by a factor of
about six, greatly easing the con-
ditions that these amplifiers have
to satisfy. For simplicity the exact
values of the transfer between all
the nodes have been omitted. Al-
though this signalflow graph looks
more complicated than the origi-
nal one, the number of integrating
operations (f), and hence the
number of SC amplifiers, remains
the same. Moreover, the total cap-
acitance required is 30% smaller.

Fig. 25. Detailed circuit diagram
of the viewdata filter correspond-
ing to the signal flow graph of
fig. 24. Each integrating opera-
tion is performed with the aid of
an SC module, which is charac-
terized by a low sensitivity to
parasitic capacitance. The num-
ber of each amplifier corresponds
to the subscript of the output
voltage in the previous figure. We
should also point out that some
of the amplifiers (Nos 2, 6 and 8)
form part of more than one type
of integrator, since the input
capacitors are switched in more
than one way. The coloured part
again corresponds to the coloured
part in previous figures.

deviation for the group delay is 12 pus. The area of the
integrated circuit (not including bonding pads) is
about 3.3 mm?. The power dissipation is about 10 mW
at a supply voltage of 10 V. Recent developments in
SC amplifier design and IC technology indicate that
the required power can be reduced even further, to
about 1 mW.
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Fig. 26. The integrated viewdata filter. The strings of unit capacitors can clearly be seen on either
side of the interconnection pattern, which is almost central. At the top and bottom of the picture
there are five SC amplifiers, readily visible because of the large Miller capacitors. Nine of these
amplifiers correspond to the amplifiers of fig. 25. The tenth (top right, close to the letters VDFC)
is used for testing only. The area of the chip is about 3.3 mm?2.

Summary. In the last few years switched-capacitor lilters (or ‘SC
filters’) have been found very suitable for making fully integrated
electrical filters. Since the signals in these filters are discrete in time
but continuous in amplitude (‘sampled-data signals’), the filters
behave in some ways like analog filters and in others like digital
filters. SC filters consist of switches, capacitors and amplitiers. All
these components are readily integrated in MOS technology. The
starting point for the design can be a doubly terminated LC filter.
By setting up a signal flow graph in which the only frequency-de-
pendent operations are integrations, a filter built up from SC inte-
grator/adder modules can be derived fairly directly. The method

gives a filter on a single chip, with very small dimensions, low
parameter sensitivity and low power consumption. No trimming is
necessary in production, temperature effects are very low, the cir-
cuit can be combined with others on the same chip and analog sig-
nals can be processed without analog-to-digital conversion. The
chief limitation of SC filters is the frequency range in which they
can be used to advantage (up to about 100 kHz at present). A num-
ber of the above aspects are illustrated with the aid of an integrated
viewdata filter, fabricated in a LOCMOS process. Its area is about
3.3 mm?. The power dissipation is about 10 mW a( a supply voltage
of 10 V.




124

Philips Tech. Rev. 41, 124-125, 1983/84, No. 4

Device for stripping protective coatings from glass fibre

Glass fibres for light transmission must not only
have excellent optical properties; they must also be
mechanically strong. Their strength is determined
mainly by the quality of the fibre surface. Any cracksin
the surface may propagate into the interior especially
when the fibre is in tension, resulting eventually in
fracture. The chance of damage to the surface should
therefore be kept to a minimum, and during the draw-
ing process a plastic protective coating is applied to
the fibre under dust-free conditions before it is wound
on to the reel.

The properties and nature of the coating are also
extremely important. The optical losses introduced by
local mechanical pressure of the coating on the fibre
must be kept as low as possible. The coating must not
be so thick and stift that it limits the minimum radius
of curvature. The coating must also adhere firmly to
the fibre, so that under fiexure, for example, the fibre
will not protrude from the end. Depending on the type
of fibre and its application various types of plastic can
be used: silicones, UV-curing epoxy-acrylates, Saran
and polyamide imide (PAI).

For joining the glass fibres together, e.g. by hot
splicing !, and for joining them to a connector, the
fibres have to be broken off smoothly and accurately
at right angles to the axis 2!, In practice this is only
possible after first removing the coating at the place
where the break is to be made. The methods used until
now have been rather empirical, and each has had its
disadvantages: heating in a flame causes sooting up,
the use of a cutter or pincers may damage the fibre
and removal by etching generally requires the use of
highly reactive chemicals. There is therefore a need
for a simple and reliable device for stripping various
types of coatings from all kinds of glass fibres.

A device of this description has recently been de-
veloped at Philips Research Laboratories. The strip-
ping is effected by a combination of heating and the
application of a very small force. This device removes
the coating automatically over lengths ranging from a
few millimetres to more than half a metre on all
known combinations of coating and glass fibre. The
design of the device is shown schematically in fig. /. A
roller driven by a small electric motor feeds the glass
fibre into a furnace. The furnace contains a plug with
a spark-machined hole in it, of diameter slightly

greater than the diameter of the uncoated fibre. The
small hole in the plug is lined up with the guides in the
drive unit with the aid of a microscope stage. The fur-
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Fig. 1. Diagram of device for siripping protective coating {rom a
glass fibre. O furnace. P plug. D metal diaphragm. 7 Teflon guide.
R drive roller. F glass fibre.

Fig. 2. Prototype of the device, developed in cooperation with
C. 1. G. Verwer of Philips General Design Oftice and J. W. T. Nent
of the Mechanical Engineering Department of Philips Research
Laboratories. The (rials on this device were made in cooperation
with F. A. Coolen.

11 A.J.J. Franken, G. D. Khoe, I. Renkensand C. J. G. Verwer,
Philips Tech. Rev. 38, 158, 1978/79.

21w, j. J.van Hoppe, G. D. Khoe, G. Kuyt and H. F. G. Smul-
ders, Philips Tech. Rev. 37, 89, 1977. See also Philips Tech.
Rev. 39, 245, 1980.

3] Quartz-glass fibres in which the core has a diameter of about
50 um and a refractive index decreasing gradually from the
centre outwards are intended for telecommunications with a
semiconductor laser; see for example Philips Tech. Rev. 30,
177-216, 1976. Quartz-glass fibres in which the refractive index
is constant over the core diameter of about 100 um are in-
tended for short-distance transmission with a light-emitting
diode as light source. Soft-glass fibres are also used in this
application and in various kinds of complicated ‘bundles’ of
fibres.
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Fig. 3. Microscope photographs of glass fibres whose protective
coating has been partially removed with our device. a) Quartz-glass
fibre (diameter 120 um) with a silicone coating of about 30 pm.
b) Quartz-glass fibre (diameter 120 pm) with a UV-curing acrylate
coating of about 30 um. c) Soft-glass fibre (diameter 250 pm) with a
Saran coating of about 10 um. d) Soft-glass fibre (diameter 170 pm)
with a PAI coating of about 5 pm.
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nace is electrically heated to between 300 and 500 °C,
depending on the type of protective layer. When the
fibre is driven through the hole in the plug, the pro-
tective coating is stripped away and remains on the
right of the plug. A metal diaphragm prevents the
Teflon guide close to the furnace from becoming too
hot. Fig. 2 shows a photograph of a prototype of our
device.

The first results are promising for both quartz-glass
and soft-glass fibres [¥!. Fig. 3 shows four microscope
photographs of glass fibres with a partially removed
protective layer. Thick coatings (about 30 um) of sili-
cones (fig. 3a) and UV-curing acrylates (fig. 3b) can
also be removed easily. A silicone coating comes away
from the fibre in the form of shavings, while an acryl-
ate layer crumbles and scatters in all directions. In
both cases a clean surface is immediately revealed.
Materials such as Saran (fig. 3¢) and PAI (fig. 3d),
which are applied in thin coatings (5 to 10 um), leave a
slightly charred film on the fibre. A clean surface can
quickly be obtained, however, by rubbing the fibre
with a piece of cotton wool.

A. P. Severijns
P. J. W. Severin

A. P. Severijns and Dr P. J. W. Severin are with Philips Research
Laboratories, Eindhoven.
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A metal/ceramic diagnostic X-ray tube

W. Hartl, D. Peter and K. Reiber

As early as 1896 the American physicist R. W. Wood put forward a proposal that an X-ray
tube with a swinging cathode should be rotated about its axis during use, to prevent over-
heating of the glass envelope by cathode rays '*), This idea can be considered as the origin of
the rotating-anode X-ray tube, a type now widely used in X-ray diagnostics. A precursor of
the well-known Philips Rotalix X-ray tubes was demonstrated by A. Bouwers as long ago as
19291%*1 Since that time the performance of the Rotalix tubes has been continuously im-
proved. An important step in this process is the recent development of the ‘Super Rotalix
Ceramic’ diagnostic tube by the Philips firm C.H.F.Miiller of Hamburg. Metal/ceramic
technology is applied in this tube. The anode is energized by means of an induction motor of a
new design, based on studies made by E. M. H. Kamerbeek of Philips Research Laboratories,

Eindhoven.

Introduction

In conventional medical X-ray diagnostics an image
of the part of the human body to be investigated is
made by means of shadowgraph projection. This
image is produced on a screen sensitive to X-rays. To
avoid blurring due to penumbra the radiation source
must be of small dimensions, preferably no larger than
a few tenths of a millimetre. The electrons that strike
the anode of the X-ray tube must therefore be concen-
trated as closely as possible to a single point (the
focus). Since the objects (e.g. the heart or stomach)
are often moving, the exposure time must be short
— a few thousandths to a few tenths of a second.
Nevertheless, the tube must deliver in this short time
sufficient radiation energy to produce adequate
photographic density on the X-ray-sensitive film or to
liberate sufficient electrons at the input-screen photo-
cathode of an X-ray image-intensifier tube!!!. The
energy efficiency of the conversion of electrons into
X-radiation in the tube is unfortunately less than 1%:
more than 99% of the energy so briefly applied to the
tube is dissipated as heat in the material of the anode.
To prevent the anode material from melting during
exposure, the anode is made to rotate rapidly. The
dissipated heat is thus spread around a circular track
on the anode surface.

Dr W. Hartl, Dipl.-Phys. D. Peter and Dr K. Reiber are with -

C.H.F.Miiller, Philips GmbH, Hamburg, West Germany.

Although the principle of the rotating anode seems
simple, there are many difficulties in practice. The
bearings that support the rotating anode (now always
ball bearings) are mounted in vacuum and cannot be
lubricated with oil or grease. The anode must be
driven by an induction motor, with the stator outside
the tube because of the gas emission from the insulat-
ing material. The ‘air’ gap of the motor must be larger
than would be required for an optimum design, since
it has to include the glass wall of the envelope and the
rotor is at anode potential, half the value of the high-
voltage tube supply. The rotating anode cannot be
cooled with a coolant, so that the heat in the anode
must be removed by radiation. The anode temperature
therefore becomes very high, which means that the
anode material must meet some very special require-
ments. The bearings also become very hot. Partly be-
cause of the absence of lubrication they have a very
short life, and therefore the anode is only rotated
during the brief exposure. Usually it is run up to speed
(accelerated) and brought to rest again (decelerated)
for each exposure. The anode must be accelerated
extremely rapidly — in a second or less — to avoid
unnecessary delay for the radiologist operating the

[*] 0. Glasser, Wilhelm Conrad Rontgen und die Geschichte der
Rontgenstrahlen, Springer, Berlin 1959.

[**] A Bouwers, Eine Metallréntgenrohre mit drehbarer Anode,
Verhandl. d. D. Rontgen-Ges. 20, 103-106, 1929.




Philips Tech. Rev. 41, No. 4

equipment. The focus must also be extremely stable
geometrically: the point source must remain as ac-
curately as possible at the same place during a series
of exposures.

In the successive generations of the Philips Rotalix
tubes solutions have been found for many of the
problems mentioned above. The ball bearings are
lubricated with a suitable metal such as lead or silver.
(The tube current can then be supplied to the anode
via the bearings.) The anode is made of a material
with a high melting point: tungsten or a tungsten
alloy.

Until recently the various types of Rotalix X-ray
tubes were always constructed in glass/metal tech-
nology. The advantages and disadvantages of this ap-
proach have been described in a previous article 12,
An attendant disadvantage of this technology is that
at the high power levels in the rotating-anode tubes
tungsten from the cathode filament and the anode is
deposited on the glass envelope, where it eventually
forms a conducting layer. In the last version but one,
the Super Rotalix Metal (SRM) tube, the glass en-
velope is largely replaced by metal at earth potential.
The problems that were caused by electric charge on
the glass envelope and the deposition of tungsten on
the glass were thus mainly avoided. The image con-
trast was also greatly improved, mainly by the removal
of secondary electrons. Other disadvantages inherent
in glass/metal technology, such as the fragility and the
need for oil insulation between tube and shield, were
still present in the SRM tube. Also, the SRM tube with
shield is longer than its predecessor in its shield.

As will be explained later, the peak power that can
be applied as a pulse to a rotating-anode tube is pro-
portional to the anode velocity at the focus. For this
reason the speed of rotation and the external diameter
of the anode have been continuously increased through
the years in the development of tubes of higher power.
In the Super Rotalix (SRO) tube, for example, the
predecessor of the SRM tube, the frequency of the
supply voltage for the motor was increased from 50
to 150 Hz.

In the recent development of the Super Rotalix
Ceramic (SRC) tube, which is the subject of this
article, there were two main objectives: to overcome
the difficulties of the glass/metal technology by only
using metal and ceramic, and to improve the per-
formance by using an anode with a larger external
diameter (120 mm, instead of 100 mm in the SRM
tube and 90 mm in the SRO tube). The peak power
that can be delivered to the tube for a short time has
been increased by 40% with respect to the SRO tube.
Fig. I shows the three types of tube. Fig. 1a shows the
SRO tube with an envelope entirely of glass, fig. 1b
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shows the SRM tube with an envelope partly of metal,
and fig. 1c shows the recently developed SRC tube in
metal/ceramic technology.

The newest tube is again shown in fig. 2. Fig. 2a
gives a cross-sectional diagram of the actual tube and
fig. 2b shows the tube in its shield. It is interesting to

Fig. 1. Three successive types of Philips Rotalix diagnostic X-ray
tubes. a) The Super Rotalix (SRO) tube with an entirely glass en-
velope. (The description ‘Super’ refers to the 150-Hz alternating-
voltage supply for the induction motor that rotates the anode — an
improvement in relation to the 50-Hz supply of earlier tubes.) #) The
Super Rotalix Metal tube (SRM). In this tube part of the glass ¢n-
velope has been replaced by metal, at earth potential. ¢) The newest
tube, the Super Rotalix Ceramic (SRC), with ceramic instead of
glass for the high-voltage insulation. The external diameter of the
anode has been increased to 120 mm (as against 90 mm in the SRO
tube and 100 mm in the SRM tube). The power that can be applied
to the tube for a short time has thus been increased by 40% with
respect (o the SRO tube.

(11 See the article by B. van der Eijk and W. Kiihl in the next issue:
Philips Tech. Rev. 41, 1983/84, No. 5.

21 'W. Hartl, D. Peter and K. Reiber, Metal/ceramic X-ray tubes
for non-destructive testing, Philips Tech. Rev. 41, 24-29,
1983/84.
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note that the external diameter of the shield is the
same as for the three earlier types, even though the
anode diameter is larger. The shield is in fact consider-
ably shorter than that of the SRM tube. It is therefore
easy to fit the new tube in existing equipment. Oil is
still used between shield and tube, but only for heat
transfer (via a heat exchanger, not shown, no longer
mounted inside the shield), and not for high-voltage
insulation. The SRC tube, unlike the earlier tubes, has
bearings on both sides of the anode. This arrangement
gives a more stable construction, and the balancing
procedure is simpler, since the anode assembly can be

8,

Fig. 2. @) Diagram of the Super Rotalix Ceramic tube without its
shield. A anode. K cathode. D diaphragm. By, B2 ball bearings.
Ia ceramic anode insulator; /x ceramic cathode insulator. Both
have a tapered socket C for the connector on the high-voltage
cable. /g ceramic insulator on the anode shaft. The rotor R and the
metal wall W of the tube are both at earth potential. Be beryllium
window. § ring-shaped stator core with toroidal winding 7. The
components R, S and T comprise the induction motor for rotating
the anode. b) The Super Rotalix Ceramic tube in its shield. The tube
and shield have been partly cut away. The toroidal stator windings
7 can be seen on the left. Part of the anode A can also be seen next
to the windings, and above it the exit window Be for the X-radia-
tion. The external diameter of the shield is no larger than that of the
SRM tube. The shield has in fact been made shorter, and with the
cable connections now on the same side a saving in space can be
made in mounting the tube in the diagnostic equipment.
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balanced in air. It can also be seen from fig. 2a that
the rotor is at earth potential, so that the air gap of the
motor is small. This required the rotor to be insulated
from the anode by the ceramic insulator /r. The two
high-voltage cables are connected to the same side of
the tube via the tapered sockets C in the insulators Ik
and Ia.

The moment of inertia of the rotating anode of the
new tube is three times as large as that of the anode of
the SRO tube. Nevertheless the time required for
acceleration and deceleration of the anode is still only
about a second. To achieve this result the tube had to
have a new design of motor that developed a much
larger torque. As we said earlier, the new motor has a
smaller air gap; it also has a toroidal stator winding
on a ring-shaped core. The motor supply is an alter-
nating voltage whose frequency varies in such a way
that the slip frequency is constant while the motor is
starting up (the slip frequency is the difference be-
tween the frequency of the supply voltage and the fre-
quency corresponding to the actual rotor speed). As a
result of these special measures the copper loss in the
rotor is greatly reduced. The product of voltage and
current has been doubled and the power taken up
tripled.

In the following we shall first discuss the rotating
anode and then consider the characteristics of the new
tube as a complete unit. Finally, we shall deal with the
new motor design.

The rotating anode

As long ago as the thirties W. J. Oosterkamp made
calculations of the temperature distribution in the
anodes of X-ray tubes !3!. For short exposure times
and a stationary anode he found that the maximum
temperature difference A Tmax between the tempera-
ture at the centre of the focus on the anode surface
and the mean temperature 7.y of the anode was given
by

{

nAgc

) (1)

where W is the specific anode load in W/m?, ¢ the
time of exposure in s, A the thermal conductivity in
Wm™ K™, o the density in kgm™ and ¢ the specific
heat in J kg ' K™!.

If the anode is rotating, the electron beam is inci-
dent on the anode material for a time

b
yrnD

=

2

during each revolution, where & is the width in m of
the focus in the circumferential direction, v the fre-
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quency of rotation in s™* and D the mean diameter of
the focus track. If we assume that the exposure time is
shorter than the time 1/v required for one revolution,
the maximum temperature difference A Tmax is found
by substituting (2) in (1):

ATmax = l/n‘)@gl/ - 3

For the power that can be delivered to the tube during
a short exposuré, the temperature A Tmax + Zav at the
anode surface at the centre of the focus is the deter-
mining quantity. The value of A Tmax is inversely pro-
portional to the factor l/m Since in practice a series
of exposures is usually made with the tube, Zav is de-
pendent on the number and duration of the exposures
that have been made with the tube immediately be-
forehand. Tav is low if the thermal capacity and the
heat-radiating surface of the anode are both large.
This can be achieved by increasing the external diam-
eter of the anode. The power that can be delivered to
the tube during an exposure can therefore be increased
most readily by increasing the anode diameter. A
somewhat smaller contribution can also be obtained
by increasing the speed of rotation.

Oosterkamp was also able to find out what in theory
should be the best material by using equation (3). The
characteristic radiation emitted by the anode is not
very important in diagnostic tubes. The intensity of
the radiation emitted with a continuous spectrum
(bremsstrahlung) is proportional to Z, the atomic
number of the anode material. For a particular anode
material, a particular exposure time and fixed dimen-
sions of the focus, (1) and (3) show that the power we
can deliver to the anode during a short time is propor-
tional to A Tmax I/ Aoc. If it is assumed that the maxi-
mum permissible temperature difference is a certain
fraction of the melting point 7w, this tube power is
proportional to Tm }/Agoc. The intensity of the X-radia-
tion emitted by the anode is therefore proportional to
the expression ZTw )/Aoc for short exposure times.
Table I gives a summary of the values of Z, Tm, 4, oc
and ZTn )/ Aoc for a number of materials. It can be
seen that for withstanding high temperatures and for
radiation output tungsten is in theory the most suitable
anode material.

Now that computers are available it is possible to
calculate the temperature distribution in anodes more
accurately. When Oosterkamp made his calculations
he had to introduce certain simplifications so that he
could obtain an analytical solution to the heat-transfer
problem. At the Philips Aachen research laboratories
the temperature distribution in a rotating anode has
recently been calculated %! with the aid of the-program
FEABLI1 (developed at the Jiilich nuclear research
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Table L. The expression ZT, W for anumber of anode materials,
and the values of the atomic number Z, the melting point T, the

thermal conductivity A and the product of density and specific heat
oc (from [3], with the values for Mo from [4]).

Material | Z | Tm A oc ZTy ) 2oc

Kl [ (Wm K| Dm™2 K] | [Jm25s06]
Cu 29 | 1350 390 3.5%x10° 1450 % 10°
Ag 47 | 1230 420 2.5% 108 1870 10®
Ta 73 | 3270 53 2.4% 108 2690 x 108
w 74 | 3620 160 2.7 x 108 5570 % 108
Pt 78 | 2040 70 2.8x 108 2230 108
Au 79 | 1330 296 2.5x 108 2860 x 10°
Mo 42 | 2890 135 2.6x 108 2270 x 108

centre), which makes use of thefinite-element method.
Fig. 3 shows some of the results of the calculations
for v = 50 Hz (@) and v = 150 Hz (b). The absolute
temperature of the anode at the centre of the focus is
shown as a function of time, with the depth z below
the anode surface as the parameter. The data used for
the calculation are given in the caption to the figure.
The influence of the speed of rotation is very clear.
At v = 50 Hz the melting point is far exceeded; at
v = 150 Hz the temperature maximum is 2800 K,
which is considered permissible for tungsten. The
swing in temperature becomes less as z increases, i.e.
as the heat penetrates into the material.

It also appeared from the computer calculations
that the relation found by Oosterkamp between anode
temperature and exposure time (1) is not entirely
valid. The computer calculations indicated that A Tmax
was approximately proportional to %7 and not £%5.
The discrepancy must be attributed to the simplifica-
tions that Oosterkamp was forced to adopt.

We have carried out an extensive investigation to
find out which materials are suitable for practical
application in a rotating anode. While tungster: has
the best combination of radiation output and thermal
properties (see Table I), it is unfortunately rather
brittle. This means that it will permit little plastic de-
formation. Because of the alternating thermal stresses
hairline cracks appear in the surface of a pure tungsten
anode; see fig. 4a. The crazing of the surface produces
an asymmetry in the intensity distribution of the emer-
gent X-ray beam; see fig. 4b. This asymmetry grad-
ually increases while the tube is in use, and the total
intensity becomes smaller. In earlier tube types this
effect often determined the lifé of the tube. The anode

181w, J. Oosterkamp, The heat dissipation in the anode of an X-
ray tube I, Philips Res. Rep. 3, 49-59, 1948; 11, ibid., 161-173;
111, ibid., 303-317.

41 R. C. Weast (ed.), Handbook of chemistry and physics,
C.R.C. Press, Boca Raton 1982.

[81 H. Hiibner, Calculation of three-dimensional distributions of
temperatures, displacements and stresses in rotating X-ray
anodes with the finite-element method, Philips J. Res. 37,
145-164, 1982.
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Fig. 3. Some results from a computer calculation of the tempera-
ture distribution in a rotating tungsten anode by the finite-element
method ®!. The calculations were made for the rather unusual
focus dimensions of 8 by 4.4 mm, a diameter at the focal track of
85 mm, an external anode diameter of 100 mm, an anode thickness
of 10 mm and a delivered power of 100 kW for 50 ms. The tempera-
ture 7 of the anode at the centre of the focus is shown as a function
of the time 7 in ms, with the depth z below the anode surface as
parameter. A value of 400 K was assumed for the mean tempera-
ture T,y of the anode. @) The temperature distribution tor a fre-
quency ot rotation ol 50 Hz. By the second revolution the tempera-
ture at the surface of the anode has already reached the meliing
point ot tungsten. b) The temperature distribution for a frequency
of rotation of 150 Hz. After 50 ms the temperature at the anode
surface is still well below the melting point.
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is therefore now provided with a coating of tungsten-
rhenium 0.7 mm thick. The addition of rhenium makes
tungsten less brittle, while the melting point remains
virtually unchanged.

The base material for the anode is molybdenum,
alloyed with titanium and zirconium ®). The great
advantage of molybdenum is that its density is low,
10.2 g/em® as against 19.4 g/cm® for tungsten. This
means that the moment of inertia of the anode is
smaller than for an anode made entirely of tungsten.
The tungsten-rhenium layer must be thick enough to

Fig. 4. Damage caused to a pure tungsten anode surface by varying
heat stress. @) The hcat stresses cventually producc hairline cracks
in the surface, giving an effect known as ‘crazing’. #) The con-
sequences of the roughness of the anode surface caused by thermal
cracks. The anode slopes at an angle «, so that the ‘line’ focus of
the tube appears as a ‘point’ focus on the axis of the emergent beam
and there is an enhanced brightness of the focus because of the iso-
tropic distribution of the intensity of the X-ray beam. E electron
beam that causes emission ol X-radiation at A the anode. L lead
exit diaphragm. The wall of the X-ray tube and the exit window are
not shown. X emergent X-ray beam. / intensity of the X-ray bcam,
as a function ot position (schematic). The X-radiation that leaves
the anode at a ‘grazing’ angle is attenuated by the roughness of the
surface. As the roughness increases, the intensity distribution of the
X-ray beam becomes more asymmetric and the total radiation in-
tensity also decreases. In earlier types of tube with a pure tungsten
anode this effect frequently determined the life of the tube.
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prevent the melting point of the molybdenum alloy
from being reached. Fig. 3b shows that the thickness
of 0.7 mm is sufficient. The anode is formed by sinter-
ing, followed by forging to reduce the porosity. To
make the heat radiation from the anode as large as
possible the surface is ‘blackened’ at the outside edge,
by roughening it and coating it with aluminium oxide.

The special features of the new design

An important feature of the SRC tube is the
stability of the focus. It is important that the focus
should remain accurately in the same position if the
tube is used to make a series of exposures at different
voltages, and also if it is used for computed tomog-
raphy. The focus stability has a thermomechanical
component and an electrical component. The thermo-
mechanical stability is maximized by combining an
optimum geometry with materials with an appropriate
thermal expansion coeflicient: this is particularly im-
portant in the special tube for computed tomography.
The electrical stability is ensured mainly because the
metal envelope cannot collect a localized charge from
scattered electrons, as can happen with a glass en-
velope.

The secondary electrons emitted at the focus may
amount to some 30% of the tube current, depending
on the accelerating potential. In conventional tubes
these secondary electrons arrive at other parts of the
anode, where they produce ‘extrafocal’ radiation,
which reduces the contrast in the X-ray image. The
earthed metal envelope of the SRC tube removes most
of the secondary electrons, so that the extrafocal
radiation has much less effect on the image contrast.
Also, the removal of the secondary electrons reduces
the mean anode temperature. The improvement in the
image contrast has been confirmed by measurements;
see fig. 5. If the edge of a copper plate is located at the
centre of the X-ray beam and an image of the edge is
made on a photographic film, the photographic dens-
ity as measured by a densitometer varies in the way
shown in fig. 5a. The contrast loss is defined as the
ratio (b — a)/b. In fig. 5b the contrast loss is plotted
as a function of the voltage for an image format of
35 cm X 35 cm. The dashed line indicates the variation
of the contrast loss when a conventional glass-
envelope tube is used; the continuous line indicates
the variation with the new SRC tube. At a voltage of
100 kV there is an improvement of more than 20%
with the new tube.

Another advantage of the new tube is that it has a
beryllium exit window (Be in fig. 2a), which absorbs
much less X-radiation than the glass envelope of the
SRO tube in fig. 1a. There is a much thinner layer of
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oil between exit window and shield, because the oil is
not used here for insulation, but only as a coolant. In
the old tube the X-radiation had to pass through a
plastic cap as well as the oil; in the new tube the cap is
of aluminium. Oil and plastic have an undesirable

a

025 —

//
b-a P
b 2
020 7
0.15
5
60 80 100KV

b —=V

Fig. 5. Measurement of the contrast loss due to extrafocal radia-
tion. @) Experimental arrangement. A anode. F focus. P copper
plate. Fi photographic film. An image of the edge of P is produced
on the film. After the film has been developed the photographic
density d is measured, with a densitometer, as a function of posi-
tion x. If no X-radiation were emitted by the anode surface outside
the focus, the measured density curve would consist entirely of
straight lines. However, since secondary electrons cause emission of
X-radiation from the anode surface adjacent to the focus (extra-
focal radiation), a curve of the type shown is obtained. The ratio
(b — @)/ b is called the contrast loss. ») The result of a measurement
of the contrast loss of an SRO tube (fig. 1¢) — the dashed curve —
and of an SRC tube — the continuous curve. The contrast loss is
plotted as a function of the voltage V across the tube for an image
format of 35 cm x 35 cm. At a voltage of 100 kV an improvement
of more than 20% is obtained.

[61 P. Schreiber, New anode disc technology in Super Rotalix

tubes, Medicamundi 20, 87-90, 1975.
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scattering effect on the X-radiation and also act as a
filter, even where this is not desired.

In diagnostic work some of the long-wave X-radia-
tion is removed by filters of aluminium or other mat-
erial. Long-wave radiation contributes very little or
nothing to the image formation, but contributes to
the patient’s dose. With the compact construction of
the new tube the filters and shutters can be located
close to the focus.

An interesting feature of the new tube is that the
voltage between cathode and earth can be made higher
than the voltage between earth and anode (‘asym-
metric high voltage’). Since the tube current depends
only on the voltage between the earthed diaphragm D
(see fig. 2a) and the cathode, a high tube current can
be obtained even with a low anode/cathode voltage.
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The motor

As we mentioned earlier, it was necessary to develop
a new motor for the new tube. This motor has to be
able to accelerate the anode, whose moment of inertia
is three times that of the SRO tube of fig. 1a, in about
a second and to bring it to rest in about the same time.
This requires a very unconventional design of motor.
Special attention was paid to the reduction of the
copper loss in the rotor, since it is difficult to remove
the heat dissipated in the rotor. As the rotor loss is the
leading quantity in the design, it was possible in this
way to increase the stator current and thus obtain a
higher motor torque.

Normally the stator winding of an induction motor
is wound in slots in the stator iron. The difficulty with
this method is that the ‘teeth’ thus formed in the stator

Fig. 6. Diagram of the new two-phase induction motor. Lefr: Transverse cross-section. Right:
Longitudinal cross-section. S ring-shaped laminated-iron stator core. 7 toroidal stator coil.
R copper rotor with iron core (not shown). The envelope wall (not shown) is situated in the space
between 7 and R. The eight stator coils 7 each consist of two subcoils with the numbers of turns
in the ratio 2:1. The continuous circles and crosses indicate a current direction for one of the
phases, corresponding to the lines of force shown in red. The dashed circles and crosses indicate
a current direction for the other phase, corresponding to the lines of force shown in b/ue. In the
situation shown, the currents in the two phases are the same. The arrows indicate the main direc-
tions of the two fields associated with the current directions shown. The resultant field, the
rotating field (not shown) is at an angle of 45° to the two main directions. The coil configuration
shown gives an approximately sinusoidal distribution of the current for each phase along the
rotor circumference. An appreciable stray field is set up around the motor, however. This is

screened by the motor housing.

The tube then has to be connected to a special asym-
metric generator.

In the earlier types of tube the life was mainly lim-
ited by erosion of the glass envelope wall by scattered
electrons, damage to the anode surface and the forma-
tion of a conducting tungsten film on the envelope. In
the new tube the life is mainly determined by the fila-
ment life and the bearing life. The mean life of the
new tube — with its improved specification — is at
least twice that of the carlier types.

iron also introduce higher-harmonic rotating fields.
These fields cause braking torques and extra copper
loss in the rotor, adversely affecting the efficiency.
We therefore designed a new motor, based on stud-
ies made by E. M. H. Kamerbeek of Philips Research
Laboratories, Eindhoven. This motor has a toroidal
stator winding; see fig. 6 (and also fig. 2). The stator
winding must fit in the space available between the
rotor (increased in size by the ceramic insulator Ir)
and the motor housing. The ring-shaped laminated
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stator core S, with no slots, is surrounded by eight
coils T, each consisting of two subcoils with the num-
bers of turns in the ratio 2:1. The motor is two-phase
and two-pole. For each phase eight subcoils are con-
nected in series. Four of these subcoils have twice the
number of turns. The continuous crosses and circles
in fig. 6 indicate a current direction in the coils of one
phase and the dashed crosses and circles indicate a
current direction in the other phase. The arrows indi-
cate for each phase the main direction of the magnetic
field associated with the current directions shown,
with the lines of force shown red for one phase and
blue for the other. The resultant magnetic field, the
rotating field, rotates at the frequency of the alternat-
ing currents supplied with a 90° phase difference to
the two phases. The method used for splitting up the
coils for each phase gives a current distribution at the
circumference that approaches a sine wave more
closely than with conventional winding methods. The
copper loss in the rotor R is therefore lower.

The stator winding described has the disadvantage
that an alternating stray magnetic field is set up in the
space around the motor. This stray field could upset
the operation of other equipment (e.g. ECG or EEG
equipment). There are also codes of practice that set
maximum levels for interfering magnetic fields. The
motor therefore has to be screened to contain this
stray field. Various kinds of magnetic or electrically
conducting screens were tested. It turned out that a
combination of the two was most effective. In the final
design the aluminium motor housing (fig. 25), fitted
with a soft-iron shield, serves as the magnetic screen.

Calculations have shown that the toroidally wound
motor with its screening has a higher power factor
(cos@) than a conventionally wound motor. The
product of voltage and current — which largely deter-
mines the dimensions of the equipment for the motor
supply — can therefore be lower. The efficiency of
our motor is a little smaller, however, because of
the somewhat higher copper loss in the stator. The
removal of the heat developed in the stator is not diffi-
cult, however.

We mentioned earlier that the motor is supplied by
an alternating voltage of varying frequency while it is
starting up. Fig. 7 shows that this method is an im-
provement. Fig. 7a is a diagram of a torque-speed
curve of an induction motor, the torque M as a func-
tion of the angular velocity wwm of the rotor, for a
fixed frequency ws/2r of the supply voltage. The
angular velocity of the motor shaft after running up
to speed, i.e. during the exposure in our case, is we.
The method that we used is shown schematically in
fig. 7b. The frequency ws/2n of the supply voltage is
increased in such a way while the motor is starting
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that the difference ws — wm always remains the same.
The resulting torque-speed curve is therefore rectan-
gular. .

Fig. 7c shows the results of calculations of the work
required for starting, the rotor copper loss and the
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Fig. 7. a) Diagrammatic torque-speed curve (the torque M as a
function of the angular velocity ww), for the motor of fig. 6, with
an alternating-current supply of fixed frequency, ws synchronous
angular velocity. we the angular velocity of the rotor after running
up to speed, i.e. during the exposure. ) The torque-speed curve of
the same motor, supplied from an alternating-current generator
whose frequency varies in such a way that the difference ws — wwm is
constant. The torque is therefore constant during starting. The
dotted curves (identical to those in a) are included to show that the
point on the wm-axis corresponding to ws moves to the right during
starting. c¢) Results of calculations of the work W in kWs required
for starting, the rotor copper loss @ in kWs and the starting time T
in s. The calculated quantities are shown as a function of the ratio
(ws — we)/w. for a fixed frequency of the stator current (con-
tinuous curves), and as a function of the ratio (ws — wm)/w. for a
variable frequency (dashed curves). The calculations were made for
we = 838.5 57! (corresponding to 133 Hz or about 8000 revolu-
tions/min) and a moment of inertia of 0.33 X102 kgm? for the
rotating mass, at constant amplitude of the stator current. The
shape of the torque-speed curve was assumed to be such that the
maximum torque (the pull-out torque) occurred at 62% of the syn-
chronous angular velocity with a 150-Hz motor supply. The smal-
lest starting time is obtained when (ws — we)/we = 0.15 for a fixed
supply frequency (fig. 7a), and when (ws — wm)/w. = 0.43 for a
varying supply frequency. With a variable supply frequency the
minimum starting time is about 20% smaller, while the rotor
copper loss @ is less, so that less energy W has to be supplied during
the start. .




134 METAL/CERAMIC DIAGNOSTIC X-RAY TUBE

starting time. The calculations were made for a con-
stant amplitude of the stator current, for the conven-
tional method of fig. 7a (continuous lines) and for the
new method of fig. 70 (dashed lines). It was found
that for a fixed supply frequency the shortest starting
time is obtained when (ws — we)/we = 0.15, corres-
ponding to a synchronous frequency of about 150 Hz
(our motor was in principle designed for this frequen-
cy). With a varying supply frequency the minimum
starting time is obtained when (ws — wm)/we = 0.43.
This is found to correspond to a variation of the syn-
chronous motor speed such that the motor always
exerts the maximum torque (the pull-out torque)
during starting; this is the situation shown in fig. 7b.

The desired motor supply with variable frequency is obtained by
measuring the energy taken from the mains while the motor is
starting up. This is a known function of the Kinetic energy of the
rotating mass, so that the angular velocity can be calculated. From
the angular velocity the desired value of the frequency can be cal-
culated. This desired value is applied to a control circuit.

If we compare the minimum starting times in the
two methods, we find that the variable-frequency
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method gives a value about 20% smaller. This result is
obtained with a lower copper loss Q and hence with
less applied energy W. Even though the moment of
inertia is tripled, the improved starting method and
the modified motor design give a starting time of only
about a second.

Summary. The SRC tube (Super Rotalix Ceramic), which is con-
structed entirely of metal and ceramic, has a number of important
improvements with respect to the earlier types of Philips Rotalix
tube. The metal wall conducts many of the secondary electrons
away, so that the tube will take a higher load and the contrast of the
images made with the tube is improved. More power can be sup-
plied to the tube because the diameter of the rotating anode has
been increased, yet the external diameter of the tube is unchanged.
The temperature distribution in the anode can be determined from
earlier analytical calculations by W. J. Oosterkamp and from recent
computer calculations with the finite-element method. It can be
shown that in theory tungsten is the best anode material; in prac-
tice, however, even better results can be obtained by combining
tungsten-rhenium with a molybdenum alloy. To accelerate the
anode in one second, even though it has a moment of inertia three
times that of the anode of earlier tube types, a new motor has been
designed. The stator of this motor has a toroidal winding. The fre-
quency of the supply voltage increases during starting, so that the
rotor is driven by the maximum torque during the start.




Philips Tech. Rev. 41, 135-136, 1983/84, No. 4

Scientific publications

These publications are contributed by staff of laboratories and plants that form part of or
cooperate with enterprises of the Philips group of companies, particularly by staff of the re-
search laboratories mentioned below. The publications are listed alphabetically by journal title.

Philips GmbH Forschungslaboratorium Aachen,
WeiBhausstrafle, 5100 Aachen, Germany

Philips Research Laboratory Brussels,
2 avenue Van Becelaere, 1170 Brussels, Belgium

Philips Natuurkundig Laboratorium,

Postbus 80000, 5600 JA Eindhoven, The Netherlands

Philips GmbH Forschungslaboratorium Hamburg,
Vogt-Kolln-StraBe 30, 2000 Hamburg 54, Germany

Laboratoires d’Electronique et de Physique Appliquée,
3 avenue Descartes, 94450 Limeil-Brévannes, France

Philips Laboratories, N.A.P.C.,

345 Scarborough Road, Briarcliff Manor, N.Y. 10510, U.S.A.

Philips Research Laboratories,

Cross Oak Lane, Redhill, Surrey RH1 5HA, England
Philips Research Laboratories Sunnyvale

P.O. Box 9052, Sunnyvale, CA 94086, U.S.A.

H. A. van Sprang & R. G. Aartsen E
B. Aldefeld H

M.W.vanTol & J. van Esdonk E

H. Ney H
H. Ney H
U. Dibbern H

D. R. Wolters, J. J. van der Schoot
& T. Poorter E

T. Poorter & D. R. Wolters E

J. J. van der Schoot & D. R. Wolters
E

H. Heitman & P. Hansen H
K. H. J. Buschow E
P.C. Zalm E

H. J. de Wit & H. M. J. Boots E

K. H. J. Buschow & A. M. van der
Kraan (FOM, Amsterdam) E

P. H. Woerlee, G. C. Verkade &
A. G. M. Jansen (Univ. Nijmegen) E

Temperature dependence of liquid crystal tilt angles

On automatic recognition of 3D structures from 2D
representations

A high luminance high-resolution cathode-ray tube
for special purposes

A time warping approach to fundamental period
estimation

Dynamic programming algorithm for optimal esti-
mation of speech parameter contours

Magnetoresistive Sensoren und ihre Anwendung

Damage caused by charge injection

Intrinsic oxide breakdown at near zero electric fields

Current induced dielectric breakdown

The healing behavior of nuclear tracks in yttrium
iron garnet films

Magnetic properties of amorphous Co and Ni alloys

Energy dependence of the sputtering yield of silicon
bombarded with neon, argon, krypton, and xenon
ions

A geometric model of alternating current etching of
aluminum

Maossbauer effect and magnetization after hydrogen

absorption in 8"Fe-doped HoCoz and YCoz

An experimental investigation on weak localisation,
spin-orbit and interaction effects in thin bismuth
films

A

* Z & 3 b oW

Appl. Phys. Lett. 42

Comput. Aided Des.
15

IEEE Trans. ED-30
IEEE Trans. SMC-12
1IEEE Trans. SMC-13

Ind. Elektr. & Elek-
tron. 28 (No. 6)

Insulating films on
semiconductors, J. F.
Verweij & D. R. Wol-
ters (eds), Elsevier,
Amsterdam

Insulating films on
semiconductors, J. F.
Verweij & D. R. Wol-
ters (eds), Elsevier,
Amsterdam

Insulating films on
semiconductors, J. F.
Verweij & D. R. Wol-
ters (eds), Elsevier,
Amsterdam

J. Appl. Phys. 53
J. Appl. Phys. 54
J. Appl. Phys. 54
J. Appl. Phys. 54
J. Less-Common Met.

91
J. Phys. C 16

669-671
59-64

193-197

383-388

208-214

36-38

256-260

266-269

270-273

7321-7330

2578-2581

2660-2666

2727-2731

203-208

3011-3024

135

1983
1983

1983
1982
1983
1983

1983

1983

1983

1982
1983
1983
1983
1983

1983




136

G. Dittmer & U. Niemann A

P. Hansen, H. Heitmann & P. H.
Smit H E

J. C. M. Henning & E. C. J. Egel-
meers E

P. K. Larsen, J. H. Neave, J. F. van
der Veen (FOM, Amsterdam), P. J.
Dobson (Imp. College, London) &
B. A. Joyce E, R

U. Enz E
K. H. J. Buschow & P. G. van Engen

E
P. C. M. Gubbens* W. Ras*, A. M.
van der Kraan* (* Interuniv. Reactor

Inst., Delft) & K. H. J. Buschow E

W. A. M. van Bers, A. J. J. Franken

& P. K. Larsen E
H. Ney H

J. J. Goedbloed E

J.H. Waszink & L.H. J. Graat E

SCIENTIFIC PUBLICATIONS

Heterogeneous reactions and chemical transport of
molybdenum with halogens and oxygen under steady
state conditions of incandescent lamps

Nuclear tracks in iron éarnet films
Strain-modulated ESR study of Pt~ in silicon

GaAs(001)-c(4x4): A chemisorbed structure

Unperturbed sine-Gordon solitons as Newtonian
particles

Note on the magnetic and magneto-optical proper-
ties of Nizin type 3d transition metal compounds

Magnetization and ! Dy Méssbauer effect study of
DyMng and DysMngg and their ternary hydrides
Simple mechanism for in situ adjustment of gratings

in UHV monochromators

Automatic speaker recognition using time alignment
of spectrograms

EMC en industrie

Experimental investigation of the forces acting on a
drop of weld metal

Contents of Electronic Components & Applications 5, No. 4, 1983

N. A. Anderson: Cobalt rare-earth high energy permanent magnets (pp. 194-199)

W. J. W. Kitzen: Multiple loudspeaker arrays using Bessel coefficients (pp. 200-205)

A. Petersen: Silicon temperature sensors (pp. 206-213)

A. Moelands: 12C bus in consumer applications (pp. 214-221)

J. Dijk: High-voltage power transistor quality (pp. 222-232)
A. D. Schelling: Liquid crystal displays (pp. 233-244)

Philips Tech. Rev. 41, No. 4

Mater. Res. Bull. 18 355-369
Phys. Rev. B 26 3539-3546
Phys. Rev. B 27 4002-4012
Phys. Rev. B 27 4966-4977
Phys. Rev. B 27 5815-5816
Phys. Stat. Sol. a 76  615-620
Phys. Stat. Sol. b 117  277-282
Rev. Sci. Instrum. 54 637-638
Speech Commun. 1 135-149
T. Ned. Elektron. & 71-79
Radiogen. 48

Weld. J. 62 (Weld. 109s-116s

Res. Suppl.)

A. Otten, H. Schmickl & J. Slakhorst: Recent developments in wet aluminium electrolytics (pp. 246-253)

Contents of Philips Telecommunication Review 41, No. 3, 1983

N. A. Buys & A. J. M. Dingjan: Optical fibre systems: towards long distances (pp. 165-173)

A. M. Giacometti & Ph. Uythoven: The 565 Mb/s 8TR640 system: equalisation design and performance analysis (pp. 175- 192)
J. Wagenmakers 8TR640, a 565 Mb/s coaxial line muldex system (pp. 193-201)
J.-C. Liénard: SOPHO-NET, a versatile private network (pp. 202-224)

P. Potgieser & P. Vervest: The P 5700 Teletex terminal (pp. 225-226)

K. Furnbom: Text editing easier on Philips teleprinters (p. 227)

P. Costantini & A. Scattolini: IRICON, an international message switching centre (pp. 228-232)

P. Buffet: The electronic telephone directory (pp. 233-234)

N. van Tol & W. Ros: VECOM short-range communication with vehicles (pp. 235-249)
J. McLean: A new family of FM portables (pp. 250-256)

1983

1982

1983

1983

1983

1983

1983

1983

1982

1983

1983

Volume 41, 1983/84, No. 4

pages 105-136

Published 15th February 1984



PHILIPS TECHNICAL REVIEW

VOLUME 41, 1983/84, No. 5

An X-ray image intensifier with large input format

B. van der Eijk and W. Kiihl

Philips Research Laboratories have played an important part in the development of the X-ray
image-intensifier tube. Professor G. Holst, the founder and later director of the Laboratories,
was himself actively involved in the development of an image converter in which an infrared
image was transformed into a visible picture 1*1, This image converter may be regarded as a
forerunner of the image intensifier. A series of six articles on the X-ray image intensifier ap-
peared in this journal in 1955 1**1, After several generations of X-ray image intensifiers with a
glass input window, Philips have now put on the market a type with a thin metal input window
and an input screen format of 36 centimetres diameter. With this large format a single ex-
posure can simultaneously include, for example, both of the kidneys or the stomach as well as

the duodenum.

Introduction

In the classical method of X-ray screening (fluoros-
copy) X-rays are projected on to a fluorescent screen
from a focal spot on the anode of an X-ray tube [!!,
The light produced at the screen, however, is of low
brightness or luminance, about 0.005 cd/m?. (A moon-
lit landscape has a luminance of about 0.01 cd/m? [21))
With this fluoroscopic method the radiologist therefore
requires a long period of visual adaptation, and even
then is unable to observe details. Another problem
was that cinematographic recording of moving objects
(for example the heart) exposed the patient to an ex-
cessive radiation dose, and also placed too high a load
on the X-ray tube. Even in the early days of X-ray
diagnostics there was therefore a demand for images
of higher luminance.

From Abbe’s sine condition it follows that the
luminance of object and image in an optical system is
theoretically constant. In practice the luminance of

The authors are with the Philips Elcoma Division, Ir B. van der
Eijk in Heerlen and Dr W. Kiihl in Eindhoven.

the image is lower than that of the object, owing to
losses. In an electron-optical system the brightness of
the image can indeed be increased because the electrons
can be accelerated in an electric field (thereby causing
each electron to produce a number of photons). An
electron-optical image therefore resembles an optical
image in a medium of increasing refractive index [21;
see fig. 1. To obtain a higher luminance it is therefore
necessary to convert photons into electrons, and to
follow this by a conversion in the opposite sense. Mul-
tiple wavelength conversions are a typical feature of
image intensifiers, which include the X-ray image
intensifier as a special case.

I*] G, Holst, J. H. de Boer, M. C. Teves and C. F. Veenemans,
An apparatus for the transformation of light of long wave-
length into light of short wavelength, Physica 1, 297-305, 1934.

[**] M. C. Teves, et al., The application of the X-ray image inten-
sifier I-VI, Philips Tech. Rev. 17, 69-97, 1955/56.

11 gee the article by W. Hartl, D. Peter and K. Reiber, Philips

_ Tech. Rev. 41, 126, 1983/84. -

21 M. C. Teves and T. Tol, Electronic intensification of fluoros-
copic images, Philips Tech. Rev. 14, 33-43, 1952/53.
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Since no substances are known in which X-ray
quanta can be converted into free electrons with a
sufficient yield, more than two wavelength conversions
are necessary in an X-ray image intensifier. Fig. 2
shows a diagram of an X-ray image intensifier of con-
ventional design. The X-rays reach the X-ray screen
through a glass input window, which forms part of the
envelope of the evacuated tube. The screen consists of
an aluminium substrate coated with a scintillation
layer S, in which X-ray quanta are converted into
photons. On this layer is a second layer, the photo-
cathode K, in which the photons are converted into
free electrons. An electrostatic lens, formed by the
anode A with the photocathode and an auxiliary elec-
trode E/, produces a reduced electron image on the
output screen E, which is at anode potential. Here, in
a luminescent layer, the electrons are converted back
into photons. The image can be observed through the
glass envelope wall with a microscope, and photo-
graphed or converted into a video signal by means of
a TV camera tube. The intensification of luminance is
brought about not only by the supply of energy to the
electrons but also by the reduction in size of the image.

In medical diagnostics, details of small thickness
such as blood vessels give low contrast in an X-ray
image in relation to the surrounding tissue. Contrasts
cannot be observed until they amount to a certain
multiple of the relative noise in the image. It is there-
fore important to obtain an image with the largest
possible signal-to-noise ratio at the output screen of
the image intensifier.

The input X-ray image always contains quantum
noise, originating from the statistical fluctuations in
the stream of X-ray quanta. The signal magnitude in
the X-ray image must be kept to a minimum to mini-
mize the radiation dose received by the patient. At the
input screen of the X-ray image intensifier the image
therefore always has a signal-to-noise ratio that is
limited by and dependent on the radiation dose. It is
therefore important to design an X-ray image intensi-
fier so that the input window transmits the maximum
of X-radiation while the scintillation layer on the
X-ray screen absorbs as much of the radiation as pos-
sible. The absorption of the scintillation layer largely
determines the extent to which the image intensifier
affects the signal-to-noise ratio of the X-ray image.

Until recently the various types of Philips X-ray
image intensifiers were made with glass for the envel-
ope and metal for the parts that determine the electric
potential. The new X-ray image-intensifier tube that is
the subject of this article consists almost entirely of
metal; see fig. 3. A notable feature of the tube is the
concave shape of the input window, which consists of
titanium foil 0.25 mm thick. The hollow shape is due

Philips Tech. Rev. 41, No. §

to atmospheric pressure (the total force on it is 14 kN).
The metal foil transmits 85% of the incident X-radia-
tion, compared with a transmission of only 60% for a
glass window, which would in addition give more X-
ray scatter.
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Fig. 1. Luminances of object and image in imaging systems. w and
w' solid angles of the imaging beams. The area dfof the object cor-
responds to the area df’ of the image. @ light flux. ¢) An optical
imaging system. The luminance at the object is ®/wdf, the lumi-
nance at the image @/w’d/f’. Since wdf = w'df’ (Abbe’s sine con-
dition), the luminances of object and image are equal. This applies
only to optical systems using light it the refractive index in the object
and the image space is the same. b) An electron-optical imaging
system, in which the electrons are accelerated. The electron trajec-
tories are curved so that wdf > w’'df’. The luminance of the image
is thus greater than that of the object. Electron imaging may be
compared with optical imaging in a medium of increasing refractive
index, where B/n* = constant, B being the brightness (luminance)
and »n the refractive index. In an electron-imaging system the
refractive index is proportional to the root of the kinetic energy
delivered to an electron.

XT

0O XSK El

Fig. 2. Principle of an X-ray image-intensitier tube. O object. Win-
put window (which forms part of the tube wall). X X-ray input
screen with § scintillator and K photocathode. 4 anode. £ output
screen. E/auxiliary electrode on the glass envelope wall. The anode A
combined with K and E/ forms a positive electrostatic lens. X7 the
X-ray tube with focus F. In S the input X-ray quanta generate
photons that are converted into electrons in K. The shadow image
of O formed at X by central projection from F is produced at a
reduced scale on the viewing screen E, which is at anode potential.
The luminescent layer of E converts the electron image into an
optical image, which can be viewed through the glass envelope wall
with a microscope Mi. The increase in the luminance is produced by
supplying energy to the electrons and reducing the size of the
image. The image on the viewing screen can be focused by varying
the voltage on the auxiliary electrode E/.
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Fig. 3. The new 36-cm image intensifier. Unlike the conventional
tube in tig. 2, this tube is made almost entirely of metal. a) The tube
seen from the input-window side; the window consists of 0.25-mm
titanium foil. ») The tube seen from the output-window side; the
oulput window consists of a fibre-optic plate. ¢) A cross-section of
the tube. Ely, El3, El3 auxiliary electrodes used for focusing and
varying the magnification. With this tube the diameter of the input
X-ray image can have fixed values of 36 cm, 25 ¢cm or 17 cm or can
be continuously varied. / glass rings, providing insulation between
the various direct voltages in the tube. R rubber insulation, sur-
rounding all live parts of the tube. The part of the envelope wall
that is not enclosed in rubber is at earth potential. The output
screen E is at the same potential as the anode A. Other symbotls
have the same significance as in fig. 2. >

The material of the scintillation layer on the X-ray
screen is caesium iodide, which has a high atomic ab-
sorption for X-radiation because of the high atomic
numbers of the constituent elements and the density
of the evaporated layer. As the crystal anisotropy is
perpendicular to the layer, there is littlc lateral scatter
of the photons generated. The photocathode consists
of caesium antimonide, which is formed in situ on the
X-ray screen as a compound after the tube has been
evacuated, since it is attacked by air. The output screen
consists of zinc-cadmium sulphide, which is applied
by sedimentation to a fibre-optic plate that also forms
the output window of the tube. The viewing screen
and the fibre-optic plate convert the sharp but curved
electron image into a sharp flat optical image.

The diameter of the X-ray input screen is 36 ¢cm
(14 inches), compared with 23 cm (9 inches) in the
previous largest types of Philips X-ray image intensi-
fiers. With the new intensifier it is therefore possible
to obtain an image of both kidneys, or of the stomach
and duodenum, simultaneously. Since the electron-
optical image can be curved because of the use of a
fibre-optic plate, the length of the tube is relatively
small: 48 cm. The outer diameter of the tube is also
relatively small: 42 cm. The ratio of the diameter of
the X-ray screen to the outer diameter of the tube is
greater than with any other type of X-ray image inten-
sifier. Since the tube is exceptionally compact, it can
readily be mounted in existing diagnostic equipment,
unlike other image intensifiers of large input format
(or ‘entrance field size’).

When the new image intensifier is incorporated in
an integrated diagnostic system with closed-circuit TV
(CCTYV), the radiologist can switch almost instantane-
ously from fluoroscopy with the TV monitor to radiog-
raphy with a camera (or ‘photofluorography’). This
only requires short exposures, so that movement blur
is avoided. The output image of the new tube is of
such high quality that radiographs on 100-mm film
are generally as good as conventional full-size radio-
graphs, or better. Since film accounts for about half
the running costs of a hospital X-ray department, con-
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siderable savings can be made by using 100-mm film.
This also means that less storage space is required for
film records, a not inconsiderable advantage. It has
also been found that the new tube is very suitable
for application in a system using digital signal pro-
cessing. With such a system the visibility of blood
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vessels can be improved, for example by subtraction
of images with and without contrast medium.

In the following we shall first look at the electron-
optical system and then deal with the concept of quan-
tum noise. Next we shall discuss the properties of the
various active layers in the tube, and consider the cri-
teria used for establishing the quality and performance
of an X-ray image intensifier. Finally we shall examine
a few aspects of the use of the new tube in medical
X-ray diagnostics.

The electron-optical system

The electron-optical part of an X-ray image inten-
sifier is based in principle on the system with a single
electrostatic positive lens (a system of concentric
spheres) as proposed in 1952 by P. Schagen, H. Brui-
ning and J. C. Francken of Philips Research Labora-
tories [31; see fig. 4. It consists of a cathode K, an
anode A, and a viewing screen E, which are all three
curved spherically and have a common centre-point
M. The viewing screen has the same potential as the
anode, so that the space inside the anode is ‘field-free’.
The magnification is equal to the ratio of the radii of
viewing screen and cathode.

An electron-optical system possesses a number of
intrinsic physical and geometrical types of aberration.
The first category includes chromatic aberration, due
to a non-constant statistically distributed initial velocity
of the electrons leaving the photocathode. (This type
of aberration can be reduced by making the field-
strength at the cathode large compared with the initial
energy of the electrons.) One type of geometrical aber-
ration is the pin-cushion or barrel distortion that oc-
curs because the magnification increases or decreases
as the object point moves away from the optical axis.
Another type of distortion is caused by the curvature
of the electron-optical image. A type of distortion not
connected with the electron-optics is ‘X-ray distor-
tion’ of the X-ray shadow image, due to the projec-
tion from the focus of the X-ray tube on to the convex
cathode (see fig. 2).

The various aberrations can be minimized (although
not reduced to zero) by modifying the shape of the
cathode and by fitting auxiliary electrodes around the
circumference of the tube. The first Philips X-ray
image intensifier was a triode tube; see fig. 2. The tube
described in this article, illustrated in fig. 3, is a pen-
tode. The ratio of the diameter of the input X-ray
image to the outside diameter of the tube can therefore
be made larger than with the imaging system in fig. 4.
In addition, different magnifications can be obtained
by varying the voltages of the three auxiliary elec-
trodes, which are also used for focusing the electron
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beams. The new tube can be used at three fixed mag-
nifications, which are arranged so that the diameter
of the input image can be 36 cm (14 inches), 25 cm
(10 inches) or 17 cm (7 inches) to completely fill the
viewing screen in all three cases. The magnification
can also be continuously adjusted. The curvature of
the electron-optical image is corrected by a plano-con-
cave fibre-optic plate at the output side of the tube.
The use of another fibre-optic plate between the scin-
tillation layer and the photocathode might be consi-
dered as a means of correcting the X-ray distortion.
At present, however, fibre-optic plates of such dimen-
sions cannot be made at a reasonable price.

Fig. 4. Principle of the electron-optical imaging system proposed by
P. Schagen, H. Bruining and J. C. Francken [3], which is the basis
of all practical electrostatically focused image intensifiers. The
photocathode K, the anode A and the output screen E have a con-
vex curvature with a common centre point M. The image of the
point P is produced at the point P’. The electrodes A and E are at
the same potential, so that the space enclosed by A and E is ‘field-
free’. The magnification is equal to the ratio of the radii re and rx
of output screen and cathode.

Fig. 5. Electron trajectories and equipotential lines in a 36-cm
X-ray image intensifier, calculated and drawn with the aid of a
computer.
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Fig. 5 shows the electron-optical configuration after
optimization by means of a computer program. The
geometrical and chromatic aberrations were calculated
for different geometries and different voltage combi-
nations. The figure also shows a number of calculated
equipotential lines and electron trajectories. With the
parameters finally chosen the total pin-cushion distor-
tion at the largest radius of the 36-cm input image is
seven per cent (six per cent of this is due to X-ray dis-
tortion), as against 12% with earlier types of glass
image-intensifier tubes (with a smaller input image).

Quantum noise

Fig. 6 illustrates the relative numbers of radiation
quanta present in the image per unit time during the
different phases of the image-forming process. The

continuous and dashed lines give the relative numbers .

of quanta Q when an X-ray image intensifier is used
and when an X-ray fluorescent screen is directly ob-
served. G gives the increase in the photon yield when
an image intensifier is used. Before the input window
of the tube or before the fluorescent screen (at B in
fig. 6) the image information is already present. In the
following phases more quanta are produced, but the
relative statistical fluctuation as compared with B in-
creases, because not all the X-rays are absorbed in the
X-ray screen. When the image intensifier is used, how-
ever, the number of quanta at the retina of the eye (at
E in fig. 6) is so large that the image can be observed
without lengthy adaptation.

The size of the details that can just be observed in
the X-ray image — in spite of the statistical fluctua-
tion due to their quantum nature — can be deter-
mined as follows. Let the average content of a detail in
the X-ray image for a given dose be Q X-ray quanta.
(At a dose of 100 uR and a typical X-ray tube voltage
a detail of 1 mm? on the X-ray screen could contain
2 x 10* X-ray quanta.) The standard deviation of Q is
equal to l/— since repeated observations of O follow
a Poisson distribution. A random contrast Cn caused
by this distributign may be characterized by:

— - = — 1
={0-(Q-VD)3/0=—~. 1)
Vo

If a cubic detail of edge x and absorption coefficient
ux (in m™) is to be observed in a surrounding medium
of absorption coefficient i (see fig.  7a), then the con-
trast Ca caused by the absorption difference is ap-
proximately proportional to the dimension of the de-
tail in the direction of observation, and is thus equal to

Ca = x(ux — pi). : 2

In(1) Ois proportionél to the square of the dimension
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Fig. 6. The relative number Q of radiation quanta present per unit
time during the image-forming process; A after leaving the X-ray
tube, B after passing the object, C absorbed in the X-ray screen,
D after passing through the output window of the image intensifier
(continuous lines) or — without image intensifier — after passing
through a fluorescent screen (dashed lines), E effective at the retina
of the eye. G indicates the factor by which the photon yield is in-
creased when an image intensifier is used.
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Fig. 7. Detail perceptibility in the X-ray image. a) A cubic detail of
edge x and absorption coefficient ux in a medium with absorption
coefficient Z and approximately constant thickness. This idealized
detail is a model of a blood vessel filled with contrast medium and
located in a tissue environment (largely water). b) The contrast Cy
due to the statistical quantum noise, and the contrast Ca due to the
difference in absorption coefficient, both as a function of the edge x
of the detail under observation. Cn depends on the dimension of
the detail perpendicular to the direction of observation and is pro-
portional to 1/x; Ca depends on the dimension of the detail in the
direction of observation and is proportional to x. The quantity Cn
also depends on the X-ray dose. Curve Cn, relates to a dose of
10 uR per exposure, Cn, to a dose of 100 uR per exposure. Details
are distinguishable from the statistical quantum noise if Ca > 4Cx.
It can be seen from the figure that for this example with £ =2 ata
dose of 100 uR, details of 0.4 mm are only just perceptible. At a
dose of 10 uR details of 0.7 mm are only just perceptible.

81 P, Schagen, H. Bruining and J. C. Francken, A simple electro-
static electron-optical system with only one voltage, Philips
Res. Rep. 7, 119-130, 1952,
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of the detail perpendicular to the direction of observa-
tion, so that

1

Cn = o VE , ‘ (3)
where D is a quantity proportional to the radiation
dose. Details can be distinguished from the quantum
noise if Ca > kCn. Work by A. Rose 4! has shown
that & must be at least equal to 5. Others %! have
found lower limiting values for k. A reasonable value
for the observation of details in X-ray images would
seem to be k = 2. Fig. 7b shows the absorption con-
trast Ca and the quantum-noise contrast Cn as a func-
tion of the side x of a cubic detail filled with contrast
medium, which is to be made visible when surrounded
by water (or tissue). The details that are just visible
for k =2 when the dose is 10 pR (curve Cn,) or
100 pR (curve Cn,) can be read from the figure. In this
example, a cubic object of 0.4 mm side can be made
only just visible at a dose of 100 uR, and an object of
0.7 mm will be only just visible at a dose of 10 uR. In
this case, increasing the dose ten times improves the
perceptibility of detail by a factor of about two.

100
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Fig. 8. The transmission of -different input windows. The figure
shows calculated X-ray spectra with the relative number Qe of
quanta as a function of E = Ac/A, where A is the wavelength, ¢ the
velocity of light and # Planck’s constant. Curve I gives the meas-
ured spectrum of the radiation just before the image intensifier (at
an anode voltage for the X-ray tube of 75 kV), curves 2, 3 and 4
give the calculated spectra after an input window of 0.25-mm tita-
nium, 3-mm glass and 4.5-mm glass, respectively. The associated
mean transmission coefficients are 85, 77 and 69%.

As noted earlier, an X-ray image-intensifier tube
should be designed in such a way that a minimum of
noise is added during the successive phases of the
image-forming process and the ‘signal’ (contrast) is
attenuated as little as possible. The effect of the tube
on the signal-to-noise ratio is characterized by the
‘detective quantum efficiency’ DQE. The DQE is de-
fined as the ratio of the square of the signal-to-noise
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ratio at the output to its square at the input of the
tube 81, The DQE of the new tube is 0.53, as against
about 0.4 for previous types of tube. The high value
of the DQE is mainly due to the high absorption of
the Csl layer. Another important feature is the low
absorption of the titanium input window. Fig. 8 shows
the spectra of the X-radiation before and after passing
through an input window of 0.25-mm titanium, of
3-mm glass and of 4.5-mm glass. The mean transmis-
sion coefficients for the three windows are 85, 77 and
69% respectively.

The active layers

The tube contains three layers in which the wave-
length of the radiation is converted. The chemical
composition of these layers and the nature of the
wavelength conversions are listed in 7able I. The last
column gives the relative quantum flow between the
active layers; the ratio of 10° for the entire image
intensifier corresponds to the transition of phase C to
phase D (continuous line) in fig. 6.

In earlier tubes the scintillation layer on the X-ray
screen was made of sedimented zinc-cadmium sul-
phide. Because of the low packing density (50%) and
the relatively low atomic numbers of the constituent
elements of such a layer the absorption coefficient (i.e.
the ratio of absorption to layer thickness) for X-rad-
iation is not very high. This required a relatively thick
layer (about 0.5 mm), to the detriment of the resolu-
tion. In the late sixties a vast improvement in X-ray
image intensifiers was obtained by using thin layers of
evaporated caesium iodide instead of relatively thick
layers of sedimented zinc-cadmium sulphide. Csl has
the advantages of high X-ray absorption, a packing
density of nearly 100% and an anisotropic crystal
structure — due to the evaporation process. Fig. 9
shows the spectra of the X-rays absorbed in sodium-
activated CsI and in silver-activated (Zn,Cd)S, com-
pared with the spectrum of the input radiation [,
The absorption is found to be approximately tripled.
Figs 10a and b show cross-sections of a sedimented
(Zn,Cd)S layer and of an evaporated Csl layer. In the
photograph of the Csl layer the crystal anisotropy
is clearly visible. Fig. 10c shows the images of a
small light spot on the two layers. It can be seen that
there is hardly any lateral scatter of the light in the
CslI layer.

The scintillation layer and the photocathode (sep-
arated by a thin transparent film of aluminium oxide)
are applied to the inside of the aluminium screen (X in
fig. 3c). The photocathode consists of a 10-nm layer
of caesium antimonide. This semiconducting com-
pound reacts with water vapour and oxygen from the
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air and therefore has to be formed in situ after the
tube has been evacuated. Before the compound is
formed, the caesium is stored in the tube as caesium
chromate in ‘dispensers’, small tubes closed non-her-
metically at both ends. The antimony has been de-
posited beforehand by evaporation on to the surface
of the screen in situ. The contents of the dispensers are

Table 1. Wavelength conversions in the successive active layers of
the image intensifier, and relative quantum flows between them.

iver l Chemical‘ Type of Wavelength | Quantum-
y | formula | radiation [nm] flow ratio
i
I X-radiation ~0.02 1
| | (at 75 kV and
| | max. intensity,
| . | A=hcleV)
scintillator Csi | ‘
blue light 400 =~ 1000
photocathode| Cs3Sb l
electrons = 0.01 = 100
(at 35 kV tube
‘ voltage, |
A = hl)2eVm)
phosphor (Zn,Cd)S l
green light 535 = 100000
100 s
Qrel
T 075}t
050
025}
O L 1
20 80 100 keV

— £

Fig. 9. The absorption of different scintillation layers. Curve / gives
the X-ray spectrum just before the X-ray screen, curve 2 the spec-
trum ol the radiation absorbed in evaporated Csl:Na, and curve 3
the spectrum of the radiation absorbed in sedimented (Zn,Cd)S: Ag.
The layer thicknesses are 0.3 mm for Csl and 0.5 mm for (Zn,Cd)S.
See also the caption to fig. 8.

[41 A Rose, Vision: human and electronic, Plenum, New York
1973.
131 A. D. Schnitzler, Image-detector model and parameters of the
human visual system, J. Opt. Soc. Am. 63, 1357-1368, 1973.
W. Kiihl, Information transfer with imagc intensifier systems,
in: R. D. Moseley, Jr. and J. H. Rust (eds), Diagnostic radio-
logic instrumentation, Thomas, Springfield 1965, pp. 222-239.
W. Kiihl, Detection of X-rays for real-time imaging, in: D. A.
Garrett and D. A. Bracher (eds), Real-time radiologic imaging:
medical and industrial applications, (ASTM STP 716), Am.
Soc. Test. & Mater., Philadelphia 1980, pp. 33-44.
11 W Kiihl and J. E. Schrijvers, Design aspects of X-ray image
intensifiers, Acta Electronica 20, 41-51, 1977,

(6]
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Fig. 10. Comparison of scintillation layers consisting of (Zn,Cd)S
and Csl; see fig. 9. @) A sedimented layer of (Zn,Cd)S; the packing
density is about 50%. b) Evaporated layer of Csl; the packing
density is nearly 100%. The Csl layer also shows crystalline anisot-
ropy; the photons generated by the X-ray quanta therefore under-
go less lateral scatter. ¢) Image of a small light-spot on a layer of
(Zn,Cd)S (/eft) and on a Csl layer. The low lateral scatter is evident
from the greater sharpness of the image on the right.




144 B. VAN DER EIJK and W. KUHL

heated by passing a current, which causes the caesium
to be released by reduction from the chromate.
Caesium vapour leaves the dispenser and combines
with the antimony on the X-ray screen to form the
compound Cs3Sb.

The luminescent layer on the output screen consists
of a thin sediment of silver-activated zinc-cadmium-
sulphide crystals ranging in size from 1 to 2 pm. This
layer is coated with a thin film of evaporated alumi-
nium to conduct the anode current and at the same
time prevent light from the luminescent layer from
reaching the photocathode. In the earlier image inten-
sifiers these layers were applied directly to the glass
envelope of the tube. The actual (Zn,Cd)S layer has a
resolution of about 200 line pairs per mm, but this
resolution is reduced by lateral scatter of the gener-
ated light and reflection from the back of the glass
envelope wall; see fig. 1la, on the left. This ‘halo’

b

Fig. 11. The luminescent layer on the output screen. «) If the layer
of sedimented (Zn,Cd)S is applied (o the glass envelope wall (lef7),
the photons generated by the electrons are partly reflected by the
glass-air interface. This can be avoided by applying the luminescent
layer to a fibre-optic plate (right}. The electron-optical image can
then also have greater curvature. b) Image of a small light spot on a
layer sedimented on the glass tube envelope (/eft) and on a layer
sedimented on a fibre-optic plate.

effect is almost completely suppressed by using the
glass fibre-optic plate mentioned earlier as the sub-
strate for the luminescent layer; see fig. 11a, on the
right. The glass fibres have a diameter of about 10 um.
The fibre-optic plate therefore not only corrects the
image curvature, but also performs three other func-
tions: it acts as an anode-voltage insulator, as a
vacuum seal, and as a substrate for the luminescent
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viewing screen. Fig. 11b shows pictures of a projected
light spot, on the left for the case where the glass en-
velope forms the base for the luminescent layer, and
on the right for the case where this is a fibre-optic
plate. Elimination of halo effects has considerably
improved the reproduction of contrast. However, the
fibre-optic plate must be manufactured to very great
accuracy, and this makes it one of the most expensive
components of the image intensifier.

The measurement of quality

In the foregoing we have several times used the term
‘resolution’. This has traditionally been the criterion
for the quality of optical systems. Nowadays the crite-
rion frequently used is the modulation-transfer func-
tion or MTF, which is the ratio of the modulation
depths of sinusoidal changes in image intensity at the
output and the input as a function of their spatial fre-
quency in line pairs per mm; see fig. 12a and b. The
resolution R is a quality criterion that is valid at high
frequencies. However, it is at the high frequencies that
the contrast of structures in the X-ray image is very
low; see fig. 7. Furthermore, in resolution measure-
ments (e.g. with ‘Funk phantoms’, line structures of
varying fineness, made of lead foil) there is always a
wide spread in the results because of subjective inter-
pretation. The MTF therefore has greater significance
and is more objective as a quality criterion than the
resolution.

In recent years it has increasingly been recognized
that the image quality of an X-ray image intensifier
depends not so much on the MTF-value at high spatial
frequencies — characterized by the resolution — as
on the MTF-value at low frequencies. It has been
customary to characterize the behaviour of the tube at
low frequencies by the ‘fogging’ in the production of
the image of a point object (P/Q in fig. 12¢) or of a
lead disc (S/7 in fig. 12¢, in accordance with a stan-
dard laid down by NEMA, the (American) National
Electrical Manufacturers Association). The intensities
P and S are due to stray X-ray quanta, photons and
electrons in the tube. The behaviour of the tube at low
frequencies — appearing as ‘veiling glare’, making
the image look ‘milky’ — can be characterized more
satisfactorily by the ‘low-frequency drop’ or LFD.
The LFD is defined by the point of intersection of the
M-axis and the extrapolated MTF curve at right
angles to the M-axis; see fig. 12b. The LFD has been
found to be a more reliable criterion for the subjec-
tively experienced image quality than the criteria P/Q
and S/T mentioned above and illustrated in fig. 12c.
The LFD of the new tube is equal to 0.06 (as against
0.12 to 0.30 for earlier types of tube) and the MTF-
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Fig. 12. The modulation-transfer function MTF. q) Illustrating the
concept of modulation transfer. The intensity per unit area I as a
function of position z is represented diagrammatically for the input
and the output images in the case where an image is formed of a
sinusoidal pattern of period ¢. The quantity m; is the modulation
depth of the input image, m, the modulation depth of the output
image. The modulation transfer is defined as the ratio M = m,/m;.
b) Modulation transfer M as a function of the spatial frequency
f= 1/t in line pairs per mm of the sinusoidal pattern in the input
image. The modulation-transfer function can be characterized by
the following quantities: R resolution, the number of line pairs per
mm of the sinusoidal structure that, in optical magnification, can
only just be perceived; MTF(1) the value of M for f=1 Ip/mm;
LFD the low-frequency drop or ‘veiling glare’. The LFD can be
determined by extrapolating the MTF curve in such a way that the
M-axis is intersected at right angles. ¢) Other criteria for contrast
reproduction at. low frequencies. On the left, the fogging (or hala-
tion) P/Q in the image of a point object; on the right the fogging
S/Tin the image of a lead disc. It has been found that the LFD as in
fig. 12b is a more reliable criterion of subjectively evaluated image
quality than the other criteria.
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value at a frequency of 1 lp/mm is equal to 0.40 (as
against 0.30 to 0.35 for earlier tubes).

Another important criterion for judging the quality
of an X-ray image intensifier is the luminance distribu-
tion of the output image. In image intensifiers, when
the luminance distribution of the input image is con-
stant the luminance of the output image generally de-
creases from the centre towards the edge. In earlier
types of X-ray image intensifiers the luminance at the
edges of the image was 75 to 80% of the value at the
centre. In the new 36-cm image intensifier the lumi-
nance at the edges has increased to 90%, mainly be-
cause of the improved electron optics and the use of a
plano-concave fibre-optic plate.

Apart from this unevenness in luminance on a large
scale, luminance defects can also occur on a small
scale. These latter defects may be caused by faults in
the active layer or in the fibre optics, or by loose par-
ticles in the tube. Image defects of this type are refer-

~ red to as ‘spots’; the total number of spots determines

the ‘cosmetic quality’ of the tube. If the output image
is recorded photographically, the contrast in the image
is increased about three times (by the ‘gamma’ of the
film material). The increase in contrast enhances the
effect of spots in the image. (In cine exposures, or
when a TV camera tube is used, the contrast is only
slightly increased, if at all.) At the end of the produc-
tion process every X-ray image intensifier is carefully
tested for the presence of spots and blemishes.

The new image intensifier in diagnostic installations

X-ray image intensifiers in medical diagnostics were
at first used for screening (fluoroscopy) and for re-
cording dynamic effects with cine cameras. The static
photographs made with an image intensifier (photo-
fluorography) were not generally acceptable, however,
because of their unusual smaller format and their
poorer image quality. Static X-ray images were there-
fore usually produced as a full-size radiograph of
large format. The use of X-ray screens with thin Csl
scintillation layers in image intensifiers gave an ap-
preciable improvement in the modulation transfer and
the detective quantum efficiency (DQE). An image
intensifier could now be used in combination with a
70-mm fluorographic camera, and later with a 100-
mm camera. .

Compared with previous types of ‘glass’ image in-
tensifiers with CslI scintillators, the 36-cm image inten-
sifier described in this article has given a considerable
improvement of the modulation transfer at low fre-
quencies (LFD). With a given tube design an improve-
ment in the modulation transfer usually corresponds to
a degradation of the DQE, since a thinner scintillation
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layer has to be used. The application of metal technol-
ogy has made it possible however, to improve both
DQE and LFD of the new image intensifier. Fig. 13
shows two renal angiograms (radiographs of the kid-
ney blood vessels) made with a dose of 100 uR 81, The
radiograph in fig. 13« was made with the 36-cm input
format, and both kidneys are visible. Fig. 1354, for
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radiographs at the wrong moment is now a rare occur-
rence because the image is observed on the TV moni-
tor at the same time as the exposures are made. When
a series of full-size radiographs is being made, com-
plete cassettes have to be changed and a frequency of
eight images per second is not feasible. The use of
100-mm film makes the X-ray examination more effi-

Fig. 13. Two radiographs (angiograms) of blood vessels in the kidneys, made on 100-mm film with
the new 36-cm image intensifier. A contrast medium has been injected into the blood vessels.
@) An angiogram made with an input format of 36 cm. The blood vessels in both kidneys and a
part of the aorta are visible. b) An angiogram made with the 17-cm format. The good contrast
rendering of both exposures is typical of the quality of the new tube.

which the 17-cm format was used, only shows the right
kidney.

The X-ray installation used by the radiologist usually
comprises two detector systems, one with an X-ray
image intensifier and CCTV system, the other with
full-size film cassettes. Now that the new 36-cm image
intensifier is available, the radiologist can use a single
detector system in which all the functions are inte-
grated. Fig. /4 shows such a modern X-ray installa-
tion, the Philips DIAGNOST ARC, which includes
the 36-cm image intensifier, a 100-mm camera giving a
maximum of eight pictures per second, a cine camera
and a CCTV system. The area under investigation can
be examined with a low X-ray dose per second by
means of a TV monitor. At the appropriate moment a
single 100-mm exposure of the appropriate location
or a series of 100-mm exposures is then made. Making

cient, and as already mentioned in the introduction,
cuts costs as well as saving film storage space and
reducing patient dose.

In the X-ray diagnostic system shown in fig. 14 the
dose control of the X-ray tube is linked to the expo-
sure control of the camera tube and the photo camera.
Fig. 15a illustrates this. The quantity of light leaving
the image intensifier is measured by a light sensor LS.
The exposure control EC, which is controlled by a
microprocessor, is linked to the high-voltage genera-
tor XG, which supplies the X-ray tube X7T. The expo-
sure control also operates the iris diaphragm /D of the
camera and the lead diaphragm LD for the X-ray
tube. If the image intensifier is set for a smaller format
than the maximum, the current in the X-ray tube is in-
creased in inverse proportion to the diameter of the
image on the X-ray screen. (This is necessary because
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more details have to be visible in the smaller format.)
The exposure control then causes a different lead dia-
phragm to be placed in front of the X-ray tube, so
that a smaller area of the patient is irradiated and the
patient receives a smaller total amount of radiation.
On transition to the smaller image format the dia-
phragm setting in the photo camera is increased at the

Fig. 14. The Philips DIAGNOST ARC X-ray system, in which a
36-cm X-ray image intensifier, a 100-mm camera, a closed-circuit
TV with a Plumbicon camera tube, and a cine camera are inte-
grated. Because of the high quality of the image intensifier, an
installation of this kind does not requirc a separate cassette system
tor full-size radiographs. One of the advantages of using 100-mm
film is a considerable saving in film and storage space.

same time; see fig. 15b and c. In the conventional
method, on the other hand, the diaphragm remains
unchanged and for smaller formats the current in the
X-ray tube must be increased in inverse proportion to
the square of the diameter of the X-ray image, to keep
the amount of X-ray quanta per exposure the same,
regardless of the input format.

Because of its good modulation transfer for low
frequencies, the new X-ray image-intensifier tube is
particularly suitable for systems with digital image
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processing, which are of increasing importance. In
these systems the video signal, obtained by means of a
Philips Plumbicon 45XQ camera tube with high MTEF,
is converted into a digital signal. The digital signal can
then be subjected to various kinds of digital proces-
sing. An example is the digital processing of angio-
grams (DVI: ‘digital vascular imaging’) [°!. Here a

[F=<,
c L

Fig. 15. a) Control of film exposure. X7 X-ray tube with rotating
anode 11, LD lead diaphragm. O object. X/ X-ray image intensi
fier. PC photo camera. /D iris diaphragm. C7 cameratube. LS light
sensor. EC exposure control. XG high-voltage generator for the
X-ray tube. A smaller input image for X/ permits the use of a smal-
ler diaphragm LD. The current through the X-ray tube is then
increased in inverse proportion to the diameter of the X-ray-screen
image. With a simaller image format the patient is thus exposed Lo a
smaller radiation dose than in the conventional procedure, where
the current increases in inverse proportion to the square of the
diameter of the X-ray image. b) ¢) On switching to a smaller image
format, the opening of the camera diaphragm /D is increased.

8] G. Hancken, L. P. Dietrich and H. Birken, Erste klinische Er-
fahrungen mit einem 36-cm-Bildverstarker, Rontgenstrahlen,
No. 37, 12-23, 1977.

9 C. A. Mistretta er a/., Digital vascular imaging, Medicamundi
26, 1-10, 1981.
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Fig. 16. Example of the digital processing of angiograms using DVI
(digital vascular imaging). The picture shows an image of the
branching of the pulmonary artery. As a result of digital subtrac-
tion of exposures with and without contrast medium, blood vessels
can be seen more clearly in this angiogram, without surrounding
tissue or bone. The good modulation transfer at low spatial fre-
quencies makes the new image intensifier particularly suitable for
diagnostic systems using digital signal processing.
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high-contrast image of blood vessels is obtained by
digital subtraction of exposures made with and with-
out contrast medium in the blood. Fig. 16 shows an
example of a DVI angiogram of the pulmonary artery.

Summary. The new 36-cm X-ray image intensifier offers in addition
to a large input format the advantage of enabling routine exposures
of high quality to be made on 100-mm film. This image quality is
due to an improved electron-optical system, a metal input window
with low X-ray scatter, a Csl scintillation layer giving high absorp-
tion, and the use of a fibre-optic plate at the output. The use of a
fibre-optic plate makes strong curvature of the electron-optical
image permissible, so that — in spite of the large input format —
the tube is still relatively compact and can be built into existing
equipment. The detective quantum efficiency of the tube is high.
This reduces the effect of statistical quantum noise, giving better de-
tail perceptibility for the same dose per exposure. The image veiling
glare or ‘low-frequency drop’ of the new tube is low, giving good
contrast reproduction. The new tube is used in diagnostic systems
in which a 100-mm camera and a Plumbicon TV camera are inte-
grated. An automatic exposure control ensures that the average
quantity of radiation per exposure is lower than previously. In com-
bination with a TV camera the new tube is also very suitable for
systems using digital image processing.
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Iridescence in technology and nature

The objects in the two photographs shown here — a
modern multilayer reflector and an old, weathered wine
bottle — have a glossy, somewhat mother-of-pearl
appearance. The reflector consists of a flat glass disc,
with a diameter of 2.5 cm, on which there are more
than 40 thin alternate layers of silica and titanium
dioxide. The layers, deposited in a vacuum chamber in
a series of evaporations of SiO2 and TiOg, each have a
thickness corresponding to an optical pathlength of
about 0.14 um. This value is equal to a quarter of the
‘mean’ wavelength of visible light. The corresponding
refractive indices are alternately low (SiO2:1.47) and
high (Ti0O2:2.51). A ‘4 A-stacked element’ of this type,
which has a remarkably low absorption in the entire
spectrum of visible light, possesses a very high reflec-
tion coefficient (=99%) in a particular wavelength
range and can be used in all kinds of optical systems as
a selective mirror (band filter). Its operation is based
on interference of the reflected light waves. This inter-
ference can also explain the iridescence effect, which
contributes to the smooth changes in colour.

The connection between the antique wine bottle and
the reflector is that the surface of the bottle also has a
multilayered structure. It is known that Nature can also
produce such a structure, although in this case it took
about ten million times longer to do so than it did the
three members of the Research Laboratories (Dr Ir
J. Haisma, J. J. M. Pasmans and P. G. M. Vos) to
make the multilayer reflector and the photographs. The
natural changes in temperature and humidity in the
mud of an Amsterdam canal for more than 350 years
were responsible for the flaky surface structure of the
bottle, with its layers of alternating refractive index,
higher for glass and lower for water/air. During the
warmer seasons of the year water molecules will easily
have penetrated into the glass and a relatively fast ion
exchange will have occurred, e.g. Na* out and H3O"
in, making the glass brittle in places. Shrinkage due to
falling temperature in cold seasons must then have led
to flaking. The temperature drop in the Dutch climate
has apparently not been severe enough for the brittle
layers to have broken away completely, since the wall

of the bottle has remained intact. In this way a multi-
layer structure must have formed in the glass, and the
layers constitute a somewhat incomplete record of the
seasonal variations of Mother Earth in an Amsterdam
canal. Unfortunately, counting the layers in antique
glass does not give a reliable indication of age, like the
rings of a tree.
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X-ray lithography for VLSI

H. Liithje

The photolithographic methods used in the production of integrated circuits (ICs) are also in

use for large-scale integration (LS1), where the sizes of details are in the micron range. Owing
to the occurrence of optical diffraction effects, however, photolithographic methods are often
inadequate for the submicron structures required by the increasing miniaturization and coni-

plexity of the circuits in very-large-scale integration (VLSI). For this reason other lithographic

methods are being developed for producing circuits of this kind. One of these methods, elec-

tron lithography, has been described in « previous article in this journal. The article below

deals with the investigation of another promising method, X-ray lithography.

Lithographic methods for VLSI

The lithographic method used in IC technology for
transferring patterns to the surface of a silicon slice is
illustrated schematically in fig. /. Radiation passes
through a mask containing the required pattern on to
a silicon slice coated with a thin layer to be structured
(e.g. an oxide layer) and a layer of photosensitive resist.
After development of the resist the uncovered parts of
the layer beneath it are etched away, so that a pattern
corresponding to that of the mask remains on the
slice. In the production of an IC different patterns are
applied successively to the same part of the slice. The
corresponding masks must therefore be in exact align-
ment with one another. The mask patterns have to be

Dipl.-Ing. H. Liithje is with Philips GinbH Forschungslaboratorium
Hamburg, Hamburg, West Germarny.

transferred to the slice with sufficient accuracy and
with sufficiently sharp demarcation to ensure that all
the details of the patterns are preserved during further
processing of the slice. The lithographic process must
also be compatible with a number of general require-
ments of IC technology, such as rapid production,
high reliability, high yield and low cost per unit.

A significant development in IC technology is the
ever-increasing refinement of the pattern details. As
circuits become smaller the 1C components can have
higher packing densities, and consequently higher
switching rates, lower energy consumption, lower costs
and improved performance. Since the introduction of
ICs the packing density has almost doubled every year.
In the circuits now being produced a single slice can
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contain many hundreds of thousands of components.
To indicate the extreme complexity of these circuits
the term very-large-scale integration (VLSI) is used,
as an extension of LSI [1]

The miniaturization of 1Cs imposes increasingly
stringent requirements on the lithographic resolution.
Whereas in LSI the minimum dimensions are still in
the micron range, future VLSI circuits will have to
contain details smaller than 1 um. This has important
consequences with regard to the choice of the litho-
graphic method [2). We shall now look briefly at a
number of the methods that might be used.

Limitations of photolithography

The simplest and most widely used lithographic
method in IC technology is photolithography. In this
method a layer of photosensitive resist is irradiated
with ultraviolet light. Each mask consists of a trans-
parent substrate and a thin light-absorbing layer car-
rying the required pattern.

Until recently the masks were usually pressed against
the slices, to give relatively fine details. Serious prac-
tical drawbacks of this ‘contact printing’ are the dam-
age caused to the mask, leading to errors in subsequent
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Fig. 1. Diagrammatic representation of lithography for producing
the desired patterns on a silicon slice S. Radiation / passes 'hrough
a mask M containing the required pattern and is incident on a layer
of resist R that is sensitive to this radiation. After development of
the sensitive layer only the non-irradiated parts remain for a positive
resist and only the irradiated parts for a negative resist. The un-
covered parts of the layer L to be structured are then etched away,
and the remaining resist is then removed.
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slices, and local differences in the distance between
mask and slice due to surface unevenness in the slices.

If some space is allowed between mask and slice the
resolution is limited mainly by diffraction effects. The
minimum detail size Ax is then given by:

Ax = }/Ad,

where A is the wavelength of the light used and d
the distance between mask and slice. At a distance of
30 um and a wavelength of 400 nm details of 4 um
can be reproduced. Reducing the wavelength to say
200 nm gives a higher resolution but does not lead to
the reproducible production of submicron structures.

Better results can be obtained with exposure by
projection, especially when it is accompanied by re-
duction. A familiar example of this method is the use
of the Silicon Repeater [31. With this machine repeated
projections of a single mask at a fifth of full scale are
made directly on the slice. Successive patterns are
accurately positioned with respect to the already exist-
ing part of the circuit. It is possible to compensate for
small deformations of the silicon surface. The optical
repeaters now in use can produce details down to
about 0.7 pm and are therefore suited to the manufac-
ture of the present VLSI circuits. Even these advanced
machines, however, will not be able to produce the
details smaller than 0.5 um that will be required in
future VLSI circuits. A disadvantage of repeating
projectors is that they are complicated and therefore
fairly expensive. Other disadvantages are that images
can only be made of relatively small areas and that the
reproduction of submicron structures requires very
careful processing of the resists.

Possible use of electron and ion lithography

To permit the transition to smaller details some
methods have been developed that use electrons or
ions instead of light. The effective wavelength of these
particles is much smaller than the dimensions of the
details required, so that diffraction effects are no
longer a problem.

In electron lithography a narrow beam of electrons
is usually used to define the pattern in an electron-sen-
sitive resist 1. An electron-beam pattern generator,
as described earlier in this journal [®!, can be used for

11 See the articles on LSI in Philips Tech. Rev. 37, 265-356, 1977.

21 An extensive review of lithography for VLSI has been given by
R. P. Kramer, Ned. T. Natuurk. A 46, 4, 1980 (in Dutch) and
by A. N. Broers, IEEE Trans. ED-28, 1268, 198].

18] A. G. Bouwer, G. Bouwhuis, H. F. van Heek and S. Witte-
koek, Philips Tech. Rev. 37, 330, 1977. An improved version
of the Silicon Repeater will be described in a forthcoming issue
of this journal.

{41 See for example M. J. Bowden, CRC Crit. Rev. Solid State &
Mater. Sci. 8, 223, 1978/79.

8] J. P. Beasley and D. G. Squire, Philips Tech. Rev. 37, 334,
1977.
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drawing the pattern directly on the resist (‘direct slice
writing’), or for making masks, which can then be
copied, for example with an electron-image projec-
tor 81, the electron-optical analogue of the optical
image projector. The pattern generator is versatile: the
electron-optical system can be electrically controlled
and operated by a computer. Given favourable condi-
tions the resolution obtainable is better than 0.1 pm.
A disadvantage of this method is that lateral scatter of
the electrons in the slice can cause distortion of closely
adjacent details. This ‘proximity effect’ can be cor-
rected to some extent, but at the expense of the writing
speed. For direct slice writing in mass production this
is an economic problem. For making masks, however,
electron lithography, with its versatility and accuracy,
is a suitable method, which is now widely used.

Direct writing on the slice is also possible with an
ion beam 7!, Because the absorption in the resist is
better, this method has higher sensitivity than writing
with an electron beam. It is difficult, however, to find
an intense and sufficiently stable ion source. Another
problem is the proximity effect, which can also occur
with ions. The other form of ion lithography, ion-
optical imaging of the pattern, gives too much ther-
mal deformation in the masks.

Investigation of X-ray lithography

Another promising method for VLSI is X-ray lithog-
raphy 81, in which X-rays are used to produce an
image of the mask pattern on a slice coated with X-ray-
sensitive resist. The wavelength of the radiation varies
from about 0.5 to 3 nm, so that no diffraction effects
occur. The title photograph, made with a scanning
electron microscope (SEM), shows a resist pattern
applied to a silicon structure by X-ray lithography
with a mask-to-slice distance of 400 pm. Even with a
maximum layer thickness of 10 um the width of the
tracks in the resist is only 0.5 pm. The resolution ob-
tainable is of the same order as with electron lithog-
raphy (< 0.1 pm). As compared with the latter
method, X-ray lithography at these wavelengths has
the advantage that there is no proximity effect. On the
other hand, many more problems are encountered in
finding a suitable radiation source, alignment, and
making the masks and resists.

The investigation described in this article is mainly
concerned with the production and testing of different
masks. We are also interested in finding suitable resists.
A great deal of this work is being done in cooperation
with other groups, both within Philips and outside. It
all forms part of a comprehensive programme (the
BESSY project), which is supported in the Federal
Republic of Germany by the Ministry of Research and
Technology, for the development of X-ray lithography
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for VLSI. Before dealing with our contribution to this
work, a general description will be given of the proce-
dure adopted for X-ray lithography.

Procedure for X-ray lithography

An X-ray lithographic system generally consists of
an X-ray source, a mask with the required pattern, an
alignment system and a slice coated with an X-ray-
sensitive resist; see fig. 2. The choices of these compo-
nents are closely interdependent.

Choice of X-ray source

In a conventional X-ray tube (?1 X-radiation is
generated by bombarding an anode with high-energy
electrons (10 to 30 keV). Such a source is fairly mono-
chromatic and is not expensive compared with other
X-ray sources. A disadvantage is the relatively low
intensity of the radiation, so that long exposures may
sometimes be required (perhaps as much as 20 to 30
minutes or more). Because of the low radiation in-
tensity the source has to be located close to the mask
(e.g. at a distance of 20 ¢cm). A difficulty then is that
the divergence of the X-rays can cause considerable
distortion in the image. This source therefore seems
less suitable for producing submicron details.

Other sources consist of plasmas generated by a
powerful laser [1®! or by injection of an intense elec-
tron beam '!!. These sources provide X-radiation at
very high intensity and are therefore of interest for

Fig. 2. Diagram of arrangement for X-ray lithography. X X-radia-
tion. M mask with X-ray-transmitting membrane and X-ray-ab-
sorbing metal layer with the required paitern. S silicon slice coated
with the layer L to be structured and an X-ray-sensitive resist R.
T slice table. J system for aligning slice and mask.
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lithographic applications. At present, however, they
are still insufficiently developed.

Distinctly better prospects are offered by the use of
synchrotron radiation generated tangentially by the
circular movement of relativistic electrons; see fig. 3.
The spectral distribution of this X-ray source extends
over a wide wavelength range, e.g. from 0.1 to 100 nm.

The high intensity of the radiation enables the ex- -

posure times to be kept short (a few seconds) and the
distance between source and mask can be large enough
(> 10 metres) to make the divergence of the incident
radiation very small.

A problem with synchrotron radiation is that the
source is extremely expensive. For the investigations
with this source it was therefore decided to make a
collective approach, with several firms and institutes
participating, so as to keep the financial risk within
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Fig. 3. Above: Diagram representing synchrotron irradiation for
X-ray lithography. Relativistic electrons in the storage ring St
generate tangential X-radiation X. This passes through the X-ray-
transmitting vacuum window W and the mask M on to the slice S
with the layer L to be structured and the resist layer R. In experi-
ments with the BESSY storage ring in West Berlin the distance be-
tween X-ray source and mask is 13.5 m. Below: Spectral distribu-
tion (3P/34 as a function of 1) of the X-radiation generated by
BESSY, at an electron current of 1 A and an energy of 800 meV.
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bounds. The chief source is the BESSY storage ring
set up in West Berlin. Work is now also under way in
the project on the development of a compact cheaper
version for individual use in IC factories.

Another problem is the limited homogeneity of the
radiation in the vertical direction, perpendicular to
the plane of the drawing in fig. 3. Only strips with a
height of about 10 mm can be homogeneously irra-
diated. For larger surfaces the X-ray beam can be dif-
fracted by means of reflectors (121, It is also possible to
enlarge the area that can be homogeneously irradiated
by setting the storage-ring electrons into oscillation by
means of an oscillating electrical or magnetic field {131,
Both methods have been successfully used with the .
BESSY storage ring.

In view of the extremely high accuracy required in
making images of submicron structures it is necessary
to use a ‘step-and-repeat’ process, in which repeated
images of an X-ray mask of area a few square cen-
timetres are made on the slice. The high accuracy
required is achieved in this process by moving the slice
into exact alignment with the mask.

Choice of alignment system

As the details required diminish in size the align-
ment of successive mask patterns on the same part of
the slice must be improved. In practice it is found that
an alignment accuracy better than a quarter of the
smallest dimension is necessary. This means that the
alignment has to be exceptionally accurate in X-ray
lithography.

As in other lithography methods, the masks are
provided with markers, which are scanned during the
alignment process. Visible light in the form of laser
radiation is preferably used for the alignment. Because
of the high intensity of this radiation the identification
time required is very short (e.g. 0.01 s), so that the
alignment does not limit the rate of production. A
further advantage of optical alignment in X-ray

(81 J. P. Scott, Philips Tech. Rev. 37, 347, 1977.

(7] See for example R. L. Seligér and P. A. Sullivan, Electronics
53, No. 7 (March 27), 142, 1980.

[8] See for example:

E. Spiller and R. Feder, in: H.-J. Queisser (ed.), X-ray optics
(Top. Appl. Phys. 22), Springer, Berlin 1977, p. 35;

A. Heuberger, H. Betz and S. Pongratz, Festkorperprobl. 20,
259, 1980;, ;

H. 1. Smith and D. C. Flanders, J. Vac. Sci. & Technol. 17,
533, 1980. '

91 A description of metal/ceramic X-ray tubes is given by
W. Hartl, D. Peter and K. Reiber, Philips Tech. Rev. 41, 24,
1983/84, and 41, 126, 1983/84.

[10) p, J. Mallozzi, H. M. Epstein, R. G. Jung, D. C. Applebaum;
B. P. Fairand, W. J. Gallagher, R. L. Uecker and M. C.
Muckerheide, J. Appl. Phys. 45, 1891, 1974,

(111 R, A. McCorkle and H. J. Vollmer, Rev. Sci. Instrum. 48,
1055, 1977;

R. A. McCorkle, J. Phys. B 11, L 407, 1978.

(2] p, M. Guyon, C. Depautex and G. Morel, Rev. Sci. Instrum.
47, 1347, 1976.

(18] See the article by A. Heuberger et a/., mentioned in [8], p. 300.
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lithography is that it does not affect the resist on the
slice, since most X-ray resists are virtually insensitive
to visible light.

By means of a displacement measurement system
using a laser interferometer [141 ' alignment can be car-
ried out to an accuracy more than sufficient to achieve
the required detail dimensions. A repeater is used for
the stepped exposure to synchrotron radiation, per-
mitting separate alignment of mask areas between the
different exposure steps. This permits correction for
overlay deformations in the slice. In the joint project
a repeating projector of this type is now being built
for the BESSY storage ring.

Requirements for resists and masks

The choice of synchrotron radiation, stepped 1:1
(original pattern size) imaging and optical alignment
has important consequences for the resists and masks
to be used.

In the search for suitable resists the sensitivity to
synchrotron radiation is a major criterion. A highly
sensitive resist only requires a short exposure, which
means that the total production rate can be faster. In
addition, high contrast is required between the ex-
posed and unexposed parts of the resist, for the pat-
terns to be properly transferred to the resist. Also im-
portant is the ability of the resist to withstand physical
ion etching %!, reactive ion etching and plasma etch-
ing 161 which are the usual dry-etching methods used
in VLSI technology. Other practical aspects include
the bonding to the slice, temperature stability, avail-
ability and price.

The masks for X-ray lithography also have to meet
exceptionally strict requirements. The transmission of
materials for X-radiation is much less variable than
for ultraviolet light. Nevertheless the mask substrates
must give high X-ray transmission, while the struc-
tures placed on them should have a high absorption.
Since the images of the patterns are at full scale, the
details have to be the same as in the final circuits. To
permit optical alignment, the masks must be suffi-
" ciently transparent to light, at certain places at least.

Investigation of X-ray resists

Because of the many and varying requirements im-
posed on resists for X-ray lithography, there is no one
resist that has all the best properties. This means that
the best compromise has to be found from a variety of
candidates. Some resists that were developed for elec-
tron lithography have turned out to be suitable for
X-ray lithography as well. They consist of organic
polymer molecules with linear chains. On irradiation
these chains can break, resulting in the formation of
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smaller molecules, but they can also form bonds with
others, leading to cross-linking and the formation of a
three-dimensional network. In a positive resist there is
a much stronger tendency for chain breakage to occur
than cross-linking. As a result the molecules become
so much smaller that the resist dissolves in the liquid
developer. In a negative resist cross-linking is predom-
inant, so that irradiation has the opposite effect: it
makes the resist insoluble in the developer.

The sensitivity and the contrast of an X-ray resist
can be derived from its characteristic curve. This is
obtained by plotting the thickness of the layer of resist
after the developing process against the radiation
dose. Fig. 4 shows idealized characteristic curves for
positive and negative resists. The sensitivity of a posi-
tive resist can be defined as the minimum radiation
dose required for complete solution of the resist in the
liquid developer. For a negative resist the sensitivity is
then the minimum dose required to make the resist
completely insoluble. The contrast of a resist is deter-
mined by the slope of its characteristic curve.

In our investigation to determine the usefulness of
different resists we looked not only at the sensitivity
and the contrast but also at the resist profile that can
be achieved and at its ability to withstand dry etching.
Some of the resists studied are commercially avail-
able, others were developed at Philips Research Labor-
atories at Redhill and at Philips Research Laboratories
in Eindhoven. In some cases additives are added to
the resists to improve their properties for X-ray
lithography.

The irradiation of the resists by X-rays was initially
carried out with the DORIS storage ring in Hamburg,

—_— D

Fig. 4. Diagram showing the characteristic curves of positive and
negative X-ray resists. The ratio of the thickness d after the devel-
opment of the resist layer to the original thickness dg is plotted
against the radiation dose D (logarithmic scale). A quantity that can
be taken as a measure of the sensitivity of a positive resist is Dy, the
minimum dose at which the resist is completely soluble in the liquid
developer. The corresponding quantity D, for a negative resist is
the minimum dose at which the resist is completely insoluble in the
developer.
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but is now mainly done with the BESSY system in
Berlin. Before irradiation the resists are first baked at
a temperature above the glass transition temperature
to give good bonding to the silicon slice. Depending
on the temperature, baking time and atmosphere,
other properties can also be improved by this pretreat-
ment. The liquid developer we use is usually methyl
isobutyl ketone (MIBK), or isopropyl alcohol (IPA)
or a mixture of the two. The parts of the resist that are
not soluble in the developer receive a second baking
after development to improve the resistance to dry
etching.

Results with positive X-ray resists

One of the best-known positive resists for X-ray
lithography is polymethyl methacrylate (PMMA). De-
tails of 0.01 um can be produced in this resist, but the
sensitivity is rather low [81, The sensitivity can be
improved by additives that increase the X-ray absorp-
tion (e.g. ferrocene). If the time for complete develop-
ment of the layer of resist is kept constant, a smaller
radiation dose is required; see fig. 5. Even with such
an additive, however, PMMA resists have too low a
sensitivity to be widely used in X-ray lithography.

Better results can be achieved with a positive resist
consisting of methacrylate chains interconnected by
acid anhydride cross-links. This resist, known com-
mercially as PM 15, was described as a suitable elec-
tron resist in a previous article in this journal 1171, On
irradiation of PM 15 the cross-links between the chains
are broken, making the resist soluble in the liquid
developer. A special property of PM15 is that the
cross-linking increases at higher temperature, so that
the solubility decreases. As a result of this, raising the
pre-baking temperature has the beneficial effect of
causing less (undesired) removal of non-exposed resist.
On the other hand, the sensitivity to X-radiation will
be reduced; see fig. 6. The optimum pre-baking tem-
perature is about 110 °C. The sensitivity is then about
three times higher than that of PMMA. As can be
seen in the title photograph, a very sharp profile can
be made in PM 15, This profile changes hardly at all if
the resist is post-baked at temperatures up to about
130 °C. Above this temperature it tends to become
less sharp. Fig. 7 shows sharp and less sharp profiles
obtained in PM 15 after post-baking the resist at tem-
peratures of 110 °C and 150 °C.

Sharp profiles can also be obtained with positive
resists consisting of polymers of fluoralkyl meth-
acrylates, such as the commercially available resist
FBM120. These resists also have a high sensitivity,
about ten times that of PMMA.

The resists mentioned here are distinctly less resis-
tant to dry etching than the AZ1350H resist widely
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used in photolithography; see Table I. The resistance
of PMMA and PM 15 is only high enough in a few
cases to give sufficient protection to the underlying
layer in the normal dry-etch conditions. The sensitive
resist FBM 120 has a relatively low resistance to
reactive ion etching in CFs and CHF3;. Continued
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Fig. 5. Time {4 required for complete solution in the liquid de-
veloper MIBK, as a function of the radiation dose D, for positive
resists based on PMMA. The resists were pre-baked for 30 min at
150 °C. Addition of 1% of ferrocene to PMMA gives a smaller
value for t4. A further increase of the ferrocene content has little
effect.
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Fig. 6. Ratio of the thickness d after development in MIBK to the
original thickness dy, as a function of the radiation dose D, for the
positive resist PM 15 at three different pre-baking temperatures. A
higher pre-baking temperature gives less removal of the ‘non-irra-
diated’ resist, but also gives a lower X-ray sensitivity.

4] H. de Lang and G. Bouwhuis, Philips Tech. Rev. 30, 160,
1969.

(18} H, Dimigen and H. Liithje, Philips Tech. Rev. 35, 199, 1975.

[16] H. Kalter and E. P. G. T. van de Ven, Philips Tech. Rev. 38,
200, 1978/79.

17 E. D. Roberts, Philips Tech. Rev. 35, 41, 1975.
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Fig. 7. SEM photographs of a pattern in the PM 15 resist. Ahove:
Track width about 0.5 um, resist post-baked at 110 °C. Below:
Track width about 0.7 um, resist post-baked at 150 °C. The profile
is less sharp as a result ot the high post-baking temperature.

efforts are being made to find a positive resist that has
a high resistance to dry etching in addition to a high
sensitivity.

Results with negative X-ray resists

The negative resist polyglycidyl methacrylate-co-
ethyl acrylate (COP), widely used for electron lithog-
raphy, is also very sensitive to X-radiation: about 30
times as sensitive as PMMA. The use of this highly
sensitive resist requires very high contrast in the
masks. Parts of the resist that lie below the absorber,
and should really dissolve completely in the liquid de-
veloper, may give some cross-linking, which thus
reduces their solubility. This undesirable effect is more
pronounced if the mask has less contrast and the pat-
terns are finer; see fig. 8. Another problem encountered
with COP that also occurs when using it in electron
lithography is that molecules of the liquid developer
are taken up in the irradiated parts of the resist during
development ['8). The swelling thus produced causes
undesirable distortions that can upset the fine details
in the pattern.

Other familiar negative electron resists are based on
polystyrene '8, The X-ray sensitivity of these resists
depends closely on the mean molecular weight and the

Fig. 8. SEM photographs of a pattern in the negative resist COP.
Some cross-linking also occurs at ‘non-irradiated’ positions be-
cause the mask contrast is too low for the required pattern transfer.

presence of foreign atoms. Polystyrene with a mean
molecular weight of about 10° g/mol and without for-
eign atoms is rather less sensitive than PMMA. A
higher sensitivity is achieved by incorporating chlorine
before the polymerization. A resist made in this way is
now commercially available as NS150. It is about
twice as sensitive as PMMA. A much greater increase
in sensitivity can be obtained by increasing the mean
molecular weight. Fig. 9 shows two characteristic
curves of a polystyrene with a mean molecular weight
of 3x10% g/mol. Curve a, obtained without post-

Table 1. Etch rate ol three positive {p) and two negative (17) X-ray
resists divided by the etch rates of silicon, for physical ion etching
in Ar (1072 Pa) and reactive ion eiching in CF4 (0.5 Pa), CHF;
(0.5 Pa) and SFg (2 Pa). For comparison the results are also shown
for the well-known AZ 1350 H photoresist (Shipley).

T Medium Ar CF, | CHF SFe
Resist iy

PMMA (p) 1.2 2.7 T
PM 15 (p) 1.2 27 | 22 0.5
FBM 120 (p) 1.3 4.6 40 0.6
COP (1) 1P 2.4 253 0.5
NS 150 () 07 1.2 0.9 0.2
AZ 1350H 0.8 ! 14 | 12 02
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baking, shows not only that the sensitivity is very high
but also the presence of pronounced swelling: the
thickness after exposure and development is consider-
ably greater than the original thickness. An excessive
radiation dose causes less swelling. On post-baking of
the resist, the layer shrinks and returns to its original
thickness (curve b). Efforts are now being made to find
a negative resist that combines sufficient sensitivity
with a low swelling.

The dry-etch behaviour of the negative X-ray resists
we have investigated is generally better than that of
the positive X-ray resists (Table 1). Resists based on
polystyrene, such as NS150, are even more resistant
to dry etching than the photoresist AZ 1350 H.

At this stage of the investigation we cannot yet say
which resist is most suitable for X-ray lithography. We
do know there are a few positive resists that give rea-
sonably good results, e.g. PM 15 and FMB 120. In the
negative resists the swelling effect is still too trouble-
some for submicron structures, but here substantial
improvements can be expected.

A study is currently being made of the effect of
various resists on the dry-etch pattern transfer in sili-
con. The preliminary results look promising. Fig. 10
shows how well a pattern in the PM 15 resist can be
transferred to polycrystalline silicon by plasma etch-
ing in Clz.

Making the masks

Because of the special requirements that masks for
X-ray lithography have to meet, as mentioned earlier,
they look very different from the conventional masks
used for photolithography. The mask substrates con-
sist of a membrane that on the one hand is thin enough
to pass X-radiation sufficiently and on the other hand
is thick enough to be mechanically stable. To compen-
sate for thermal effects the membranes should be in
slight tension. The preferred materials for the mem-
brane consist of light elements with low X-ray ab-
sorption. Those that are suitable include inorganic
materials such as silicon, silicon carbide and silicon
nitride, titanium and magnesium and organic mat-
erials such as Kapton and Mylar ['®), Compared with
organic membranes, inorganic ones have the ad-
vantage that they are more resistant to synchrotron
radiation. From now on we shall therefore only be
concerned with inorganic membranes.

The structured absorbing layer on the membrane
must in the first place have high X-ray absorption.
This implies that the layer must be sufficiently thick
and that heavy elements (e.g. gold) must be used. In
addition the layer must adhere well to the membrane,
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be mechanically stable and be a good conductor of
heat. The patterns in the absorbent layer must be
applied to at least the same accuracy as required for
applying the patterns in the slice by X-ray lithography.
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Fig. 9. Ratio of the thickness d after development in MIBK to the
original thickness dy, as a function of the radiation dose D, for a
negative X-ray resist based on polystyrene with an average molec-
ular weight ot 3 x 10® g/mol. The layer of resist that has reccived no
post-baking has swelled considerably; the swelling depends on the
radiation dose (curve a). The post-baked layer has shrunk to less
than its original thickness (curve b).
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Fig. 10. SEM photograph (marker is 1 um) of a pattern in the
PM IS5 resist (above) and the pattern transferred to polycrystalline
silicon by plasma etching in Clg (below).

18] J_C. Jagt and P. W. Whipps, Philips Tech. Rev. 39, 346, 1980.
191 A description of different membrane materials is given in the
article by Heuberger er a/. mentioned in [8], p. 265.
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The contrast in the mask must be sufficient for the
pattern definition to be fully preserved in the X-ray
lithography.

We shall first consider the production of different
membranes, followed by the application and structur-
ing of the absorbing layer. Finally we shall consider
deformation measurements on the masks.

Making the membranes

A silicon membrane with a thickness of say 2 um
can be obtained by partially etching away a silicon
slice (‘thin etching’). An etchant frequently used is
EDP, a mixture of ethylene diamine, pyrocatechol and
water. This etchant has a strongly anisotropic action:
the etch rate in the [100] direction is much greater than
that in the [111] direction. The part of the slice to be
preserved for the membrane is made insoluble before-
hand, for example by a boron diffusion.

A process commonly used for making thin silicon
membranes consists of ten stages, as illustrated in
fig. 11. A silicon slice with (100) orientation is first
coated on one side in four stages with a layer of oxide,
and the other side is then doped with boron. In the
next four stages a window is made in the oxide layer.
The final stage is the thin-etching with EDP; the re-

stage result

1 thermal oxidation

2 apply resist

3 etch oxide

4 remove resist “ J

5 boron diffusion

6 apply resist

7 make window in resist a

8 etch oxide

(s}

remove resist

10 thin-etch silicon

Fig. 11. Production of a thin silicon membrane by a conventional
process consisting of ten stages. The various stages are indicated on
the left and the diagrams show the result of each stage.
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maining oxide mask now provides a supporting ring of
the original thickness. A disadvantage of this process
is that the large number of separate operations ad-
versely affect the yield and quality of the membranes.

We achieved a considerable improvement by devel-
oping a process in which the membranes are made in
only three stages; see fig. /2. In this process a silicon
slice is first doped with boron on both sides, preferably
by diffusion with boron tribromide. Next, a window is
made on one side by reactive ion etching or plasma
etching. The parts of the slice that support the mem-
brane are screened off mechanically by a mask. After
dry etching the thin-etching with EDP is carried out,
It is also possible to make the silicon wafer thinner
after first applying and structuring the metal layer, but
this leads to impermissible deformations in the mask.

Making membranes from silicon has the advantage
that a great deal is known about the technology and
control of the properties of this material. The mem-
branes have high elasticity and stand up well to X-
radiation. The membranes are in considerable tension
because of the doping, and are thereforc not truly
planar (the error is a few um). This is tolerable because
of the use of almost parallel synchrotron radiation.
Problems can however arise during the optical align-
ment. In that case the membrane stress hasto be reduced
by tempering, or corrective layers have to be applied.
The optical transmission required for the alignment
can be obtained by incorporating light-transmitting
windows at various locations or by coating the slice
with a reflection-reducing film.

Silicon membranes are in principle suitable for use
in X-ray masks. Nevertheless, because of the very
stringent requirements for submicron X-ray masks it
is certainly necessary to investigate other materials
and methods as well. One particularly interesting mat-
erial is the optically transparent silicon carbide (SiC).
Thin membranes of SiC can be produced by applying
the SiC to a silicon substrate by chemical vapour de-
position (CVD) and then selectively etching the sub-
strate. The CVD process is performed in a horizontal
fused-silica tube, with the silicon substrate on a

stage result
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1 double - sided boron diffusion

2 ion-etch with mechanical mask

3 thin-etch silicon

Fig. 12. Production of a thin silicon membrane by a process con-
sisting of only three stages.
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Fig. 13. Transparent SiC membrane 2 pm thick in a silicon ring.

graphite susceptor which is heated by a high-fre-
quency generator to say 1250 °C [2°1. Hydrogen is
used as the carrier gas. The silicon carbide is formed
by the decomposition of dichlorodimethyl silane:

(CH3)2SiCls (g) — SiC (s) + CHa (g) + 2 HCl (g).

With an appropriate choice of process conditions such
as temperature, gas composition and gas supply, we
have succeeded in making membranes about 2 um
thick and with a diameter of about 30 mm that have far
less deformation than silicon membranes with the same
dimensions. The membranes are also highly stable
when irradiated by X-rays. Fig. 13 shows a silicon-car-
bide membrane in a silicon ring. The advantage of the
high optical transmission is that no separate provi-
sions for alignment are necessary.

In the methods described so far a thin-etching pro-
cess is used: the substrate is etched away in the area
where the membrane will be. Membrane and ring thus
form a unit. The great advantage of these methods is
that commercially available equipment for semicon-
ductor technology can be used, so that inexpensive
mass production becomes a practical possibility. Prob-
lems can arise, however, with the adjustment of the
membrane tension and the flatness of the membranes.
For this reason we are also experimenting with meth-
ods in which a thin metal membrane is made and then
stretched over a frame. With titanium membranes
made in this way [2!] reasonably good results have
been achieved for mechanical stability, resistance to
fracture and flatness. The X-ray transmission of tita-
nium is relatively limited, however, so that only mem-
branes thinner than 1 um can be used successfully.
There are considerable technological problems in pro-
ducing such thin membranes without defects.

Better prospects are offered by the use of magne-
sium membranes. These can be produced by sputter-
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ing a thin film of magnesium on a glass plate and then
‘peeling off” the film. The glass plate is first given a very
thin coating of gold to prevent the magnesium film
from adhering too tightly to the glass. Diffusion of gold
into the magnesium film can be effectively suppressed
by applying an intermediate coating of titanium oxide
(TiOx). This is applied by sputtering titanium in an
atmosphere containing oxygen. The sputtering of the
magnesium film should be carried out at a low residuat
gas pressure and a low substrate temperature, other-
wise the magnesium will be too highly oxidized. The
peeling is done with a device with an auxiliary ring
and double-sided adhesive tape. After it has been
peeled off, the membrane is stretched over a smaller
ring by a special tool and fixed to it with an adhesive.
Suitable materials for this ring are glass, aluminium
oxide and some alloys with a low coefficient of expan-
sion. Fig. 14 shows a 2-um-thick magnesium mem-
brane stretched over an aluminium-oxide ring.

The considerable flexibility of magnesium mem-
branes enables the membrane stress to be adjusted
in such a way as to compensate largely for thermal
changes occurring during the subsequent processes.
Some of the membranes used are remarkably flat, frac-
ture-resistant and mechanically stable. A particularly

Fig. 14. Magnesium membrane 2 pm thick stretched over an alumi-
nium-oxide ring.

(201 An earlier article in this journal described the CVD process for
applying wear-resistant TiC and TiN coatings; see Philips Tech.
Rev. 40, 204, 1982 and for applying silicon films in IC technol-
ogy, see Philips Tech. Rev. 41, 60, 1983/84.

211 W_D. Buckley, J. F. Nester and H. Windischmann, J. Electro-
chem. Soc. 128, 1116, 1981.
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useful property of these membranes is their low X-ray
absorption, especially at wavelengths longer than 1 nm.
This means that the exposure can be very short when a
mask with a magnesium membrane is used. In addi-
tion, good contrast can be achieved with a structured
X-ray-absorbing layer of very small thickness. Be-
cause of the optical opacity it is necessary to have
separate alignment windows. Since the masks are very
accurately made these windows can also be mounted
in a glass ring.

Application of metal layers

In view of the high’ accuracy needed for obtaining
submicron structures, it is necessary for all the masks
discussed here to apply and structure the metal layer
on the thin membrane. The metal coating of a mask
for X-ray lithography must in the first place be highly
absorbent for X-radiation in the relevant wavelength
region. In addition it must bond well to the mask
membrane, have a low expansion coefficient, be fine-
grained and it must not give riseé to mechanical
stresses. Its properties must also be compatible with
electron lithography, which is used for the structuring.
In this process the metal layer is coated with an electron
resist that is subsequently irradiated with an electron-
beam pattern generator [5!. After development of the
resist the required structure is produced in the metal
layer by dry etching. Another method that can be used
to obtain a structured metal layer is electrodeposition
of the metal between electron-lithographically pro-
duced resist structures.

A suitable metal for the X-ray absorbing layer is
gold. According to the literature the usual method is
to use a gold layer deposited on a silicon membrane by
evaporation, after first depositing a thin bonding layer
of chromium by evaporation. With this combination
of materials, however, severe mechanical stresses can
occur. We have therefore investigated the possibilities
of combining other materials with gold, and have also
studied other methods of application such as sputter-
ing and electrodeposition. We have also performed
tentative experiments with a few other heavy metals
that give high X-ray absorption and can be anisotro-
pically etched, such as molybdenum, tantalum and
tungsten. :

Bonding layers of chromium or nickel chromium
are often subject to unacceptable mechanical stresses.
Furthermore, these materials can easily diffuse when
the gold layer is applied, especially if the substrate
temperature is higﬁ. This diffusion may partly be
the cause of poor bonding and of ageing effects that
lead to deformations of the mask. When titanium is
used for the bonding layer no perceptible diffusion
is found.

Philips Tech. Rev. 41, No. 5

To solve the problem of the stresses we studied the
effects of the conditions in which the metal coatings
are applied. These effects were found to be particularly
pronounced in the sputtering process. Gold layers are
subject to a tensile stress that decreases if the argon
pressure is higher during sputtering. Layers of chrom-
ium and titanium are subject to a compressive stress
at low argon pressures and a tensile stress at higher
argon pressures; see fig. 15.
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Fig. 15. Compressive stress C and tensile stress T of chromium and
titanium layers as a function of argon pressure pa, during sput-
tering.
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Fig. 16. Above: Diagram of structure of a stress-free, X-ray-ab-
sorbing coating on a silicon membrane. The sputtered layers give
alternate compressive (C) and tensile stresses (7). Below: Diagram
showing the resultant compressive stress C and tensile stress T
before and after applying the different layers.
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In principle it should be possible, with a given com-
bination of materials, to select the application condi-
tions in each case so as to minimize the stresses in the
individual films. In practice, however, such a proce-
dure is not readily reproducible. With our knowledge
of the stress variations we therefore looked for com-
binations of materials in which the stresses in the dif-
ferent layers compensate one another. An example is
shown diagramatically in fig. /6. The bonding layer
consisting of titanium oxide is subject to a compres-
sive stress that is almost completely compensated by
the tensile stress in the gold layer. The presence of
chromium can give better electron-lithographic struc-
turing of the gold layer, as described later. We used a
sandwich configuration of three chromium layers: two
very thin layers with a compressive stress and between
them a much thicker layer with a tensile stress suffi-
cient to make the complete sandwich virtually stress-
free. The advantage of such a sandwich is that suffi-
cient compensation remains after the structuring of
the gold layer, in which a substantial part of the
chromium is etched away. This is because the dry-
etching process removes the upper chromium layer
completely and the central chromium layer only part-
ly. The tensile stress in the remainder of this layer is
then compensated by the compressive stress in the
lower chromium layer.

Besides gold, other possible materials for the ab-
sorbing layer in masks for X-ray lithography are tan-
talum and tungsten. In combinations such as molyb-
denum-gold and tungsten-gold the compressive and
tensile stresses can be effectively compensated.

Structuring

The structuring of the absorbent metal layer of
masks for X-ray lithography is carried out with the
aid of an electron-beam pattern generator. The dry-
etching method often used is reactive ion etching, be-
cause of the problems of ditch formation and redepo-
sition encountered with physical ion etching [**! and
because plasma etching is often not sufficiently aniso-
tropic [1%] . Since the etching process is carried out on
thin membranes, the choice of the high-frequency
power level is particularly important. The electron-
resist layer to be used has to be fairly thin (about
0.3 um), otherwise the proximity effect will be too
great during the electron irradiation. A thin resist
layer, however, offers little protection to the under-
lying metal layer during etching, especially if the etch
rates of these two layers are not very different. This is
the case, for example, in the ion etching of a gold layer
coated with an electron resist in an argon atmosphere.
Here the etch rate of gold is not more than twice as
high as that of the usual electron resists. The result is
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that oblique edges are formed in the resist structure
and hence in the gold layer as well.

Since there is no known reactive ion-etching or
plasma-etching process that has an anisotropic action
on gold, we decided to structure gold layers by a pro-
cess in which a thin chromium layer acts as an auxiliary
mask. This is based on the relatively high resistance
of chromium to ion etching in argon and oxygen; see
fig. 17. The transfer of the resist structure to the
chromium layer is performed by plasma etching in a
mixture of C2aHCls and C2H2Cls. The structure in the
chromium layer is then transferred to the gold layer
by ion etching. Because of the great difference in etch
rates it is possible in this way to produce reasonably
steep edges in the gold layer; see fig. 18. To obtain
them it is necessary to etch longer, depending on the
structure, than the etching time corresponding to the
etch rate and thickness of the gold layer. This presents
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Fig. 17. Etch rate R in ion eiching of gold, titanium and chromium
layers as a function of the partial oxygen pressure po,. At a low
oxygen pressure the stability of chromium and titanium is much
greater than that of gold.

Fig. 18. SEM photographs of a gold pattern with fairly steep edges,
obtained by ion etching in argon and oxygen with chromium as an
auxiliary mask.
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no problem, however, since the bonding and compen-
sation layer of TiOx is only slightly attacked in argon
and oxygen.

When tungsten is used as the absorbing layer, good
structuring is again not possible with an electron resist
about 0.5 um thick. Unlike gold, however, tungsten
can be reactively etched. A gold layer of thickness
about 0.2 um can then be used as an auxiliary mask.
The structure in the gold layer can be applied by ion
etching in argon. Structuring of the tungsten layer is
best performed by reactive ion etching in CF4 at a
pressure of about 0.8 Pa. The resistance of gold is
then so much greater than that of tungsten that very
steep edges can be obtained in the tungsten structure;
see fig. 19.

As well as by etching, a structured gold layer can
also be obtained by electrodeposition on an electric-
ally conducting substrate coated with a structured
layer of resist. The substrate used is a thin gold layer
(e.g. about 0.02 um thick). For the bonding to a mask
membrane of silicon a thin titanium-oxide layer is
used. The advantage of structuring by electrodeposi-
tion is that gold layers with very low stress can be pro-
duced.

For a faithful reproduction of a structure by electro-
deposition a resist layer of about | pm with steep edges
in its structure is required. For electron lithography,
however, the layer of resist should be no thicker than
about 0.3 um because of the proximity effect. For this
reason processes have been investigated in which the
substrate is successively coated with a relatively thick
resist layer, a thin inorganic layer and a thin electron-
resist layer (221, Possible combinations of layers in-
clude 1-um-thick PIQ (Hitachi), 0.05-um-thick
tungsten and 0.3-um-thick PM15. First the tungsten
layer is structured by electron lithography and
reactive ion etching in SFe. This layer then serves as a
mask for the ion etching (in oxygen) of the lower
resist layer. This method will give reliable structures
with very steep edges. An example is shown in fig. 20.

Measurements of mask deformations

A silicon slice coated with a bonding layer of tita-
nium 0.01 pm thick and a structured gold layer is
found after thin-etching to a 2-um-thick membrane to
have shrunk about 0.5 um per centimetre. This means
that impermissible dimensional variations from the
original mask design have occurred in the metal pat-
tern. This has led to the view that to obtain a reliable
mask it is necessary to produce the membrane first and
only then to apply and structure the X-ray-absorbing
metal layer.

Although dimensional errors also occur during the
structuring of the metal layer on a thin membrane,
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they can be kept sufficiently small by means of stress-
compensating layers 23], This is the case for example
with a mask obtained after structuring the combination
of materials in fig. 16 on a silicon membrane. Fig. 2!/
shows the measured dimensional errors in the com-
plete X-ray mask as compared with the original de-
sign. Because of the stress compensation the different
process stages only introduce very small deformations

[ -

Fig. 19. SEM photograph of a (ungsten pattern on a silicon sub-
strate. The steep edges were obtained by reactive ion etching in CF,
at 0.8 Pa, with a 0.2-pm-thick gold layer as an auxiliary mask.

Fig. 20. SEM photograph of a gold pattern with steep edges, ob-
tained by structuring with the electrodeposition process described
in the text, in which the conducting substrate is first given a coating
of three layers.
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Fig. 21. Measured dimensional errors Ax and Ay as a function of
the coordinates x and y in a silicon membrane as in fig. 16, after
electron lithography (a), etching of the chromium sandwich () and
etching of the gold layer (c). Each of these stages gives only slight
deformation of the membrane.
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Fig. 22. Complete mask for X-ray lithography, consisting of a
2-um-thick silicon membrane, an 0.08-um-thick bonding layer of
TiO and an 0.8-um-thick structured gold layer.

of the membrane. The structure produced in the resist
layer is transferred very accurately (error no greater
than about 0.2 um) to the gold layer. The errors in the
y-direction are a little larger owing to an error in the
design program, which had the result that every other
point measured in the pattern was exposed twice.
Taking this into account, we may deduce from the
measurements that the dimensional variations in the
complete mask relative to the original design are no
greater than about 0.15 um per centimetre. An
example of such a mask with a silicon membrane is
shown in fig. 22.

A further improvement can be obtained by stabil-
izing the frame of the membrane with a carrier plate
matched to the X-ray silicon repeater used. The small-
est dimensional errors we have measured were found
in a complete mask with a magnesium membrane,
shown in fig. 23. In a diameter of 50 mm the deforma-
tion measured here is less than about 0.2 pm.

We shall only know which mask technology is the
best one after the X-ray stepper at BESSY has been in
use for some time. Only then can we also assess the
economic consequences. The prospects for the X-ray
lithographic procedure described in this article never-
theless look promising, since large areas (about 4 cm?)
can be repeatedly exposed in the submicron range with

(22} J M. Moran and D. Maydan, J. Vac. Sci. & Technol. 16,
1620, 1979.

(23] A. Bruns, M. Harms, H. Liithje and B. Matthiessen, Proc.
Microcircuit Engineering 82, Grenoble 1982, pp. 111-115.
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Fig. 23. Complete mask, with optically transparent alignment
windows, consisting of a 2-um-thick magnesium membrane and an
0.6-um-thick structured tungsten layer coated with a 0.2-pm-thick
gold layer.

each exposure lasting only a few tenths of a second.
The speed of the total irradiation process is thus deter-
mined mainly by the mechanical components of the
X-ray stepper.

In the investigation described here the author has
worked in close technological cooperation with
A. Bruns, M. Harms, A. Lentfer (all with PFH) and
B. Matthiessen (with Valvo RHW), and also, in a
wider organizational context, with Dr H. Dimigen
(PFH) and Dr D. Sautter (Valvo UB). The work was
carried out with the financial support of the Ministry
of Research and Technology of the Federal Republic
of Germany. The author alone is entirely responsible
for the contents of this publication.

Summary. X-ray lithography is a promising method for producing
submicron structures in VLSI. Good results are obtained with syn-
chrotron radiation used in connection with a laser-aligned X-ray
stepper. The resists employed have 10 meet the strictesi requirements
for X-ray sensitivity, pattern transfer and resistance to dry etching.
Some resists have been investigated in view of these requirements.
[n theinvestigation described most attention was paid to the making
of the masks. These consist of an X-ray-transmitting membrane
and an X-ray-absorbing metal layer carrying the required pattern.
Since these masks have to meet accuracy requirements for a pros-
pective submicron technology, several mask materials have been
investigated. Under optimized conditions X-ray masks that are
suthciently flat and geometrically stable can be made by different
methods. The electron-beam-written patterns in these masks repro-
duce from the original design to within about 0.2 wm. X-ray masks
based on Si, SiC and Mg proved (o be stable when exposed to very
intense synchrotron radiation.
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FM receivers for mono and stereo on a single chip

W. G. Kasperkovitz

Most households now possess a number of radio receivers. This wide availability of a once-
expensive technical product has come about only through a phenomenal fall in the cost of
manufacture. This in turn is the result of greatly increased production runs — now into mil-
lions — but more than anything it is due to new technological developments. Every now and
then a fundamental advance is made, a step towards other, and cheaper, methods of achieving
the required functions in the receiver. One such earlier step was the change from thermionic
valves to transistors. In the new technology, costs are gradually being brought down by greater
efficiency and economies of scale in production, but in the long run this downward trend in
production costs must stop and another fundamental step forward becomes necessary. The
article below describes such a new step: the integration of a complete FM mono receiver on a
single chip. The number of trimming points — an important cost factor — has been reduced
to one: the externally connected oscillator inductor. The other external components are a few
capacitors and resistors, which do not have to meet any particularly arduous requirements.
The new chip (TDA 7010T) is so small that extreme miniaturization is possible — and some
wrist-watches on the market now contain a built-in FM receiver based on this chip. But even in
this new technology further improvements are on the way; the successor, TDA 7020T, already
in pilot production, will work on lower battery voltages and requires fewer external compo-
nents. The article also presents a fundamental solution of the next step forward: a completely

integrated FM stereo receiver.

Introduction

Although the first attempts to use integrated circuits
in radio receivers to reduce the cost were made more
than 15 years ago, most receivers built today still con-
sist of a printed-circuit board with manually inserted
discrete transistors, diodes, resistors, capacitors and
inductors; the inductors generally have to be aligned.
Integrated circuits are now frequently included in
high-performance receivers to make tuning easier,
through additional features such as noise muting,
deviation muting (off-tune signal suppression), station
preset, frequency display, frequency synthesis, touch
control and remote control. But the basic circuit used
in most of the less-expensive portables and clock
radios has remained essentially unchanged for ten
years or more. '

This gives some idea of the difficulties encountered
in designing a successful substitute for inductors that
will combine high Q-factors with high signal-to-noise
ratios at high operating frequencies. In principle,
gyrators [! can be used instead of inductors. How-
ever, with increasing operating frequencies these cir-
cuits become less attractive because of the limitations
of dynamic range and Q-factor and because of their
complexity and power dissipation.

Instead of designing an integrated radio receiver in
which the inductors in the resonant circuits are re-
placed by active RC circuits, it may be possible to
adopt other approaches that are less handicapped by
the limitations of IC technology. Various systems have
been proposed in which fewer inductors are necessary

Dr Ing. W. G. Kasperkovitz is with Philips Research Laboratories,
Eindhoven.

(1 B. D. H. Tellegen, The gyrator, a new electric network
element, Philips Res. Rep. 3, 81-101, 1948.
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for the receiver unit [21-I7), Compared with existing
superheterodyne receivers the proposed receiver cir-
cuits use a significantly lower intermediate frequency,
so that the intermediate-frequency bandpass filters
may be replaced by RC filters that can be partly or
completely integrated.

Depending on the choice of lntermedlate frequency,
two classes of problems are encountered in FM re-
ceivers. With an intermediate frequency of zero [41-[6]
image-reception problems in superheterodyne receivers
are eliminated. With these receiver systems, however,
the amplitude of the i.f. signal cannot be limited be-
fore demodulation. This results in a 3-dB lower signal-
to-noise ratio in the i.f. stage and in less suppression
of unwanted amplitude modulation of the demodu-
lated signal.

This problem is not encountered in a receiver system
that has an intermediate frequency of 140 kHz ["1,
where a limiter/amplifier i is used before the demodul-
ator to suppress AM noise and pealg distortions of the
r.f. signal. With this system, however, there is an
image response at a spacing of 2§f) kHz, almost coin-
ciding with the centre frequency of a neighbouring
channel at a spacing of 300 kHz. Because of this there
are also two tuning positions for each station (quite
apart from the double response on the outer slopes of
the demodulator characteristic, which is dealt with
below). . '

To be acceptable to the customer an integrated FM
receiver should at least avoid the shortcomings of the
proposed systems with low intermediate frequency.
But if the shortcomings of today’s superheterodyne
receivers could also be eliminated, such an integrated
receiver, in addition to being cheaper to produce,
would have advantages for the user as well.

Compared with AM receivers, FM receivers have
one fundamental weakness, which is that each station
has at least three tuning positions. Fig. I.shows the
amplitude of the demodulated audio signal of a typical
superheterodyne portable receiver as a function of the
tuning frequency, with the r.f. voltage Van at the
antenna input as the parameter; the modulation is a
constant 1000-Hz tone. Be51des the correct response at
the centre of fig. 1, there are two spurlous responses,
characterized by a reduced signal-to-noise ratio and
increased harmonic distortion of the audio signal. The
demodulation takes place on the sides of the demodu-
lator curve, which are referred to here as ‘noise slopes’,
because of the high noise level (see fig. 2). The position
and relative intensity of the spurious responses de-
pend on the antenna input voltage and the selectivity
of the receiver. They are separated from the range for
correct tuning by minima in the output voltage. It
might seem as if these minima would make it easy to

Philips Tech. Rev. 41, No. 6

identify the spurious responses. However, this is not
the case in the far more complex situation found in
practice, where the modulation is not constant and
sinusoidal as in fig. 1, but strongly time-dependent and
often with significant overlap between the spurious
responses of adjacent channels. These effects combine
to give rather unsatisfactory tuning behaviour, espe-
cially for simple tuning by ear.

200k/-/z
Van‘t-
70mV —.’.—— { audio
1 ——.’-—
100py —a4llD-o—
0 —odliD®—
3 — e

1.5

0.7
enlarged in

vertical direction

Fig. 1. The tuning behaviour of a conventional mono receiver at
different antenna input voltages Van, . The demodulated audio signal
(vertical), here a 1000-Hz tone (audio), is shown as a function of the
tuning frequency (horizontal). The audio signal has a maximum at
the correct tuning position, and two secondary maxima to the left
and right (on the outer slopes of the demodulator characteristic; see
fig. 2). This makes it difficult to tune by ear. In the integrated FM
receiver the two spurious responses are suppressed (see fig. 10).

Voer

DM

NM

NM — Af

DM

Fig. 2. Demodulator characteristic. This gives the relation between
the demodulator output voltage Vaem, and the frequency deviation
Af. The central part of the curve has the desired linear relation be-
tween the two. On detuning from the centre frequency, demodu-
lation can also take place on the slopes NS; this is accompanied by
distortion and noise. In our monolithic FM receiver these spurious
responses are suppressed by a special circuit that reacts to frequency
deviations (DM, ‘deviation muting’) or to excessive noise (NM,
‘noise muting’).
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In the high-performance class of FM receivers
squelch systems like noise muting [®! and deviation
muting [®! are built in to suppress the spurious res-
ponses, and tuning meters are used to locate the cor-
rect tuning position. These features help to make
tuning very much easier. Although cost reduction was
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The integrated mono receiver circuit described in
this article is now being marketed under the type
designation TDA 7000 (or TDA 7010T) [*°! An im-
proved design has recently been brought out under the
type designation TDA 7020T. Some data are given in
Table I. Fig. 3 shows a wrist-watch, now commercially

Fig. 3. A wrist-watch with a built-in FM receiver 1C. The headphone lead also acts as the antenna.

the main objective in the integrated FM receiver pre-
sented here, it seemed a good idea to include these or
similar features in the system. This had to be done,
however, without unduly increasing the complexity,
the power consumption or the number of external
components and pins of the integrated circuit.

Table 1. Data for the integrated FM receivers TDA 7000/7010T and
TDA 7020T.

TDA 7000/ | TDA 7020T

7010T |
Supply vollag? ] _25_1
Vplycarrgm - 8 :
Frequency range | 1.5-110 | 05-110 | MHz
Sensitivity s 15 | uv

(amplitude limiting —3 dB, !
input impedance 75 Q,
signal mute not operating)

Max. input voltage 200 200 mV
(total harmonic distortion !
10%, Af = + 75 kHz,
input impedance 75 Q)

Audio output voltage 90 100 mV
Minimum load 22000 | 35 Q

available, which contains an FM mono receiver built
around this integrated circuit.

A question that arises, of course, is whether it would
also be possible to build an integrated FM stereo re-
ceiver. This is a much more complicated exercise in
view of the large bandwidth (53 kHz) of the stereo
multiplex signal compared with the bandwidth of the
mono signal (15 kHz). Nevertheless, it does seem
feasible, and a complete integrated circuit for a stereo
receiver is now being studied. A block diagram of the
design is presented at the end of this article.

2] D, K. Weaver, Jr., A third method of generation and detection
of single-sideband signals, Proc. IRE 44, 1703-1705, 1956.

31 J. P. Costas, Synchronous communications, Proc. IRE 44,
1713-1718, 1956.

(4] . G. Williford, U.S. patent No. 3568067.

5] 1. Vance, British patent No. 1 530602.

6] 1. A. W. Vance, An integrated circuit VHF radio receiver,
Proc. Int. Conf. on Land mobile radio, Bailrigg 1979, pp.
193-204.

" 'G. G. Gassmann, Ein neues Empfangsprinzip fir FM-
Empfanger mit integrierter Schaltung, Radio Mentor 32,
512-518, 1966 (in German).

(81 J.Craft, U.S. patent No. 3714 583.

9] 1. Fukushima et al., U.S. patent No. 3851263.

[0} W H. A. van Dooremolen and M. Hufschmidt, A complete
f.m. radio on a chip, Electron. Components & Appl. 5,
159-170, 1983.
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Basic features of the FM mono receiver

- The integrated FM mono receiver described here
operates with an intermediate frequency of 70 kHz.
This value would lead to unacceptable harmonic dis-
tortion at a frequency swing of + 75 kHz, which is the
maximum value allowed in FM broadcasting. This is
evident, since there is no room in the intermediate-
frequency band for a deviation of —75 kHz, which
would extend into the range of ‘negative frequencies’.
The frequency scale is then ‘folded’ around 0 Hz (see
fig. 13), resulting in unacceptable harmonic distortion.
For this reason ‘frequency feedback’ is used in our
system, to reduce the maximum frequency swing of
the intermediate frequency to =15 kHz. This fre-
quency feedback is obtained by using the demodulated
audio signal to control the frequency of the local oscil-
lator in our superheterodyne receiver. This is done in
such a way that the oscillator frequency ‘travels some
of the way’ with the frequency deviation of the trans-
mitter. If the transmitter has a frequency deviation of
+ 75 kHz, then the oscillator is given a deviation of
+ 60 kHz, resulting in an i.f. signal with a frequency
deviation of only + 15 kHz.

With our choice of intermediate frequency, image
reception occurs at a spacing of 140 kHz, i.e. at the
edge of the received channel. Background noise in this
part of the frequency band is equal in strength to the
background noise of the received signal. Thus, with a
given input signal and a given bandwidth, the signal-
to-noise ratio at the output of the mixer stage is in
principle 3 dB lower than in systems with complete
suppression of the image response. This entails an in-
crease in the noise figure, but the increase is partly
compensated by the reduced i.f. bandwidth [*!1, and
partly by a lossless coupling between the r.f. amplifier
and the mixer stage.

An advantage of using an intermediate frequency
not equal to zero is that amplitude modulation in the
received signal can be effectively suppressed. A high-
gain limiter/amplifier is included before the demodu-
lator. This gives good AM suppression and automatic
volume control (AVC), even for weak input signals.

The circuit also includes ‘deviation muting’, a sys-
tem that suppresses the audio signal if the tuning is
incorrect or if the input signals are comparable with
the input noise. It is based on the correlation between
the i.f. signal and a delayed and inverted version of
the i.f. signal. A qualitative description of the system
is given in fig. 4. The signal IF' is derived from the
amplitude-limited intermediate-frequency signal /F by
delaying this signal by one half of its period at correct
tuning, and inverting the delayed signal. This means
that for correct tuning the two signals are identical
(fig. 4a), giving high correlation. In this situation the
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demodulated audio signal is applied to the audio out-
put. If the tuning is incorrect (fig. 4b), one half of
the period of the signal IF no longer corresponds to
the delay between the two signals /F and IF’. In this
situation the correlation between the two signals is
small or negative, and the demodulated audio signal is
not applied to the output. In this way the spurious
responses for large input signals are suppressed.

If the input signal is comparable in level to the in-
put noise, the two signals JF and /F' are as shown in
fig. 4c. Because of the low Q of the i.f. filter (about
0.7) the intervals between the successive zero crossings
of the i.f. signal fluctuate considerably, again giving a
low correlation between the two signals and hence
muting of the demodulated audio signal. In this way
the skirts of the spurious responses at large input sig-
nals (top of fig. 1) and the entire spurious responses
for small input signals (bottom of fig. 1) are sup-
pressed. Fig. 2 illustrates what is meant here by ‘skirts’.

This muting system that comes into operation when
correlation is low combines the characteristics of sig-
nal muting operated by noise (in which the noise on
the envelope of the i.f. signal is detected [®1), and sig-
nal muting operated by incorrect tuning (which de-
pends on the automatic frequency control [®!). The
correlation system can be used in our receiver because
the compressed frequency swing is never so large as to
disturb the correlation seriously. In addition, advan-
tage is taken of the delay network that is part of the
demodulation circuit; this gives a delay of a quarter of
a period. At the low intermediate frequency it is not
necessary to use a tuned circuit either for this delay or
for the additional quarter-period delay also required

Fig. 4. Correlation measurement for signal muting. The i.f. signal
is delayed by half a period, inverted (/F’) and compared with the
original signal (/F). For correct tuning there is maximum correla-
tion (a), for incorrect tuning less or no correlation (), in the
presence of noise alone there is no correlation (c). In cases b and ¢
the signal is not supplied to the audio output.
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for the muting, so that the entire signal-muting system
requires few extra components and takes very little
extra current. In our system the muting threshold is
about five times as low as the muting thresholds of the
most advanced systems based on detection of the noise
on the envelope of the i.f. signal. It can therefore be
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high dynamic range at the output of the mixer, to a
constant amplitude. To obtain the high gain of 90 dB
at low current, LA operates into a high impedance,
and a buffer amplifier 42 is added; this has a suffi-
ciently low output impedance to reduce unwanted
crosstalk between multipliers M2 and M3.

Fig. 5. Block diagram of intégrated FM mono receiver. A2 amplifier. My 23 mulupller circuit
(mixer). LP) 2,3 lowpass filter. LA 23 limiter/amplifier. AP; 2 allpass network (gives 90° phase
shift). VarC varactor. VCO voltage -controlled oscillator. Noise noise generator. Mute sig-
nal/noise switch. Stab stabilized direct voltage supply. L inductor (tunes VCO to the FM band).
X point where the frequency-locked loop is regarded as open in the treatment of open-loop
behaviour. ¥C volume control.

used in portable receivers, where many of the input
signals are only slightly above the input noise level.

A noise generator is used in combination with the
muting system to give an audible tuning indication in
the absence of a tuning meter.

The integrated FM mono receiver

Fig. 5 shows a block diagram of the integrated cir-
cuit with its three essential connections to the outside
world: the antenna input, the audio output and the
connection to the circuit used for tuning to the desired
station.

The antenna is connected to the input of the broad-
band amplifier A1, which amplifies throughout the
entire FM band. The output of A; is connected to the
r.f. mixer M1, which performs the conversion to the
intermediate frequency. The signal gain from antenna
input to mixer output is about 26 dB.

The i.f. signal is filtered by a fourth-order active
lowpass filter (LP1) to suppress-signals outside the
selected channel 2!, The response of this filter is
shown in fig. 6. The hmlter/ amplifier LAz, with a gain
of more than 90 dB, limits the i.f. signal, which has a

Demodulation and limitation of the frequency
swing are achieved by converting the frequency into a
voltage, which is then used to correct the voltage-con-
trolled oscillator VCO. Associated with this oscillator
are an integrated varactor diode VarC (a variable-
capacitance diode) and the external resonant circuit

3dB

38dB

100 300kHz

Fig. 6. Response of the lowpass filter LP,. This fourth-order filter
passes the band from 0 Hz to 100 kHz and acts as i.f. band filter in
the integrated FM mono:receiver, in which it determines the selec-
tivity. A channel at a spacing of 300 kHz is attenuated by 38 dB.

(111 [, H. Enloe, Decreasing the threshold in FM by frequency
feedback, Proc. IRE 50, 18-30, 1962.

121 A Sallen and Key conﬁguratlon is used for this ﬁlter because it
gives the best compromlse between selectivity, current taken
and signal-to-noise ratio. See R. P. Sallen and E. L! Key, IRE
Trans. CT-2, 74-85, 1955. .
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mentioned above. The frequency is converted into a
voltage by means of the multiplier M2, in which the
i.f. signal is multiplied by a version of the same signal
shifted in phase by 90°. The phase shift takes place in
the allpass filter AP1. The combination of M2 and
AP is called an FM quadrature detector (FMQD).

A mathematical description of quadrature demodulation is given
on page 179, with a calculation of the signal delay in the quadrature
demodulator.

The lowpass filter LP2 is included in the frequency-
locked loop thus formed. In addition to the audio fre-
quency signal mentioned above, a d.c. signal also ap-
pears in the loop when the i.f. frequency does not
have a value such that the delay in AP; is exactly a
quarter-period of the carrier. This direct voltage pro-
vides automatic frequency control (AFC) by acting on
the voltage-controlled oscillator VCO. The loop also
contains a low-gain limiter/amplifier LAz to control
the locking range of the AFC. Audio signals are ex-
tracted after this limiter/amplifier. The limiter does
not distort the audio signals because as soon as it
starts to operate the AFC is switched off; the receiver
is then no longer tuned to the transmitter and the sig-
nal is suppressed.

The system that suppresses the signal in the absence
of correlation (the correlation muting system) consists
of two identical allpass filters AP1 and APz, mixer
M3, lowpass filter LPs and limiter/amplifier LAs. The
correlation between the limited i.f. signal at the input
of AP1 and its delayed and inverted version at the out-
put of AP2 takes place in mixer M3. The amplified
and limited output signal of the correlator is used as a
muting signal to suppress the audio signal for spurious
responses.

Fig. 7 shows some of the control voltages in the
integrated FM receiver as they would appear if the
frequency-locked loop were opened at X in fig. 5; the
responses shown are purely qualitative and relate to a
particular level of the antenna signal. In fig. 7a and b
the output voltages of demodulator M2 and low-gain
limiter/amplifier LA2 are shown as a function of the
difference between the antenna-signal frequency fan
and the oscillator-signal frequency fosc. With the loop
closed the control makes this difference equal to the
centre frequency fe, giving correct tuning.

The output voltages of the correlator M3 and of
limiter/amplifier LAs are shown in fig. 7¢ and d
as a function of fani — fosc. There are two bands of
Sam — fosec Where the signal is not suppressed but is ap-
plied to the output. One is centred around f, the point
of correct tuning. The other band with no muting is
defined by — f2 < fant — fosc < —f1. This means that a
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Fig. 7. Signal voltages V for frequency control and signal suppres-
sion (muling). Schematic representation of open-loop behaviour.
@) Output voltage of mixer M, as a function of the difference
Sant — Josc between received frequency and oscillator irequency. f. is
the desired intermediate frequency to which fan, — fosc 1S tuned in
the closed loop. ) The same voltage after limiting and amplifica-
tion in LA 3. Stable tuning positions are found on paths / and 2, be-
cause if the value of fan —fosc is 00 high the control voliage is
negative, so that fan — fosc is reduced again; the tuning position on
path 2 (the slope) is one ol the spurious responses. ¢) Output
voltage of mixer M3, used for deviation muting. ¢) The same
voltage after limiting and amplification in LA3. When the voltage is
high, the output signal is suppressed (muted), thus eliminating the
spurious respons on path 2. The voltage is low in the desired fre-
quency range between f; and fz, and also at the image frequencies
between —fz and —fi; however, stable tuning is impossible at the
image frequencies, because of the frequency control.

fOSC

f; ant

Fig. 8. Frequency control and signal muting with closed loop. (See
fig. 7.) fc desired intermediate frequency. / frequency trajectory at
the correct tuning position; the frequency point moves to and tro
along this path as a result of the frequency modulation. Because of
the frequency feedback this line is not horizontal but sloping, and
Jfose also varies. Shaded area: intermediate frequency bands where
the audio signal is supplied to the receiver output; everywhere else
the signal muting is operative. 2 second stable tuning position, but
the signal is not supplied to the audio output. A, B frequency
locking. C, D frequency release.
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Fig. 9. Photomicrograph of the integrated FM mono receiver circuit TDA7000/7010T. Chip

area 3.5 mm?.

double tuning response is possible with an open loop.
The second (spurious) response is at the image fre-
quency.

When it is closed the frequency-locked loop gives
positive feedback at the image frequency; a deviation
from the image frequency generates a control voltage
whose polarity is such that the deviation increases.
Double tuning is therefore impossible with the loop
closed.

This is illustrated in detail in fig. 8, which shows the
paths taken by the control point as it moves towards
the point of correct tuning in the plane fant, fosc. The
shaded areas indicate that there is no muting. The
figure relates to the same antenna signal as in fig. 7.

With correct tuning (path /) the demodulated audio
signal — which is a linear function of fan: and also of
Jfosc — is not muted but is applied to the audio output
(see fig. 7d). On path 2, the noise slope of the de-
modulator characteristic, the frequency feedback is
negative, so that a stable tuning position is also pos-
sible here. This path, however, lies in a region where
signal muting is operative.

If the deviation from the point of correct tuning is
too great the frequency-locked loop loses its hold on
the oscillator frequency (fig. 8 C, D). As the point of
correct tuning is approached, the transmitter eventu-
ally becomes ‘locked’ in the loop (fig. 8 4, B). Both
events are accompanied by a sudden jump in the loop
voltage, which would be audible in the audio signal if
no countermeasures were taken. These transients in
the audio signal are suppressed in two different ways.

The lock operation B and the loss of lock D take
place in a region where fanc — fosc i$ greater than f2. In
this region the signal muting is permanently in opera-
tion. The situation is different with loss of lock indi-
cated by C; here the signal muting is not operative
during the complete transition. The transition starts
in a region where the mute is operative, then passes
the region —f2 << fani — fose << —f1, where the signal is
not muted and ends up in a region where the signal is
muted again. To make this transition inaudible the
time constant of the lowpass filter LP;3 (see fig. 5) has
been made such that the input voltage of LA 3 remains
positive during the short time interval necessary for
crossing the region —f2 < fani — fose < —f1.

In a similar way the time constant of LPs also de-
termines what can be heard during the locking opera-
tion 4, where a transition takes place from the noise
generator to the demodulated audio signal. Here the
control point passes through four different regions
with alternating states of the muting signal. A pro-
per choice of the time constant ensures a smooth
acoustical transition from the region fant — fose < —/f2,
where the signal from the noise generator is passed to
the output, to the region fant — fosc > f1 where the de-
sired transmitter is heard at the output.

Measurements on the FM mono receiver

Fig. 9 shows a photograph of the integrated FM
mono receiver circuit on a single chip. All the func-
tions indicated in the block diagram in fig. 5 have been
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optimized for chip area, power consumption and sup-
ply voltage variations. The current taken by the IC is
8 mA at 4.5 V, but it operates at any supply voltage
between 3 V and 18 V. The chip area is 4.5 mm? and
the number of bonding pads is 18.

Measurements have been made on an experimental
receiver containing this IC. Apart from the integrated

circuit, the receiver consists of a resonant circuit used -

for tuning to the desired station, a number of ceramic
capacitors and a resistor. The resonant circuit is tuned
by a varactor. No trimming is required apart from the
adjustment of the direct-voltage range for tuning the
resonant circuit through the FM band. Because of the
low intermediate frequency i.f. trimming is unneces-
sary: the tolerance on the values of the most critical of
the fixed capacitors is about 100 times greater than the
tolerance on the LC products of the resonant circuits
used in a conventional receiver.

S
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Vant =
10mvy

I audio

100V
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15
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Fig. 10. Tuning behaviour of the integrated FM mono receiver (see
also fig, 1).
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Fig. 11. Signal-to-noise ratio S/N of the demodulated signal (fre-
quency 1 kHz, carrier frequency swing =+ 22.5 kHz) as a function
of the antenna voltage Vap, (across an input impedance of 40 Q). At
1.5 pV the signal-to-noise ratio is 26 dB (this is the ‘quieting sen-
sitivity’ as defined in the CCIR standard).
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Fig. 10 shows the tuning behaviour of the experi-
mental receiver. There are three improvements as
compared with the tuning of a typical portable re-
ceiver, as shown in fig. 1:

o No spurious responses, at large or small input
voltages. This is the result of the correlation muting
system.

o Large range of correct tuning, even at small input
voltages. This is achieved with the AFC. This function
is illustrated by fig. 8, where a large variation in fan:
— which is equivalent to a large variation in the tuning
frequency — is reduced to a small variation in the
intermediate frequency fant — fosc.

¢ No degradation of the audio signal for small antenna
signals. This is due to the high gain of the limiter/am-
plifier LA before the demodulator, which limits the
i.f. signal even at input voltages lower than 1 pV. In
conventional portable receivers, limiting at such low
voltages results in stability problems because higher
harmonics of the limited i.f. signal are radiated to the
antenna. With the low intermediate frequency used in
the design discussed here, it was possible to eliminate
this radiation problem by careful layout of the inte-
grated circuit. :

In fig. 11 the signal-to-noise ratio of the demodu-
lated audio signal is shown as a function of the antenna
input voltage; the frequency swing of the received sig-
nal is + 22.5 kHz and the modulation frequency is
1 kHz. At 1.5 pV across an input impedance of 40 Q
the signal-to-noise ratio is 26 dB (‘quieting sensitivity’
as defined in the CCIR standard). The muting thresh-
old is 0.7 uV, which practically, coincides with the
threshold of FM reception; below this level the signal-
to-noise ratio decreases rapidly with decreasing input
voltage. This means that with the correlation-muting
system only audio signals of unacceptable reception
quality are suppressed.

The fourth-order active RC filter LP; (figs. 5 and 6)
has internal resistors and external capacitors. It pro-
vides 38 dB of attenuation for a neighbouring channel
at a spacing of 300 kHz, The total harmonic distor-
tion of the demodulated audio signal is defined by the
characteristic curve of the integrated varactor diode.
It has been measured as 1.8% at an input voltage of
1 mV and a frequency swing of + 75 kHz. A better
figure can be obtained by increasing the area of the
integrated varactor.

Design of an integrated FM stereo receiver
Stability of frequency-locked loop

The bandwidth of the FM stereo signal that modu-
lates the carrier is much larger than that of the FM
mono signal (see fig. 12). As laid down in the inter-
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national standards, the stereo signal, often called the
stereo multiplex signal, consists of a baseband signal
equal to the sum of the signals in the left and right
channels (about 0-15 kHz), a pilot tone (19 kHz) and
a subcarrier (38 kHz), modulated in amplitude by the
difference between the left and right signals. This AM
subchannel covers a band of 23 kHz to 53 kHz; the
subcarrier is suppressed at the transmitter end and is
reconstructed in the receiver from the pilot tone by
frequency doubling 13!,

The large bandwidth of the FM stereo multiplex sig-
nal (0-53 kHz) would lead to difficulties in a receiver
like the one shown in fig. 5. The problem is connected
with the stability of the frequency-locked loop, which

100%, L3R
L-R  L-R
50
P
0 J— . .
0 10 "920® 30 *40 50% 60kH:z
> f

Fig. 12. Frequency spectrum of the stereo multiplex signal. The
figure shows: from about 0 Hz to 15 kHz the stereo sum signal
L +R, at 19 kHz the pilot tone P, from 23 kHz to 53 kHz the stereo
difference signal L — R, amplitude-modulating a carrier at 38 kHz;
this carrier is not transmitted. The vertical scale gives the contribu-
tions of each component to the frequency swing.
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Fig. 13. Sideband ‘folding’. The sideband level I for an FM signal is
plotted against the frequency f (after conversion to an intermediate-
frequency band centred on 80 kHz). The reference level of 0 dB cor-
responds to the unmodulated carrier. The diagram shows the side-
bands of first, second and third order (/, 2, 3) for modulation by a
sinusoidal tone at a frequency fmod of 10 kHz to 50 kHz. The lower
sidebands of second and third order extend further than the i.f.
band permits; they are ‘folded’ around 0 Hz, causing harmonic dis-
tortion on demodulation. @) Weakly compressed or uncompressed
frequency swing A f = % 15 kHz. b) Highly compressed frequency
swing Af = + 3 kHz. The sidebands 2, 3 of second and third order
are much weaker and the harmonic distortion is therefore less.
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is responsible for compression of the frequency swing.
For reception of the stereo multiplex signal, fre-
quency-swing compression is even more necessary
than for the mono signal, because of the larger band-
width. The improvement resulting from frequency-
swing compression is illustrated in fig. 13, where the
level of the sidebands of an FM signal with a swing
Af = + 15 kHz (little or no compression) is compared
with the level at Af = + 3 kHz (high compression). A
frequency swing of + 15 kHz is the contribution from
the encoded stereo difference signal'if one of the chan-
nels is fully modulated and the other is quiescent.
Because of the low intermediate frequency (80 kHz)
assumed in ﬁg; 13, the lower sidebands are ‘folded’
around the limit of 0 Hz, giving rise to harmonic dis-
tortion. Since the sidebands of higher order (2, 3) are
disproportionately weaker when the swing is smaller,
the resulting harmonic distortion is less.

The frequency-locked loop is a negative feedback
system, which is only stable when the phase shift is
less than 180° at the frequencies where the loop gain is
greater than or equal to one. If the phase shift in this
frequency range is 180°, the loop will oscillate spon-
taneously.

Now a phase shift is unavoidable in the filters used
in this control loop: these are the i.f. filter (LP; in
fig. 5), which determines the selectivity, the FM detec-
tor (AP1 and M?) and the loop filter (L Pz) that limits
the bandwidth of the loop. To obtain a quantitative
idea of the way in which the selectivity, the bandwidth
of the closed frequency-locked loop and the transfer
characteristic are affected by the stability condition, it
is useful to have a simplified model of the frequency
control system in the FM receiver. Let us first take
another look at the mono receiver as shown in fig. 5.

Frequency control of mono receiver

Fig. 14 shows the model, including the transmitter.
This is represented by the voltage-controlled oscillator
VCOn, to which the mono information V; is supplied
(there is no multiplex signal). VCO; delivers a fre-
quency-modulated carrier. In the analysis that fol-
lows, the frequency of the unmodulated carrier is not
relevant; we are more concerned with the frequency-
deviation fi. We shall therefore consider this alone in
the following and merely state that VCO; delivers a
signal fi. This frequency deviation fi is proportional
to Vi.

All non-essential subfunctions in the receiver, such
as the amplifiers and the signal muting, have been
omitted. The oscillator VCQO: is controlled by the

131 N, van Hurck, F. L. H. M. Stumpers and M. Weeda, Stereo-
phonic radio broadcasting, I. Systems and circuits, Philips
Tech. Rev. 26, 327-339, 1965.
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voltage V,, which is produced by the control system,
which gives it a frequency deviation fo. The mixer M1
produces the difference signal fi —fo; this passes
through the i.f. filter LP1, which determines the
selectivity, and goes to the frequency demodulator
AP1[M3, whose output signal (Vi — Vo)aa is delayed.
This signal passes through the loop filter LPg (band-
width B) and its output signal is the control voltage Vo
mentioned above.

Vi -V Jget

Fig. 14. Model of the frequency-locking system in the FM mono
receiver. ¥; mono signal. ¥CO, transmitter, frequency-modulated
by Vi. fi frequency deviation at receiver input. M, mixer. LP; i.f.
filter. M2 mixer for demodulation. AP; allpass filter (delay net-
work) giving a 90° phase shift for the intermediate frequency.
LP; loop filter. V, control voltage. VCO2 voltage-controlied oscil-
lator. f, deviation of the oscillator frequency. (Vi — Vo)da signal re-
sulting from demodulation of f; — f, and delayed by LP; and AP;.

Vo

[=]
Lel

(Vi =V Joet

Fig. 15. Simplified version of fig. 14. The conversions from voltage
to frequency deviation and frequency deviation to voltage have
been omitted. The gain A is the product of the conversion factors
of VC02 and APl/Mz.

The delay of (Vi —Vo)aa is partly caused by the
group delay of LP; and partly by the delay of the i.f.
signal in AP;. Both delays are added together to form
a single delay 7.

When the voltage-frequency conversion in VCO1
and VCO2 is combined with the frequency-voltage
conversion in demodulator AP1/Mz, the result is a
particularly simple model of an FM transmitter and
FM receiver with a frequency-locked loop (fig. 15).
The transmitter now consists only of the voltage source
Vi, and the receiver consists of a differential amplifier
of gain A4, a delay element with delay 7 and a loop
filter of bandwidth B. The gain A4 is the product of the
conversion, gains of VCOgz and AP1/M>.

The transfer function from transmitter to receiver is
determined by these three quantities 4, T and B. The
swing compression is 1/(1 + A). The part of the delay
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7 arising in LP; is connected with the selectivity, and
the part arising in AP; is connected with the inter-
mediate frequency. Finally, B is a quantity that deter-
mines the stability of the frequency-locked loop.
The contribution of the filter LP; to the delay T can
be determined quantitatively with the aid of fig. 16.
The curves Bu represent the amplitude characteristic
and the group delay of the filter as designed for the
integrated FM mono receiver; it is a fourth-order
Butterworth filter with a cut-off frequency of 100 kHz.
It can be seen in fig. 16J that the group delay in the

10dB
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b —f

Fig. 16. Amplitude level L and group delay 7, of the output signal
as a function of frequency f for a fourth-order lowpass filter with a
cut-off frequency of 100 kHz. Cr critically damped filter. Be Bessel
filter. Bu Butterworth filter. Ch Chebyshev filter. The selectivity of
the filters increases in this order, but at the same time the group
delay in the passband increases.

cos[wt+oft]]

AP,

Fig. 17. Signal delay in the demodulator circuit AP/Mj,. The delay
Tap in the allpass filter AP; is a quarter of a period at the inter-
mediate frequency. Because of the symmetry of the expression for
the output signal a delay of %-rap can be assigned to it.
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passband is reasonably constant and that LP1 may be
replaced by a frequency-independent delay element.

A further delay occurs in the frequency demodu-
lator, which consists of the allpass filter AP; and the
multiplier M2 (fig. 17). The output signal of Mz is the
product of the i.f. signal and a delayed version of it
obtained from AP ; the delay in AP; corresponds to a
phase shift of 90° at the nominal intermediate fre-
quency. The symmetry of the contributions from the
two input signals to the output signal suggests that the
delay of the output signal is the average of the delays
of the two input signals, i.e. half the group delay of
AP;.

This may be substantiated by a mathematical description of
quadrature modulation. The product of the two input signals to M»
(see fig. 17), taking 7qp as the delay in APy, is:

cos {w! + ¢(£)} sin {ewt + o(f — Tap)}
= Lsin 2w + ¢(2) + ¢t — 7ap)}
- %Sin{fﬁ(f) — ¢(f — ap)} .

The first term is at twice the intermediate frequency and is sup-
pressed by the loop filter. The second term represents the low-fre-
quency output signal; the variation of the phase ¢(¢) with time con-
tains the audio information, since dg/d¢ is the instantaneous value
of the frequency deviation and hence of the audio signal. We can
expand ¢(f) and ¢(f — 7ap) about the time t—%rap in a Taylor series
and then subtract:

Tap d9 Tnp2 d%p Tapa dép
H=¢p+ — — + —_—
o) =9 2 dr 8 dr? 48 dr?
Tap d¢ Tnp2 d2¢ Tnpa d3¢
{— =@ - — — e — — —
¢( Tnp) ¢ T ) d12 28 d[3
d¢ Top® A3
PO~ U —T) = T R

All the terms on the right-hand side have the argument £ — % Tap. The
terms of third and higher order are small, so that, to a good ap-
proximation,

de(s — %r,,p)

dr ) _
The output signal thus carries the information of the time t—%rap,
so that the delay in the demodulator circuit amounts to half the
delay in the allpass filter AP;.

o) — ot — Tap) = Tap

Now that we know the total delay 7 in the frequency-
locked loop in fig. 15, we can calculate the effect of the
bandwidth B of the loop filter on the transfer function
VolVi. Fig. 18 gives three examples for bandwidths of
2 kHz, 3 kHz and 5 kHz. As might be expected, the
—3-dB bandwidth of the closed loop increases and at
the same time the stability decreases with increasing
bandwidth B of the loop filter. Although a —3-dB
bandwidth of 53 kHz is obtained at B = 5 kHz, there
is a peak of 8 dB because of the reduced stability, and
this is unacceptable for stereo reception. The band-

FM RECEIVERS ON SINGLE CHIP

179

width of 53 kHz is necessary, however, if the entire
stereo multiplex signal is to contribute to the fre-
quency-swing compression. The peaking can of course
be reduced by making t smaller, but this necessitates
a less selective i.f. filter (see fig. 16, curves Be or Cr);
in many situations there would then be unacceptable
interference from strong adjacent stations.

There is therefore a dilemma between undistorted
stereo reception on the one hand and sufficient selec-
tivity on the other. We have succeeded in finding a
solution, which will be explained here with the aid of a
simplified model of a stereo transmitter and receiver.

Frequency control of a stereo receiver

The essence of our solution to the stability problem
caused by the large bandwidth of the stereo multiplex
signal is that the stereo difference signal that modu-
lates the suppressed 38-kHz subcarrier does not pass
through the loop filter. Instead it is first demodulated
and passed through a lowpass loop filter of its own.
The output is then remodulated, again producing an
AM signal with suppressed carrier at 38 kHz. This in
turn is added to the stereo sum signal, to provide
oscillator control.

A simplified model of the system of frequency con-
trol in the combination of stereo transmitter and
stereo receiver is illustrated in fig. 19. Here the signal
from the stereo transmitter consists only of a subcar-
rier at 38 kHz, modulated in amplitude by V;, the
difference between the right and the left channels. The
stereo receiver consists for the most part of the same
components as the greatly simplified mono receiver in
fig. 14: VCO2, M1, LP1 and AP1/M;. Here, however,
the loop filter LP; is replaced by mixer M3, lowpass
filter LP3; and mixer Ms. The large-signal input to
mixer My is a 38-kHz subcarrier in phase with the sub-
carrier of the transmitter. The large-signal input to
mixer M3 is a delayed version of the subcarrier; the
delay 7 is equal to the delay in LP; and AP1/M;.

160
——* finod

200kHz

Fig. 18. Transfer function V,/V; in the closed frequency-locked
100D; fmod is the modulation frequency. The bandwidth B of the
loop filter must be 5 kHz for all modulation frequencies up to
53 kHz of the stereo multiplex signal in fig. 12 to be passed, so that
they can contribute to the swing compression. However, there is
then an undesired peak of 8 dB, a sign of reduced stability.



180 W. G. KASPERKOVITZ

The operation of the model is as follows. In My the
difference signal V; modulates the subcarrier to pro-
duce V;’; this then modulates VCO; to give the fre-
quency deviation fi. In a similar way the subcarrier is
modulated in M4 by the difference signal V, obtained
from the demodulation, resulting in a signal V,’, which
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agreement between model and experiment up to mod-
ulation frequencies of about 30 kHz with an open
loop, and to about 80 kHz with the loop closed. The
highest frequency in the stereo difference signal is
15 kHz, which can be processed without difficulty by
a receiver of this type.

Vi~V Jger

Fig. 19. Model of the frequency-control system in the FM stereo receiver. It is assumed that only a
stereo difference signal V; is transmitted; this is denoted as V;' after modulation of the 38-k Hz sub-
carrier. The model contains all the elements of the mono receiver in fig. 14. In the control loop
now, however, demodulation of the 38-kHz subcarrier takes place in M3 before the loop filter and
remodulation to 38 kHz takes place in M} after the loop filter. In this model the 38-kHz genera-
tors in transmitter and receiver are assumed to be in phase; the signal delay 7 in LPy and AP, /M,
makes it necessary to give the 38-kHz carrier the same delay to ensure correct phase in the de-

modulation in Ms3.

then modulates VCOg; the result is fo. The output sig-
nal of mixer M is the difference fi — fo. After filtering
(in LP1) and first demodulation (4P1/Mz) this signal
gives a delayed version (Vi’ — Vo')ael Of the difference
between the control signal Vi’ of VCO1 and V,' of
VCO2. After a second demodulation in M3, including
compensation for the phase error introduced by LP;
and AP1/Mz, a delayed version (Vi — Vo) ael of the dif-
ference between the difference signals ¥V; in the trans-
mitter and V; in the receiver is obtained. After filter-
ing in loop filter LPs the output signal ¥V, is obtained
in the same way as in the mono receiver.

Modulation by the 38-kHz subcarrier in Mo and My
and corresponding inverse demodulation in Ms take
place without delay. The only delays in the receiver
are the group delay of LP; and the delay in the de-
modulator AP1/Mz. If the sum of these delays is
equal to 7, and if the bandwidth of the loop filter LPs
is equal to B, the transfer function V,/Vi in the stereo
receiver is the same as the transfer function in the
highly simplified model of a mono receiver in fig. 15.
The stability problem in the stereo receiver is therefore
essentially the same as for the mono receiver and can
therefore be solved with selectivity maintained.

Fig. 20 shows the calculated and measured transfer
function V,/V; of a stereo receiver as in fig. 19 with
open loop (OL) and closed loop (CL). There is good

A real stereo receiver must of course deal with the
sum signal as well as the stereo difference signal. This
means that the receiver must contain a loop as shown
in fig. 14 in parallel with the loop shown in fig. 19.

In a practical receiver the subcarrier locking is ob-
tained by means of a 19-kHz pilot tone, which has a
delay 7 with respect to the transmitter signal after
demodulation. The regenerated 38-kHz subcarrier
thus has the correct phase for the demodulation in
M3, but this phase must be advanced by an amount
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Fig. 20. Transfer function V,/V; in the open frequency-locked loop
(OL) and in the closed loop (CL) in the stereo receiver; fumoq is the
modulation frequency. The points indicate values calculated from a
model like the one of fig. 19; the curves were measured for an ex-
perimental circuit. The stereo difference signal L — R that the filter
must pass has a bandwidth of 15 kHz.
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2n X 38000 7 for the remodulation in M4. If, as
assumed above, the i.f. filter LP; is a fourth-order
Butterworth filter and the intermediate frequency is
70 kHz, the phase correction required at 38 kHz can
even amount to about 90°. Without this phase correc-
tion the stereo difference signal modulated at 38 kHz
would not contribute to the swing compression.

Block diagram of an integrated FM stereo receiver

The block diagram of the FM stereo receiver is
given in fig. 21. The input stages are the same as in the
FM mono receiver; the main additions are the more
elaborate loop-filter network LoopFi, the subcarrier
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various paths in the loop-filter network. The lowpass
filter LP; with a cut-off frequency of 5 kHz passes
the baseband, but with an attenuation increasing by
6 dB/octave above 5 kHz (first-order filter). The mul-
tiplier circuit M3 receives the 38-kHz subcarrier from
the subcarrier regenerator and multiplies it by the
multiplex signal. This results in demodulation of the
difference signal, which is then limited in bandwidth
in the first-order lowpass filter LP3 (cut-off frequency
also 5 kHz); after band limiting it is used for remodu-
lating the amplitude of the subcarrier (multiplier My,
amplitude modulation with suppressed carrier again).
In this way a band filter centred on 38 kHz is obtained.

|_|I—=®l

FF  Stereo

Fig. 21. Block diagram of an FM stereo receiver for integration. Many of the components are the
same as in the mono receiver (see fig. 4). FMQD FM quadrature detector. LoopFi loop filter.
SubcGen subcarrier generator. Matr matrix network (in which the left and right signals L and R
are recovered from L + R and L — R). FF bistable circuit. Stereo stereo indicator, Mute muting
for off-tune signals.

regenerator SubcGen and the matrix network Matr, in
which the signals for the left and right channels are
recovered from the sum and difference signals.

The stereo multiplex signal that appears at the out-
put of the FM quadrature detector FMQD takes

In fact there is a temporary transformation from
38 kHz to 0 Hz, so that a simple lowpass filter is suffi-
cient for limiting the passband.

A filtered multiplex signal is produced in an adder
circuit and is returned via limiter/amplifier LAz to the
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voltage-controlled oscillator VCO:z to give the required
swing compression. The external tuning voltage V; is
added to the control signal.

The allpass filter AP3 compensates for the delay of
the 38-kHz carrier in the i.f. filter and the FM detec-
tor. As explained earlier, the phase of the subcarrier is
advanced here by anamount 7, so that in My the stereo
difference signal modulates a carrier of the same
phase as the subcarrier in the input signal of M.

The regeneration of the subcarrier for demodulating
and remodulating the stereo difference signal in the
loop-filter circuit LoopFi takes place in the stereo sub-
carrier regenerator SubcGen. This contains a phase-
locked loop in which the 19-kHz pilot tone is mul-
tiplied by a 19-kHz signal, obtained by frequency
division from a 38-kHz voltage-controlled oscillator
(VCO3). Any phase deviations cause a d.c. component
in the product signal; this d.c. component is passed by
a lowpass filter and is used to control the tuning of the
oscillator.

The presence of the 19-kHz pilot tone is detected
with the aid of multiplier Ms. Its output signal passes
through a lowpass filter and controls a bistable circuit
FF, which in turn switches on a stereo indicator; the
same output signal operates the mono/stereo switch.

The demodulated stereo difference signal goes via
this switch to a variable-gain amplifier and then to the
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matrix network, in which the signals for the left and
right audio channels are derived from the difference
and sum signals by addition and subtraction. The
variable-gain amplifier makes it possible to vary the
stereophonic effect (stereo/mono) in the reproduction.
For a weak signal in noise it is better to attenuate the
stereo difference signal; this reduces the stereo effect
but improves the signal-to-noise ratio. On the other
hand the stereo effect can be accentuated by amplifying
the stereo difference signal more than proportionately,
so that the sound sources seem to be further apart
than the loudspeakers.

Summary. The article describes the integration of a complete FM
mono receiver on a single chip. The external components are a
single inductor (for the oscillator) and some capacitors and resis-
tors. The use of a very low intermediate frequency (70 kHz) enables
the i.f. bandpass filters to be replaced by lowpass filters. Harmonic
distortion in such a limited i.f. band is avoided by compressing the
frequency swing to = 15 kHz. The IC is currently being marketed
as type TDA 7000/7010T; an improved version, TDA 7020T, which
operates with a lower battery voltage, is in pilot production. A
monolithic FM stereo receiver is now being studied. In this receiver
two frequency bands are selected from the stereo multiplex signal
for oscillator control, since a frequency-locked loop with the full
stereo multiplex bandwidth is not stable because of the group delay
in a sufficiently selective i.f. filter.
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High-resolution X-ray diffractometer

In an ideal mixed crystal (e.g. Gai-xAlxAs) a linear
relation exists between the lattice constant and the
chemical composition of the substance. Changes
brought about in the crystal by ion implantation, dif-
fusion or epitaxy generally have an effect on the lattice
constant. By measuring the change in the lattice con-
stant it is possible to determine whether the required
composition has been reached. This measurement can
be made by means of X-ray diffraction. The double-
crystal diffractometer [*!, which is generally used for
this purpose, has two major disadvantages. 1t can only
be used to measure changes in the lattice constant, it
cannot determine their absolute value. In addition, a
suitably modified monochromator is required for
every measurement. At Philips Research Laboratories
in Eindhoven an X-ray diffractometer has been devel-
oped that does not have these disadvantages. Before
taking a closer look at this instrument, let us first
briefly consider the principle of X-ray diffraction.

When a parallel beam of X-rays of wavelength A is
incident at an angle 6 on a crystal whose lattice planes
are separated by a distance d, there is reflection when
Bragg’s law is satisfied:

2dsin8 = A (1)

The beam is then deflected through an angle 26. The
variations Ad/d that can be observed are determined
by the spread in the angle of incidence of the beam
(A6) and the spread in the wavelength (A4/4). It can
be shown from (1) that the relation between these
variables is

Ad AL

d A

The quantity Ad/d represents the resolution of the
diffractometer. If variations Ad/d of the order of
magnitude of 107® are to be measured, then AA/A and
A6 must be of the same order. However, the radiation
emitted by an X-ray tube has a fairly broad wave-
length spectrum, consisting of a broad background
(‘bremsstrahlung’) on which a number of ‘lines’ are
superimposed (the characteristic radiation). The
natural linewidth of the characteristic radiation is still
fairly large, however. For the CuKai line, for
example, it amounts to (AA/A)cuke, = 3X107*. The
emitted radiation also has a fairly large divergence,
amounting to a few degrees. Although this divergence
can be limited to some extent by means of slits, the
result is never much better than say A6 =0.1° =
1.7 x 107 rad.

AG
tan 6

(2

These problems are partly solved by the double-
crystal diffractometer ( fig. /). The X-rays are colli-
mated by the first crystal (the ‘monochromator’) to
about A8 = 2" =107 rad, and are then incident on
the second crystal (the sample). The diffraction in the
two crystals is in opposite directions. This is referred
to as the (+, —) setting. The ratio of the X-ray inten-
sity after diffraction from the sample to the intensity
before diffraction is called the reflectivity. By meas-
uring the reflectivity as a function of the angle be-
tween the incident beam and the sample a diffraction
curve (called a ‘rocking curve’) is obtained. A sharp
rocking curve is measured for a crystal only when the
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Fig. 1. Schematic arrangement of a double-crystal diffractometer.
XT X-ray tube with Cu anode. X X-ray beam. SC slit collimator.
M monochromator crystal. S sample. D detector. w angle between
the incident X-ray beam and the sample. By measuring the reflec-
tivity P (the intensity of the reflected beam as a percentage of the
intensity of the incident beam) as a function-of w, a diffraction
curve (rocking curve) is obtained from which the Bragg angle 8 can
be read.
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Fig. 2. Schematic arrangement of the high-resolution diffractom-
eter. M monochromator with four-fold diffraction on germanium
crystals. G goniometer carrying the detectors 2, and Dz and the
sample S. The other symbols are as in fig. 1. The two positions
of the sample are necessary for measuring absolute lattice con-
stants 131,

&

{11 w_J. Bartels and W. Nijman, X-ray double-crystal diffractom-
etry of Ga,._ Al,As epitaxial layers, J. Cryst. Growth 44,
518-525, 1978.
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Fig. 3. The high-resolution X-ray diffractometer (see fig. 2). The X-ray tube can be seen at the
upper left (grey), with the monochromator on its right (black). The top of the monochromator
has been removed 10 show the germanium crystals. The sample holder and crystal, surrounded by
a shield whose transparent cover has been raised, can be seen on the goniometer (red). The (wo
detectors can be seen above the shield and to the left of it.

Bragg angle is exactly the same for both crystals, be-
cause only then is this configuration insensitive to a
spread in the wavelength of the X-rays [21. If the dif-
fraction in both crystals is in the same direction (the
(+,+) setting), then the configuration is no longer
insensitive to such a spread. This results in a very
broad rocking curve. Since a measurement for both
configurations is necessary to determine the absolute
value of the lattice constant 3! the double-crystal
diffractometer is not suitable for this purpose. The
requirement that the Bragg angle 6 of both crystals

should be identical is also a serious practical limita-
tion, since it means that a different monochromator
crystal is necessary for each material under investi-
gation.

The X-ray diffractometer developed at Philips
Research Laboratories has none of the disadvantages
mentioned above !, The main components of the
instrument (see figs 2 and 3) are the X-ray tube, the
monochromator and a goniometer carrying two de-
tectors and the sample holder with the crystal under
investigation. The extremely compact monochroma-
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Fig. 4. Tuning the monochromator. @) The (440) reflection of the
CuKe) line has a very small divergence. b) By rotating the two
crystal blocks it is also possible to use the (220) reflection. This
reflection has 30 times the intensity, but greater divergence. The
monochromator can be tuned to a different wavelength and hence
adapted to an X-ray tube with a different anode.
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Fig. 5. Diffraction (rocking) curves of [001]-oriented GaAs.
a) Measurement with a double-crystal diffractometer. As there is
one sharp reflection and one broad one, only relative measurements
of the lattice constant can be made. b) Measurement with the high-
resolution diffractometer. There are now two identical sharp
reflections, so that absolute measurements can now be made.

21 See for example L. V. Aziroff (ed.), X-ray spectroscopy,
McGraw-Hill, New York 1974, p. 67. .

(31 W. L. Bond, Precision lattice constant determination, Acta
Crystallogr. 13, 814-818, 1960. :

41 W, J. Bartels, Characterization of thin layers on perfect crys-
tals with a multipurpose high resolution x-ray diffractometer,
J. Vac. Sci. & Technol. B 1, 338-345, 1983. :

X-RAY DIFFRACTOMETER

for (about 15 cm long) consists of two U-shaped
blocks made from dislocation-free germanium single
crystals. The four-fold diffraction at the (440) planes
of the germanium crystals results in an X-ray beam
with a wavelength spread AL/A of 2.3x10™° and a
divergence Af of 5" =2.4x10™% rad. With this
arrangement diffraction measurements can be per-
formed for each lattice plane of any given material in
any direction of diffraction, so that absolute measure-
ments of the lattice constant can also be made.

A special feature of the monochromator is the pos-
sibility of ‘tuning’ (fig. 4). When the two blocks are
rotated in opposite directions, the angle 8 changes but
the emergent beam does not change in direction or
position. This enables the passband of the mono-
chromator to be tuned to the different wavelengths of
X-ray tubes with different anode materials.

Another feature is that the intensity of the emergent
beam can be increased, although at the expeﬁse of the
collimation (and hence the resolution). Instead of
using the (440) diffraction in the germanium crystals
(fig. 4a), the diffraction at the (220) planes can also be
used (fig. 4b). If the (220)-plane diffraction is used, the
intensity of the emergent beam is 30 times higher. The
divergence, however, then increases from A8 = 5’
for the (440) reflection to A§ = 12" for the (220)
reflection, so that the resolution is rather less.

The improvement which the new diffractometer re-
presents compared with a double-crystal diffractom-
eter is illustrated in fig. 5, which shows the rocking
curves for a GaAs crystal. Fig. 52 was made with a
double-crystal diffractometer. The reflection in the
(+,+) configuration cannot be used because of its
low intensity and excessive width. The new diffractom-
eter, on the other hand, gives two identical reflections
(fig. 5b), so that an absolute measurement of the lat-
tice constant is possible.

The diffractometer described here has been used for
measuring the lattice constants of various crystals on
both a relative and an absolute scale 4!, Other ap-
plications include the determination of mechanical
stresses in epitaxial layers and of the thickness of such
layers. It already seems that the instrument will be of
great value in improving the processes used for grow-
ing single crystals and layered crystal structures.

Ned. Philips Bedrijven B.V.
PHILIPS NATUURKUNDIG LAB
BIBLIOTHEEK WY - 1
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Applying low-friction wear-resistant thin solid films
by physical vapour deposition

H. Dimigen and H. Hiibsch

The techniques of applying thin solid films to substrates have made great advantages owing
mainly to their many applications in IC technology. In recent years this has also led to a
marked growth of interest in thin films that have a beneficial effect on mechanical properties
such as friction and wear. Thin solid films of this type are the subject of extensive investiga-
tions at Philips GmbH Forschungslaboratorium Hamburg, where the films are applied to the
substrates mainly by means of physical processes in the vapour phase, referred to as PVD

(physical vapour deposition).

Introduction

For covering tools of various kinds a growing need
has arisen in recent times for thin solid films possessing
special mechanical properties. This is partly because
of the increasing scarcity and expense of many raw
materials, and partly because the use of such films
makes it possible to optimize the surface properties of
tools and their other properties independently of each
other.

Animportant area of applications is the dry lubrica-
tion of moving parts under conditions where fluid
lubrication is beset with difficulties, e.g. at high and
low pressures, high and low temperatures and slow
oscillations. For this dry lubrication the bearing sur-
faces are coated with a thin low-friction film. During
operation this film must retain its good lubricating
properties as long as possible, since the bearing can-
not usually be lubricated again later. Some metals and
alloys can be used for dry lubrication, but the mat-
erials that seem most suitable are certain chalcogen-
ides. The one that has been most extensively studied
is molybdenum sulphide 11 Other suitable materials
include oxides, fluorides and fluorinated hydrocar-
bons 21,

Another interesting application is the coating of
tools to reduce surface wear, which can be a problem
in metal-cutting operations. In this application the
thin solid films have to be hard and wear-resistant.

Dr H. Dimigen and H. Hiibsch are with Philips GmbH Forschungs-
laboratorium Hamburg, Hamburg, West Germany. :

Materials of interest here include various carbides,
nitrides, oxides and alloys 121 a5 well as diamond-like
carbon 31 and mixtures of metal and carbon [4l.
These materials cannot usually be used for the entire
tool, mainly because they may be too brittle or too
hard. However, they are very useful for improving the
surface properties of tools.

The application of thin solid films possessing the
required properties imposes its own special require-
ments on working procedures and materials. Precise
control of the growth rate of a film is essential during
the application. Depending on the application and the
materials, it will be necessary to produce final film
thicknesses from 0.1 to 10 um. The substrate to be
coated must be able to stand up to high temperatures
during the application. To give a long useful life the
film must adhere well to the substrate. It must also be
possible to coat uneven surfaces uniformly.

There are various methods that can be used for ap-
plying thin solid films. One of them, ‘chemical vapour
deposition’ (CVD), is particularly suited for applying
wear-resistant films of materials like titanium carbide
or titanium nitride on tool steel, as described earlier in
this journal [°1. This method is preferred when the
substrates to be coated are unaffected by high tem-
peratures and very hard coatings with maximum ad-
hesion are required. For coating substrates that can-
not stand up to high temperatures, however, and to
obtain thin films possessing good lubricating proper-
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ties, preference is given to other methods such as
vacuum evaporation, sputtering and plasma deposi-
tion. These methods, in which physical processes in
the vapour phase play a dominant role, are referred to
as physical vapour deposition (PVD).

In the work described in this article we are mainly
concerned with the application of low-friction, wear-
resistant films by PVD. We have used various mat-
erials and PVD methods. The influence of the deposi-
tion conditions on the properties of the films is one of
our subjects of investigation. We are also looking at
the life of the films under different conditions of use.
Some potential applications are also being investigated
in cooperation with other groups. :

We shall begin with a brief description of a number
of PVD methods. Next, we shall deal with the results
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obtained with thin films of molybdenum sulphide,
diamond-like carbon and metal-carbon films. Finally,
we shall discuss some possible applications.

PVD methods

A simple and widely used method of coating sub-
strates with a thin film is deposition by vacuum evap-
oration. This method is not so suitable, however, for
the deposition of thin low-friction films. This is
mainly because the adhesion is often inadequate,
since the condensing particles, which have an average
energy of only 0.01 to 0.1 eV, strike the substrate sur-
face at too low a velocity. Developments aimed at im-
proving the adhesion have led to the method known
as ‘ion plating’ 11, In this method argon is admitted
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Fig. 1. Diagram showing the configurations for three PVD methods. @) lon plating. Argon is
admitted into the vacuum chamber B connected to the vacuum pump P, at a pressure of about
1 Pa and the material for the film to be deposited on the substrate Sub is evaporated by heating
the source So. Since the substrate holder S is connected to the negative pole of a high-voltage
source V, a gas discharge is produced in the vacuum chamber and the resultant positive particles
of the evaporated material land on the substrate at high velocity. &) Sputtering. Here again the
vacuum chamber contains argon at a pressure of about 1 Pa; the target T is connected via a
capacitor C to a radio-frequency high-voltage source RF. In the resulting gas discharge the target
acquires a negative potential, so that it is bombarded by the positive argon ions. The particles
sputtered from the target settle on the substrate. The properties of the film deposited can often be
improved by applying a negative potential to the substrate from a direct-voltage source. In addi-
tion the sputtered particles can first be allowed to react with a reactive gas, e.g. hydrogen sulphide
(H2S). ¢) Plasma deposition. In the vacuum chamber here the substrate is attached to a target
connected to a radio-frequency high-voltage source. The vacuum chamber contains a mixture of
argon and a reactive gas that provides the material for deposition, e.g. ethene (C2Hy) to produce

carbon films.

(1 See for example F. J. Clauss, Solid lubricants and self-lubri-
cating solids, Academic Press, London 1972.

{21 A survey of suitable materials for low-friction and wear-resis-
tant thin solid films is given by H. Dimigen and H. Hiibsch in:
Philips — Unsere Forschung in Deutschland, Vol. III, 256-261,
1980 (in German).

181 K. Enke, H. Dimigen and H. Hiibsch, Appl. Phys. Lett. 36,
291-292, 1980. _ .

141 H. Dimigen and H. Hiibsch, T.H. Darmstadt Schriftenreihe
Wiss. & Tech. 20, 257, 1983 (in German).

{61 P.J. M. van der Straten and G. Verspui, Philips Tech. Rev.
40, 204-210, 1982.

161  See for example D. M. Mattox, J. Vac. Sci. & Technol. 10,
47-52, 1973. :

into a vacuum chamber at a pressure of about 1 Pa
and a high-voltage source is connected to the sub-
strate holder; see fig. Ja. A gas discharge is set up in
the vacuum chamber, so that some of the evaporated
material is given a positive charge. Owing to the
strongly negative substrate potential the positive par-
ticles formed land on the substrate at high velocity. In
comparison with ordinary vacuum evaporation this
process gives both better adhesion and a more uni-
form coating of non-flat substrates.
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Another method of applying thin low-friction films
is sputtering. In this method argon is admitted into a
vacuum chamber at a pressure of about 1 Pa and a
radio-frequency high-voltage source is connected to a
target; see fig. 1b. A gas discharge forms between the
target and a substrate holder electrically connected to
the vacuum chamber. Since electrons are more mobile
than ions and since the target has a much smaller area
than the combination of substrate holder and vacuum
chamber, the substrate holder has about the same
potential as the plasma, while the target acquires a
much lower potential 7!, The positive argon ions pro-
duced in the discharge therefore strike the target with
so much energy that they knock particles out of it.
These particles then settle on the substrate to form a
thin coating.

The use of high-energy ions makes sputtering a ver-
satile method that can be used for coating all kinds of
substrates with a wide variety of materials. Since the
target is cooled during the sputtering there is no diffu-
sion in it, so that targets made of alloys and chemical
compounds can be sputtered virtually quantitatively.
Some non-conducting targets can also be sputtered
satisfactorily. The scope of the method can be widened
by admitting a reactive gas during the sputtering. For
example molybdenum-sulphide films can be deposited
by sputtering with a molybdenum-disulphide (MoSg)
target in an argon atmosphere, and also by reactive
sputtering with a molybdenum target in an atmos-
phere containing hydrogen sulphide. There are only
few restrictions on the substrates that can be coated.
During the deposition the substrate temperature is
relatively low, between 100 and 300 °C. Substrates
that are not completely flat can also be coated fairly
uniformly, but for coating workpieces of complicated
shape the uniformity that can be achieved is definitely
less than with the CVD method 81, To increase the
uniformity the substrate is often given a negative
potential, so that local protrusions can be etched
away by the positive argon ions landing on them. A
. negative substrate potential also helps to improve the
adhesion.

Depending on the process conditions and the mat-
erials, the deposition rate from sputtering can be varied
between 0.005 and 0.5 pm/min. With magnetron
sputtering 8! a deposition rate as high as 2.5 pm/min
can be achieved. The various properties of the de-
posited films depend on a large number of param-
eters. Finding the optimum process conditions for a
particular application therefore usually requires an
extensive series of experiments to determine the effect
of the different parameters.

A useful method for applying thin carbon films is
plasma deposition [}, In this method a plasma is
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generated in an argon-filled vacuum chamber by con-
necting a radio-frequency voltage source to a target
carrying the substrate to be coated (fig. 1¢). A gaseous
hydrocarbon such as ethene (C2H4) or ethyne (C2Hz)
is added to the plasma. The ions in the plasma cause
the hydrocarbon to break down and the carbon
formed settles in the form of a thin film on the sub-
strate. In this way carbon films with a thickness of 0.1
to 2.5 um can be applied to substrates such as silicon,
aluminium oxide, glass and steel. The properties of
the films depend closely on the potential and the gas
composition during the plasma deposition.

PVD methods are already applied in many different
fields, and it seems highly likely that these methods
will be very useful for applying low-friction wear-
resistant films. The particular PVD method to be
chosen for a particular application will depend on the
workpiece to be coated, the material to be deposited
and the properties required. In mass production the
price will also be important. Careful consideration
will have to be given to the cost of the equipment and
materials required, and also to the deposition rate and
the size and shape of the workpiece surfaces to be
coated.

Molybdenum-sulphide films by sputtering

The production of molybdenum-sulphide films by
cathode sputtering has already been extensively de-
scribed in the literature. Until recently, however, little
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Fig. 2. Sulphur content x of MoS; films as a function of the argon
pressure par during sputtering with an MoS; target and different
substrates. Increasing the argon pressure leads to an increase in the
sulphur content, which depends on the substrate. At all argon pres-
sures the films deposited on steel have the highest sulphur content.
All the films have a sulphur deficit in relation to the composition
MoSg;; the deficit is very considerable at low argon pressures.
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was known about the effects of process conditions on
the composition of the films or about the resultant
effects on properties such as friction and wear. To
gain a better understanding of these matters we have
performed experiments in which various molybdenum-
sulphide films were deposited under different condi-
tions, and the composition of the films was then deter-
mined, usually by X-ray-fluorescence analysis (%], In
these experiments we paid particular attention to the
influence of the gas composition and substrate tem-
perature, and of the material and potential of the sub-
strate. We applied the films with a molybdenum-di-
sulphide target and also with a molybdenum target
in an atmosphere of argon and hydrogen sulphide.
During the sputtering the target potential was 1.5 kV,
the residual gas pressure in the vacuum chamber was
about 5 x 107 Pa and the distance between target and
substrate was about 50 mm.

Films deposited by sputtering in an argon atmos-
phere with an MoS: target almost invariably contain
less sulphur than would be expected from this compo-
sition. The magnitude of the deficit depends on the
substrate material and increases rapidly as the argon
pressure is decreased; see fig. 2. The sulphur deficit
is caused by ‘resputtering’, an effect in which more
sulphur than molybdenum is sputtered away from the
growing film because of the weaker bonds between the
sulphur atoms and the substrate 11, The resputtering
occurs because some of the argon ions are neutralized
during the bombardment of the target and the reflected
argon atoms then settle on the substrate. On the way
to the substrate they collide repeatedly with other
argon atoms, losing some of their energy at every col-
lision. When the argon pressure is low the number of
collisions is small, so that the argon atoms can land
on the substrate with a high energy. This leads to
strong resputtering and hence to a considerable sul-
phur deficit and a low growth rate.

The composition of molybdenum-sulphide films
depends not only on the substrate material and the
argon pressure but also on the potential and the tem-
perature of the substrate. The use of a negative sub-
strate potential considerably reduces the sulphur con-
tent and the growth rate. This is the result of increased
resputtering, because high-energy positive argon ions
can now land on the substrate as well. An increase in
the substrate temperature from say 150 to 3