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The accordion imager, a new solid-state image sensor

A. J. P. Theuwissen and C. H. L. Weijtens

No image sensor can compete with the human eye. Even if a charge distribution could be pro-
duced in a solid-state image sensor with the same accuracy as an image is formed on the retina,
the information could not be transferred in the same way. Each photosensitive element in the
eye has its own channel for transferring the image information to the brain. A simulation
of this system would require far too many connections. The information originating from all
the individual image elements in solid-state image sensors is ultimately transferred through a
single channel. The idea for the transfer of the image information in the 'accordion imager'
described below was firstput forward in the early eighties at Philips Research Laboratories.

Introduction

A solid-state image sensor seems to be an attractive
alternative to the conventional television camera tube.
In a camera tube an electron beam scans the charge
distribution produced on a photoconductor by inci-
dent light. In most solid-state sensors the charge dis-
tribution is not scanned; the charge is transferred
directly.

Major applications of such image sensors are to be
found in monitoring and surveillance equipment, elec-
tronic cameras and even in toys. Because of the in-
teresting applications in the consumer market it is
important to keep the price of the imager low. Since
the price is directly related to the size of the sensor,
the sensor should be as small as possible without loss
of resolution.

A solid-state image sensor has a number of advan-
tages compared with a camera tube: it can be made in
IC technology, its weight is low, it requires little power
and it is small and robust. Image -lag or 'comet' effects
can be avoided and the image area is not damaged if
the light beam is too bright. The image quality, how-
ever, is not that of a camera tube. For a comparable
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image quality, a solid-state sensor should have a
certain minimum number of picture elements (pixels).
But this must not require any change in the critical
dimensions (and hence a new technology) or make the
chip too expensive. In the current state of the tech-
nology the chip will only compare with other image
sensors if its area is less than 40 mm2.

A solid-state image sensor is simply a silicon chip. It
consists of two parts, an image section and a storage
section. In the image section incident light generates
electrons, which are collected in potential wells at
defined positions on the surface (the pixels). This
results in a distribution of charge packets that corres-
ponds to an image. The size of a charge packet corres-
ponds to the quantity of light that arrives at a pixel.
After charge has been accumulated during a specific
period (the 'integration period') this charge distribu-
tion is transferred in its entirety [11 to the storage sec-
tion, which is shielded from light. The transfer has to
be very fast to ensure that the charge packets in transit
are not significantly affected by incident light. Nor, of
11] The charge distribution corresponding to an image is trans-

ferred in its entirety to the storage section situated below the
image section. Sensors of this type are therefore called frame -
transfer (FT) devices.
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course, must there be any interaction between the
charge packets. The potential wells in the silicon are
produced by applying voltages to a number of elec-
trodes positioned on the surface, perpendicular to
linear channels of n -type silicon.

From the storage section the charge packets are
transferred row by row (line by line) to the output
register. Further processing for television pictures can
then take place in the usual way.

The resolution of the sensor is determined by the
number of pixels per unit area. The dimensions of a
pixel are fixed by the width of one n -channel and by
the number and dimensions of the electrodes that are
necessary to produce the potential wells. In a four -
phase image sensor a pixel comprises four electrodes
(see fig. 1).

Fig. 2 shows a cross-section through part of a four -
phase image sensor, which is essentially a shift register
of the CCD type (charge -coupled device) 121. A sub-
strate of p -type silicon contains narrow channels of
n -type material. Above this there is an insulating layer
of silicon oxide, and on top of that layer there are the
electrodes, consisting of polycrystalline silicon. Light
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Fig. 1. Diagram representing a solid-state image sensor. From top
to bottom, the sensor consists of three sections: an image section,
a storage section and a read-out register. In the image and storage
sections the n -channels are vertical (y -direction). For clarity only
one n -channel is indicated. The electrodes run horizontally across
the channels (x -direction). The figure shows only four electrodes for
the image section. The dotted rectangle indicates a picture element
(a pixel) in a four -phase image sensor. Each pixel contains a charge
packet at the end of an integration period. After an integration
period has been completed, all the charge packets are transferred to
the storage section simultaneously. The storage section contains as
many pixels as the image section. From the storage section the
charge packets are moved towards the read-out register a row at a
time. Each row of charge packets contains information that corres-
ponds to a line in a television picture.
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Fig. 2. a) Diagram of part of a four -phase solid-state image sensor.
A p -type silicon substrate contains narrow channels of n -type sili-
con (in the y -direction). The surface of the substrate is covered with
a layer of silicon oxide, and on top of that layer are the polysilicon
electrodes (in the x -direction). The silicon oxide is necessary to
prevent conduction between the substrate and the electrodes and
between the electrodes themselves. Light passing through the trans-
parent electrodes and the silicon oxide releases electrons and holes
in the silicon (hv + and - ). The holes are conducted to earth
and the electrons are collected in potential wells in the n -channels
which are produced by applying voltages to the electrodes. b) Po-
tential (V) in the silicon at consecutive times. The first signal repre-
sents the situation during an integration period. The electrons are
collected in the potential well beneath the electrodes 2, 3 and 4.
From the moment tl the changes in the voltages on the electrodes
cause a peristaltic transfer of the charge packets. The blue colour-
ing indicates the contents of a potential well. All the charge packets
are transferred simultaneously.

passing through the electrodes and the insulating layer
generates electrons in the silicon. In addition to elec-
trons positive charge carriers are also generated, and
these are conducted to earth. The potential wells in
which the electrons are collected are created by apply-
ing a positive voltage to electrodes 2, 3 and 4 and
a negative voltage to electrodes 1. The first signal
(marked to) represents this situation, which remains
unchanged for the full integration period of 20 ms.
Then the charge distribution is transferred to the stor-
age section. In the image sensor shown in fig. 2 this
transfer is effected by generating a peristaltic 'poten-
tial movement' controlled by a clock signal. This
propels the charge packets towards the storage sec-
tion.
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The peristaltic 'potential movement' can in principle be produced
with only three electrodes. We use four electrodes to obtain the
usual interlacing for television pictures. During successive integra-
tion periods the voltage patterns on the electrodes are shifted sym-
metrically with respect to each other by an integer number of elec-
trodes. In the field duration following the transfer in fig. 2, elec-
trode 3 acts as a barrier electrode and the voltage on electrodes 1, 2
and 4 produces the potential wells.

For the collection of the charge packets during the
integration period two electrodes per pixel are suffi-
cient. The peristaltic charge transfer can only take
place if a pixel consists of more than two electrodes.
In fig. 2 there are four. Because of these extra elec-
trodes a row of pixels occupies a relatively large area
on the chip. This has detrimental consequences for the
resolution in the vertical direction (y), which is deter-
mined by the number of pixels per unit length. For
this reason we wanted to make a sensor with smaller
pixels. The obvious way of doing this is to make the
electrodes narrower. However, this would require an
entirely new technology for producing the sensors.
Another way of making the pixels smaller is to reduce
the number of electrodes in each row. This does not
greatly affect the production process, but it does of
course change the transfer mechanism. The way in
which this problem has been solved in our new 'accor-
dion imager' is treated in this article, which describes
the operation of the sensor, its design and its charac-
teristics.

The 'accordion' operation

The new 'accordion imager' PI is a solid-state
image sensor with only two electrodes per pixel, which
serve alternately as integration and barrier electrodes
in successive integration periods. The storage section
also consists of elements with only two electrodes.
Charge transfer takes place as follows. After an inte-
gration period the potential wells and barriers are
doubled in width one at a time. This process starts at
the interface between the image and storage sections
of the sensor. The charge distribution is stretched like
an accordion. When the lower edge of the storage sec-
tion is reached the potential wells and barriers are
reduced to a width of one electrode, one at a time.
The charge distribution is now 'squeezed together'
like an accordion. The result of this stretching and
squeezing is that the entire charge distribution is
moved from the image section to the storage section.
The transfer from the storage section to the output
register can be made in the same way.

It is clear that in this method of transfer the voltages
on the electrodes will change in a more complex way
than in the four -phase sensor. The benefits, however,

are considerable: with the same technology as used
for producing a four -phase sensor an equally large
sensor can be made that has twice as many pixels, or a
smaller sensor with the same number of pixels. The
accordion imager has the same number of pixels as the
four -phase sensor but occupies a smaller chip area.

The detailed action for the charge transfer in the
accordion imager is illustrated in fig. 3 and fig. 4. At
time to (fig. 3) the sensor is in one of the two states in
which charge is accumulated during a period of 20 ms,
the integration period. At time t1 the first charge
packet (a) is stretched. At time t2 it is pushed further
towards the output. The other charge packets (b,c,...)
stay in position. At time t3 the second charge packet
(b) starts to move, and so on. This change from a
static two-phase system to a dynamic four -phase sys-
tem continues until every charge packet has been
spread over two electrodes. The separation between
each two charge packets has a width of two elec-
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Fig.3. Principle of the 'accordion' mechanism. The starting point is
a two-phase system, in which charge is collected beneath the elec-
trodes I during the integration period and the electrodes 2 form a
barrier between the different charge packets. A four -phase system is
built from this, a step at a time. The state at time to occurs at the
end of an integration period, ti to t5 indicate the successive stages
in 'stretching the accordion'. It can clearly be seen that charge
packet a is transferred first, followed by charge packet b, and so on
to the output of the sensor.

[2]

[31

F. L. J. Sangster and K.Teer, Bucket -brigade electronics - new
possibilities for delay, time -axis conversion, and scanning,
IEEE J. SC -4, 131-136, 1969.
The ideas on which this work is based were put forward by
A. J. J. Boudewijns, now with the Consumer Electronics Divi-
sion, Philips NPB, formerly with Philips Research Laborato-
ries, and M. G. Collet and L. J. M. Esser of these laboratories.
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trodes. At this moment the first packet has arrived at
the first part of the storage section and the accordion
starts to close up. The potential wells and barriers are
gradually made one electrode wide.

The entire process of stretching and squeezing the
`accordion' is illustrated in fig. 4 for a sensor in which
the image and storage sections each have eight elec-
trodes. Note that at the end of the cycle the sensor is
in the appropriate state for collecting charge beneath
the electrodes that were barrier electrodes in the pre-
vious integration period; this provides the interlacing.

In the accordion imager the charge transfer takes
place over two times 588 electrodes (image and stor-
age). This takes 0.5 ms, which is sufficiently short
compared with the integration period of 20 ms. The
application of the voltages to the electrodes is

obviously more complicated than in the four -phase
sensor. The voltage change is no longer the same for
electrodes with the same number, as it was in the four -
phase sensor. In the following section we shall show
how the required voltage pattern on the electrodes is
produced.

The accordion imager

Principle

So far we have considered the consequences of the
changing voltages on the electrodes for the charge
transfer. Let us now see how these voltage changes are
produced.

The image sensor is controlled by two shift registers,
one for the image section and one for the storage sec-
tion. These shift registers consist of cells, each with a
clock input. The output of each cell is connected to an
electrode of the sensor and to the input of the next
cell. At the input of the first cell the signal can be
either IM (for the image section of the sensor) or ST
(for the storage section of the sensor). The clock sig-
nals 01, which controls the clock inputs of the odd
cells in each shift register, and 02, which controls the
clock inputs of the even cells, make this input signal
shift step by step through the register, with signal
inversion after each cell. This process produces the
required voltage pattern on the electrodes. The signal
at the input of the first cell of the shift register (IM or
ST) causes the stretching and squeezing of the accor-
dion. The way in which this is done is illustrated in
fig. 5 for a small part of the sensor (8 electrodes of the
image section and 8 electrodes of the storage section
with the associated shift registers).

At the moment when the clock associated with a cell
generates a pulse, the output of the cell takes on a
value opposite to the value at the input. The input sig-
nals IM and ST, as shown in fig. 5a, produce the

potential profile shown in fig. 5b on the electrodes
AI, B1 . . . . As long as the input signal IMis changing,
the potential wells and barriers are two electrodes wide
and the charge packets are, transferred. The variation
of the potential wells and barriers with time can be
seen in fig. 5 from the values of the outputs A 5,135,
at consecutive times. We see that the required poten-
tial pattern is produced at the numbered times, and
that it corresponds to the state of the sensor as illus-
trated in fig. 4.

As soon as the input signal IM (or ST) becomes con-
stant, the voltages on the electrodes of the image sec-
tion (or storage section) also become constant, after a
short delay. Gradually the accordion is squeezed shut,
and the process continues until the potential distribu-
tion consists of wells and barriers, each with a width
of only one electrode. This potential distribution
remains unchanged as long as the signal IM remains
constant. By keeping the input signal IM high in one
integration period and low in the other, the electrodes
function alternately as barrier and integration elec-
trodes (see fig. 4 and fig. 5).

Correct operation of the sensor requires a number
of synchronization signals - in addition to the clock
signals 01 and 02 and the control signals IM and ST
These synchronization signals indicate the start and
finish of the stretching of the two `accordions' (the
image and storage sections). They can be determined
by counting the number of clock pulses, for example.
Some of them can also be derived from the state of
the shift register [41. The first synchronization signal
indicates the start of the stretching of the charge
distribution in the image section and coincides with
the end of the integration period. This signal must of
course be supplied from outside the chip (51. The end
of the stretching process is reached when the potential
of the final electrode of the image section, electrode
HI in the example given in figures 4 and 5, changes for
the first time. The arrows in fig. 5 indicate the states
from which the synchronization signals are derived.
At this time, t8, the accordion of the storage section
starts to close up. There must then be no further
change in the signal ST.

When the charge distribution in the storage section
has completely closed up, signal IM is kept constant.
The potential distribution in the image section also
closes up. The time at which this must start to happen
is reached when there is no further change in the
potentials of the last two electrodes in the storage sec-
tion (t15).

[4]

[5]

A. J. P. Theuwissen, C. H. L. Weijtens and J. N. G. Cox, The
accordion imager: more than just a CCD-sensor, Proc. Elec-
tronic Imaging 85, Boston 1985, pp. 87-90.
J. N. G. Cox contributed to the design and construction of the
special electronic units required here.
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Fig. 4. A complete cycle of the stretching and
squeezing of the 'accordion' of an image sensor
consisting of 16 electrodes. Al to H1 indicate the
electrodes of the image section, As to H, the elec-
trodes of the storage section. A blue rectangle cor-
responds to an integration electrode that has a row
of charge packets beneath it. A red rectangle corres-
ponds to a barrier electrode, and a green rectangle
to an electrode that has no charge beneath it yet,
but is at a positive potential. The first column gives
the potential distribution at to, i.e. at the time when a complete
integration period has just finished. Beneath the electrodes A1, C1,
E1 and G1 there are rows of charge packets (a, b, c and d). At ti the
first row of charge packets starts to move, at to the second, and so
on. At time to the first row of charge packets has arrived at the
lower edge of the storage section, and the 'accordion' of the storage
section can then be squeezed shut. At to the first row of charge
packets is again one electrode wide. We note that from to the elec-
trodes of the image section that no longer take part in the transfer

Fig. 5. a) Control signals for the
transfer of the charge distribution
from image section to storage sec-
tion in the 16 -electrode image sen-
sor shown in fig. 4. /M and ST are
the input signals of the 7 -cell shift
registers (shown as rectangles).
These registers produce the poten-
tial profile shown in b on the elec-
trodes A, to H1. The clock sig-
nals 01 and 02 are necessary
for 'clocking' the input signal
through the shift register. This
potential profile causes the row of
charge packets (whose position is
indicated by a, b, c, .) to be
transferred from the image sec-
tion to the storage section. The
numbers below the time axis and
the designations of the electrodes
correspond to those given in fig. 4.
At time to, for example (see
dashed line), the potential pattern
on the electrodes corresponds to
the pattern in fig. 4 for to. The
arrows indicate the points in the
potential pattern from which the
synchronization signals can be
determined (see text). After the
transfer the functions (separation
and integration) of the electrodes
in the image section are ex-
changed.
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of the current charge distribution take up a new potential distribu-
tion, which will collect charge during the next integration period.
After the complete charge distribution has arrived in the storage
section, a clock signal must be sent to provide the potential distri-
bution in the image section with the required one -electrode -wide
wells and barriers. From t21 charge can be collected beneath the
electrodes (B1, DI, F1 and H1). After completion of this integration
period A1, C1, E1 and G1 are again used to collect the electrons, so
that the complete cycle of stretching and squeezing starts again.
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The final synchronization signal, which indicates
that the accordion of the image section is squeezed
fully shut, is derived from the states of the two final
electrodes of the image section. For the sensor to func-
tion correctly it is not necessary to 'know' when the

a

b

Practical design

The two shift registers for the control of the elec-
trodes of the image and storage sections of the accor-
dion imager have to be fabricated on the same chip as
the CCD. The same design rules apply to the produc-
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Fig. 6. a) Schematic diagram of a cell of the digital shift register that effects the transfer of the
charge distribution. A cell consists of a combination of MOS transistors. The first NMOS transis-
tor feeds the input signal along the register 'in phase with' the clock, which therefore acts as a
switch. The output of this switch is connected to the gates of an NMOS transistor and a PMOS
transistor. The source of the NMOS transistor is connected to a low voltage (100) and the source
of the PMOS transistor is connected to a high (lipp) voltage. This means that the drain electrodes,
which are interconnected, are at a high voltage when the output of the switch - the value of the
gate voltage - is low, or at a low voltage when the output of the switch is high. The final part of
the cell acts as an inverter. The dashed capacitor Cp., represents the parasitic capacitance of the
connections. b) A row of these cells forms the shift register. The switches S are connected alter-
nately to the clock signals 01 and 02. The output of each cell (A 1, B1, . .) is connected to the input
of the next one and to a CCD electrode (shown here as a capacitance Ca). The parasitic capaci-
tances are not shown.

`accordion' is squeezed shut again. However, to keep
the dissipation low, the clocks are stopped at that
time (122).

During the next integration period the charge distri-
bution from the storage section is read out line by line
(not shown in fig. 5). This is also done with the 'accor-
dion' action. We should note that after this transfer
the 'accordion' of the storage section is squeezed shut.
This implies that at time to the potential distribution
on the electrodes of the storage section consists of
wells and barriers two electrodes wide. At the end of
this integration period a new charge distribution has
been produced in the image section. At this moment
the clocks are started again, and then the signals IM
and ST are triggered by external pulses.

electrode
silicon oxide

.-type silicon

n -channel

11 pm X
y

7 m

Fig. 7. Diagram showing the arrangement of the CCD electrodes
and n -channels in the image section of the accordion imager. The
electrodes are shaped in such a way that they do not cover the entire
surface but leave some of the p -type material and a part of the
n -channels accessible to incident light. This increases the blue
sensitivity of the sensor. The polysilicon electrodes absorb light
strongly in the blue wavelength range.
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tion of the CCD and the shift registers. This means
that the shift registers have to be fabricated in the
3.5 -gm technology normally used for the CCDs. More-
over, the cells of the shift register should require as
little energy as possible and occupy the smallest pos-
sible chip area. The simplest arrangement that delivers
the required signal and also meets the above require-
ments is a combination of three MOS transistors per
cell: two n -type and one p -type (see fig. 6a). The out-
put signal from such a cell becomes the inverse of the
input as soon as the clock gives a pulse. While the
clock remains inactive (although the input may
change) the output remains constant because of the
stray capacitance of the inverter gate.

A shift register consists of 587 cells (the number of
CCD electrodes less one). The inputs of the switches
of these cells are connected alternately to one of the
two clock signals. These two clock signals must not
overlap in time. Otherwise, the shift register would
behave like a row of unsynchronized inverters while
both clocks were active.

Each CCD electrode is controlled by a cell of the
shift register. The shift register obviously ought to be
placed next to the electrodes on the chip, but this is
not so easy.

The minimum dimensions of a photosensitive ele-
ment of the image sensor are 7 gm in the horizontal
direction and 11 gm in the vertical direction [61 (see
fig. 7). The electrodes, which are made of polysilicon,
are shaped in such a way that some of the p -type
material and a part of the n -channels are accessible to
incident light. This improves the sensitivity of the sen-
sor to blue light (polysilicon is almost opaque to blue
light). In the storage section of the sensor it is not
necessary to leave a part of the silicon surface un-
covered by the electrodes. The area of the part of the
channel beneath the electrode must be the same as
in the image section if it is to have the same charge
storage capacity. This means that the dimension in
the y -direction of a pixel in the storage section can be
smaller than in the image section. This vertical dimen-
sion is 9 gm. In fig. 8 it can indeed be seen that the
storage section of the sensor is smaller than the image
section.

It is obvious that a shift -register cell cannot be
located next to every horizontal electrode: a cell con-
sists of a number of p -n junctions and therefore has a
vertical dimension several times the minimum width of
3.5 gm. For this reason a few of these cells (four) are
placed side by side and on opposite sides of the CCD.
The distribution of the available chip area among the
different components can be seen in Table I.

The synchronization signals that mark the start and
nish of the stretching and closing of the 'accordions'

Fig. 8. The accordion imager. The storage section (the light region)
is smaller than the image section (the dark region). The storage sec-
tion is shielded from light by an aluminium layer. The n -channels
are vertical, the CCD electrodes horizontal. On the left and right
are the shift registers, which generate the voltages on the CCD elec-
trodes. Insert: enlarged view of the transition from image section to
storage section.

Table I. Allocation of the available chip space to the different sec-
tions of the sensor.

Section Relative area

Image section 35.8%

Storage section 29.3%

CCD output register 2.9%

Digital shift registers 16.8%

Peripheral connections 15.2%

(see previous subsection) can be determined by means
of a small on -chip electronic circuit consisting of
about 20 gates. This circuit determines the logical
state of the final two electrodes of the image and stor-
age sections. The clock signals and input signals are
started or stopped depending on this state.
[6] The minimum horizontal dimension follows from the 3.5 -pm

technology employed. The transfer in the horizontal direction
takes place in a three-phase shift register. The length of a cell
in this register, which really consists of three shift registers one
above the other, is 21 pm. This is why the minimum dimension
of an electrode of the shift register, and hence the minimum
dimension of a channel, is 7 pm. The pixel matrix must have
the standard TV format. This means that the ratio of the hori-
zontal to the vertical dimensions of the image section must be
4:3. Since there are 604 pixels per line and 294 lines, a pixel
must have a vertical dimension of 11 gm.

_.%
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Characteristics of the sensor

To conclude, we shall recapitulate the character-
istics of the accordion imager, and compare them with
those of its predecessor, the four -phase image sensor.
Table II gives the main characteristics of both types of
sensor.

The area occupied by the accordion imager is only
56% of that of the four -phase device. This makes the
accordion imager the smallest solid-state image sensor
described in the literature with such a large number of
pixels. This reduction of chip area has not entailed
any sacrifice of resolution. One of the advantages of
the smaller number of electrodes is that it reduces the
dissipated power. A lower dissipated power per pixel
results in a lower dark current, and therefore better

Table II. Some characteristics of the accordion imager compared
with those of the four -phase sensor.

Four -phase sensor Accordion imager

Type En

Chip area (y X x)

Number of pixels (yXx)

Pixel dimensions (yXx)

Read-out rate

Layout rules

Number of electrodes
per pixel

frame transfer

9.41 x 7.01
= 66 mm2

588 X 604

15.6 x 10 µm2

11.5 MHz

3.5 p.m

4

frame transfer

7.01 x 5.45
= 38.2 mm2

588 x 604

11x7 pm2

11.5 MHz

3.5 gm

2

image quality. Dark -current fluctuations, which are
local, are one of the main limitations in the use of a
solid-state image sensor. These fluctuations can cause
bright spots to appear at various points in the picture.

Another advantage is that the electronic control cir-
cuits not included on the chip are simpler and more
compact. Less polysilicon is required on the chip, and
this improves the photosensitivity of the sensor, par-
ticularly for blue light. The most important aspect of
the accordion imager, however, is that a number of
characteristics connected with the chip size and the
number of pixels (especially the cost of the chip) are
better than for other image sensors, yet it has not
been necessary to design a completely new method of
production or to develop an entirely new production
process.

Summary. Solid-state image sensors are silicon chips in which a
charge distribution is generated by incident light. The use of such
devices in video cameras for the consumer market will depend
greatly on the price of the sensor. As with all chips, this is closely
dependent on the chip area. With a new read-out mechanism, in
which the charge distribution is stretched out and squeezed shut like
an accordion, it is possible to build an image sensor with two elec-
trodes instead of the usual four for each line of the frame. The new
sensor can be produced with the same technology as used for the
four -phase sensor. The electronic control circuits can be fabricated
on the chip with the sensor in a single process.
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Philips Technical Review 50 years ago
DEMONSTRATION MODEL

At the World Exhibition held in Brussels last
year, a demonstration model was exhibited which
illustrated in the most elementary manner the
method of operation of modem radio receivers.
It is of course generally known that in radio
transmission a carrier wave of high frequency is
employed and the much lower audio -frequencies
are transmitted as a modulation of the amplitude
of this carrier wave. The function of the recti-
fying stage in the receiver is to separate these
low audio -frequencies from the high frequency of
the carrier wave. Perhaps less well known is the
sequence of operations which actually take place
in a superheterodyne receiver in which an "oscil-
lator". a -converter valve" and an "intermediate
frequency" are used. The main object of the demon-
stration model described in the present article is
therefore to illustrate the principles underlying
superheterodyne reception.

The Superheterodyne Principle

In superheterodyne receivers, not only is the
incoming high -frequency carrier wave appropri-
ately dealt with, but provision is also made for the
simultaneous generation of an additional oscillation
by means of an oscillator.

To generate the auxiliary oscillation and to
modulate it on the incoming oscillation a special
converter valve, the octode, is used in Philips
superheterodyne receivers. This valve may he
regarded as a triode and a pentode, connected in
series, in which the triode serves for the generation
of the auxiliary oscillation, while the pentode

200V

Cq

1.5334

Fig. 1. Circuit diagram of the oetode. The c reuit is
tuned to the auxiliary oscillation. 1,1, to the incoming
signals, and to the intermediate freq

Control grid , Auxiliary anode
= Screen -grid Control grid

5 =, Screen -grid n - Intercepter grid

ILLUSTRATING SUPERHETERODYNE

Fig. 2. From In.

RECEPTION M %RIM 1936

if model demonstrating superheterodyne reception, a, -lames at the
Brussels 1935 World Exhibition.

Fig. 3. figure, ileinion,trating the anode current of the °etude.

further handles the alternating current generated
in the triode.

Mechanical representation

Electrical oscillations are usually represented
diagrammatically by means of a sinusoidal or
similar type of wavy line. It appeared therefore
that these oscillations, which are usually drawn
with chalk on a blackboard, could be usefully
reproduced mechanically for general exhibition by
means of a sand figure on a slowly -moving belt.
This would enable a practical demonstration of the
principles of reception and the properties and uses
of the carrier wave. In the demonstration model
which was evolved for this purpose, the utilisation

PRACTICAL APPLICATIONS OF X-RAYS FOR THE
EXAMINATION OF MATERIALS

By W. G. BURGERS.

Differentiation between Natural and Cultured
Pearls

A natural pearl is built up of concentric layers
of calcium carbonate (mother-of-pearl) which have
been deposited by the oyster round any available
nucleus (e.g. a grain of sand). Each layer consists
of crystallites with a sixfold symmetry. the axis of
each crystallite being perpendicular to the layer.
This structure is shown schematically in fig. 2a.

A "cultured" (or .Japanese) pearl is obtained by
inserting in the oyster a bead of mother-of-pearl
cut from an oyster shell. This shell is built up of
plane layers of mother-of-pearl with the sixfold
axis of symmetry of the individual crystallites
again arranged perpendicular to the layer. The
nucleus of a cultured pearl therefore has a structure
as shown schematically by the horizontally shaded

section in fig. 26. Round this "nucleus" the oyster
deposits several thin concentric layers so that in
external appearance the finished cultured pearl
cannot be distinguished from a natural pearl.

I
a) b)

Fig. 2. Diagrammatic representation of the structure of
natural and a cultured pearl.
a) The natural pearl is made up of concentric layers of

mother-of-pearl (crystallites of calcium carbonate).
h) The cultured pearl consists of a nucleus of plane layers

of mother-of-pearl, on the outside of which several thin
concentric lavers have become secreted.

of the actual carrier wave is also demonstrated by
means of a number of cathode ray tubes, which
produce a visible trace of the electrical oscillations
on their fluorescent screens.

In fig. 2 the apparatus is shown which was
exhibited on the Philips stand at Brussels. The
graphing of the various oscillations occurring in
radio receivers in the form of sand figures is per-
formed on a moving belt which moves in a horizontal
direction from right to left. The belt is only just
visible in this picture, but is more clearly shown in
fig. 3. The feed tubes for the sand and the pendulums
fitted with funnels which swing to and fro from
back to front and thus produce the sand figures,
can be picked out in fig. 2.

From the connection between the symmetry of
the crystals and the X-ray pattern (which is pro-
duced by reflection of the rays at the crystal lattice
planes) referred to at the beginning, it follows that
the patterns obtained with a natural pearl must

ISM MI82

a) b)
Fig. 3. a) The diffraction pattern of a natural pearl always

exhibits a sixfold symmetry.
h) A cultured pearl gives nnother type of pattern.

always exhibit an arrangement of dots with a
sixfold symmetry, which latter cannot be obtained
with a cultured pearl. Figs. 3a and 36 confirm this
conclusion, and show that it is indeed possible to
distinguish between natural and cultured pearls by
means of X-rays. FEB it I Afilt 1936
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PHILAN, a local -area network based on a fibre -optic ring

J. R. Brandsma

Information is one of the main resources of modern life. The availability of up-to-date,
reliable and sufficient information at the right place and at the right time is very important for
the quality of public, social and economic services. This requires good means of communica-
tion, geared to the situation in which they are used. A specific situation is found in factories
and offices, where large numbers of people work closely together. Within such a geographic-
ally defined area there is a need for the easy exchange of large amounts of information of all
kinds and in accordance with an often varying communication pattern. For communications
within this business environment ever-increasing use is being made of the 'local -area network'
or LAN. At the Philips Research Laboratories Project Centre in Geldrop, near Eindhoven, a
novel and versatile concept for a LAN based on a fibre -optic ring has been developed and
given shape in the form of a trial system for demonstration purposes. The main aspects of this
type of network, which is called PHILAN, are described in the article below.

Introduction

Few people would seriously consider buying a car if
the appropriate infrastructure were not available in
the form of roads and rules of the road, etc. Without
those provisions there would be absolutely no way of
making use of the many possibilities offered by that
product of modern engineering.

A comparable situation is to be found in the field of
information technology. Instead of the car we find
one of the many kinds of data-processing equipment,
and the infrastructure required consists of a commu-
nication network with the appropriate rules or code
of practice (`protocols'). In this situation there is of
course not much point in storing or rapidly processing
large amounts of data at one particular place if it can-
not subsequently be sent to the destination with equal
rapidity and with a high degree of reliability. In situa-
tions where many people have to work closely together
or use the same information, as in offices, factories,
hospitals and universities, there is a great need for
special communication facilities. The requirements
these have to meet are the following:
 Versatility. Many different kinds of information
have to be sent out in parallel (telephone conversa-

Ir J. R. Brandsma is with Philips Research Laboratories, Eind-
hoven. Until recently the author led the team working on the
PHILAN project at the Project Centre in Geldrop, near Eindhoven.

tions, telex, electronic mail, communication with
computers and between computers, monitoring sig-
nals such as 'slow -scan TV', radiography, etc., etc.).
 Universality. Connections must be as universal as
possible, which means to say that at every connection
point it must be possible to receive and transmit a
wide variety of information (provided the appropriate
terminals are present).
 Flexibility. Connected terminals must be readily
transportable without having to make radical changes
such as recabling.
 Adaptability. It must be easy to change the kinds of
information that can be transmitted and to extend the
number of connections.

In the past ad hoc solutions to these problems have
been sought, and these have tended to result in a rather
confused combination of various kinds of communi-
cation networks with different types of cables, net-
work structures, wall sockets, etc. The best solution is
one that meets all the above requirements with a single
communication network, called a `local -area network
(LAN)' Ell or, when special emphasis is placed on the
great diversity of the information that can be trans -
[11 W. A. M. Snijders, Bedrijfscommunicatie en glasvezel, een

symbiose, I & I (Inf. & Informatiebeleid), No. 7, 20-30, 1984;
D. D. Clark, K. T. Pogran and D. P. Reed, An introduction to
local area networks, Proc. IEEE 66, 1497-1517, 1978.
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Fig. I. At the Philips Research Laboratories Project Centre a local -
area network based on the PHILAN concept has been built as a
trial system for demonstration purposes. The equipment shown in
the upper photograph forms the central unit, from which the whole
network is controlled. Above it, on a large panel, is a diagram of
the complete trial system showing the exact configuration of the

network. The lower photograph shows a large number of possible
applications of the system. From left to right can be seen an ad-
vanced telephone set, a printer, a display screen specially suited to
the display of documents, a word processor and an intercoln set.
The same transmission medium, a single optical fibre, carries the
input and output signals of all these devices.
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mitted, an 'integrated local -area network (ILAN)'.
Owing to the local nature of these LANs, it is not in
principle necessary to take account of existing com-
munication networks - usually trunk (long-distance)
networks - at the design stage. Designers conse-
quently have a large measure of freedom in the choice
of the network structure, the transmission medium
and the type of signal.

In this article we shall describe the PHILAN net-
work, a highly sophisticated ILAN network 121,
recently developed at Philips, which has been set up as
a trial system for demonstration purposes (fig. 1). The
network has a 'meander -type' ring structure that uses
fibre -optic cable. The information (e.g. speech, cer-
tain video signals and all kinds of data) is transmitted
in digital form at a rate of about 20 Mbit/s, and the
error probability is smaller than 10-10.

First of all we shall examine the main considerations
that have played a part in the design of PHILAN,
such as the various requirements applicable to the
transfer of various kinds of information and the pos-
sible alternative network structures. We shall then
describe the composition (`frame structure') of the
digital signals and consider the handling of the traffic
between the users of the network in accordance with
certain protocols. Finally we shall go somewhat deeper
into a number of the building blocks of PHILAN,
such as the ring -management system, the ring -access
units and a small ingenious optical relay.

Local -area communication

The various kinds of information to be transmitted
in a local -area network can be divided into two main
groups: continuous information and intermittent in-
formation. The first kind is found for example in tele-
phone and video communication and in communica-
tion for security and surveillance purposes. The other
kind is found in data processing, electronic archiving
and in comparable cases of communication between
man and machine (computer).

Continuous information requires a connection
which is permanently available and whose only side -
effect is a small and constant delay. Traditionally this
is realized by means of circuit switching, in which
there is - or at least seems to be -a continuous con-
nection between information source and destination.
Intermittent information can best be sent via a data
link established by means of packet switching, where a
channel is occupied only during the transmission of a
specific, clearly defined 'packet' of information at a
time. Each packet is separately addressed, transmitted
and received. Long messages are split into several
packets. In a modern local -area network the most effi-

cient operation is achieved by combining both types
of information transmission 133.

This can be done for example by first converting all
information into digital form, i.e. into bit streams.
These separate bit streams can be combined by means
of time -division multiplex (TDM) to produce one total
bit stream with a much higher bit rate, which can be
transmitted via a common transmission medium (e.g.
an optical fibre) to which all users are connected. The
combined bit stream thus represents a considerable
number of communication processes that are taking
place simultaneously; the circuit -switched links each
have a piece of the combined bit stream that recurs at
strictly periodic intervals (e.g. a string of 8 successive
bits 8000 times a second) and the packet -switched
traffic receives parts of the remaining bit positions as
required. We shall return to this point later.

a

C

b

d

Fig. 2. Four elementary network structures. a) Star. b) Bus. c) Tree.
d) Ring. CU central unit. ST station.

0

DATA

Fig. 3. Basic block diagrams of the central unit CU and a station ST
of a network with ring structure. In both diagrams the receiver unit
R and the transmitter unit T are shown. In CU a number of moni-
toring and management operations are carried out in the part
marked CONTROL. The station contains a ring -access unit RAU,
which handles the exchange of data between the ring and the out-
side world.
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An important external characteristic of any com-
munication network is the structure or topology of the
network (41161. Fig. 2 shows four basic structures: star,
bus, tree and ring. In principle a distinction can al-
ways be made between the central unit, which controls
the operation of the system, the satellite stations,
which function as data source or destination (data
sink), and the actual transmission paths.

Every network structure has its own way of hand-
ling traffic between stations, and in every structure the
role of the central unit is different. In fact with a bus
structure it is common practice to decentralize the
control in such a way that no separate central unit is
needed. Both with the star structure and the tree struc-
ture all the data goes from the source via the central
unit to the sink. In the ring structure the data cir-
culates from station to station. If a station does not
itself have any information to transmit, the incoming
information is passed on to the next station. When all
stations do that, the result is the formation - via the
central unit - of a 'circulating memory', whose
capacity depends on the total delay that occurs in the
stations and the transmission paths and, of course, on
the bit rate.

Another important external characteristic of a com-
munication network is the transmission medium em-
ployed. For a LAN three kinds of media enter into
consideration: twisted -wire pairs, coaxial cable and
fibre -optic cable. Twisted pairs are cheap and easy to
install. Coaxial cable has a higher transmission capa-
city and is popular because of the large number of
other existing applications (such as cable TV); this
accounts for the large variety of accessories available.
Fibre -optic cable offers the largest transmission capa-
city, little signal attenuation and the unique features
of complete electrical insulation and insensitivity to
electromagnetic interference.

In the rest of this article we shall mainly be con-
cerned with the ring structure, in which the signals in
digital form (briefly: data) are transmitted by means
of time -division multiplex. Fig. 3 shows basic block
diagrams of the central unit and a station in such a
ring. Both comprise a receiver and a transmitter. The
minimum operation that takes place is the unaltered
retransmission of the received data. The station also
possesses, however, a 'ring -access unit' (RAU), with
which data can be read from the ring or written to it.
The central unit controls and monitors the operation
of the ring; it determines the bit rate and, among its
other functions, plays a part in the allocation of trans-
mission capacity to the stations.

From the foregoing it may be deduced that the ring
structure has two potential disadvantages. In the first
place a ring structure is relatively vulnerable because

Table I. List of abbreviations used for component parts of
PHILAN.

Meaning

CRAU

CU

EBS

LN

MG

PRAU

RAU

R/T

ST

US

WR

WS

RAU for Circuit -switched traffic

Central Unit

Electronic Bypass Switch

Local Nucleus

Meander Gate

RAU for Packet -switched traffic

Ring Access Unit

Receiver/Transmitter

STation

USer

Wall Receptacle

Wall Socket

one defective station or one broken cable can put the
whole ring out of action. In the second place the
repeated reception and retransmission of data in the
form of a bit stream gives rise to a gradually increas-
ing inaccuracy in the bit positions (`jitter'), which may
ultimately result in transmission errors. Timely steps
therefore have to be taken in the central unit to restore
the original accurate time division. This limits the
maximum number of stations that can be included in
the ring. Both disadvantages can be overcome by seg-
mentation of the ring. This can been done in PHILAN
and has resulted in a modified ring structure which we
shall refer to as a meander ring.

PHILAN

The network structure chosen for the PHILAN sys-
tem corresponds essentially to a ring, but parts of the
ring (`meanders') can be cut off whenever necessary.
This is done in a special unit that we call a meander
gate or MG. (A list of abbreviations frequently used
in this article will be found in Table I.) Each meander
[2] J. R. Brandsma, PHILAN: a fiber-optic ring for integrated

traffic, Proc. GLOBECOM '85, New Orleans, LA, 1985, pp.
468-471;
J. L. W. Kessels, PHILAN: a LAN providing a reliable message
service for real-time applications, Proc. INRIA Conference
'Advanced seminar on real-time local area networks', Bandol,
France, 1986;
J. R. Brandsma, A. M. L. Bruekers and J. L. W. Kessels,
Method and system of transmitting digital information in a
transmission ring, U.S. Patent No. 4 553 234 (12th November
1985).
The term 'integrated local -area network' (ILAN) mentioned
earlier is used for communication networks in which this com-
bination is found.
C. D. Tsao, A local area network architecture overview, IEEE
Commun. Mag. 22, No. 8, 7-11, 1984.
D. Hutchison, J. A. Mariani and W. D. Shepherd (eds), Local
area networks: an advanced course (Proceedings, Glasgow
1983), Lect. Notes Comput. Sci., Vol. 184, Springer, Berlin
1985.
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contains a limited number of stations which are inter-
connected in accordance with the usual ring structure
(fig. 4). The transmission medium used in the mean-
ders is fibre -optic cable. The central unit and the
meander gates together with the links between them
form the local nucleus of 'PHILAN. This is concen-
trated at one location and, because of the short dis-
tances inside the local nucleus, the links used are
purely electrical connections.

In each meander gate an interference -free clock sig-
nal from the central unit is used to form the signal to
be sent to the next meander gate. In this way any jitter
that may have arisen in a meander is eliminated, so
that in theory an unlimited number of meanders can
be connected in cascade.

A more detailed block diagram of a meander is
given in fig. 5, corresponding to the part A -A' in fig. 4.
The total digital signal that appears at a given moment
in the PHILAN system arrives (in electrical form) at
the input of the meander gate. During normal opera-
tion an optical equivalent of this signal is formed in
the transmitter, which sends it on to the meander.
Each possible position in the meander where a station
may have to be connected is provided with an optical
connector box, called a 'wall receptacle'. If no station
is connected, each wall receptacle forms an optical
through -connection. If a station is included in the
ring, it is connected in the usual way by a special op-
tical plug (see fig. 3). Situated at the end of the
meander is the optical receiver of the meander gate.
Here the optical signal from the meander is converted
into an electrical signal and processed for transmis-
sion to the next meander gate.

Meander length

The total length a meander can have depends on the number of
wall receptacles it contains. Upon passing each wall receptacle to
which an active station is connected the circulating digital PHILAN
signal is regenerated (refreshed) before being sent on; any signal
attenuation that may have occurred earlier is thus eliminated. A less
favourable situation is found in each wall receptacle to which no
active station is connected. The signal then passes straight through
the wall receptacle, involving a nominal attenuation of 1.3 dB. The
worst situation occurs when all stations are passive except for one
of the two that lie closest to the meander gate. The total attenuation
occurring in the meander is then at a maximum. At a given maxi-
mum attenuation there is a direct relation between the maximum
meander length and the number of wall receptacles in the meander.
This relation is shown in fig. 6 for a total 'power budget' of 32 dB,
of which more than 22 dB is available for losses in wall receptacles
and fibre -optic cable, given an attenuation of 5 dB/km in the optical
fibre. With the very common number of 10 wall receptacles, the
maximum meander length is about 2 km.

If for one reason or another a meander is not func-
tioning properly, the electronic bypass switch (EBS,

Fig. 4. The meander ring structure of PHILAN. In addition to the
central unit CU and the stations ST found in every ring structure,
the PHILAN ring contains a number of meander gates MG. These
divide the ring into sections, called meanders, each containing
a number of stations. The CU, the MGs and the links between
them form the local nucleus LN (grey). The transmission medium
used in the meanders is fibre -optic cable (indicated by the symbol

Q ); electrical connections are used in the local nucleus.

MG

EBS
A A',,,,.. -60.o- o
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WR
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DATA

Fig. 5. Basic diagram of a PHILAN meander. The meander gate
MG forms the link between the actual meander and the rest of the
network. This link is established via the optical transmitter T and
the optical receiver R. In addition, MG contains an electronic by-
pass switch EBS, which can 'cut off' the meander. At a number of
fixed positions along the fibre -optic cable of the meander are wall
receptacles WR. A user US can be connected to a WR via a station
ST and a plug. If there is no plug, WR forms an (optical) through -
connection. ST contains the same optical receiver/transmitter com-
bination R/T as MG. US is coupled to the ring -access unit RAU of
ST via an electrical connection.
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see fig. 5) is closed in the meander gate, thereby cutting
out that meander. The rest of the PHILAN system is
therefore not affected by the malfunctioning of this
meander. This is not the only protective provision
made; in each wall receptacle the station connected
can be optically bypassed by means of a relay, in the
same way as when there is no plug in the socket. This
safeguard comes into operation automatically if it is
found, for example, that the transmitting unit of a
station is not sending out any optical signals. Yet an-
other safety feature is the possibility of making a

5 10 15 20
N

Fig. 6. For each connection point some attenuation of the signal cir-
culating in the ring must be taken into account. In PHILAN the
number of connection points N per meander and the maximum
meander length / are related by the straight line shown (for a fibre -
optic cable with an attenuation of 5 dB/km and a maximum permis-
sible total attenuation in wall receptacles and glass fibre of just over
22 dB).
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2560 bits = 320 bytes
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1 byte N bytes
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Nx64kbit/s

Fig. 7. Frame structure of the digital signal used in the PHILAN
ring. Every 2560 successive bits form one frame consisting of 320
bytes of 8 bits. The first two bytes form an unchanging synchron-
ization word, called the 'preamble'. By joining together the bits of
one particular byte from each frame a transmission channel (`sub -
ring') is formed with a capacity of 64 kbit/s. By taking N bytes
together a subring of Nx 64 kbit/s is obtained. The share of each
subring in a particular frame is called a 'field'.

direct electrical through -connection in a station - be-
tween the output of the receiver and the input of the
transmitter. This is a feature that plays a particularly
important part in the localization of errors (`error
diagnosis').

During the design of PHILAN, reliability was a
paramount consideration. The aim throughout was to
provide safe communication services, not only as
regards network structure and hardware but also as
regards the signals and the protocols used. By this we
mean that after a certain time interval the user must
have an assurance that his message has arrived cor-
rectly at the right destination, without him having to
do anything else to verify this. Before looking at this
more closely we shall first examine the signal structure
used in PHILAN.

The signal structure: frames and subrings

Signal transfer in PHILAN takes place in the form
of a continuous series of bits passing through all con-
nected stations in succession at a rate of 20.48 Mbit/s.
Each group of 2560 successive bits is identically organ-
ized and is called a 'frame'. A frame corresponds to
125 gs. Measures are taken in the central unit to en-
sure that the signal delay corresponding to one com-
plete circuit or lap around the ring is always equal to
an integral number of frames. The frames therefore
continue to appear at each point in the ring at a fixed
rate.

The first 16 bits of a frame always form a special
and unchanging synchronization word, called the
`preamble', so that all parts of the PHILAN system
remain in synchronism with each other and 'know'
exactly when a new frame starts. The remaining bits
of the frame belong together in groups of 8 bits

bytes'). The grouping of the bits of a particular byte
from all successive frames results in a transmission
channel (`subring') with a capacity of 8/(125 x 10-6) =
64 kbit/s. Similarly a combination of N bytes pro-
duces a subring of Nx 64 kbit/s (fig. 7). The bits in
one particular frame that belong to the same subring
form a 'field'; the size of a field may vary from 1 to
64 bytes (i.e. from 8 to 512 bits).

Between the preamble and the fields that form the subrings there
are a further 6 bytes in each frame that have a special function.
These are used for intercommunication between the units of the
local nucleus (CU and MGs) or between the units of a particular
meander (MG and STs). Details will not be given in this article.

Communication within PHILAN takes place by the
bits of a particular subring being written by the trans-
mitter of one station and read out by the receiver of
another station. Writing and read-out can also take
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place in a station simultaneously, in which case it is
referred to as a 'swap' [61. The bits coming from the
ring and those destined for the ring are stored in the
stations in buffers, which form a kind of separation
between the fast (20 Mbit/s) transmission on the ring
and the preceding or subsequent processing. Pro-
cessing rate and transmission rate are thus made inde-
pendent of each other. One advantage of this is that
no processing operations need to be carried out at
transmission rate.

All communication takes place through the mech-
anism of the subrings: this includes both the actual
data transfer in packet -switched or circuit -switched
traffic and all incidental messages concerning matters
such as origin and destination (data source and data
sink) and related to the operation of the whole net-
work. Three distinct types may be distinguished: traffic
subrings, memory subrings and insertion subrings.
Each subring is completely independent; what hap-
pens on one particular subring has no influence what-
ever on the others.

Traffic subrings

As the name suggests, these are the subrings in
which the actual traffic in PHILAN takes place, and
they account for about 90% of the total ring capacity.

In circuit -switched traffic a subring with the required
capacity of Nx 64 kbit/s is made available for the
whole duration of a 'conversation', which in principle
may be unlimited. Even in two-way (` full -duplex')
traffic between two stations only one subring is re-
quired if both stations use the swap operation.

In packet -switched traffic a subring is made avail-
able for the transfer of one packet (a maximum of
8 kbytes). This subring covers a field of 1, 4, 16 or 64
bytes per frame; on this basis there are four categories
of traffic subrings with a capacity of 64, 256, 1024 and
4096 kbit/s respectively. Owing to the limited dimen-
sions of the fields, a packet will in general be distri-
buted over more than one frame. Messages that are
longer than the longest possible packet are in turn
divided into a number of packets.

Traffic subrings will generally be referred to here
from now on as 'channels'.

Memory subrings

Memory subrings function as a 'circulating mem-
ory' for various system data that may be of interest to
all connected stations. They are used for example to
allocate a channel to a particular station for a parti-
cular time for the transmission of a data packet. This
takes place in principle in the following way. In each
frame the channel controller (a part of the central
unit) places the number of a free channel - if there is

one - in a field of the memory subring. By means of
a swap, each connected station may substitute a zero
for this number and thus 'seize' the channel con-
cerned. The channel controller also continuously per-
forms the swap operation on the memory subring and
finds out, by receiving the number zero, when the
channel is occupied. When a channel becomes free,
this is communicated to the channel controller by
returning the appropriate number in a similar way via
the memory subring.

The channel controller monitors the free channels
continuously. Each of the four categories of channels
for packet -switched traffic has its own memory sub -
ring. Depending on the actual volume of messages the
channel controller may transfer channels from one
category to another by combination or splitting. The
channel controller also ensures that no channel num-
bers can become permanently lost or are duplicated in
circulation as a consequence of transmission errors.

Insertion subrings

In each frame two times 8 bytes are reserved for
forming two 'insertion subrings'. They each therefore
have a transmission capacity of 512 kbit/s and are
used in packet -switched traffic for exchanging infor-
mation (`protocol messages') between the various
connected stations. One insertion subring is used for
sending protocol messages that connect a transmitter
and a receiver for the duration of the complete mes-
sage (`call messages'). The other insertion subring is
used for exchanging protocol messages during actual
packet -switched traffic between partners that have
already been connected. These messages prevent
packets from being lost through overflow of storage

50 100%
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Fig. 8. Comparison of the network stability for packet -switched
traffic in two types of LAN. The first type of network, of which
PHILAN is an example, offers the special feature of collision pre-
vention (CP) between the transmitted packets. In the other type of
network mutual interference is permitted and subsequently restored
(`collision detection' or CD). a) With increasing traffic load L, the
effective throughput Tin PHILAN increases monotonically to the
maximum value; in the other system, T becomes smaller at large
values of L. b) The price to be paid for this benefit is a somewhat
longer average delay r for the packets in the PHILAN network
when the traffic load L is small. At high values of L, PHILAN
again has the advantage. (If Lis 1000/o or higher, the mean delay in
both systems is infinitely large.)
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buffers in the receiver (flow control) or as a conse-
quence of transmission errors (error control).

The name of this type of subring derives from the
manner in which it is used: each station can insert a
protocol message of 8 bytes into a field in this subring
by means of a swap operation. The present contents
of the field are read into a receiving buffer and
replaced by new contents. The present contents may
however represent a valid message for a subsequent
station on the ring and should not therefore be de-
stroyed. In the next frame it is consequently re-
inserted (again via the swap operation). In this way
each protocol message goes through the whole
PHILAN system until it finally comes back like a kind
of echo at the station which originally sent it out. This
station then finally removes the message from the
ring.

The total time that elapses before an echo arrives
depends on the number of stations in which swapping

A i

An illustrative example

The function of the various subrings may be illustrated by the
example given in fig. 9. This shows two users US -A and US -B,
between which a packet -switched connection has to be built up via
the stations ST -A, ST -B and the rest of the PHILAN system. US -A
and US -B are connected by means of a standardized link known as
a `VMEbus' 173 with ST -A and ST -B respectively. These stations
have a ring -access unit specially designed for packet -switched traffic
and are therefore designated PRAU. Let us assume that US -A is the
initiator of the connection and that US -B is not engaged; this means
that PRA U -B constantly monitors the first insertion subring, which
is used for sending call messages.

When US -A wants a connection, he sends a request for it, in-
cluding the address of US -B, over the VMEbus to PRAU-A. The
latter places a call for US -B on the first insertion subring by means
of the swap operation. This call also contains the address of US -A.
In response, PRA U -B performs two actions. He places a call for
US -A on the same insertion subring to indicate that he is ready to
receive information, and he informs US -B that a message is about
to be received. When the call for US -A by PRAU-A has been re-
ceived, US -A is requested, via the VMEbus, to fill the packet buffer
of ST -A with a packet. US -A does this and at the same time indi-

.T-7AA /4riiLA>\ s713%N\

R
AL) \

US -B

VME bus

- >

VME bus

B

Fig. 9. Simplified representation of a packet -switched link between users US -A and US -B. Be-
tween each user and the corresponding station ST electrical signals are exchanged via a standar-
dized connection, called a VMEbus. The stations are connected by fibre -optic cables with the rest
of the PHILAN system (not further specified here). PRAU ring access unit for packet -switched
traffic. R optical receiver. T optical transmitter.

has been carried out, but the maximum delay is known
beforehand. The correct reception of an echo at the
place of origin means that the protocol message in
question has passed correctly through all operating
stations. If, on the other hand, no correct echo is re-
ceived within the maximum delay, the same protocol
message is sent once again. This procedure forms the
basis on which the correct transmission of informa-
tion can be guaranteed in the PHILAN system (`safe-

message service').
One of the main advantages of the signal structure

and associated protocols adopted for PHILAN is net-
work stability: an increasing volume of traffic does
not - as in some other networks - lead to a lower
effective transmission capacity, caused by the fact that
an ever -decreasing proportion of the packets are trans-
mitted correctly at the first attempt (fig. 8) . In addi-
tion, special measures have been taken to ensure that
PHILAN functions fairly, i.e. without any discrimi-
nation against transmitters or receivers in the alloca-
tion of transmission capacity.

cates how large the packet is and also whether it is the last packet of
this message.

PRAU-A then occupies a free traffic subring (channel) by means
of a swap on the memory subring in the category with the capacity
selected by PRA U -A . Next, PRA U -A sends a start message to
PRAU-B via the second insertion subring and at the same time
gives information about the channel used, the size of the packet and
whether it is the last packet or not. PRA U -B then switches to recep-
tion on the relevant channel, waits for the arrival of the packet and
writes it into his packet buffer. PRA U -B then places the number of
the used channel into the memory subring by means of a swap
operation to indicate that the channel is free again. In addition an

tel Read-out alone does not affect the signal circulating on the
ring; this only happens when new information is written to cer-
tain bit positions (possibly as part of a swap operation).
A number of manufacturers in the computer field (in particular
Motorola, Mostek and Signetics/Philips) have defined a col-
lective standard for communication links in applications of
8 -bit, 16 -bit and 32 -bit microprocessors. It is called the
`VMEbus', but is now also referred to as the `IEC 821 bus' or
the 'IEEE P1014'. The abbreviation VME stands for 'Versa
Module Europe', but the full name has now no more than
historical interest. An organization called VITA (VMEbus
International Trade Association) has been set up to dissemi-
nate information on the VMEbus. It has its own journal,
`VMEbus Systems', published by Intratech Communications,
St Clair Shores, Michigan 48081, U.S.A.
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error -detection procedure is carried out to check whether the packet
has been correctly received and, if this is so, the packet is made
available to US -B via the VMEbus. Finally, confirmation of this
and a request for the next packet are sent by PRAU-B to PRAU-A
via the second insertion subring. PRAU-A then requests US -A for
the next packet, again occupies a free channel, and so on.

If PRAU-B discovers that a particular packet has not been cor-
rectly received, he immediately sends a message back to PRAU-A
via the second insertion subring with a request for the relevant
packet to be retransmitted. This is done as soon as a free channel
has been found. This entire procedure is repeated for as long as is
necessary for all packets of a particular message to be sent correctly
from US -A to US -B. The connection between US -A and US -B is
cancelled as soon as PRAU-A has received confirmation that
PRAU-B has received the last packet of thclmessage correctly.

The actual procedure differs in one particular respect from what
has been suggested so far: each PRAU does not have only one
packet buffer; it has two - equivalent - packet buffers of 64 kbits
each. While US -A fills one packet buffer of PRAU-A, the contents
of the other packet buffer of PRAU-A are sent to one of the packet
buffers of PRAU-B, and at the same time the other packet buffer of
PRAU-B is emptied by US -B. If the transmission procedure takes
place at the maximum rate, packets of the same message are
handled simultaneously at three places in the PHILAN system: on
the actual ring and on the two VMEbuses of A and B. In this way
messages of any given length can be transmitted from A to B at a
maximum rate of about 4 Mbit/s.

The component units of PHILAN

The stations

As we have seen (fig. 5), a station can be divided
into a receiver/transmitter combination R/T and a
ring -access unit RA U. The two main tasks of R/T are
to perform the opto-electrical and the electro-optical
conversions of the digital signals circulating in the
PHILAN ring. A more detailed block diagram of R/T
is given in fig. 10. Whereas the electrical signals be-
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tween R/T and RAU take the form of a simple bit
stream (with no encoding), an elementary form of
encoding (biphase coding 181) has been adopted, for
various technical reasons connected with transmis-
sion [91, for the digital signals to be transmitted by
optical fibre (fig. 11). The transmitter has therefore
been provided with an encoder and the receiver with
a special receive filter, a clock -recovery circuit and a
decoder.

a 1 0 1 1 0 0 0 1 0

L_

c i , T
Fig. 11. a) Arbitrary bit stream consisting of ones and zeros. b) Cor-
responding 'uncoded' binary signal; a '1' is represented by a high
level and an '0' by a low level. c) The same bit stream after biphase
encoding. A '1' is now represented by a sequence of a high level and
a low level, an '0' by the reverse. This encoding gives a transmission
signal with a better frequency spectrum, and the required clock sig-
nal is easier to recover at the receiver end.

a

WR

A

Fig. 10. Optical receiver/transmitter combination R/T used in each
station (and also in each meander gate) of the PHILAN system.
E electrical connection. F fibre -optic cable. COD biphase encoder.
E/O electro-optical converter. 0/E opto-electrical converter for the
signal coming from the fibre -optic cable. GC gain control for the
electrical signal. RF receive filter. DEC biphase decoder. CR clock
recovery. S electrical bypass switch. WR wall receptacle. RAU ring -
access unit. LN local nucleus.
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Fig. 12. a) Basic diagram of the wall receptacle WR. Two optical
splices SP are used to include WR permanently in the meander ring.
A station ST can be connected by means of a wall socket WS, which
contains two optical contacts and two electrical contacts. The heart
of WR is a relay REL which controls two optical switch contacts.
b) Cross-section through the relay REL. A, B, C, D optical fibres.
SPR leaf springs. E, E' connections for the relay coil. SCR1, SCR2
set screws. AR armature. H housing 1111.
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There are two versions of the ring -access unit, each
built around a standard microprocessor (type `68000'):
a CRAU for circuit -switched traffic and a PRAU for
packet -switched traffic. At the user end a CRAU has a
connection (in both directions) of 2.048 Mbit/s. This
gives the user access to 32 channels on the PHILAN
ring, each with a capacity of 64 kbit/s, or to one or
more combinations of a number of these channels.

must be an economic proposition. The answer to this
problem has been found in the use of a specially de-
veloped optical relay capable of switching fibre -optic
cables. The basic diagram of the wall receptacle is
shown in fig. 12a, a cross-section of the relay used in it
is given in fig. 12b, and a photograph of the relay is
shown in fig. 13. When the coil of the relay is not ener-
gized (e.g. when there is no plug in the socket) the
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Fig. 13. Photograph of the interior of the relay REL in fig. 12. The opt' cal fibres are bonded by
adhesive into V -grooves, which are made in a single operation in both the housing and the arma-
ture during manufacture. This means that there is no need for extremely tight tolerances. Set-
screws on either side determine the two extreme positions of the armature. The two leaf springs
that attach the armature to the housing are hardly visible in this photograph.

Signalling information between a user and a CRAU is
exchanged via a VMEbus

The VMEbus is also used with the PRAU for ex-
changing the actual packets and the related messages
between user and station. As already mentioned,
packets can be sent over the PHILAN ring at different
rates, from 64 to 4096 kbit/s. The maximum packet
length is always 64 kbits (8 kbytes); longer messages
have to be sent in more than one packet. Each PRAU
possesses hardware for error detection after the recep-
tion of each packet. This is done by means of the
Cyclic Redundancy Code (CRC) 1101.

The wall receptacles

In PHILAN the optical wall receptacles occupy a
place of their own. Their first task is to make it pos-
sible to modify the number of PHILAN connections
in a simple and reliable way. In addition they must be
capable of forming an optical 'bypass' and, in spite of
the critical mechanical requirements found here, they

relay forms an optical through -connection; otherwise
the optical signals go via the connected plug (fig. 14).
The nominal attenuation in the relay is only 0.7 dB.

The meander gates

The three main functions of the meander gates were
touched upon earlier in this article (see fig. 5):
 Using the same type of receiver/transmitter combi-
nation R/T found in each station, an opto-electrical
connection and an electro-optical connection are
[8]

181

1101

[Ill

See for example p. 348 in the special issue: F. W. de Vrijer,
Modulation, Philips Tech. Rev. 36, 305-362, 1976;
see also: P. J. van Gerwen and W. A. M. Snijders, Communi-
cation system for bi-phase transmission of data and having
sinusoidal low-pass frequency response, U.S. Patent No.
4 573 169 (25th February 1986).
Such as measures to deal with the large spread (by a factor of
1000) in the strength of the received optical signal, to facilitate
clock generation in the receiver and to optimize the signal-to-
noise ratio after reception.
See p. 129 in: A. S. Tanenbaum, Computer networks, Pren-
tice -Hall, Englewood Cliffs, NJ, 1981.
W. A. M. Snijders and J. P. Klomp, Optical switch, European
patent application No. 0181657 -Al (21st May 1986).
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established between the local nucleus and the
individual meanders.
 In appropriate cases the EBS switch can be used to
`cut off' a particular meander.
 Any jitter produced in the meander is eliminated.
In addition the synchronization pattern (preamble) at
the beginning of each frame is regenerated.

To enable the electronic bypass EBS to be switched
on and off without interfering with the rest of the

Fig. 14. Wall socket and plug for the PHILAN meander ring. This
provides a reliable and easily detachable double optical and double
electrical connection (see fig. 12a)112).

PHILAN system (e.g. with the synchronization), the
signal delay between input and output of the meander
gate must be the same before and after switching.
Special measures are taken to ensure that this delay
always amounts to 256 bits.

In addition, when EBS comes into operation, the
meander gate has to take a number of extra measures
to guarantee the 'safe -message service' of PHILAN.
This service is based on operation with echoes (page
17) and in certain circumstances these echoes can give
rise to erroneous conclusions, since a correct echo will
not have passed through an operational station in any
cut-off meander.

Finally, each meander gate also monitors the syn-
chronization of all the stations in the corresponding
meander and takes special measures to restore the syn-
chronization if this is lost.

The central unit

The central unit CU of PHILAN (fig. 3) functions
as a 'ring management system'. In its simplest version
it contains a monitor and two channel controllers for
circuit -switched and packet -switched traffic, respec-
tively (fig. 15).

The main tasks of the monitor are the generation
and monitoring of the correct frame structure of the
PHILAN signal, and to make up the delay experienced

0
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(24 0

Fig. 15. a) In its simplest form the central unit CU in PHILAN con-
sists of a monitor MON, which monitors the signal structure, and
two channel controllers CC. If required, other equipment can be
added for error diagnosis, management and direct control by an
operator. b) Photograph of the extended central unit used in the
demonstration system at the Project Centre. The specific PHILAN
circuits are contained in a wall rack (top centre). Below it can be
seen, from left to right, a display screen, a printer and a P2000 com-
puter, with a keyboard and a cassette deck. These are used as the
input and output peripherals for the operator. (See also fig. 1.)

by the signal in one lap of the meander ring to an inte-
gral number of frame periods.

The channel controllers are responsible for record-
ing free channels and making them available as
required.
t121 J. W. Faber and J. P. Klomp, Optical connector device, Euro-

pean patent application No. 0189609 -Al (6th August 1986).
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Possible extensions

So far we have confined the description of PHILAN
to the basic configuration; there are, however, a num-
ber of important extensions that can be made. Two of
these will be mentioned briefly to conclude this article.
In the first place it is possible in principle to connect
the central units of several PHILAN systems with
each other so as to form larger transmission networks.
In the second place, specially developed hardware can
be added to the central unit, the meander gates and
the stations to increase the diagnostic and control
capabilities of the system, enabling the system to make
regular fully automatic checks on the functioning of
all meander gates and stations. One such check is the
measurement of the optical transmitting power of
each station. All information about the state of the
network is recorded in the central unit and can be dis-
played on a screen or communicated to an operator
by means of alarm signals. Conversely, the operator
using the keyboard can give instructions to the central
unit to carry out specific tasks.

By making the appropriate additions to the
PHILAN basic configuration the optimum local -area
network can thus be created for practically any situa-
tion.

Summary. PHILAN is an integrated local -area network in which
digital information is transmitted at a bit rate of about 20 Mbit/s in
time-divison multiplex. The system has a ring network structure,
with sections called meanders that can be cut off in the event of
local malfunctioning. The transmission medium used in the mean-
ders is fibre -optic cable. Both circuit -switched and packet -switched
traffic can be handled simultaneously in the PHILAN system. For
packet -switched traffic the use of specific protocols gives practically
100% reliability (`safe -message service'). Connections to the mean-
ders are made via wall receptacles, in which a double optical plug
connection is established. Each wall receptacle contains a specially
developed relay for electromechanical switching of two fibre -optic
cables. In addition to a relatively simple basic configuration, there
are more elaborate versions of the PHILAN system with sophis-
ticated provisions for error diagnosis and control. At the Philips
Research Laboratories Project Centre a PHILAN trial system has
been built for demonstration purposes.
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Investigation of a new type of rechargeable battery,
the nickel -hydride cell

J. J. G. Willems

The author describes the research work on a new type of rechargeable battery, which has
resulted in a hermetically sealed nickel -hydride cell. The new cell has stable electrode material
and an effective control of the hydrogen and oxygen flow in the system. These features have
enabled a first experimental version to operate well for more than a thousand cycles of high -

rate charge and discharge.

Brief historical background

The first galvanic cell - or more accurately 'bat-
tery' of galvanic cells - was Alessandro Volta's pile
(the 'voltaic pile') of 1800, which consisted of a stack
of sheets of zinc and silver (or copper), separated from
each other by pieces of cardboard soaked in a saline
solution (fig. 1) in . As became clear much later, the
electrical energy from each individual cell is due to the
oxidation of the zinc to form zinc ions, with the
release of electrons:

Zn -)- Zn2+ + 2e-, (1)

and to the reduction of water to gaseous H2, with the
uptake of electrons:

2H20 + 2e- - H2 + 20H-. (2)

Why these particular materials fulfil these functions
can be explained by their relative position in the elec-
trochemical series of the elements (fig. 2). This ther-
modynamically determined position in the series is not
the only significant factor, however: it is also neces-
sary to take the kinetics of the process into account.

The silver (or copper) is not used up in the voltaic
cell, but acts as a catalyst in the reduction of the
water; its only other function is that of a conductor of
current (fig. 3). Zinc is still used as the material for
negative electrodes, for example in dry batteries, be-
cause of its negative electrode potential, but the use of

Dr Jr J. J. G. Willems, now with the Lighting Division, Philips
NPB, was formerly with Philips Research Laboratories, Eindhoven.

water (zero electrode potential in fig. 2) as the oxidizer
at the positive electrode has remained confined to this
first galvanic cell: the electromotive force (e.m.f.)
available from this element is only 0.5 V.

In 1836 John Daniell developed a galvanic cell in
which copper ions from a copper -sulphate solution
are reduced at a positive copper electrode to metallic
copper for the required electron transfer:

Cu2+ + 2e- -+ Cu. (3)

The negative electrode consisted of a rod of amal-
gamated zinc, which was immersed in dilute sulphuric
acid. The amalgamation prevents an excessive side

Fig. 1. The voltaic pile, as illustrated in the first publication (in Phil.
Trans. R. Soc. 90, 403, 1800) (h1. A stands for silver (argent) and
Z for zinc.
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Fig. 2. The electrode potential Er of some of the more familiar elec-
trode materials (combined with an electrolyte), determined with
respect to the potential of a reversible hydrogen electrode in the
same electrolyte. Oxidation potential increases from left to right
(from non -noble to noble in the electrochemical series of the ele-
ments). If the electrode potential is lower than 0 V (the electrode
potential of the voltaic couple water/hydrogen), the electrode mat-
erial tends to reduce H2O to H2 (the red region); if the electrode
potential is higher than + 1.23 V (the electrode potential of the
couple water/oxygen), the material then tends to oxidize H2O to 02
(the blue region). Only in the Weston cell (Cd/Hg2SO4) do both
electrode couples show no tendency to decompose water. The elec-
trode potentials of materials used in combination with an acid or
neutral electrolyte are shown above the horizontal axis; the poten-
tial values of materials used in an alkaline medium are shown below
the horizontal axis.
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Fig. 3. Diagram of a current -producing galvanic cell. P active posi-
tive electrode material. N active negative electrode material. e elec-
trons. E electrolyte. A+ positive ions. /I' negative ions. C current
collectors. S separator. R external load.

reaction between the zinc and the sulphuric acid. Even
with the cell not working, hydrogen would otherwise
have been liberated and the zinc would have been used
up. (This process is equally detrimental to the opera-
tion of the voltaic pile.) To prevent copper ions from
being deposited on the zinc - this happens because of
their position in the electrochemical series - the two
electrodes are contained in separate compartments,
each with its own electrolyte. A porous diaphragm,
originally of cow's gullet, permitted the necessary
transfer of ions between the electrodes.

The first rechargeable battery, Gaston Plante's lead-

acid cell, dates from 1860. It consisted of two inter-

wound lead sheets separated by flannel strips and im-
mersed in sulphuric acid. The electrodes were formed
by repeated charging from primary cells. (Current
generators like the dynamo had already been invented,
but they were not yet widely used.)

The development of dry cells also dates from the
same period, about 1865. In the dry cell the oxidizing
substance is a solid (a metal oxide) and the electrolyte
is effectively 'immobilized', so that the battery can be
made 'leakproof'. Georges Leclanche used a mixture
of manganese dioxide and carbon for the positive
electrode, and a carbon rod inserted into the mixture
was the current conductor. The electrolyte consisted
originally of a saturated solution of ammonium chlor-
ide; in a later development this was thickened (immo-
bilized) by means of starch or lime, or both. Amal-
gamated zinc, which was then coming into use for the
manufacture of batteries, again served for the nega-
tive electrode. Today, more than a century later, the
Leclanche cell is still the most widely used dry battery.

Apart from their use as a current source, batteries
were soon required to meet the need for a constant -
voltage reference source. These 'standard cells'
operate in phase equilibrium; when they are being
used it is only the position of the equilibrium that
changes, though only very slightly. The nature of the
substances reacting in the cell does not change. In the
Weston cell (1892) the positive mercury/mercurous-
sulphate electrode and the negative cadmium amal-
gam/cadmium-sulphate electrode are immersed in a
saturated solution of crystals of these salts. The e.m. f.

It I Further historical data will be found in:
G. W. Vinal, Primary batteries, Wiley, New York 1950, see
especially the first chapter, pp. 1-24;
G. W. Heise and N. C. Cahoon, The primary battery, Vol. 1,
Wiley, New York 1971, first chapter, pp. 1-58;
S. U. Falk and A. J. Salkind, Alkaline storage batteries,
Wiley, New York 1969, first chapter, pp. 1-41.
For the general principles of the battery discussed here, see for
example:
V. S. Bagotskii and A. M. Skundin, Chemical power sources,
Academic Press, New York 1980;
J. O'M. Bockriss et al. (eds), Comprehensive treatise of elec-
trochemistry, Vol. 3, Plenum, New York 1981.
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of the Weston cell is 1.01463 V at 25 °C and its varia-
tion with temperature is only -4.05 x 10-5 V/ °C.

A major objective in the development of batteries
was, and still is, to make the most efficient use of the
relatively expensive electrode materials, and this is
most easily done with rechargeable batteries. To start
with such batteries will be required to have no spon-
taneous side -reactions that give an unproductive loss
of active material, in other words minimum 'self -dis-
charge'. This requirement led to the development of
alkaline accumulators at about the turn of the cen-
tury. These included the nickel -cadmium cell and the
nickel -iron cell (Junger and Edison). Alkaline reagents
are in general less reactive with metals and metal
oxides than acids.

It is difficult to avoid such non-productive side reac-
tions completely, since most electrode materials are
not thermodynamically stable in combination with
aqueous electrolytes and are thus always inclined to
react with water with the formation of hydrogen or
oxygen, depending on the value of the electrode poten-
tial. As can be seen in fig. 2, it is only for the pair of
electrodes in the Weston cell that the position of the
electrode potentials is such that no spontaneous de-
composition of water can take place. A possible way
around this difficulty would be to use non -aqueous
electrolytes, but the usual practice has been to manage
with electrodes that, although not thermodynamically
stable, are sufficiently stable kinetically. In other
words, the electrode materials are chosen or treated in
such a way (for example by amalgamation) that their
rate of reaction with the electrolyte is very slow.

The extent to which unwanted amounts of hydrogen
or oxygen are nevertheless produced then often de-
pends on the state of charge of the battery and on the
charging rate. This is because the battery can only be
fully charged if the charging voltage is greater than the
cell e.m.f., which implies moving further into the un-
stable region (fig. 2). The charging voltage will have to
be higher the faster the battery is to be charged. Over-
charging the battery, which is usually unavoidable
because it is impossible to know exactly when the bat-
tery is fully charged, also causes the formation of
hydrogen and oxygen. The same applies to overdis-
charge, which may be the consequence of differences
in capacity between the series -connected cells of a
battery. Here a cell that has discharged first can be
forced by adjacent cells to discharge itself still further,
a process inevitably accompanied by the formation of
hydrogen and oxygen.

This problem of unwanted gas generation becomes
particularly serious when it is intended to produce a
completely sealed rechargeable battery, one that can
be used in all positions and without requiring mainte-

nance, preferably for many years. The dry battery may
be seen as an early answer to this problem, without
however achieving the goal of rechargeability. More-
over, as pre-war users will have found to their dis-
pleasure, the 'leakproof' dry battery was by no means
the same thing as the hermetically sealed battery now
in view.

Good results in this respect have now been achieved
with nickel -cadmium cells. Since 1950 these cells have
been provided with an excess of cadmium hydroxide,
Cd(OH)2, at both electrodes (fig. 4). In overcharging
and overdischarging the current tries to find a path,
oxidizing or reducing materials with the appropriate
characteristics, and this can give a high gas pressure in
a sealed cell. The excess of Cd(OH)2 'channels' any
such unwanted current so that it causes no damage, or
very little.

If on overcharging the nickel electrode starts to
form oxygen, the cadmium electrode will still not be

overcharge 02

z

Zd(OHJi

-0

charge
11

11
nominal
capacity

discharge 2 0
U

overdischarge Cd

Cd 0Hh

02

Fig. 4. Diagram illustrating the protection from overcharging and
overdischarging in a sealed cadmium battery, introduced in about
1950. Adding Cd(OH)2 to both electrodes introduces an oxygen
cycle during both overcharging (blue region) and overdischarging
(red region). The added Cd(OH)2 is indicated by hatching. An
excess of cadmium (red) is also added at the cadmium electrode;
this is explained on p. 32.

fully charged because of the excess of Cd(OH)2. It
will therefore not generate hydrogen (fig. 2) and con-
tinue to convert Cd(OH)2 into metallic Cd. This con-
version, however, is now no longer used for the pro-
cess of energy storage but for reducing the oxygen
formed at the nickel electrode and retaining it as
Cd(OH)2. So from that stage onwards there is no
change in the state of charge of the two electrodes
(since the nickel electrode was already fully ch4ged).

In overdischarging the electrodes change roles as
compared with the roles they took in overcharging.
Because of the addition of Cd(OH)2 to the nickel elec-
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trode, this electrode in the empty state will take on the
potential of the cadmium electrode, and so will again
be able to counteract the evolution of hydrogen. The
oxygen produced at the empty cadmium electrode in
overdischarging is reduced in a similar reaction cycle
at the nickel electrode. It could be said that there was
a deliberately engineered 'chemical bypass', which
channels both forms of an unwanted passage of cur-
rent via an oxygen cycle.

As mentioned, because of the position of its elec-
trode potential, the excess of Cd(OH)2 is in principle
capable of preventing the evolution of hydrogen gas
(both upon overcharging at the cadmium electrode
and overdischarging at the nickel electrode). This is
therefore important because the evolution of hydro-
gen is a much greater problem than that of oxygen,
since hydrogen gas once formed is not converted at
the nickel electrode owing to kinetic impediments,
and consequently a channelling comparable with the
oxygen cycle is not possible.

Even though Cd(OH)2 can be introduced into the
battery as explained, the evolution of hydrogen can
never be 'completely eliminated. Some hydrogen may
form because of the ageing of Cd(OH)2, particularly
during charging at high currents and on overdis-
charging. Hermetically sealed NiCd cells are therefore
always provided with a safety valve that opens if too
much hydrogen gas accumulates.

For some time now a similar expedient has been
used in the lead -acid accumulator so that it can also be
produced as a hermetically sealed battery. The greater
reactivity of the acid electrolyte makes it even more
difficult in this case to prevent the accumulation of gas,
which requires at the very least a specially adapted cell
construction, at the expense of durability.

The investigations at Philips Research Laboratories
that will now be described should be viewed against
this background of efforts to achieve a hermetically
sealed rechargeable battery that can be used in all
positions, has a very long service life, can be charged
and discharged at a very high rate and can withstand
considerable overcharging and overdischarging.

Initial study of LaNi5 and LaNi4Cu as electrode
material

In this section we shall be considering the use of
hydrogen as 'fuel' for a rechargeable battery, and not
as the product of an unwanted side reaction, as it so
often was in the previous section. This implies that it
must be possible to oxidize hydrogen at the surface of
an electrode while the battery is being discharged, and
that hydrogen can be stored in this electrode while the
battery is being charged. Our investigations at Philips

Research Laboratories of materials for such an elec-
trode were mainly made with LaNi5 and related com-
pounds. Water from an aqueous electrolyte can be
reduced electrochemically at these materials, the
hydrogen evolved can be stored as a hydride and the
stored hydrogen can then be reoxidized to form water:

charge
LaNi5 + 6H20 + 6e- 4-± LaNi5H6 + 60H-. (4)

discharge

The formation of hydrogen in this case is therefore,
once again, not an unwanted side reaction but part of
the chemical system responsible for the storage of
energy. LaNi5116 can be used here as the active mat-
erial of the negative electrode, which is converted into
LaNi5 during the discharge; the LaNi51-16 is then re-
formed by the charging. The metal hydride may be
compared in this respect with the cadmium at the
negative pole of the NiCd cell:

charge
Cd(OH)2 + 2e- Cd + 20H-.

discharge

If we compare the electrode reactions of LaNi5 with
those in Volta's cell - since water is converted in
both - we see, however, that the reactions in the
voltaic pile have exactly the opposite function. In the
voltaic pile water is converted into hydrogen, and elec-
trons are taken up, during discharge at the positive
pole, whereas with LaNi5 this occurs during charging
at the negative pole (and then the conversion in the
opposite direction on discharge results in the produc-
tion of electrons).

Reactions of this kind are also used with the familiar
reversible hydrogen electrode, with platinum as the
electrode material. The difference compared with
LaNi5 in this case is that the hydrogen gas has to be
supplied, since hydrogen is not absorbed by platinum.
An electrode of this type cannot therefore be used for
the storage of electrical energy.

(5)

About fifteen years ago it was discovered that inter -

metallic compounds such as LaNib and TiFe are cap-
able of absorbing large amounts of hydrogen gas and
of desorbing it at pressures of the order of 1 atmos-
phere and at room temperature [21. Fig. 5 shows the
absorption and desorption isotherms of the LaNi5-H2

[2] Publications on hydrogen -absorbing compounds discovered in
the past 15 years include:
H. Zijlstra and F. F. Westendorp, Solid State Commun. 7,
857-859, 1969;
J. H. N. van Vucht, F. A. Kuijpers and H. C. A. M. Bruning,
Philips Res. Rep. 25, 133-140, 1970;
J. J. Reilly and R. H. Wiswall Jr., Inorg. Chem. 13, 218-222,
1974;
F. A. Kuijpers, Philips Res. Rep. Suppl. 1973, No. 2;
H. H. van Mal, Philips Res. Rep. Suppl. 1976, No. 1;
K. H. J. Buschow, P. C. P. Bouten and A. R. Miedema, Rep.
Prog. Phys. 45, 937-1039, 1982.
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system at a number of temperatures 131. As the figure
illustrates, in a temperature range up to about 80 °C
the system has a phase transition between a hydrogen -
poor phase and a hydrogen -rich phase at a constant
equilibrium pressure, called the plateau pressure. At
room temperature LaNi5 absorbs six hydrogen atoms
at a plateau pressure of 2 atmospheres, and at a pres-
sure of 1.6 atm the hydride formed is converted back
to LaNi5, accompanied by the desorption of hydrogen
gas. The amount of hydrogen that can be absorbed
and desorbed in this way per unit volume is enormous:
400/o greater than the hydrogen density in liquid hydro-
gen at 20 K. Even at a temperature of 80 °C large
amounts of hydrogen gas can still be reversibly stored
in LaNi5 at a pressure of less than 20 atmospheres.
The resultant absorption -desorption hysteresis, which
is greater at higher plateau pressures and gives an
energy loss, is of course an unwanted effect. Com-
pared with TiFe, LaNi5 has lower plateau pressures at
the same temperatures and a much lower absorption -
desorption hysteresis.

On repeated absorption and desorption of hydro-
gen gas, LaNi5 disintegrates into small fragments
(fig. 6), forming a fine powder with a specific surface
area of 0.25 m2/g. The powder has a high catalytic
activity, which, combined with the high diffusion
coefficient for H atoms in the metal lattice, results in
high sorption rates. At 20 °C complete hydrogen
desorption takes no more than a few minutes. In addi-
tion, LaNi5 and LaNi5 H6 are both good electrical
conductors. All in all, LaNi5 therefore seems to be
a promising electrode material for a rechargeable
battery.

How does LaNi5 behave in the presence of the elec-
trolyte, however? To find this out we carried out a
number of experiments with this material and related
compounds in a 'half -cell' arrangement. The materials,
which are very hard and brittle, were pulverized by
repeated hydrogen gas absorption/desorption cycles,
and then mixed with powdered copper. This mixture
was cold -pressed to form a porous pellet, which was
found to satisfy all electrode requirements 131. The
electrolyte used in the cell was a 6 M KOH solution,
a platinum plate was used as the counter -electrode
and an Hg/HgO/6 M KOH electrode was used
as the reference electrode (fig. 7) 133. Fig. 8 shows
a charge and discharge curve for an LaNi5 electrode
as measured in this cell. As can be seen, there is
close correspondence with the absorption and desorp-
tion curves in fig. 5. Starting from the fact that the
absorption of one hydrogen atom is associated with
the transfer of one electron (eq. 4), it can be shown
that the theoretical charge -storage capacity for the
composition LaNi5H6 is 372 mAh/g, which is slightly

more than the theoretical storage capacity for a
cadmium electrode (366 mAh/g). This is important
because our aim was to be able to use the LaNi5 elec-
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Fig. 5. Absorption and desorption isotherms (hydrogen pressure
PH, as function of the concentration of hydrogen atoms x) of the
LaNi5-H2 system at 20, 40 and 80 °C.

Fig. 6. If LaNi5 is made to absorb and desorb hydrogen repeatedly,
it gradually disintegrates into small fragments, seen here in a small
heap under the piece of metal gauze acting as a sieve. (This is the
effect of a single absorption of hydrogen by an LaNi5 casting.)
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trode as an alternative to the cadmium electrode in a
nickel -cadmium battery, for reasons that will appear
shortly.

P CE

Fig. 7. Diagram of the experimental arrangement used for many of
the 'half -cell' electrochemical measurements. WE working elec-
trode; a porous pellet P of the active material being investigated,
e.g. LaNi6, is attached to its tip. RE reference electrode, usually an
Hg/HgO/6 M KOH electrode. CE platinum counter -electrode. The
electrolyte is kept free from oxygen by purging with nitrogen. The
half -cells have a water -jacket and are kept at a temperature of
25 °C by a thermostat TC.
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Fig. 8. Charge and discharge curve for an LaNi6 electrode, with
respect to the reversible hydrogen electrode, as a function of the
charge Q, measured in 6 M KOH at 16 °C.
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Fig. 9. Storage capacity C of an LaNi6 electrode as a function of the
number of charge/discharge cycles (n).

Although LaNi6 has these desirable properties, it
has one major disadvantage. The electrochemical
experiments discussed soon revealed that the storage
capacity of LaNi6 electrodes decreases drastically
after repeated charging and discharging. As can be
seen in fig. 9, the storage capacity then decreases expo-
nentially - by as much as 40% after only 100 cycles.
This rules out LaNi5 as an electrode material for re-
chargeable batteries - at least if it is to meet the strict
requirements formulated in the previous section.

In our investigation we therefore set ourselves the
primary goal of establishing the cause of this drastic
decrease in storage capacity. We included in our in-
vestigations the compound LaNi4Cu, which had been
investigated previously at our Laboratories. This mat-
erial also absorbs large amounts of hydrogen, but it
does so at a lower plateau pressure more suitable for
practical purposes, and gives the same exponential
decrease in storage capacity on repeated charging and
discharging.

This experimental investigation relied mainly on
X-ray diffraction analyses and electron microscopy [31,
in addition to the electrochemical methods described.
Fig. 10 shows X-ray diffraction diagrams of powdered
specimens of LaNi6, LaNi4Cu and their hydrides,
obtained after exposing the specimens to hydrogen
gas at 150 atm for 24 hours. Diagrams a and d give
the pattern of a phase consisting of hexagonal crystals
(space group P6/mmm). Diagrams c and e show the
same pattern as a and d, with the difference that all
peaks have clearly been shifted to smaller diffraction
angles, indicating the same hexagonal structure but
with larger lattice spacings, resulting in a volume
increase of 20% or more, due to the absorption of
hydrogen.

We studied the effect of the periodic absorption and
desorption of hydrogen by repeatedly charging and
discharging electrodes of LaNi6 and LaNi4 Cu in a
solution of 6 M KOH, and then making diffraction
diagrams of powders of the electrode material thus
treated (fig. 11). After a number of charge/discharge
cycles a number of small peaks and 'shoulders' start
to appear in the diagrams - in addition to the diffrac-
tion pattern of the original material and large peaks at
21.7° and 25.3°, which are attributable to the copper
powder. The small peaks are due to La(OH)3 and the

(81 A more extensive and detailed description of these investiga-
tions will be found in the thesis by J. J. G. Willems, Metal
hydride electrodes; stability of LaNi6-related compounds,
Philips J. Res. 39, Suppl. No. 1, 1984.
Major contributions to this research were made by J. R. van
Beek and H. C. Donkersloot; see for example:
J. R. van Beek, H. C. Donkersloot and .J. J. G. Willems, in
B. W. Baxter (ed.), Power Sources, Vol. 10 (Proc. 14th Int.
Power Sources Symp., Brighton 1984), Academic Press,
London 1985, pp. 317-338.
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`shoulders' to free Ni (or to Nio.8Cuo.2). These dif-
fraction peaks become distinctly larger as the number
of cycles increases.

The conclusion is that the periodic charging and dis-
charging of the electrode in 6 M KOH assists the con-
version of LaNi6 (or LaNi4Cu) in the presence of
water into La(OH)3 and Ni (or Nio.8Cuo.2):

LaNi5 + 3 H2O -4- La(OH)3 + 5 Ni + 2 H2, (6)

or
LaNi4Cu + 3 H2O La(OH)3 + 5 Nio.8Cuo.2 +

+ H2. (7)

Scanning electron microscopy (SEM) gave the
following supplementary picture of the degradation
process in LaNi6 on periodic electrochemical charging
and discharging.

Fig. 12a shows the state of the material in an unused
electrode. The cracks that can be seen were produced
when the electrode was made, during the pulveriza-

I
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tion in an H2 atmosphere (fig. 6). After 12 charge/dis-
charge cycles (fig. 12b) the first needles of La(OH)3
appear at the surface, and the number of cracks and
tears has been increased. In fig. 12c, after 25 cycles,
the number of needles is considerably larger, and the
grain size has fallen on average by a factor of three. In
fig. 12e the specimen is completely overgrown with
La(OH)3, and in fig. 12f (after 359 cycles) the conver-
sion of LaNi6 into La(OH)3 is practically complete.

The 'driving force' for the decomposition of LaNi6
in 6 M KOH is the strong affinity of LaNi6 for water.
The gain in Gibbs free energy for this oxidation reac-
tion is 472 kJ/mol of LaNi6 - nearly four times the
heat of formation of LaNi6.

The actual oxidation reaction will occur at the inter-
face between the metal and the electrolyte. As we have
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Fig. 10. X-ray diffraction diagrams of powdered specimens of
LaNi6 and LaNi4Cu before and after hydrogen absorption (expos-
ure to hydrogen gas at 150 atm for 24 hours). a) Ground LaNi6.
b) LaNi6 pulverized by 100 cycles of absorption and desorption of
hydrogen. c) LaNi6H6, formed by causing the material of (a) to
take up hydrogen. d) Ground LaNi4Cu. e) The same material as
(d) after absorption of hydrogen.
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Fig. 11. X-ray diffraction diagrams of dismantled LaNi4Cu elec-
trodes that have been charged and discharged a number of times in
6 M KOH. The photographs show the effect of zero (a), 23 (b),
65 (c), 87 (d), 148 (e) and 188 (f) charge/discharge cycles. The posi-
tions of the reflection peaks due to La(OH)3 are shown in black,
and those due to Ni0.8Cu0.2 are shown in grey. The large peaks at
21.7 and 25.3° can be attributed to the copper powder added to the
electrode material. The other peaks are due to LaNi4Cu.
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seen, however, the conversion is not limited to the sur-
face, but is virtually complete. This is remarkable,
since the mobility of lanthanum at room temperature
in the LaNi3 lattice is virtually zero. Nor is the rate at
which this lanthanum is converted into La(OH)3 pro-
portional, as might be expected, to the area of the
active surface, but rather to the amount of active
material remaining, i.e. to the amount of stored hydro-
gen, as is evident from the exponential decay of the
storage capacity. This suggests that the decomposi-
tion of LaNi3 is connected with the absorption and
desorption process.

This led us to the view that the 'respiration' of the
lattice might produce a kind of peristaltic movement,
which would drive the lanthanum present inside the
lattice up to the surface.

a

e

The search for a more stable electrode material

From the work of H. H. van Mal, K. H. J. Buschow
and F. A. Kuijpers [23 at our Laboratories it was al-
ready known that the partial substitution of Co for Ni
in LaNi5 had the effect of considerably reducing the
increase of volume on hydriding. Altogether we made
some twenty intermetallic AI33 compounds in which
La and Ni were partially replaced by other metals. As
can be seen in fig. 13, the substitution of Co for 3.3 Ni
atoms has the strongest effect in the desired direction.
The substitution of 1 or 2 atoms has much less effect,
and the substitution of 4 or 5 atoms gives rise to widely
deviating effects, which are not yet properly under-
stood 131. Apart from a diminished decrease of capac-
ity on repeated charging and discharging, we see that
in all cases the initial capacity is also reduced.

c

f
Fig. 12. SEM micrographs of LaNi3 electrodes after repeated charging and discharging. The
results are shown after zero (a), 12 (b), 25 (c), 63 (d), 176 (e) and 359 (f) charge/discharge cycles.
One 'dash' represents 1µm. La(OH)3 needles, which are visible from (b) onwards, have com-
pletely overgrown the original material in (f).

The mechanical stresses associated with the 'respira-
tion' of the lattice will of course increase with the
changes in volume that take place on the absorption
and desorption of hydrogen. In the case of LaNi3 the
increase of volume due to the absorption of hydrogen
may be as much as 24% of the initial volume.

We therefore looked for related hydrogen -absorbing
intermetallic compounds that expand less during this
absorption than LaNi3, and thus give less diffusion
and oxidation of lanthanum.

The stability of some compounds, particularly those
with 2 or 3 atoms of Co (fig. 14), can be significantly
improved by adding a small amount of aluminium to
the constituent components in the preparation of the
compounds. The stability of LaNi3 itself is not
affected by this small addition. A similar improve-
ment in stability is also obtained by adding small
amounts of silicon. Both additives would be expected
to impede the diffusion of lanthanum in the metal lat-
tice or cause a protective skin to form on the surface.
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No comparisons will be given of all the substitutions
that we investigated or their effects. We found that the
compound La0.8Ndo.2Ni2.6CO2.4Sio.1 answered our
purpose extremely well. This electrode material has an
initial capacity of 290 mAh/g and the capacity re-
maining after a thousand charge/discharge cycles is
still 70% (fig. 15). The excellent properties of this
compound are also illustrated by the SEM micro-
graphs in fig. 16. These show that after 666 cycles
there are only relatively few La(OH)3 needles present
and that the fragments formed still have the jagged
character of uncorroded crystals (see fig. 12).

The question remained as to whether the stability
improvement achieved really was connected with a
diminished expansion in volume on hydriding. To
start with, we established that the decrease in the cap-
acity of the electrodes only occurs during repeated
charging and discharging and is not the consequence
of mere contact with 6 M KOH over a long period.
We also measured the volume increment A Vdue to H2
absorption by X-ray diffraction methods and plotted
the results against the fraction S400 of the capacity
remaining after 400 cycles (fig. 17). The measured
points are grouped along two straight lines in the
figure, showing that a decreasing volume increment
does in fact result in improved stability, and that this
is most pronounced in compounds that contain small
amounts of Al or Si.

We thus arrived at the following picture for explain-
ing the corrosion of LaNi5-type compounds. The rate -
determining step in the corrosion process is the trans-
port of lanthanum to the interface between the elec-
trode and the electrolyte. Under normal conditions
the mobility of lanthanum in the metallic A133 lattice
is virtually zero at room temperature. This is not the
case at the phase boundary. As indicated in fig. 18, a
phase boundary is always present during charging and
discharging in the grains of the intermetallic com-
pound. During charging and discharging continuous
`recrystallization' takes place from a hydrogen -poor
phase to a hydrogen -rich phase, and vice versa. Since
the hydrogen -rich phase has a larger unit cell (figs 10
and 17) than the hydrogen -poor phase, the lattice at
the phase boundary is deformed, so that the mobility
of the lanthanum in this zone can assume high values.
During charging and discharging this phase boundary,
and hence the zone of enhanced mobility, migrates
through the grains, and therefore the lanthanum can
be transported from the bulk of the grains towards
the surface, even at room temperature. The lowest
mobility is found when the volume expansion due to
hydriding is smallest, of course.

Small amounts of aluminium or silicon lead to the
formation of a closed skin at the surface of the grains,

400 mAhlg
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Fig. 13. The effect of substituting cobalt for nickel in LaNi5 on the
curve for the storage capacity C as a function of the number of
charge/discharge cycles (n). The number of nickel atoms replaced
by cobalt atoms is shown beside each curve. The optimum effect is
found when 3.3 nickel atoms are replaced by cobalt.

Fig. 14. As in fig. 13, but after the addition of 0.1 atomic fraction of
Al. The addition of small amounts of Si has the same effect.
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Fig. 15. The storage capacity C of an electrode of
La0.8Nd0.2Ni2.5Co2.4Sim as a function of the number of charge/
discharge cycles n. The improvement in stability with respect to
LaNi5 is clear from a comparison with fig. 9.
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a)

b)

Fig. 16. SEM micrograph of La0.5Ndo.2Ni2.5CO2.4Sio.1 electrodes
after zero (a), 41 (b) and 666 (c) charge/discharge cycles. One 'dash'
represents 1 gm.
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Fig. 17. Effect of the relative volume expansion A V/ V on the stabil-
ity of an electrode made from LaNi5 and related compounds. The
stability is expressed as the fraction Soo of the storage capacity
remaining after 400 charge/discharge cycles. The filled circles relate
to materials of the type LaNi5_xCox, the open symbols to materials
of the same type with small amounts of aluminium or silicon added.
For small volume changes the materials with added aluminium or
silicon are clearly the most stable.
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Fig. 18. Schematic representation of the phase boundary shift be-
tween the hydrogen -poor and hydrogen -rich phases in LaNi5 grains
on charging and discharging. The hydrogen -poor phase is white,
the hydrogen -rich phase is shown grey.

which acts as an additional restriction of the exposure
of lanthanum to the electrolyte. This skin is thought
to be composed of islands of cobalt and nickel with an
aluminium- or silicon -containing oxide between them.
Its inhibiting effect can only be maintained if the
volume changes are not too great, if not the enclosing
skin disintegrates; this explains why it is not found in
LaNi5 itself (fig. 14).

Is the hydride electrode a suitable alternative to the
cadmium electrode of the NiCd cell?

Most electrodes of rechargeable batteries with an
aqueous electrolyte are charged and discharged in a
dissolution -precipitation mechanism. The discharge
of the positive electrode in the lead -acid battery, for
example, proceeds as follows:

dissolution:
Pb02 + 4H+ + 2e- -> Pb2+ + 2H20, (8)

followed by precipitation:
Pb2+ + HSO4- PbS0.4 + H+, (9)

and charging of the negative electrode of the NiCd
cell:

dissolution:
Cd(OH)2 + 20H- -* [Cd(OH)4]2-,

followed by precipitation:
[Cd(OH)4]2- + 2e- -> Cdl + 4 OH-. (11)

In the first case the soluble intermediate product is
an ion, Pb2+, and in the second case an ion complex,
[Cd(OH)4]2-. In view of the relatively low concentra-

( 1 0)
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tions of these ionic intermediates, large surface areas
and short diffusion paths are required to obtain accep-
table rates of charge and discharge. This makes it
necessary to use electrodes with an appropriate porous
structure. An undesirable feature of this charging and
discharging mechanism is therefore that changes in
shape occur during charging and discharging because
of the redistribution of the active material within the
porous electrode. The main processes are:
 nucleation and growth of the new solid phase at the
surface of the active material still present;
 passivation, which consists of shielding the active
material by a thin layer of non -active material formed
around it, e.g. the sulphation of both electrodes of the
lead -acid cell;
 recrystallization, leading to the formation of larger
grains or more stable modifications, as found for
instance during the ageing of the cadmium electrode
in the NiCd battery, and finally
 dendrite formation, which may cause failure by
internal short-circuiting.

The worst effects of these processes are that they
diminish the size of the active area and reduce its
accessibility. These effects increase strongly with the
rates of charge and discharge and with the 'depth of
discharge'. Consequently, during average charge and
discharge periods of 5 to 20 hours the percentage of
optimally used active material is only between 25 and
45%. (This is why, for example, the capacity of the
cadmium electrode in the nickel -cadmium cell has to
be much larger than the nominal capacity of the nickel
electrode.) On repeated discharging in less than an
hour, which may be required in some applications,
the percentage of active material optimally utilized is
much lower than the stated percentage of 25%.

Electrodes without soluble intermediates, such as
the nickel electrode, do not suffer from such limita-
tions. Here charge and discharge take place via a
solid-state transition, which may be written as:

charge
Ni(OH)2 + -4-± NiOOH + H2O + e-. (12)

discharge

Owing to the absence of the degradation effects des-
cribed, which are connected with the dissolution -pre-
cipitation mechanism, the nickel electrode has devel-
oped into one of the most valued products of present-
day battery technology - it can be charged and dis-
charged thousands of times at high current without
noticeable deterioration.

As we have seen above, the hydride electrode is
charged and discharged via a solid-state transition:

charge
M + xH2O + xe- -(=" MHx + x011- (13)

discharge

(where M could for example represent the compound
La0.8Ndo.2Ni2.5032.4Sio.1)

When both types of electrode are combined as the
positive and negative poles of a rechargeable nickel -
hydride battery, the overall cell reaction for charging
and discharging is:

charge
M xNi(OH)2 F MHx + xNiOOH, (14)

discharge

so that during operation of the cell there is no net con-
sumption of electrolyte. This permits a simple and
compact construction with little electrolyte [31.

The resultant new type of rechargeable battery
should have the following four desirable features:
 No cadmium or other toxic heavy metals.
 A high energy density, especially when used at high
discharge rates. Both the NiCd cell and the nickel -
hydride cell have a theoretical energy density of about
200 Wh/kg, but at the discharge rates in common use
the actual energy density of the NiCd cell will not be
more than 40 to 50 Wh/kg, partly because of the low
degree of utilization of active material. In view of this
considerable reduction in the theoretical energy den-
sity, the nickel -hydride cell, which has no dissolution -
precipitation mechanism and consumes no electrolyte,
seems to offer much better prospects.
 A high power density. Equation (14) shows that
charging and discharging a nickel -hydride battery is
rather like pumping hydrogen atoms, or protons,
from one electrode to the other. Owing to the high
mobility of the hydrogen atom and of the proton, the
system should be capable of handling high current
densities with low internal resistance, so that this elec-
trode combination should result in a battery that can
be charged and discharged at high rates.
 The possibility of effective protection from over-
charging and overdischarging. In overcharging, the
chemical bypass mechanism operates in the same way
as in the NiCd cell, via an oxygen cycle. In overdis-
charging, however, the situation is different from that
in a nickel -cadmium cell: the hydrogen gas evolved in
the nickel -hydride cell is turned to good use, since it
introduces a chemical bypass in the form of a hydro-
gen cycle:

overcharge

02 i
r7harge i

M + xNi(OH)2 -7-'" MH, + xNiOOH. (15)
discharge

H2
overdischarge
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Fig. 19. The relative storage capacity C/Cnom of an experimental
nickel -hydride cell as a function of the number of charge/discharge
cycles n. The hydride electrode is overdimensioned by a factor of
1.85 with respect to the nickel electrode. C. is 300 mAh.
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Fig. 20. One of our methods of
manufacturing the hydride elec-
trode. Metal castings of compo-
sition La0.8Nd0.2Ni2.5CO2.4Si0.1
(top left) are pulverized by
repeated absorption and desorp-
tion of hydrogen gas (top right)
and the resultant powder is ap-
plied as a paste to a strip of ex-
panded nickel.

Fig. 21. Illustrating the second
manufacturing step. A hydride
electrode (grey; see the lower strip
in fig. 20) is rolled up with a sin-
tered nickel electrode (black) and
a separator (white) to form a cyl-
indrical battery. After addition of
electrolyte the battery is hermetic-
ally sealed.

3000

Experimental nickel -hydride cell

In provisionally completing this experimental inves-
tigation, in which only half -cells have as yet been
tested, we made a number of experimental nickel -

hydride cells. At this point we were not trying to
establish whether such a battery had all the good fea-
tures that seemed likely in the previous section. This
would have required the construction of an optimum
battery that could provide the predicted high energy
density and power density. Our aim was simply to
show that predictions based on half -cell measurements
were reasonably valid for the complete battery.

We were particularly interested in the validity of the
following two hypotheses, which found support in the

1-11.1sImpin
98 H2 -CYCLES
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Fig. 22. A complete experimental nickel -hydride cell and pressure
vessel.

investigation described here: firstly, that electrodes
made from La0.8Ndo.2Ni2.5CO2.4Sio. I would only give
a 30% decay in storage capacity after 1000 charge/dis-
charge cycles (fig. 15) and secondly, that no such decay
of storage capacity would occur if the active material
did not take part in the expansion and contraction
process of hydrogen absorption and desorption.

To test these two hypotheses we made the hydride
electrode, which we combined with a nickel electrode
(overdimensioned by a factor of 1.85), so that we had
active material that would expand and contract and
material that would not do so.

Overdimensioning is also necessary in a practical
battery (although usually by a much smaller factor),
as part of the approach for protecting the cells of a
hermetically sealed battery from overcharging and
overdischarging. As soon as the overdimensioning
ceases to exist because of the decay of storage capac-
ity, a steep rise in gas accumulation will soon put an
end to the life of the battery. (Battery life is defined
here as the time for which the battery will operate be-
fore the gas pressure in the sealed unit rises above a
specified value, e.g. 20 bars.)

From the measured decrease in the storage capacity
of active material that participates 100% in hydrogen
absorption and desorption (fig. 15) we can calculate
the cell life for an overdimensioning of 1.85 times.
For our experimental battery we calculated a life of
4000 charge/discharge cycles.

Fig. 19 shows the capacity decay of this battery as a
function of the number of charge/discharge cycles.
After 4000 cycles the storage capacity was still 92% of
the nominal value, and even after 5000 cycles, that is
to say after 60 weeks of continuous high -rate charging
and discharging, the storage capacity was still better
than 78% of the nominal value. After these 5000
cycles the pressure in the cell was about 10 bars.

The conclusion from these results is that the capac-
ity decay of the new electrode material in a complete
cell is at all events not greater than that found from
the measurements on the half -cell.

Figs 20 and 21 illustrate one of the ways in which
we made such experimental nickel -hydride cells. The
intermetallic compound La0.8Ndo.2Ni2.5CO2.4Sio.1
was pulverized by repeated hydrogen -gas absorption/
desorption cycles, and the powder was then mixed
with fine nickel powder and applied as a paste to a
strip of expanded nickel. The positive electrode was
made by impregnating a porous sintered -nickel plate
with Ni(OH)2. The electrolyte was a solution of 5 M
KOH and 1 M LiOH. The two electrodes, separated
by a polyamide strip, were rolled up to form a cylin-
drical package and placed in a nickel -plated steel can.
After addition of the electrolyte the battery can be her-
metically sealed or (as in our experiments) placed in a
pressure vessel fitted with a pressure gauge (fig. 22).

Summary. LaNi6 and related compounds have been investigated for
their usefulness as electrode material in hydrogen -based recharge-
able batteries. Although LaNi3 and LaNi4Cu give the required
rapid absorption and desorption of large amounts of hydrogen, they
are not suitable electrode materials because of the very large decay
in their storage capacity with repeated charging and discharging. It
was found that this capacity loss is due to the conversion of the
active material into La(OH)s, which proceeds more rapidly as the
volume changes in the active material caused by repeated charging
and discharging become larger. Partial substitution of Co for Ni
gives smaller volume changes and hence a more stable electrode
material. The stability is further improved by adding small quanti-
ties of aluminium or silicon. The capacity of electrodes made from
the newly developed La0.8Ndo.2Ni2.3CO2.4Sio.i was found to have
decayed by only 30% after 1000 charge and discharge cycles. The
experimental - hermetically sealed - nickel -hydride battery made
with this material combines a long life with high energy density and
power density, and effective protection from overcharging and
overdischarging. It also contains no toxic heavy metals such as
cadmium.
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Dielectric resonators for microwave integrated oscillators

G. Liitteke and D. Hennings

Microwave oscillators used in radar and telecommunications must operate at constant fre-
quency and generate little noise. Until recently this meant that oscillator circuits had to
include a cavity resonator that functioned as a selective filter. The dimensions of the cavity
resonator, however, were not compatible with the miniaturization of microwave integrated
circuits in which waveguides and coaxial lines have been replaced by microstrip. Dielectric
resonators are much more suitable for microwave integrated circuits, because they are small.
Careful consideration must be given to the choice of the ceramic material for these resonators,
to ensure high frequency stability and good noise characteristics.

Introduction

Now that direct television broadcasts via geo-
stationary satellites have become a reality, there is a
need for inexpensive circuits for microwave reception.
Microwave integrated circuits (MICs) combine small
dimensions and low weight with low cost. Modern
MIC technology uses bipolar transistors and field-
effect transistors with ever higher cut-off frequencies,
and special active devices for the microwave region
such as Gunn diodes and IMPATT diodes (IMPATT
stands for 'IMPact Avalanche and Transit Time'). In
MIC technology these components are interconnected
by microstrip lines, which consist of a thin metal con-
ductor (the strip) separated from a metal ground layer
by a dielectric [11

For telecommunication microwave links and for
satellite television the frequency of the microwave
carrier is required to be highly constant. A high sig-
nal-to-noise ratio is also essential. These requirements
can only be met by the use of frequency -stabilizing
selective band filters in the oscillator circuits. Until
recently this meant using relatively large cavity reso-
nators, which had to be made of Invar to ensure low
temperature sensitivity. With these resonators a
relative frequency stability of 10-6 °C-1 and Q -fac-
tors (quality factors) of more than 10 000 have been
achieved.

Dr G. Ldtteke is with Philips GmbH Apparatefabrik Krefeld, and
was formerly with Philips GmbH Forschungslaboratorium Aachen
(PFA), Aachen, West Germany. Dr D. Hennings is with PFA.

Because of their size, cavity resonators are not very
compatible with the structure of microwave inte-
grated circuits. Efforts have therefore long been made
to replace these resonators by ceramic types, which
can be smaller because the permittivity of ceramic is
higher than that of air. Many attempts to produce
such resonators foundered because no ceramic mat-
erials could be found that combined a high permit-
tivity and Q -factor with a low temperature depen-
dence. It was not until the seventies that it was dis-
covered that barium nonatitanate (Ba2Ti9020) was a
suitable material for microwave dielectric resonators.
This material was also found to be suitable for selec-
tive filters consisting of a number of coupled dielectric
resonators. The dimensions of these filters can be kept
within reasonable limits even at the lower frequencies.
Its high permittivity also makes the material an excel-
lent substrate material for microwave integrated cir-
cuits operated at relatively low frequencies. In addi-
tion, with specific microstrip dimensions low charac-
teristic impedances can be achieved. (The character-
istic impedance of a microstrip line is approximately
inversely proportional to the square root of the per-
mittivity of the dielectric.)

The temperature dependence of the frequency fit,
of electromagnetic standing waves in a dielectric reso-

Di J. H. C. van Heuven and A. G. van Nie, Microwave integrated
circuits, Philips Tech. Rev. 32, 292-304, 1971.
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nator is expressed by the temperature coefficient TfR,
which is defined as:

1 dfR

TfR
= - (1)

fR dt

where t is the temperature. This temperature coeffi-
cient is a function of the thermal expansion coefficient
and of a similarly defined temperature coefficient for
the permittivity. In oscillator circuits it is not desir-
able to make TfR for the resonator exactly zero. This
is because the overall temperature coefficient for the
resonant frequency of the complete oscillator includes
a small negative contribution from the other compo-
nents in the circuit, and this has to be compensated by
a positive contribution from the resonator.

To keep the dimensions of the resonator within
reasonable limits the relative permittivity er of the
material must be high. (If we compare the dimensions
of a cavity resonator and a dielectric resonator, we see
that the cavity resonator at the same frequency and
height/diameter ratio is about V6r times as large as the
dielectric resonator i21.) In addition it must be pos-
sible to control the temperature coefficient of the reso-
nant frequency in a small range by varying the com-
position of the material. The region of miscibility
ratios of the two compounds BaTi4O9 and Ba2Ti902o
in the phase diagram of the BaO-TiO2 system is par-
ticularly suitable for controlling the temperature
coefficient. With resonators of Ba2Ti9O2o containing
about 30% of BaTi409, oscillator circuits for 10 GHz
have been made whose frequency stability is compar-
able with that of oscillators that have Invar cavity
resonators. The dimensions of the dielectric resona-
tors are very much smaller, however.

In this article we shall first look at the theoretical
background of dielectric resonators in connection
with measurements of material properties. We shall
then deal with the composition of the ceramic mat-
erials for these resonators. After discussing various
kinds of oscillator circuits, we shall conclude with a
number of applications of stable oscillator circuits for
microwave frequencies.

The dielectric resonator and the measurement of
material properties

A dielectric resonator is usually a cylindrical body
made of a material that has a high permittivity. Elec-
tromagnetic standing waves are set up in the resona-
tor, and their wavelength is determined by the dimen-
sions and the permittivity. Part of the high -frequency
electromagnetic field extends beyond the resonator.
This stray field can be used for coupling the resonator
to the microwave circuit.

Ceramic materials with a high permittivity have
been known for a long time. Barium titanate (BaTiO3)
can have gr.-values as high as 10000. Most ceramic
materials, however, are unsuitable for use in resona-
tors because their dielectric losses are excessively high
at microwave frequencies. In ferroelectric materials
like barium titanate these losses are due to the dielec-
tric relaxation of the domain walls. The magnitude of
the dielectric losses is determined by the loss factor
tan Om, where am is the loss angle of the material. The
magnitude of the loss factor follows from the equa-
tion giving the complex permittivity e:

e = ereo(1 - j tan om), (2)

where eo is the permittivity of free space. In resona-
tors the dielectric losses must be kept as small as pos-
sible. This is expressed in the Q -factor Qm, which is
defined as the reciprocal of the loss factor.

It is also important that the relative permittivity
should not vary much as a function of temperature
and that the thermal expansion coefficient of the mat-
erial should be small. This can be seen from the
expression for the temperature coefficient TfR for the
resonant frequency of dielectric resonators [31:

TfR = - 2 (Ter + 2T Or (3)

where r6r is the temperature coefficient of the permit-
tivity and Ta is the thermal expansion coefficient. A
low value of TfR can thus be obtained by using a mat-
erial in which the quantities T8, and Ta largely com-
pensate one another. A problem is that for some mat-
erials there are no published values for these quanti-
ties, so that they have to be measured.

For these measurements we used the arrangement
shown schematically in fig. law. In a cylindrical
sample microwave resonances are generated whose
geometry is comparable with the geometry of reso-
nances in a dielectric resonator. The sample is
mounted between two metal plates. A variable -fre-
quency signal from a network analyser is applied to the
sample via a coaxial line and excites a field in it. The
signal is returned to the analyser by a second coaxial
line. The metal plates act as a waveguide operating
below its cut-off frequency. This means that the high -
frequency field emerging from the sample decreases
rapidly with increasing radial distance. To reduce the
effects of eddy -current losses in the metal plates, the
sample is given a high length/diameter ratio.

The resonant modes in a cylindrical dielectric reso-
nator are related to the modes in a cavity resonator.
In a cavity resonator only transverse modes, desig-
nated TEmnp and TMmnp, can occur. The subscripts
m, n and p are integers relating to the number of
periods of the electric or magnetic field in the circum-
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ferential, radial and axial directions respectively.
Either the electric field (the TE,,,,,p mode, the sub-
scripts relating to the magnetic field) or the magnetic
field (the TM,np mode, the subscripts relating to the
electric field) is a purely transverse field, that is to say
with no axial component. The non -transverse magnetic
or electric field associated with a transverse electric or
magnetic field does therefore have an axial compo-
nent. In a cylindrical, non -metallized dielectric resona-
tor only transverse modes with rotational symmetry
(m = 0) can be excited. In dielectric resonators, how -

a
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Fig. 1. Measurement of materials for dielectric resonators. a) Ex-
perimental arrangement. A cylindrical ceramic sample P is placed
between two metal plates M. Microwave resonances are excited in
the sample by a signal from a network analyser NA (Hewlett
Packard 8410). The signal is supplied to the sample from port 1 of
the analyser via a coaxial cable C1, and is returned via a second
cable C2 to port 2 of the analyser. Both coaxial cables are ter-
minated in a loop in a plane perpendicular to the axis of the reso-
nator. b) Diagram illustrating the TEon mode in the sample. E elec-
tric line of force. H magnetic line of force. c) Example of a fre-
quency spectrum measured with the network analyser. The modulus
of the ratio S21 of the voltages at terminals 2 and 1 is plotted in dB
as a function of frequency f. The spectrum is a combination of two
measurements with different linear frequency scales. The modes
corresponding to some of the peaks are indicated. The peak for the
TE011 mode has been magnified in the horizontal direction: the
dotted line. The Q -factor of the material can be determined from
the width df of the peak at 3 dB below the peak.

ever, there may also be non -transverse modes, which
do not have rotational symmetry. In these modes,
called HE,,,,,p or 'hybrid' modes, both the magnetic
and electric fields have an axial component.

Of the many modes that can occur in a cylindrical
resonator, only the transverse mode TEm.1 is of prac-
tical significance. In fig. 1 b the electric and magnetic
lines of force of the TEo11 mode in the sample under
test are shown schematically. The (transverse) electric
lines of force are circles whose centres lie on the axis
of the sample. The magnetic lines of force are ap-
proximately in the axial direction in the material and
are rather like those of a magnetic dipole. Since each
magnetic line of force lies in a plane through the axis
and also extends beyond the material, the TE011 mode
can easily be coupled to the network analyser by
coaxial cables.

Fig. 1 c shows a frequency spectrum measured with
the arrangement of fig. la. Such a spectrum will only
contain peaks due to the transverse modes TE0p and
TM0,,,, and the hybrid modes HEn,np. It can be seen
that the mode with the lowest frequency is the HE111
mode. Around the peak due to the TE,ni mode in the
figure an indication is given of how the Q of the mat-
erial Qm can be determined from the shape of the
peak. Qm is approximately equal to the ratio of the
resonant frequency to the width Of of the resonance
peak, measured 3 dB below the peak. (A value of 3 dB
corresponds to a power ratio of 0.5.) The permittivity
can be calculated from the resonant frequency and the
dimensions of the sample.

A dielectric resonator used in oscillator circuits has
the shape of a flat cylinder. It is not clamped between
metal plates, but is mounted with some axial and radial
play in a metal case. The magnetic field can therefore
extend outside the resonator in the axial direction; see
fig. 2a. The mode indicated here is therefore called the
TEold mode. The coupling to the rest of the circuit is
made with a microstrip line; see fig. 2b. To limit the
losses in the ground plane of the microwave circuit the
resonator is mounted at the bottom of the housing on
a quartz -glass ring; see fig. 2c. The resonator has a
height/diameter ratio of about 0.4, so that the differ-
ences in frequency between the TEoio mode and the
neighbouring modes are relatively large. The side walls
of the case are far enough away from the resonator to
[2]

[3]

[4]

M. W. Pospieszalski, On the theory and application of the di-
electric post resonator, IEEE Trans. MTT-25, 228-231, 1977.
D. Hennings and P. Schnabel, Dielectric characterization of
Ba2Ti9Ozo type ceramics at microwave frequencies, Philips J.
Res. 38, 295-311, 1983.
B. W. Hakki and P. D. Coleman, A dielectric resonator
method of measuring inductive capacities in the millimeter
range, IRE Trans. MTT-8, 402-410, 1960;
W. E. Courtney, Analysis and evaluation of a method of meas-
uring the complex permittivity and permeability of microwave
insulators, IEEE Trans. MTT-18, 476-485, 1970.
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minimize the excitation of eddy currents in them by
the r.f. field. The case is nevertheless small, because
the field decreases rapidly in the radial direction, since
the upper and the lower plate also function here as a
radial waveguide operating below its cut-off frequency.

a

b
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i.Z.!?.747 Z2,:f; D
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Fig. 2. a) Diagram of the TEolis mode in a dielectric resonator for
oscillator circuits. (This mode should strictly be classified as TEoya,
since the magnetic field also extends from the resonator in the radial
direction.) b) Coupling the resonator to a microstrip line in a micro-
wave integrated circuit. Q quartz -glass ring. S strip of the micro -
strip line. D dielectric substrate. MB metal base. c) The dielectric
resonator in its metal case, which contains the rest of the oscillator
circuit (not shown). AS adjusting screw for fine tuning of the reso-
nant frequency.

The resonant frequency is difficult to predict exactly
from the dimensions of the resonator and the case.
The frequency setting is therefore made with a tuning
screw, which varies the distance over which the mag-
netic field of the TE01,5 mode extends in the axial
direction. The resonant frequency can be set very ac-
curately in this way.

Choice of material

It was discovered in the fifties that barium nona-
titanate (Ba2Ti902o), because of its relatively high
permittivity Er and very small temperature coefficient
Ter) was a suitable material for stable ceramic capac-
itors [51. Much later it turned out that the properties
of this material also make it suitable for use in dielec-
tric resonators for frequencies up to 10 GHz [fu.

In the phase diagram of the quasi -binary system
BaO-Ti02, see fig. 3a, lines for the compound BaTi4O9
(80 mol.% Ti02) and for pure TiO2 lie on opposite
sides of the line for the compound Ba2Ti9O20 (81.818
mol.% Ti02). These three materials all have a high
permittivity (that of TiO2 is very high) and a low loss
factor; see Table I. The temperature coefficient TfR of
resonators made with TiO2 and BaTi409 is relatively
large, whereas it is almost zero for Ba2Ti9O20. The
compounds BaTi409, Ba2Ti9O20 and TiO2 are not
miscible with one another, but they can be combined
by sintering to form a dense type of ceramic with a
porosity of less than 0.5%. It therefore seems sensible
to obtain the small - but not zero - temperature
coefficient required by making the two-phase ceramics
BaTi4O9-Ba2Ti9O20 or Ba2Ti9O20-Ti02.
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Fig. 3. Part of the phase diagram of the quasi -binary system
BaO-TiO2 161. / temperature. x molar quantity of Ti02. b) Relative
permittivity er and Q -factor Qm as a function of x, as the result of
a number of measurements with the arrangement of fig. la. The
regions for the two-phase ceramics BaTi409-Ba2Ti9020 and
Ba2Ti9020-TiO2 are separated by a dashed line.
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Table I. Permittivity Cr, temperature coefficient TA and loss fac-
tor tan O., measured at 4 GHz for BaTi4O9, Ba2Ti2020 and TiO2
samples.

E r rfR tan on,
[°C-1]

BaTi402 37.5 20 x 10-6 1.6 x 10-4

Ba2Ti902o 39.3 = 0 1.1 x 10-4

TiO2 100 1550 x 10-6 2 x 10-4

Fig. 3b shows that samples made from such two-
phase ceramics have a permittivity that is a monoton-
ically increasing function of the molecular content x
of Ti02. The Q -factor Q. = lltano. is seen to be
high and to change relatively little as a function of x.
Fig. 4 shows the temperature coefficient TfR as a func-
tion of temperature for samples of the two-phase
ceramic (Ba2Ti9020)1-y- (BaTi40o)y with differing
mixture ratios y. For pure Ba2Ti9020 the value of TfR
at 0 °C happens to be exactly equal to zero. This mat-
erial might therefore be used for making resonators
that have a broad minimum at 0 ° C in the curve for
the resonant frequency as a function of temperature,
which approximates to a parabola. However, we want

-2
-40 -20 0 20 40 60 80 100°C

t

Fig. 4. Temperature coefficient TfR for the resonant frequency fR of
ceramic samples as a function of temperature t. Each curve corres-
ponds to a different value of the molar content y of BaTi4O9 in the
two-phase ceramic (Ba2Ti9O2o)i_y-(BaTi409)y.

the temperature coefficient of the resonant frequency
to be independent of temperature and to have a small
positive value. In this way we can compensate for
negative temperature coefficients of other elements in
the oscillator circuit.

Fig. 4 shows that this condition is satisfied by cer-
amic samples of Ba2Ti9020 containing about 30% of
BaTi409. Resonators made of this material have been
used in oscillator circuits that gave a frequency drift
of only 150 kHz at 10 GHz in a temperature range
from - 20 to 100 °C [71. The product of Q. and the
resonant frequency iR (in GHz) of ceramic resonator
materials is generally found to be practically constant
in the range from 2 to 15 GHz, and is therefore used
as a figure of merit. With the new materials described
here we have reached values of about 45 000 for this
product.

The oscillator circuit

Coupling to the resonator

There are various types of microwave oscillator cir-
cuit. If a dielectric resonator is used to stabilize the
resonant frequency, it is always connected to the
active element in the circuit by a microstrip line, the
`coupling line'. The coupling line is terminated by a
load impedance, usually a matched load - a resis-
tance equal to the characteristic impedance Z0 of the
line, so that there is no reflection at the termination.
The terminating impedance is connected between the
strip of the coupling line and the ground plane of the
microwave integrated circuit; see fig. 5a.

The resonator may be regarded as a tuned circuit
consisting of a resistance, an inductance and a capac-
itance connected in parallel, as in fig. 5b. Unloaded,
the circuit has a Q -factor QR and an angular resonant
frequency CUR, and is considered to be coupled to the
rest of the circuit by an ideal transformer with a turns
ratio of n. If the tuned circuit plus transformer is
replaced by another equivalent tuned circuit con-
nected directly into the circuit, the values R, L and C
change to R1, L1 and C1 (see fig. 5c), and we can
write:

R1 = n2R.

The coupling factor /3 is defined as the ratio of this

[61

[7]

G. H. Jonker and W. Kwestroo, The ternary systems Ba0-
Ti02-SnO2 and BaO-Ti02-Zr02, J. Am. Ceram. Soc. 41,
390-394, 1958.
H. M. O'Bryan, J. Thomson and J. K. Plourde, A new BaO-
TiO2 compound with temperature -stable high permittivity and
low microwave loss, J. Am. Ceram. Soc. 57, 450-453, 1974.
C. Tsironis and D. Hennings, Highly stable FET DROs using
new linear dielectric resonator material, Electron. Lett. 19,
741-743, 1983.
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resistance to the characteristic impedance of the coup-
ling line:

R1 n2R

Zo = Ro
(4)

where Ro is the load impedance. The magnitude of the
coupling factor is largely determined by the distance
between resonator and strip.

The impedance Z1 is defined as the impedance be-
tween the strip and the ground plane at the position of
the resonator and looking towards the load. This
impedance is a function of the angular frequency co of
the microwave signals and can be expressed in terms
of the quantities defined above:

a

b

C

fl
zi(co) = zo 1 +

1 + ii2R(colcoR - CUR/CU)
1. (5)

m" C
(A) Zi(co)Z (2 w) d

DR

R0 =Z0

wR

R0 =Z0

Fig. 5. Coupling of the dielectric resonator DR to the active ele-
ment AE. a) Diagram showing the coupling line, a microstrip line
of characteristic impedance Zo. The coupling line is terminated by
a resistance Ro, equal to Zo. colt, QR angular resonant frequency
and Q -factor of the resonator. b) Circuit with the resonator re-
placed by a parallel tuned circuit of R, L and C. The tuned circuit is
connected to the coupling line by a transformer T with turns ratio n.
c) Circuit with the tuned circuit and transformer replaced by a
tuned circuit of R1, L1 and C1. m length of the coupling line.
Zi(w) the impedance between strip and ground plane near the reso-
nator, looking towards Ro; co angular frequency. Z2(co) as Zi(co),
but at the input to the coupling line. Zd(A) input impedance of the
active element; A amplitude of the oscillation.

Any non -variable impedance can be represented as a
point on a Smith chart 181; Zi(o.)) represents a circle
on the chart (see fig. 6).

A Smith chart can be used to represent both the vector reflection
coefficient, i.e. the voltage ratio of the incident and reflected micro-
wave signals, and the real and imaginary components of the impe-
dance normalized to the characteristic impedance. The voltage
standing -wave ratio or VSWR can be read from these quantities in
the diagram. This is the ratio of the voltages at the nodes and anti -
nodes in the standing wave resulting from the incident and reflected
signals.

The circle Z1(co) goes through M, the centre of the
Smith chart, when co = 0 and co = 00 , because Z1 is
equal to the characteristic impedance Zo at these
values of co. The point for co = (DR, i.e. for resonance
of the tuned circuit in fig. 5c, corresponds to the
right point of intersection of the circle Z1(co) with the
line h in the chart, since then Z1 = Zo + R1, from
eq. (5). (Line h corresponds to impedances that are
purely resistive.) The diameter of the circle is equal to
R1 = flZo; this diameter therefore increases as the
resonator is more closely coupled to the microstrip
line.

It is a property of the Smith chart that a point on
the chart moves along a circle of centre M when the
position where the impedance is being considered
moves along a transmission line (in our case the
microstrip line). If we want the impedance Z2(co) that
the active element 'sees' at the input to the coupling
line - the impedance at that point due to the coupling
line, resonator and load - we find it by rotating the
circle Z1(co) clockwise through an angle B with respect
to M. This angle is given by

2m= -
A

360°,

where m is the length of the coupling line and A is the
wavelength. The locus for the load of the active ele-
ment corresponds almost exactly to the circle Z2(co)
thus obtained.

The oscillation condition for the complete circuit
can be expressed as

Zd(A) + Z2(co) = 0, (6)

where the input impedance Zd of the active element is
a function of the amplitude A of the oscillation.

Oscillation can only occur if the complex input im-
pedance of the active element contains a negative real
component. (This is the case in Gunn and IMPATT
diodes when the supply voltage satisfies certain condi-
tions; in transistors the oscillation condition can only
be satisfied by using negative feedback.) Within the
limited frequency range determined by the TE01,5
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mode of the resonator, only the real component of Zd
changes with varying amplitude; the reactance is vir-
tually constant. On the Smith chart - Zd(A) therefore
corresponds well to a line of constant reactance: an
arc of a circle with its centre -point on the line v. The
operating point of the circuit is the point of intersec-
tion of the lines for Z2(co) and - Zd(A).

The frequency and amplitude of the oscillation can
be adjusted by moving the operating point. The loca-
tion of the line - Zd(A) depends on the supply voltage
of the active element and - in the case of transis-
tors - on the coupling between the three terminals.
The location of the locus Z2(w) depends on the length
of the microstrip line between the active element and
the resonator. The diameter of Z2(co) is determined by
the coupling factor. The resonant frequency OR of the
actual resonator depends on its dimensions and the
setting of the tuning screw. An appropriate choice for
the characteristic impedance - which determines the

Fig. 6. Smith chart (8] for the coupling of the resonator to the active
element. Every point inside the large circle represents an impedance
Z = R + jX, normalized to the characteristic impedance Zo. Circles
through 0 with their centres on line v correspond to a constant
ratio X/Zo. Xis positive above line h, and negative below it. Circles
through 0 with their centres on line h correspond to a constant
ratio R/Zo. For 0: R = co, X = co. For M: R = Zo, X = 0. For Q:
R = 0, X = 0. The thicker circles represent the impedances Zi(o.))
and Z2(co); see fig. 5. The circle Zi(co) intersects h at M for co = 0
and co = co. The second intersection of the circle with h corres-
ponds to Z1(o)a) = Zo + R1. 0 angle through which the circle for
Zi(co) has to be rotated around M to obtain Z2(o"); for 0 = 360°,
m is equal to a half -wavelength. The line - Zd(A), see also fig. 5, is
seen to correspond to a line of constant reactance. The point B cor-
responds to - Zd(A = 0) and lies within Z2(co). P, the intersection
point of the lines - Zd(A) and Z2(o)), is the operating point, which
in this case has a stable position.

scale of the Smith chart - will ensure that point B,
which represents the point - Zd(A = 0), lies inside the
circular locus. It is easy to see that the operating point
will then always be in a stable situation.

Terminating the coupling line with a pure resistance
equal to the characteristic impedance of the line has
the advantage that components in the signal whose
frequency differs from coR are attenuated. The resona-
tor is then 'electrically inoperative' for components at
such frequencies. It can be shown that terminating the
coupling line with a reactance does not give one single
stable operating point, but three different operating
points. However, one of these is in an unstable situa-
tion. The other two, although stable, correspond to
frequencies that are very close together, so that the
ultimate frequency of the oscillation is not predictable.
Terminating the microstrip line with a reactance does
not therefore produce a circuit of any practical use.

The various types of oscillator circuit

Fig. 7 shows five oscillator circuits, each containing
a three -terminal active element [91. The active element
can be a bipolar transistor or a field-effect transistor.
The microstrip lines in the various circuits are ter-
minated by their characteristic impedance Zo. The
resistance that acts as a load in the circuits shown
should be considered as equivalent to the actual trans-
mitting or receiving circuits. The main difference be-
tween the microwave circuits is in the position of the
load resistance. All these oscillator circuits were ori-
ginally used with cavity resonators.

Fig. 7a shows the simplest type of oscillator circuit.
The terminating resistance of the microstrip line acts
not only as a damping resistance (RD) but also as the
load (RL). The dielectric resonator is used as a 'reac-
tion -type' resonator.

Fig. 7b shows a circuit with a `transmission -type'
resonator. The load is connected to the resonator by a
second microstrip line. The resonator is not so tightly
coupled to this line as to the first line. The signal goes
from the active element via the resonator to the load,
so that components at frequencies outside the pass -
band of the resonator are strongly attenuated.

In the circuit of fig. 7c the damping resistance and
the load are connected to different terminals of the
transistor. There is a matching network for the load
resistance. The resonator is coupled to the microstrip
line in such a way that the maximum energy is reflected

181 P. H. Smith, Transmission line calculator, Electronics 12,
No. 1 (January), 29-31, 1939;
L. V. Blake, Transmission lines and waveguides, Wiley, New
York 1969.

19] I. M. Clarke and B. F. van der Heijden, Dielectric resonator
oscillators, Proc. Military Microwaves '84, London 1984, pp.
591-595.
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at the resonant frequency. A standing wave is then set
up in the microstrip line between the active element
and the resonator. This circuit is therefore referred to
as an oscillator with a 'reflection -type' resonator.

In the circuit of fig. 7d two of the terminals of the
active element are connected to a microstrip line
coupled to the resonator. These lines with the resona-

a

Z22

RL

(=222)

b

C

d

e

Fig. 7. The different oscillator circuits. a) Oscillator with reaction -
type resonator. I , 2, 3 terminals of the active element. Z12, Z31, Z23
jniAedances between the terminals. RL load. RD damping resis-
tance. RL and RD are combined here to form a single resistance
equal to the characteristic impedance Zo of the coupling line.
b) Oscillator with transmission -type resonator. Z0,2, Zo,2 charac-
teristic impedances of the coupling lines. c) Oscillator with reflec-
tion -type resonator. AC matching network for the load. d) Oscilla-
tor with feedback resonator. RD,2, RD,2 damping resistors in the
coupling lines. e) Oscillator with two resonators: DR1 and DR2.

tor form a feedback path, and the device is therefore
referred to as an oscillator with a 'feedback -type'
resonator. The load forms part of the impedances Z31
or Z23, which are connected to the third terminal of
the transistor.

All these circuits have one resonator. However, two
resonators can be used, which will give even better
frequency stability; see fig. 7e. This circuit may be
regarded as a combination of a reaction -type and a
reflection -type resonator. The line with the reaction
resonator is terminated by the load, the other by the
damping resistance. A problem with this oscillator
circuit is the mechanical tuning of the two resonators,
since it only oscillates when both resonators are accur-
ately tuned to the same frequency.

For completeness fig. 8 shows the ways in which the
base, collector and emitter of a bipolar transistor, or
the source, drain and gate of a field-effect transistor
can be connected to terminals 1,2 and 3 of the circuits
in fig. 7. Fig. 8a relates to oscillators with the reaction -
type or transmission -type resonator, fig. 8b to the
oscillator with reflection -type resonator, and fig. 8c to
the oscillator with feedback -type resonator. The first
three circuits in fig. 7 also operate with Gunn or
IMPATT diodes. Terminal 1 and the impedances Z12
and Z31 should then be omitted in fig. 7a and b. In
fig. 7c terminal 1 should be omitted and the impe-
dances Z12 and Z31 combined.

Frequency stability

The resonant frequency of the oscillator circuit
varies slightly in practice. The variations may be
divided into long-term and short-term variations. The
long-term variations are a consequence of tempera-
ture fluctuations; their magnitude depends on the
temperature coefficient Tfo for the oscillator resonant
frequency fo (defined in a similar way to TA, see
eq. 1). The short-term variations are random and are
referred to as phase noise.

The temperature coefficient Tfo depends on the
thermal behaviour of the active element, the dielectric
resonator, the microstrip line and the case in which
the microwave circuit is mounted. With a suitable
design, the effect of the microstrip line and the case on
Tfo can be made small compared with the effect of
other elements. Tfo then depends almost entirely on
the thermal characteristics of the active element and
the resonator.

The temperature coefficient of the oscillator circuit
can be expressed as 1101:

F(/3) dOd
Tfo - TfR,

QR dt

where F(/3) is a function of the coupling factor and Od

(7)



Philips Tech. Rev. 43, No. 1/2 DIELECTRIC RESONATORS 43

1 2

1 0-12
2

3 3 3

C;2
G G

°-1 0--I
12 1

S 3 S 3 D 3
a

G G

2 2 1

3 S 3 S 3
b

C
1 2 Di2

C2
S 3

Fig. 8. The various ways in which a bipolar transistor or a field-
effect transistor can be incorporated in the circuits of fig. 7. The
numbering of the terminals corresponds to that in fig. 7. a) The
active elements for the oscillators of fig. 7a and b. b) The active
elements for the oscillator of fig. 7c. c) The active elements for the
oscillator of fig. 7d.

2 3 4 5 6 7 GHz

Fig. 9. Power density of the phase noise of microwave oscillators
with dielectric resonators as a function of the oscillation frequency
fo. The curve is the result of an extrapolation using eq. (9) and lite-
rature data 1131 (A) together with results of our own measurements
(B). Plotted along the vertical axis is the ratio L in dB of the power
density in W/Hz of the (single-sideband) power density spectrum
of the phase noise at a distance of 10 kHz from the resonant fre-
quency, and the output power of the oscillator.

is the argument associated with the input impedance
Zd of the active element (see fig. 5c). The first term in
(7) is negative for all active (semiconductor) elements
and has a value in the range from -2 x 10-6 to
-10 x 10-6 °C-1. Since t*Tfo I should be as small as
possible, rf, should have a low positive value. The
correct value of TfR can be achieved, as we have seen,
by using a mixed ceramic with a particular ratio of
Ba2Ti9O20 to BaTi4O9 for the resonator material, or
by building a sandwich resonator of two different
materials [n] .

The (single-sideband) power density of the phase
noise (i.e. the noise power per unit bandwidth) is gen-
erally related to the output power Po of the oscillator.
This relative power density L(f - fo) of the phase
noise at a 'distance' f - fo from the oscillator fre-
quency is proportional to fo2 and the absolute tem-
perature, and inversely proportional to the square of
the Q -factor of the oscillator Qo [121. If we compare
two spectra of the phase noise at different frequencies
fo and Jo', different output powers Po and Po' and
different Q -factors Qo and Qo' at the same tempera-
ture, we obtain the following equation for the ratio of
the relative power densities:

L( f - Jo) fo2Qo'2Po'
L'(f - fo) fo'2Qo2Po

If in addition the coupling factors of the resonators
are identical, the Q -factors of the oscillators in eq. (8)
can be replaced by those of the resonators. It is also
known that the maximum available output power of
microwave oscillators is inversely proportional to the
square of the oscillator frequency. Equation (8) can
therefore be written as:

L( f - JO) f04 QR 2

L'(f - JO) fo'4QR2

This equation gives an idea of the phase noise to be
expected at high frequencies. It has been used in fig. 9
together with data from the literature [13] (point A)
and data from our own measurements of relative
power densities of the phase noise at 4 GHz (point B).
The Q -factors QR are comparable, because resonators
of pure Ba2Ti9020 were used in both cases. Fig. 9 and

(8)

(9)

[10] T. Makino and A. Hashima, A highly stabilized MIC Gunn
oscillator using a dielectric resonator, IEEE Trans. MTT-27,
633-638, 1979;
C. Tsironis and V. Pauker, Temperature stabilization of GaAs
MESFET oscillators using dielectric resonators, IEEE Trans.
MTT-31, 312-314, 1983.

1111 C. Tsironis and P. Lesartre, Temperature stabilization of
GaAs FET oscillators using dielectric resonators, Proc. 12th
Eur. Microwave Conf., Helsinki 1982, pp. 181-186.

1121 K. Kurokawa, Injection locking of microwave solid-state oscil-
lators, Proc. IEEE 61, 1386-1410, 1973.

1131 G. D. Alley and H. -C. Wang, An ultra -low noise microwave
synthesizer, IEEE Trans. MTT-27, 969-974, 1979.
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b

Fig. 10. a) Principle of locating the position of a radiosonde by
means of a transponder, a combination of a transmitter and a
receiver. The transponder, which is suspended from the balloon of
the radiosonde, responds to a signal transmitted by a parabolic
antenna on the ground. The position of the radiosonde can be
determined from the angles at which the ground station receives a
signal from the transponder, and from the time that elapses be-
tween the transmission and reception of the signal. b) The trans-
ponder, complete with antennas, which are located underneath the
top and bottom shielding caps. The transmitted power is 200 mW
and is sufficient for a range of 50 km. The transponder contains a
microwave oscillator with dielectric resonator and is a product of
the Philips GmbH supply centre Systeme and Sondertechnik in
Bremen.

eq. (9) show that at high frequencies the phase noise
increases steeply. It has also been found that bipolar
transistors are very suitable for use in oscillator
circuits with low phase noise.

Applications

Dielectric resonators will mainly be used to replace
the cavity resonators now used for stabilizing micro-
wave oscillators - for example in microwave receivers
for satellite television 1143. In addition, various appli-
cations have emerged that would be inconceivable
without dielectric resonators. Two of them will be
described below.

An oscillator for a transponder in a radiosonde

A transponder is a combination of a transmitter
and a receiver. Nowadays a radiosonde can carry a
microwave transponder for locating its position; see
fig. 10. The transponder must be small and light, and
also inexpensive - since the transponder is not usually
recovered after the flight.

The transponder responds to the signal from a
transmitter on the ground. If the frequency and an
identifying modulation of the signal correspond to
preset input data, the transponder replies by sending
out a signal at the same frequency with the same
modulation. The position of the radiosonde can be
determined from the time between the transmission of
the search signal and the reception of the reply signal
and from the angles from which the reply signal is
received.

The signal in the transponder, which has a fre-
quency of 9.2 GHz, is obtained by frequency -doubling
and then amplifying the 4.6-GHz output signal of an
oscillator. The signal is modulated by switching the
oscillator on and off in a fixed pattern. Three different
circuits have been developed for the oscillator, with
reaction, transmission or reflection -type resonators;
see fig. 7a -c. The active element of the oscillator cir-
cuits is a bipolar transistor, which is connected as
shown in the second diagram in fig. 8a or b. The cir-
cuits are designed such that terminals 1 and 2 are not
connected (Z12 = m). In the circuits with a reaction -
type or transmission -type resonator (fig. 7a and b) Z31
is a purely capacitive feedback impedance. In the cir-
cuit with the reflection -type resonator (fig. 7c) the
matching network AC transforms the load resistance
of 50 ohms into a high resistance between collector
and emitter. This circuit also has a capacitive feed-
back impedance between terminals 1 and 3.

The value of the feedback impedance must be set
very accurately, or the oscillator circuit will resonate
in the HEno or TMolo mode, whose resonances are at
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frequencies close to that of the required TE010 mode;
see fig. lc. It is very difficult to set the frequency
exactly, because the input impedance Zd of the active
element changes as a result of transients when the
oscillator is switched on and off.

The three different oscillator circuits are illustrated
in fig. 11. The type of circuit can be recognized from
the shape of the lines on the ceramic substrate. The
dielectric resonator of pure Ba2Ti9020 is mounted
directly on the substrate and has a diameter of 14 mm

Fig. 11. The various oscillators for the transponder in fig. 10 that
have been built and tested. a) Oscillator with reaction -type reso-
nator. b) Oscillator with transmission -type resonator. c) Oscillator
with reflection -type resonator. The tuning screw for fine tuning of
the oscillator frequency is clearly visible in the cap of the housing of
all three oscillators; see fig. 2c.

and a height of 5 mm. The height of the aluminium
case is therefore no more than 14 mm; the length and
width are both 50 mm. The complete oscillator weighs
as little as 80 g. The oscillation frequency can be
tuned through a band of ± 30 MHz by means of a
screw in the cap.

The transistors used in the circuits are leadless chips
designed for microwave frequencies. At a supply volt-
age of 9 V and an input current of 32 mA, the output
power of the oscillators is 30 mW. Fig. 12a gives a plot
of frequency as a function of temperature for the
transmission -type resonator. The curve corresponds
to a temperature coefficient of -5.1 x 10-6 °C-1. If
the resonators had been made of Ba2Ti9O20 with
about 30% of BaTi4O9, the absolute value of the tern -

4602 MHz
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Fig. 12. a) Plot of the frequencyf as a function of temperature t for
the oscillator with transmission -type resonator in fig. 11 b. (The cor-
responding temperature coefficient of - 5.1 x 10-6 °C-1 can be im-
proved by using a somewhat different composition for the reso-
nator material.) b) The (single-sideband) power density spectrum of
the phase noise of the oscillator with reaction -type resonator in
fig. 1 la. See also the caption to fig. 9.

[141 P. Harrop, P. Lesartre and T. H. A. M. Vlek, Low -noise
12 GHz front-end designs for direct satellite television recep-
tion, Philips Tech. Rev. 39, 257-268, 1980.
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Fig. 13. Block diagram of the circuit of a direct microwave syn-
thesizer. fo, to fo, microwave oscillators with different frequencies
and stabilized by dielectric resonators. FS frequency selector. S1 to
S3 four -position switches. fs, to fs3 signals that can optionally have
the frequency of one of the oscillators fo, to fo4. M1, M2 mixers.
D1, D2 frequency dividers, for making the signal frequency four
times smaller. B/31, BP2 bandpass filters. Mit multiplier that multi-
plies the frequency of the signal by N. fs output signal.

perature coefficient would have been even smaller and
less than 10-6 °C-1. Fig. 12b shows the result of noise -
spectrum measurements on the circuit with the re-
action -type resonator. The spectrum contains some
amplitude noise as well as phase noise. The noise
from the oscillator is so low that the result of the
measurement almost corresponds to the noise spec-
trum of the highly sensitive spectrum analyser (Hew-
lett-Packard 8566 A).

The complete transponder, shown in fig. 10b, con-
tains in addition to the oscillator circuit a number of
batteries and the transmitting and receiving circuit
with the accompanying antennas. The antennas are
located underneath the protective caps at top and bot-
tom. The transmission power is 200 mW, sufficient for
a range of 50 km. The transponder is manufactured
by the Philips GmbH supply centre Systeme and Son-
dertechnik, in Bremen.

Oscillators for direct frequency synthesis

Microwave synthesizers - circuits for synthesizing
signals at microwave frequencies - are usually
indirect synthesizers. This means that the frequency of
the output signal is stabilized by a phase -locked loop
(PLL) in the circuit. The operation of direct micro-
wave synthesizers is based on the direct mixing of
highly stable reference signals. Circuits in which the

reference signals are generated by oscillators stabilized
by cavity resonators tend fo be rather large. Compact
circuits that give a stable output signal can be built
using oscillators with dielectric resonators "51.

Fig. 13 shows a possible block diagram for such a
circuit. There are four oscillators, and the output sig-
nal can have 64 different frequencies. The oscillators
are connected to the output by switches, mixers,
bandpass filters, dividers and a multiplier. The fre-
quency fs of the output signal is given by

fs = N (fsi +fs2 +
fs3/41

4

where fsi, fs2 and fs3 are each set equal to one of the
frequencies Joy foe, fo3 or fo,, of the oscillators. The
multiplication factor N of the multiplier can be small
when dielectric resonators are used. Large values of N
are necessary when crystal -stabilized oscillators are
used, since these oscillators operate at a frequency of
about 100 MHz. A.high value ON increases the noise
component in the output signal. Circuits using micro-
wave oscillators stabilized by dielectric resonators can
therefore deliver an output signal that combines high
stability with very low noise.

(151 G. Liitteke, Dielectric resonator stabilised reference oscil-
lators, IEE Colloq. on Microwave programmable solutes and
frequency synthesis, London 1981, pp. 3/1-3/4.

Summary. Dielectric resonators can be used to stabilize the fre-
quency of the output signal of microwave integrated oscillators.
Oscillators of this kind will be widely used in the near future in
microwave receivers for satellite -television broadcasts. The required
high Q -factor, low temperature -dependence and small dimensions
of dielectric resonators only became feasible with the availability of
mixed ceramics of Ba2Tis020 and BaTi4Os or Ti02. These mat-
erials can be evaluated for their usefulness by generating microwave
resonances in cylindrical samples and measuring the frequency spec-
tra. In practice, dielectric resonators are discs. They are mounted in
a metal case and can be mechanically tuned to the required fre-
quency. The resonators have a small positive temperature coeffi-
cient to compensate for the negative temperature coefficients of
other elements in the oscillator circuit. A locus for the impedance
of coupling line, resonator and load of the active element in the
oscillator circuit as a function of oscillation frequency can be
drawn on the Smith chart. The intersection of this locus with the
line for the input impedance of the active element gives the opera-
ting point. The position of the operating point may be stable or un-
stable. The oscillator circuits are designed for operation with reac-
tion -type, transmission -type, reflection -type or feedback resona-
tors. Stable oscillator circuits have been designed for transponders
used in radiosondes. The use of dielectric resonators in oscillators
for direct frequency synthesizers has also been investigated.
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Silicon cold cathodes

G. G. P. van Gorkom and A. M. E. Hoeberechts

The release of electrons from the cathode of a cathode-ray tube is usually a thermal process
(thermionic emission). For some applications there are also cathodes that are not heated,
called cold cathodes. The energy that the electrons require to enable them to escape into the
vacuum is supplied in some other way, for example by photons (the photoelectric effect), by a
strong external electric field (field emission) or by a strong internal electric field in a semicon-
ductor with a reverse -biased p -n junction7 This last case applies in the silicon cold cathodes
that are the subject of this article. At first such cathodes seemed to be of little practical use.
Further investigation, however, making use of modern semiconductor technology, has re-
sulted in improvements that now offer good prospects of practical applications.

It has been known for nearly thirty years that elec-
tron emission into a vacuum can occur from a reverse -
biased p -n junction at or near the surface of a semi-
conductor Ell . The electric field in the depletion layer
formed on both sides of the p -n junction by the re-
moval of electrons and holes may be so strong locally
that 'avalanche breakdown' occurs, in which elec-
trons and holes are created. The resultant acceleration
(`heating') of the electrons maybe strong enough for
some of the electrons to be emitted from the semicon-
ductor surface.

This effect has attracted considerable interest for
some time, because it seemed to offer the possibility of
making a cold cathode. Compared with the more con-
ventional thermionic cathodes, a cold cathode would
have certain advantages, e.g. it could carry a higher
current density and it could be switched more easily.
Most of the early experiments were on p -n junctions
in silicon [23, but other semiconductors such as silicon
carbide (SiC) were investigated later [33. As far as we
know, however, these investigations did not lead to
practical applications, probably because the efficiency

Dr Ir G. G. P. van Gorkom and Drs A. M. E. Hoeberechts are with
Philips Research Laboratories, Eindhoven.

of the emission process was insufficient and the cur-
rent density of the silicon cathodes was too low on
account of the large dimensions of the emissive area.
Problems encountered with SiC cathodes included
their poor reproducibility and their unusual geometry.

In the typical geometry the plane of the p -n junction
intersected the semiconductor surface, so that the elec-
trons were emitted from a very small region around
the line of intersection. It was also found possible to
produce electron emission from a p -n junction parallel
to the surface (41. Since the early seventies another

[1]

[2]

[3]

[4]

J. A. Burton, Electron emission from avalanche breakdown in
silicon, Phys. Rev. 108, 1342-1343, 1957.
This effect was discovered at about the same time by P. Zalm
and F. van der Maesen in an investigation initiated by H. B. G.
Casimir.
R. J. Hodgkinson, Hot -electron emission from semiconduc-
tors, Solid -State Electron. 5, 269-272, 1962;
D. J. Bartelink, J. L. Moll and N. I. Meyer, Phys. Rev. 130,
972-985, 1963;
M. Waldner, Hot electron emission from silicon surfaces, J.
Appl. Phys. 36, 188-192, 1965.
See R. V. Bellau and A. E. Widdowson, Some properties
of reverse -biased silicon carbide p -n junction cold cathodes,
J. Phys. D 5, 656-666, 1972.
See for example the article by Bartelink et al., note [2]. A
modern version of this experiment has been described by
I. Shahriary, J. R. Schwank and F. G. Allen in J. Appl. Phys.
50, 1428-1438, 1979.
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effect that has been extensively studied, in addition to
electron emission in vacuum, is electron injection
from silicon in Si02 layers, partly because of the re-
sultant degradation of MOS transistor characteristics
and partly because of a possible practical application
as a non-volatile memory E51. These studies showed
that high current densities and high injection efficien-
cies can be achieved 161.

These results prompted us to look once again at the
potential uses of cold silicon cathodes, but this time
making use of modern semiconductor technology. In
the investigations described in this article various Si
cathodes were designed and made, and properties
such as the energy distribution of the emitted elec-
trons, the emission efficiency, the current density and
the total current were examined. On the basis of the
results we attempted to improve the materials, the
doping and the geometry so as to satisfy the require-
ments for practical application.

Our experiments showed that cathodes with the p -n
junction parallel to the silicon surface gave the best
results 1'1. High current densities can be obtained
when the p -n junction is only a little way (say 10 nm)
below the surface and the emitting region is very small,
e.g. 1 gm in diameter for a region with rotational sym-
metry. To lower the work function of the electrons the
silicon surface is coated with a very thin layer of
caesium. In this way cathodes were made that gave a
current density of 1500 A/cm2 at an efficiency of
1.5 % . This current density is much higher than can be
achieved with more conventional cathodes.

In this article we shall first give a general description
of the electron emission from a p -n junction. We shall
then discuss some aspects of the manufacture of sili-
con cold cathodes, in particular the geometry adopted
and the doping required for the silicon. Next we shall
deal with some of the emission characteristics: effi-
ciency, energy distribution, current density, bright-
ness and maximum current. We conclude with a brief
consideration of the potential applications of these
cathodes.

Electron emission at a p -n junction

To obtain efficient electron emission from a p -n
junction in silicon a heavily doped p -type layer and an
even more heavily doped very thin n -type layer are
applied. Reverse biasing the junction then results in
an electron -energy diagram as shown in fig. 1. As can
be seen in this figure, the presence of a very strong
electric field in the depletion layer has the effect of
accelerating or 'heating' the electrons (and the holes
too, but we do not need to consider these further
here). The hot electrons can generate new electron -

hole pairs by collisions with valence electrons. In their
turn, these can excite other electrons from the valence
band, so that an avalanche of electrons is produced.
The collision processes and the interaction with op-
tical phonons have the effect of reducing the energy of
the electrons (`cooling' them). The balance between
heating and cooling gives an energy distribution with
a characteristic electron temperature that is much
higher than the temperature of the silicon lattice.
Electrons that have a kinetic energy near the surface
higher than or equal to the work function have a
chance of escaping into the vacuum.

It follows from all this that a cold silicon cathode
emits 'hot' electrons. In this respect such a cathode
corresponds more to the thermionic cathodes than to
the other cold cathodes, e.g. those with a negative
electron affinity (NEA cathodes) (81 and field emit-
ters (91.

In an NEA cathode, e.g. p -type GaAs coated with caesium, the
bottom of the conduction band has a higher energy than the
vacuum level [81. Electrons in the conduction band do not then
require any kinetic energy to escape into the vacuum. Unlike the
silicon cathode, an NEA cathode therefore emits 'cold' electrons.
By the same token it could be said that a field -emission cathode
emits 'lukewarm' electrons. In a field emitter, either a metal or a
very heavily doped semiconductor, the electrons are subjected to a
strong external electric field and 'tunnel' through the potential bar-
rier at the surface 191. Most of the emitted electrons then have an
energy not very different from the Fermi energy in the material.

To emit electrons at high efficiency a silicon cathode
must meet some special requirements. For example,
the doping and geometry have to be such that a very

p+ D n" I Vac

Fig. 1. Energy -level diagram for the electrons in a p -n junction close
to the surface, and with a reverse bias voltage V. Ev top of the
valence band. EF quasi -Fermi level. Ec bottom of the conduction
band. Evac potential energy of an electron in vacuum. Electrons
coming from the p+ region are accelerated by the strong electric
field in the depletion region D. On the way to the very thin n"
channel they lose some of their energy by interaction, mostly with
optical phonons but possibly by collision with valence electrons, so
that more and more of the new electrons arrive in the conduction
band (avalanche breakdown). Electrons whose kinetic energy at the
surface is equal to or higher than the work function 0 have a chance
to escape into the vacuum Vac.
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strong electric field can be generated in a thin deple-
tion layer. This field, however, must never become so
strong as to cause a tunnel breakdown (the Zener
effect) in the semiconductor material, since the energy
of tunnelling electrons is low compared with the work
function 1131. In the n -type layer at the surface the
electrons will be cooled down by collisions, and this
layer must therefore be very thin, but without the
series resistance becoming too high. The best results
are achieved when the work function is low, of course.
The silicon surface is therefore coated with a mono-

atomic layer of caesium. The cathode must also have
reliable electric contacts and it must have high stabil-
ity. All these aspects play an important part in the
production of cold silicon cathodes.

Manufacture

Manufacturing a cold cathode based on the emis-
sion mechanism described above consists in -making
p -type and n -type regions in silicon that have been
doped and structured in such a way as to produce a
thin depletion layer and a very small active electron-

emitting area. Electrical connections are also required
for connecting the cathode into an electrical circuit. It
is essential to obtain the appropriate geometry and
doping, so that avalanche breakdown only occurs at
the places where it is required.

Experiments with different geometries showed that
cathodes with a p -n junction that intersects the sur-
face are not suitable for practical applications. This is
because the electron emission from such cathodes has
a very broad energy distribution En] , which is dis-
advantageous for application in devices such as
cathode-ray tubes. After being coated with a layer of
caesium, these cathodes also present stability prob-
lems because positively charged Cs atoms migrate over
the surface as a result of the strong electric field in the
depletion layer and just outside it. We shall therefore
confine ourselves here to cathodes with a p -n junction
parallel to the surface.

An example of a geometry that has given good
results [71 is shown schematically in fig. 2. The elec-
trical connections required are also indicated. The cir-
cuit on the silicon slice actually contains two parallel
diodes: a small electron -emitting diode and a contact
diode, which also provides protection from electrical
overload.

The cathode contains p -type and n -type regions
with different structures and dopings. It was made by
photolithographic methods currently used in semicon-
ductor technology. To obtain a low series resistance
the process starts with an epitaxial p -type layer on a
heavily doped (p+) substrate. By means of a phos-

phorus diffusion a heavily doped (n+) region about
3 gm thick is made for the electrical contact with the
voltage source. The active area consists of a p+ layer
produced by implantation of boron ions. Above this
layer is a very heavily doped (n++) channel, which is
produced by implantation of arsenic or antimony
ions. The dopant concentrations of the p+ region
and the n÷+ channel might typically be 5 x 1017 and
4 x 1019 cm -3. The implantation is carried out at very
low energy, so that the n+-+ channel can be made very
thin (about 10 nm). The electron -emitting area has
rotational symmetry here, with a diameter of less than
10 gm, but it can also take the form of an ellipse or
other shape.

At the edge of the diode the depletion layer comes
to the surface. This edge is protected, e.g. by a 1-µm
Si02 layer or, better still, by two Si02 layers with a

Si02 n++

TrAli r AN

.\.

Fig. 2. Schematic cross-section of a silicon cold cathode and the
electrical connections. A p+ substrate about 400 1.un thick carries
p -type and n -type regions with different structures and dopings.
The electron -emitting p+ region here has rotational symmetry with
a diameter < 10 gm. On top of it is a very thin n++ channel about
10 nm thick. Electrical contact with the voltage source Vd is made
by means of a thicker n+ region (3 gm). The p+ substrate is con-
nected to this voltage source by a gold contact. A structured Si02
layer about 1 gm thick provides protection for the emitting diode
and carries a conducting layer G (gate), which is connected to the
gate -voltage source V8.

[61

(6]

(7]

[81

191

A good general account of electron emission from silicon in
Si02 layers is given by T. H. Ning, Solid -State Electron. 21,
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layer of Si3N4 sandwiched between them. On top
of the insulation there is a conducting layer, about
0.5 gm thick, of a material such as polysilicon or alu-
minium. This layer is called the 'gate', for historical
reasons, since the present Si cathode originated from
the MOS transistor. It prevents charge from building
up on dielectric layers, screens the strong electric
fields at the p -n junction near the edge, and may also
act as a first electrode in an electron -optical system.

After appropriate structures have been applied to
the silicon slice, it is sawn into rectangular chips of
say 2 mm x 2 mm. Fig. 3 shows a part of a chip in a

Fig. 3. Scanning electron micrograph of part of a chip carrying a
silicon cold cathode (each dash represents 10 gm). The electron
emission comes from a non -visible region below the surface (see
fig. 2) at the centre. The circle around it corresponds to the edge of a
hole in the gate. The other concentric circles correspond to steps in
the oxide layer, made among other reasons for applying the contact
diode. The electrical connection to the contact diode is quadrupled
here for the electron optics.

0 mA

43 -6-1 -2 0 V
Vd

Fig. 4. Current -voltage characteristic of a silicon cold cathode. The
measured diode current id is plotted against the diode voltage Vd.
Negative values of Vi and id correspond to a voltage and current for
a reverse -biased diode. For a low reverse bias a negligible current is
measured. From about -6 V an avalanche breakdown occurs in the
electron -emitting region, causing the reverse current to rise steeply,
approximately linearly with the reverse bias. At about -9 V the
contact region breaks down and the reverse current increases even
more steeply with the reverse bias.

photomicrograph made with a scanning electron
microscope. A chip is soldered to a specially cleaned
substrate, which also provides the electrical contact
with the p+ substrate. Aluminium leads, between 25
and 40 gm thick, are ultrasonically bonded to the
outer part of the n+ region and to the gate.

The current -voltage characteristic of a silicon cold
cathode depends on the geometry and the dimensions
of the active area. A typical characteristic is given in
fig. 4. When the reverse bias is increased a value is
reached at which there is avalanche breakdown in the
active area. A diode current then flows, accompanied
by the emission of electrons into the vacuum. A fur-
ther increase in the reverse bias results in a virtually
linear increase of the diode current (and the electron
emission) until there is also breakdown in the contact
region. The operating voltage of the cathode must be
between the two breakdown voltages. In fig. 4 the
operating voltage is between about -6 and -9 V.

We also made another version of a silicon cold
cathode in which the breakdown region is less accur-
ately defined 1121. This version is easier and quicker to
make and is good enough for studying stability prob-
lems and for use in experimental television tubes. An
example of a television tube with such a cathode will
be discussed later on.

After the cathode has been mounted in the vacuum
system in which it is to operate, a monoatomic layer
of caesium is deposited on its surface. As this layer is
required to be of extreme purity, the caesium source is
first thoroughly outgassed to remove oxidizing gases
such as 02, H2O and CO2. The deposition of a mono -
layer does not present many problems. Since the ad-
sorption energy for caesium on caesium is fairly low
(about 0.7 eV), and that for caesium on silicon is
much higher (about 2.0 eV) the caesium has a strong
tendency to form a monolayer on the surface; the
excess caesium merely evaporates.

Emission characteristics

An important feature of silicon cold cathodes is the
efficiency of the emission process, i.e. the current due
to the emitted electrons divided by the total current. It
is also important to know the energy distribution of
the emitted electrons, and the values obtainable for
the current density, brightness and total current. We
shall now briefly discuss some results obtained with
our cathodes.

Efficiency

Only a small proportion of the conduction electrons
in the depletion region have sufficient energy at the
surface for them to escape into the vacuum. This im-
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plies that the emission current i-vac into the vacuum is
much smaller than the diode current id of the non -
emitted electrons. The efficiency I is thus given by

ivac ivac-
Id + ivac Id

(1)

The highest values of ri are obtained with cathodes
in which the active layer is doped in such a way that
the electric field -strength in the depletion layer has a
maximum value just below the threshold at which the
undesirable effect of tunnel breakdown sets in (about
106 V/cm). The effect of the reduction of the work
function on the efficiency is greatest when the surface
is covered with a monoatomic layer of caesium. The
coating lowers the work function by 2.5 to 3 eV, which
increases the efficiency by a factor of between 400 and
1000, depending on the purity of the surface. The op-
timum thickness of the n++ channel (fig. 2) is found to
be about 10 nm. Although a thinner channel would
allow more electrons to escape, the series resistance to
the flow of non -emitted electrons to the contact diode
would become too large.

Efficiencies of between 1 and 2% have been meas-
ured for cathodes with the geometry, doping and
caesium layer mentioned above, in which modern sur-
face analysis revealed the presence of some residual
contaminations on the surface, mainly carbon and
oxygen. After in situ removal of this oxygen by elec-
tron bombardment an efficiency of about 5% can be
achieved [133. An even higher efficiency (7.25%) has
been measured after sputter -cleaning of the surface by
bombardment with positive argon ions [141, but this
made the n++ channel too thin.

The results of the efficiency measurements can be qualitatively
interpreted in terms of a `lucky -electron' model, as described for
electron injection from silicon in SiO2 [is] [161. To reach the vacuum
the electrons must possess an energy at least equal to the work func-
tion (fig. 1). However, the only ones of these electrons that will be
able to escape are those that are 'lucky' enough to lose no energy by
interaction with the crystal lattice on their way to the surface; inter-
actions with optical phonons are especially likely and collisions with
valence electrons can also occur. For an electron that has sufficient
potential energy at a distance x below the surface the probability P
of being emitted is given by:

P = A exp(-x/A), (2)

where A is a normalization constant and A is an effective mean free
path [6]. Characteristic values derived from experiments on Si/Si02
are A = 2.9 and A = 9 nm [16]. To arrive at the efficiency we have to
multiply P by the fraction a of the number of electrons whose
potential energy is equal to or greater than the work function:

ry = e A exp(-x/A). (3)

The reduction of the work function by 2.5 to 3 eV because of the
monolayer coating of caesium results in a marked increase in a and
a decrease in x, so that the efficiency rises considerably.

Another theory that can be used for describing the emission char-
acteristics of cold silicon cathodes is based on Boltzmann's trans-
port equation for charge carriers in an electric field [171, but this will
not be dealt with here.

Energy distribution

We have said that the electrons in a silicon cathode
are heated to a high temperature. The value of the
effective 'thermal' electron energy kTe can be deter:
mined by measuring .the energy distribution of the
emitted electrons [7] [111 The distribution found for
an Si cathode with no caesium coating is usually in
good agreement with a distribution calculated for
thermal emission [183. The distribution function N(Ek)
of the kinetic energy Ek of the emitted electrons is
then given by

N(Ek) oc Ek exp(-Ek/kTe). (4)

The quantity kTe can be derived from the half -value
width AEk of the distribution curve:

kTe = AEk/2.45. (5)

A characteristic example of a measured energy dis-
tribution with the associated theoretical distribution
is given in fig. 5a. The half -value width in this case
is 0.92 eV. Eq. (5) shows that this corresponds to
kTe = 0.38 eV and Te = 4400 K.

The reduction in the work function by coating with
a monolayer of caesium is associated with a broaden-
ing of the energy distribution, with a clearly obser-
vable deviation from the theoretical energy distribu-
tion; see fig. 5b. We shall not consider the origin of
these effects further here. However, the deviation
from the theoretical distribution is not too large in
this case, so that eq. (5) is a reasonable approximation
for determining kTe. A value of 1.20 eV is derived for
the half -value width. This means that kTe = 0.49 eV
and Te = 5700 K.

The measured energy distribution is much narrower
than that of a p -n junction that intersects the sur-
face [111, but it is nevertheless significantly broader

[12] A. M. E. Hoeberechts and G. G. P. van Gorkom, Design,
technology and behaviour of a silicon avalanche cathode, J.
Vac. Sci. & Technol. B 4, 105-107, 1986.

[13] This was found in experiments by J. Zwier and J. H. A.
Vasterink of these Laboratories.

[14] A. van Oostrom, L. J. M. Augustus, G. G. P. van Gorkom
and A. M. E. Hoeberechts, to be published.

[151 J. F. Verwey, R. P. Kramer and B. J. de Maagt, Mean free
path of hot electrons at the surface of boron -doped silicon, J.
Appl. Phys. 46, 2612-2619, 1975.

[16] See the article by Ning et a/., note [6].
[17] G. A. Baraff, Distribution functions and ionization rates for

hot electrons in semiconductors, Phys. Rev. 128, 2507-2517,
1962.

[181 R. D. Young, Theoretical total -energy distribution of field -
emitted electrons, Phys. Rev. 113, 110-114, 1959.
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than that of conventional cathodes. In some cases this
may be a disadvantage, as in television camera tubes,
which should really have a narrow energy distribution
to give a rapid response 1191. At relatively low accele-
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Fig. 5. Characteristic energy distribution of the emitted electrons
for two silicon cold cathodes, one (a) coated (unintentionally) with
about 0.02 of a monolayer of caesium, and the other (b) coated
with a true monolayer of caesium. The distribution function N(E)
is given in relative units; E is the sum of the work function 0 and
the kinetic energy Ek. The dashed lines give the theoretical distribu-
tions that gives the best fit with the measured curves. These theoret-
ical distributions were obtained by calculating N(Ek) from equation
(4), taking kTe as 0.38 eV (a) and 0.49 eV (b). In b the theoretical
curve is shifted slightly towards the higher energy to obtain the best
fit. For the cathode with the high work function (with little caesium)
a reasonably good agreement is found between the measured and
calculated curves. The monolayer of caesium not only gives a low
work function but also gives a broader energy distribution, which
clearly departs from the best -fitting theoretical distribution.

rating voltages there may be chromatic aberration.
For many applications, however, including television
picture tubes, the energy spread causes no problems.
The negative effect on the brightness is more than com-
pensated by the much higher current density obtain-
able with a silicon cathode.

Current density and brightness

The current density jvac for electron emission into
vacuum is given by

jvac = rl ./1 2
(6)

where jl is the current density perpendicular to the
surface of the diode; see fig. 6. To achieve high current
densities it is therefore necessary not only to have a
high n but also the largest possible value of j1.
However, the limiting factor for jvac is not j1 but
the diode current density parallel to the surface. This
is because the diode current of the non -emitted elec-
trons has to be squeezed into the very thin n' chan-
nel. At an optimum channel thickness of about 10 nm
the emitting area must be very small to avoid 'current
crowding' of the electrons. It has been found empiric-
ally that, for stable emission, j11 must be no larger
than about 2.5 x 106

The relation between ji and j11 is determined by the
areas of the regions through which the diode current
flows, perpendicular and parallel to the surface. These
are easily derived with the aid of fig. 6: for ji it is the
area of a circle of radius r, for j11 it is the area of a
cylindrical shell of radius r and the channel thickness
d as the height. The ratio ji/jil is therefore given by:

2nrd
..11141 =

r2
- 2 dlr. (7)

it

For the smallest emitters so far produced, r is only
0.5 gm. With d = 10 nm and Iii = 2.5 x 106 A/cm2
(the maximum permissible value) a value of 106 A/cm2
has been reached for j±, so that from equation (6) jvac
is equal to n x 106 A/cm2. This means that with
ri = 1.5% a current density of 1500 A/cm2 into the
vacuum is obtained, which can be very stable under
adequate vacuum conditions (to be discussed later).

The brightness of the electron emission is defined as
the current density divided by the solid angle within
which the electrons are emitted. The brightness B is
proportional not only to the current density jvac but
also to the ratio of the potential electron energy at an
applied field V and the effective (`thermal') electron
energy kTe:

B - ejvacV
ltkTe

Eq. 18 shows that a brightness of 9 x 106 A/cm2sr

(8)
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Fig. 6. Schematic geometry for the electron emission of a silicon
cold cathode. The arrows indicate the directions of the electron cur-
rents. The current density of the electron emission into the vacuum
(vac) is equal to the product of the emission efficiency and the diode
current density perpendicular to the surface (jr). The diode current
density parallel to the surface (jii) is much larger than ji , because
the thickness d of the n" channel is much smaller than the radius r
of the emitting p* area.

Table I. Comparison of the characteristic values for the current
density iv., and intrinsic brightness B (at 10 kV) for some conven-
tional thermionic cathodes and a silicon cold cathode. The values
for the silicon cathode were obtained for an emitting area of diam-
eter 1 gm.

Cathode .ivac (A/cm2) B (A/cm2 sr)

oxide 0.5 2 x 104

W 5 7 x 104

LaB6 20-50 4x 105-1 x 106

Si 1500 9 x 106

can be obtained from cathodes with kTe = 0.5 eV and
ivac = 1500 A/cm2 at a voltage of 10 kV.

The current density and brightness values obtained
compare favourably with those of conventional ther-
mionic cathodes. This can be seen in Table I, which
gives the intrinsic value for the brightness of the
cathodes. When the cathodes are used in electron guns
with a triode structure, as oxide, tungsten and LaB6
cathodes usually are, the effective (useful) brightness
may be much lower owing to the additional energy
spread caused by the strong interaction between the
electrons [201. However, the silicon cathodes will usu-
ally be used in a diode structure, in which there is
much less electron interaction and the effective bright-
ness is roughly equal to the intrinsic value. The Table
does not include figures for field emitters. These can
give current densities of the order of 104 A/cm2 and
correspondingly high intrinsic brightness values.
However, the diameter of the virtual source is ex-
tremely small in this case (about 5 nm), so that in
practice the effective brightness is often much lower,
e.g. because of vibration of the point source. The
values are therefore not readily comparable with the
values in Table I.
(181 See J. H. T. van Roosmalen, A new concept for television

camera tubes, Philips Tech. Rev. 39, 201-210, 1980.
(201 See H. Boersch, Experimentelle Bestimmung der Energiever-

teilung in thermisch ausgelidsten Elektronenstrahlen, Z. Phys.
139, 115-146, 1954 and K. H. Loeffler, Energy -spread gener-
ation in electron -optical instruments, Z. Angew. Phys. 27,
145-149, 1969.

Total emission current

In conventional thermionic cathodes the total cur-
rent can be increased by enlarging the emitting area,
and keeping the current density constant. The situa-
tion is rather more complex for silicon cold cathodes.
As we saw earlier, to achieve high current densities we
need a very small emitting area. This means that a
compromise has to be found between the obtainable
current density and the total current. The final choice
will depend on the nature of the application.

From eq. (1) the total emission current ivac is given
by:

ivac id (9)

The value of ivac can be increased by increasing the
diode current at a given n. Here again, however, the
limitation is the maximum value of jii, since id, and
hence ivac, are proportional to j11:

ivac 1 = 2nr r d (10)

For a cathode with n = 1.5%, r = 0.5 µm, d = 10 nm
and j0 = 2.5 x 106 A/cm2 (the maximum permissible
value) a total current of about 10 pA is reached.

For some applications this kind of value will be
sufficient. If a higher value is required, it can be ob-
tained by increasing the emitting area, although with
some loss of current density and brightness. Increas-
ing r from 0.5 µm to say 3 µm, without changing n, d
and jii, has the effect of increasing the total emission
current from about 10 µA to about 60 µA. This in-
crease reduces the current density and the brightness
by a factor of six, since, as equations (6), (7) and (8)
show, these quantities are inversely proportional to r.
If an even higher emission current is required, it is
better to use a different geometry for the emitting
area, such as a meander structure. In principle such a
structure will give a higher total emission for a given
(fixed) current density of about 100 A/cm2. The limit-
ations then are the heat generation in the chip and the
arrangements necessary for removal of that heat.

Potential applications

The silicon cold cathodes described in this article
have features that make them interesting for applica-
tions in devices such as cathode-ray tubes. The appli-
cations we have particularly in mind are those where
advantage can be taken of the high current density
and brightness. Another useful aspect is that the elec-
tron emission can be modulated easily and rapidly. A
voltage of only a few volts will vary the diode current
and hence the emission current through a large range
(fig. 4). Since the capacitance of the active area is
small, very high switching rates can be used. We
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expect to reach switching rates of at least the order
of 1 GHz.

Fig. 7 shows an example of a possible application in
a small television picture tube. An even smaller version
of this tube could be used as a monitor in a camera
with a solid-state sensor. Since the cold cathode re-
quires little power (say 10 mW) it can be run from a
battery, and with no warm-up time required it will
give 'instant switch -on'. The high current density will
give very small spots with relatively simple electron
optics. Another advantage is that the gate of the
cathode (fig. 2) can be used as the first electrode of the
electron -optical system. This integrated electrode can
be divided into say eight segments, which can have
individual or paired external connections. 'Dynamic
beam shaping' can be obtained by applying a small
voltage to pairs of segments, where this small voltage
is dependent on the instantaneous position of the spot
on the screen. This allows spot corrections right into
the corners of a television picture.

Fig. 8 shows a test pattern on the screen of the tube
in fig. 7, with the video signal applied direct to the sili-
con cathode. The resolution of the picture is good: all
the lines are clearly resolved. There are however some
deflection errors because the electron lens is not pro-
perly matched to the deflection coils in this experi-
mental tube. At a frequency of 5 MHz the modulation
depth is better than 50%.

In principle one chip can carry several cathodes, so
that multibeam tubes can be made.

A disadvantage is that the caesium monolayer on a
silicon cathode is very sensitive to oxidizing gases and
electric fields. In the long run this could affect the
stability. We should therefore conclude with a few
words about the stability of the electron emission.

Stability

A direct threat to the stability of the electron emis-
sion is the possibility of migration and desorption of
caesium atoms. To remove non -emitted electrons it is
necessary to have an electric field in the thin n" chan-
nel. Because of the series resistance, this field is par-
ticularly strong at high current densities (it may reach
4000 V/cm). This field, parallel to the surface, also
acts on the positively charged caesium atoms, which
may therefore start to drift across the surface. This
causes a local build-up of caesium atoms, and because
of the low adsorption energy of caesium on caesium,
some desorption may take place even at room tem-
perature. At high current densities there can also be
direct desorption of caesium atoms as a result of inter-
action with the escaping electrons. Our investigations
into stability have shown, however, that these unde-
sirable effects can be almost completely eliminated if

Fig. 7. Above: Small experimental television picture tube in which
the electron source is a silicon cold cathode. The screen has a diag-
onal of about 10 cm. Below: Detail of part of the tube with the
cathode on a type SOT 14 mount.

Fig. 8. Test pattern on the screen of the tube in fig. 7 with the video
signal (swing about 5 V, 10 mA) applied direct to the silicon
cathode. The picture has a high resolution: at 5 MHz the modula-
tion depth is better than 50%. The deflection errors in the picture
can be avoided by improving the matching between the electron
lens and the deflection coils.
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the current density parallel to the surface (iii) is not
allowed to exceed the value of about 2.5 x 106 A/cm2
mentioned earlier.

Another threat comes from the oxidizing residual
gases (02, H2O, CO2) that are present in any vacuum
system. Adsorption of these gases on the caesium sur-
face increases the work function, so that fewer elec-
trons are emitted. The better the vacuum the less this
effect will affect the stability of the electron emission.
Fortunately, it so happens that oxygen can also de -

sorb from the caesium layer by interaction with the
escaping electrons. In certain conditions the caesium
layer may also be attacked by bombardment from
positive ions generated by the electron beam. To avoid
this an ion trap can be used, i.e. a device that stops
any positive ions while letting the electrons pass.

In experiments under good conditions very long
lives have been observed. We can therefore expect that
silicon cold cathodes will be applied in practice,
especially if their specific characteristics are fully
utilized. Further research will clarify the position here.

In the manufacture of the cathodes valuable contri-
butions were made by P. Drummen and members of

the IC department of these laboratories. Technical
assistance was provided by P. J. M. Peters, P. A.
Dessens and B. P. Cadier. The cathodes were de-
mounted and incorporated in various tubes in the
tube technology department under the supervision of
J. van Esdonk.

Summary. A silicon cold cathode emits electrons from an area in
which an avalanche breakdown is created by the strong electric field
produced at a reverse -biased p -n junction. The emission character-
istics depend mainly on the geometry, the doping and the purity of
the surface. The best results are obtained with cathodes that have a
very shallow p -n junction (about 10 nm below the surface) and a
very small emitting area (e.g. a diameter less than 3 gm). Coating
the surface with a monolayer of caesium gives electron -emission
efficiencies up to 5%. The cold cathodes emit hot electrons; the
effective electron temperature may be as high as 5700 K. Current
densities and brightness values can be very high: 1500 A/cm2 and
9 x 106 A/cm2sr at a voltage of 10 kV. The total emission current
can be increased by increasing the emitting area, but at the expense
of current density. Besides their very high current density and
brightness, silicon cathodes have other desirable features, e.g. for
application in cathode-ray tubes: they are easily and rapidly modul-
ated, they use little energy and are easy to manufacture. The pros-
pects for long useful life look promising.
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Applications of light guides in process control

The automation of an industrial process will often
improve the reproducibility of the end -product. If at
the same time the characteristics of the product can be
brought closer to the desired characteristics, then
automation has also improved the quality. The con-
trol unit must of course be provided with the appro-
priate process data.

Sometimes such data can be collected by using light,
especially if they relate to quantities such as pressure,
temperature, coating thickness or the velocity and
direction of a movement, which modify some param-
eter of the light such as the intensity. It is usually easy
to express pressure and temperature in terms of a
mechanical displacement. A temperature change, for
example, can be measured by determining the change
in the length of a glass or metal rod. (It may be that
light is emitted in the process. In pyrometry, for in-
stance - where the temperature of an incandescent
object is determined from its colour - an optical fibre
can be used to conduct the light to a more accessible
location for the pyrometer, and the measurement can
be made there.)

The measured data are then transferred from the
process to the process controller by optical fibres or
rods, or 'light guides'. The use of light and light guides
has a number of advantages. Measurements can be
made at high temperatures, and since there are no elec-
trically conducting materials, measurements can be
made in environments such as a chemical reactor
heated by an r.f. generator, or in a location where
strong electromagnetic fields, e.g. from welding equip-
ment, could upset conventional measurements. Gener-
ally speaking, no problems will be encountered in
atmospheres containing highly flammable, explosive
or corrosive substances.

The term optical fibres usually refers to the thin
glass fibres of the type used in optical communica-
tions (13. Philips Research Laboratories, however, can
now make light guides with a much larger diameter,
ranging from 50 µm to 10 mm. Some of the techniques
used for making them go back 20 or 30 years, but of
course in that time the tolerances have been reduced
from a few millimetres to a few microns.

In this article we shall look briefly at two applica-
tions of light guides in industrial process measure-
ments. The first is a displacement measurement in
which optical fibres are used. In the second, thick-
nesses of coatings are measured with the aid of much
thicker light guides.

Fig. la is a very schematic representation of a
Michelson interferometer in which the light paths are
not straight lines but are formed by highly flexible
single -mode optical fibres f2j . In the present version
of the interferometer the beam is split by a beam -split -
ter that consists of a solid housing containing four
ball lenses and a partially transmitting mirror. The
ball lenses collimate the light emerging from an op-
tical fibre, or focus a collimated beam on to the end of
a fibre. A beam-splitter of this type requires extremely
accurate alignment of the components.

The interferometer works as follows. The light
beam from the laser is divided into two separate
beams in the beam-splitter. One of the beams goes to
a fixed reference plane, and the other to the plane
whose position is to be measured. The beams reflected
from these two planes arrive, at least in part, at the
detector, where they interfere. For interference to
occur the light in the entire system must have a defined
phase. It is therefore necessary to use a single -mode
optical fibre, since all the modes in a multimode fibre
have a different phase velocity, and 'the' phase of the

b

M Ref

FS1 FS2

D
la

Ob

Fig. 1. Schematic diagram of a Michelson interferometer in which
the light path is determined by optical fibre. a) Version with a con-
ventional beam-splitter. La laser. D detector. Ref reference plane.
Ob object whose movement is measured (in the direction indicated).
F fibres. BS beam-splitter. b) Version with two fibre-splitters FSI
and FS2. Other symbols as under (a).
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light is not defined over the whole cross-section of the
fibre.

When the plane whose position is to be measured is
displaced, the detector 'sees' successive maxima and
minima in the intensity of the incident light. The dis-
placement A / required for going from one maximum
to another is A / = mA /2; where A is the wavelength of
the light and m is an integer. The distance between a
maximum and an adjacent minimum is therefore A/4.
By counting m it is thus possible with an interferom-
eter to measure very small displacements. The great
advantage of this interferometer is that the optical
fibres that guide the light beams are very flexible, and
their length can be chosen as required. (In our case the
distance between the measurement position and the
processing device was about 3 m.) The only limitation
applies to the difference in length of the two fibres be-
tween the beam-splitter, the reference plane and the
object. This difference must be smaller than the coher-
ence length of the laser light - or there will be no
interference. For this application we used a simple
HeNe laser with a coherence length of a few centi-
metres. The use of optical fibres enables us to choose
a light path such that measurements can be made on
moving parts at places that would be inaccessible to a
conventional interferometer. The interferometer des-
cribed here has been used, for example, for examining
ultrasonic welds of gold wires for IC manufacture.
The displacements are such that a large number of
maxima and minima (m = 20) can be observed in an
ultrasonic period, which may moreover be fairly short
(15-20 gs). Processing the measurement data is there-
fore no easy matter.

As we noted earlier, the version of the beam-splitter
described above requires extremely accurate align-
ment of the components. A much simpler version can
be obtained by making use of 'fibre splitters'. In these
components the beam is split by a special technique in
which the actual splitting takes place in the glass fibre.
When these components are more widely available, the
version in fig. lb will be preferable. In the first fibre
splitter (FSI) the light is split into a reference beam
and a beam that goes to the object, where it is reflected.
In its turn the reflected light is split in FS2. Some of
this light is fed to the detector, where it interferes with
the reference beam. This version eliminates the tedi-
ous process of alignment. The various components
can easily be interconnected by optical fibres.

Another example of an unusual application of light
guides is the coating -thickness monitor, which is used
for measuring the thickness of an infrared -reflecting
coating while it is being applied to the inside of the
outer glass envelope of low-pressure sodium lamps.
This coating, typically of In203:Sn, transmits the

visible light but reflects the infrared. In this way the
temperature required for optimum sodium pressure in
the discharge tube is maintained (31. This coating is
applied at a temperature of about 500 °C.

The monitor (fig. 2a) consists of two light guides
with an outer diameter of 2.5 mm and a core diameter
of 1.9 mm. They are about 1 m long, with a tempera-
ture difference of about 500 °C between the measure-
ment end and the other end, which is at room tempera-
ture. At one end of each light guide there is a connec-
tor that couples the light guide to a 'bundle' of optical
fibres. These bundled fibres provide the connections
to the light source and the processing equipment,

a

b

Con

LG

)1

d!"
Fig. 2. a) Diagram illustrating the measurement of the thickness
of an infrared -reflecting coating in a low-pressure sodium lamp.
Li light source. F optical fibres. Con demountable connectors.
Mo monochromator. D detector. LG light guides (diameter 2.5 mm)
with bevelled end faces. B glass envelope of the lamp. C infra-
red -reflecting coating. b) Detail of the path of rays (not to scale).
Oa, Ob, Oc angle of light beam to the normal in air, glass and
coating. r1, r2 beams reflected by the coating. d) thickness of the
coating. Other symbols as in (a).

[1]

[2]

131

K. Mouthaan, Optical communication systems with glass -fibre
cables, Philips Tech. Rev. 36, 178-181, 1976.
Some differences between single -mode and multimode optical
fibres are mentioned in the article by A. J. A. Nicia, Philips
Tech. Rev. 42, 245-261, 1986.
See pages 226-231 of H. K8stlin and G. Frank, Thin-film
reflection filters, Philips Tech. Rev. 41, 225-238, 1983/84.
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which is located a few metres away. The light from a
light source is conducted to the measurement location
by one of the light guides. The emergent beam is re-
flected from the coating being measured, picked up by
the other light guide and conducted to the detector.
To ensure that the optical axes of the two parallel light
guides are directed towards the same point on the
coating, the end faces of the guides are bevelled, as
shown in fig. 2.

The principle of the measurement again depends on
interference. Since the light beam is reflected from
both sides of the selective reflecting coating, two re-
flected beams are obtained, which interfere because of
the difference in optical pathlength (fig. 2b). If the
thickness of the coating increases, the detector will
again detect variations in the intensity of the incident
light. Snell's law states that

na
sin Oc = - sin Be,

nc

where 0 is the angle between the light beam and the
normal, and n is the refractive index. The subscripts a
and c indicate that the quantity relates to air or the
infrared -reflecting coating. Since na = 1, then for
small values of 0:

cos 0a = 1
sine 0a

2 nc2

It can be seen from fig. 2b that the optical path differ-

ence / between the two reflected beams is 2ncd/cos 0a.
Bearing in mind that maxima in the intensity will
occur at values of d at which I= mil, and using the
expression above for cos Oc, we find that the increase
Ad in the thickness of the coating for the detector sig-
nal to go from one maximum to the next (i.e. when m
increases by one), is given by

/ sine Oa

Ad =
A

nji 2 nag/

The distance between a maximum and an adjacent
minimum is half this value, of course. In practice it is
equal to about A/6.

The method described here has already been used
successfully for a few weeks in the production of low-
pressure sodium lamps. The development of a new
version suitable for measuring temperatures up to
800 °C is now in an advanced stage. This version will
make it possible to measure the thickness of coatings
applied by certain CVD (chemical vapour deposition)
processes.

P. J. W. Severin
A. P. Severijns

Dr P. J. W. Severin and A. P. Severijns are with Philips Research
Laboratories, Eindhoven.
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1937 THEN AND NOW 1987

Lighting the Eiffel Tower
Philips have long played a part

in the lighting of all kinds of
structures. One particularly fine
example is the Eiffel Tower in
Paris, which was given a highly
up-to-date lighting system in
1937 at the time of the Paris
International Exhibition of Arts
and Technology. A number of
searchlights were included as a
special feature. These had Philips
high-pressure mercury lamps with
water cooling. The illustration I*1
at the lower right gives an im-
pression of this installation,
which was modified many times
through the years.

Some time ago Philips installed
a completely new lighting system,
with nearly 300 fittings, most of
them containing a 1000 -watt
high-pressure sodium lamp
(photo lower left). This gives a
much better impression of the
silhouette and the detail of the
construction of the tower (large
photo), and reduces the glare for

visitors climbing the tower in
the evenings. The new system
also cuts the electricity con-
sumption by a half, and main-
tenance is now very much
easier because a computer can
identify breakdowns in any
section of the system. The
illumination is switched on
automatically when the day-
light level falls below 10 to
15 lux.

E*1 From: Philips Technical Review,
December 1937.
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Laser diagnostics for low-pressure mercury discharges

P. van de Weijer and R. M. M. Cremers

In optical measurement systems the laser is perhaps the most convenient type of light source.
The special features of the laser that set it apart from other light sources are the high intensity
of laser light and the distance over which the light is coherent. There are many examples of
the utilization of these special features. The high value of the coherence length enables dis-
tances to be determined extremely accurately, as in the COLATH lathe and the Compact Disc
player PO . The high intensity in a small wavelength range is very useful in spectroscopy. The
authors of the article below have used a laser for determining the lifetime and density of ex-
cited mercury atoms in a low-pressure mercury -vapour discharge - the origin of the light in
the well-known fluorescent lamp.

Introduction

The principal application of low-pressure mercury -
vapour discharge is in fluorescent lamps. The most
familiar example is probably the tubular fluorescent
lamp. Smaller types, such as the Philips SL* and PL*
lamps, have also been on the market for some time.
Although these lamps are relatively expensive, their
advantages compared with incandescent lamps are
their longer life and their higher light output per unit
of energy.

A fluorescent lamp consists of a glass tube filled
with a mixture of mercury vapour and an inert gas [1].
The mercury vapour pressure is determined by the
temperature of the tube wall and is about 1 Pa. The
inert -gas pressure is a few hundred Pa. When an elec-
tric current is passed through this gas mixture the mer-
cury atoms can be ionized by collisions with electrons
and thus maintain the discharge, or they can be raised
to an excited state and then decay to the ground state,
accompanied by the emission of radiation. In a low-
pressure mercury -vapour discharge lamp this process
produces ultraviolet radiation, which is converted
into visible light by a fluorescent powder on the tube
wall (hence the name fluorescent lamp). The inert gas
is not excited by collisions with electrons, or only
slightly so, since the primary excitation energy of the
inert gas is much higher than that of mercury. The
inert gas therefore makes no direct contribution to the
light output in fluorescent lamps; its function is to

Dr P. van de Weijer is with Philips Research Laboratories, Eind-
hoven; Ing. R. M. M. Cremers, formerly with these Laboratories,
is with the Glass Main Supply Group, Philips NPB, Eindhoven.

reduce the mean free path of the electrons. If there
were no inert gas in the discharge, the mean free path
of the electrons would be very large, and most of the
electrons would lose their energy to the wall of the
tube before they could transfer it to the mercury
atoms.

The radiation output of the discharge depends
mainly on the number of mercury atoms that can be
excited by collisions with electrons. The conditions in
the discharge must be such that these excited atoms
can lose their energy as radiation and not via mechan-
isms such as collision with other particles. Important
parameters in these processes are the radius of the dis-
charge tube, the densities of the mercury vapour and
the inert gas, and the magnitude of the current through
the discharge. Models based on fundamental pro-
cesses in these gas discharges have been developed for
calculating the effect of the parameters on the radia-
tion output of the discharge [2] . The excitation and
decay mechanisms of the mercury atoms play an im-
portant part in these models. Methods of determining
the density and lifetime of excited mercury atoms
have been studied at Philips Research Laboratories.
The object of these measurements is to test the models
and to improve them.

A mercury atom in the ground state (61S0) has two
electrons with opposite spins in the outer shell, the 6s
shell. As a result of collisions with electrons in the dis-
1*] T. G. Gijsbers, COLATH, a numerically controlled lathe for

very high precision, Philips Tech. Rev. 39, 229-244, 1980;
special issue 'Compact Disc Digital Audio', Philips Tech. Rev.
40, 149-180, 1982.



Philips Tech. Rev. 43, No. 3 LASER DIAGNOSTICS 63

charge one of the 6s electrons may be excited to a
higher energy level. After the ground state, the lowest
excited states, the 6P energy levels, have the highest
population in the discharge. The radiative transitions
from the 61P1 and the 63P1 levels to the ground state,
at wavelengths of 185 nm and 254 nm respectively,
form the main contributions to the radiation output
of the mercury discharge. Fig. 1 shows the energy -level
diagram with the energy levels and radiative transi-
tions that are significant in our investigation. The tran-
sitions from the 63P0 and 63P2 levels to the ground
state are optically forbidden. These levels are called
metastable levels. Although these metastable levels
make no direct contribution to the radiation output,
they do play an important part in the experiments
described in this article.

The photons generated in the permitted transitions
to the ground state may be absorbed again by a mer-
cury atom in the ground state and will thus not con-
tribute immediately to the radiation output. This pro-
cess is known as radiation trapping or imprisonment
of radiation. The lifetime of an excited state that is of
importance for the radiation output is therefore not
the natural lifetime. The important parameter is the
time that elapses between the moment when the ex-
cited state is reached and - after repeated absorption
and emission of the UV photon - the moment at
which the UV photon reaches the wall. At this moment
the fluorescent powder on the wall emits a visual
photon. This time is called the effective radiation life-
time (r). As this effective lifetime increases, the pro-
bability that the atom in the excited state will lose its
energy through collisions with other particles also in-
creases. This is why the effective lifetime of the excited
state - as well as the density of the excited mercury
atoms - has an important bearing on the radiation
output of the lamp. To measure these two quantities,
lifetime and density, we have made use of a laser.

The energy level whose lifetime we want to measure
is populated by means of a laser pulse via a higher
level. The time -dependent fluorescence signal, which is
a result of the transition from the level of interest to the
ground state, then gives the effective lifetime we wish
to know. Compared with the usual method, which
consists in directly populating the level of interest
from the ground state, this method has the advantage
that the measurement of the fluorescence signal is not
perturbed by scattered laser light, since the wave-
length of the radiation used for populating the level is
different from that of the fluorescence radiation.

The density of the atoms in an excited state can be
determined by using the 'hook' method. Interference
patterns in the neighbourhood of an absorption line
are measured, giving the refractive index as a function

of wavelength. This can be used to determine the den-
sity of the atoms at the lower energy level of the tran-
sition.

This method has certain advantages compared with
the more conventional absorption method. The shape
and width of the line do not have to be known, and the
dynamic range is greater than that of the absorption
method. On the other hand, the absorption method is
somewhat more sensitive, which implies that absorp-
tion measurements give more accurate results than the
hook method at low densities.

If the density at a particular energy level and the
effective lifetime of that level are known, the radia-
tion output of that level - the ratio of the two quan-
tities - can be calculated and compared with the
directly measured output. This comparison provides a
check on the reliability of the different experiments
involved in this procedure.
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Fig. 1. Energy -level diagram of a mercury atom; only the levels of
interest in the present study are shown. The transitions that make
the major contributions to the radiation output of the low-pressure
mercury -vapour discharge are those from the 63P1 and the 61P
levels to the ground state 61S0. This is ultraviolet radiation with
wavelengths of 254 nm and 185 nm respectively. The other transi-
tions play a part in the determination of the lifetime and density of
mercury atoms at the 63P and 61131 levels. The wavelengths are
indicated in nm.

[1]

[2]

In the TL lamp type this is a straight cylinder, in an SL* lamp it
is a doubly folded cylinder, while a PL* lamp consists of two
parallel cylinders connected at one end.
The model we used is based on the work of M. A. Cayless (Br.
J. Appl. Phys. 14, 863-869, 1963). The present version of the
model was developed by F. A. S. Ligthart and D. B. de Mooij
(Bull. Am. Phys. Soc. 24, 126, 1979).
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We shall first discuss the determination of the effec-
tive lifetime of the two principal excited mercury levels
(63P1 and 61P1), and then we shall consider the hook
method for determining the excited -state density and
our proposed improvements. Finally, the radiation
output of the discharge calculated from our measured
quantities will be compared with the experimental
data.

Lifetime measurements

The lifetime of mercury atoms at the 63P1 level

The radiative transition from the 63P1 level to the
ground state (A. = 254 nm) makes the most important
contribution to the radiation output of the low-pres-
sure mercury/inert-gas discharge. For the effective
lifetime of this level to be determined it must first be
populated. Normally this is done by irradiating the
mercury atoms in a vapour cell with periodically inter-
rupted 254-nm radiation from a low-pressure mercury
discharge. The intensity of the fluorescent radiation,
which also has a wavelength of 254 nm, is recorded as
a function of time, and this gives the required life-

time °I -M. This procedure has some disadvantages,
however. The absorption of the 254-nm radiation in
the mercury -vapour cell is so high that this radiation
can only excite atoms in a small part of the cell. The
excitation profile therefore differs from the 63P1 den-
sity profile in a discharge lamp. This need not be such
a difficulty, however, because the theory indicates that
the variation of the fluorescence signal can be des-
cribed after some time by a time constant that cor-
responds to the lifetime of the level 181. One of the
reasons for making a further study of the lifetime of
this level was that we wanted to see whether the shape
of the excitation profile really does not affect the value
of the lifetime. An advantage of our method of meas-
urement is that excitation and fluorescence radiation
have different wavelengths, so that it is relatively easy
to prevent scattered excitation radiation from affect-
ing the fluorescence signal.

Another reason for our study was that earlier meas-
urements had been carried out on mercury vapour in a
cell, whereas we are also interested in mixtures of
mercury vapour and inert gases, because of their
application in fluorescent lamps.

The principle of our method is as follows. A low-
pressure mercury/inert-gas mixture is irradiated for
10 ns with a laser pulse of 405 nm wavelength. This
has the effect of exciting mercury atoms from the
metastable 63P0 level to the 73S1 level (fig. 1). The
atoms decay from this level to the 63P levels with a
known time constant of 8 ns. The result is that the
63P1 level becomes temporarily overpopulated. The

time -variation of the decay of atoms from this level to
the ground state can be determined from the variation
of the fluorescence signal. This signal is recorded with
a photomultiplier and an integrator. Since excitation
and fluorescence radiation have different wavelengths,
the scattered laser light can be separated by a filter
from the fluorescence radiation to be detected. To
obtain the most uniform irradiation of the discharge,
we made the diameter of the laser beam larger than
the diameter of the discharge tube. There is very little
decrease in the intensity of the laser beam after it has
passed through the discharge tube. This is due not
only to the greater intensity of the laser compared
with the excitation radiation of a discharge lamp, but
is also a consequence of the fact that the atoms are
now not excited from the ground state but from the
less densely populated 63P0 level. There is much less
absorption at 405 nm than at 254 nm. In this way the
discharge is irradiated as uniformly as possible and as
a result the excitation profile in the 63P1 level is an
exact copy of the radially symmetrical density profile
at the 63130 level.

This method does have a disadvantage, however,
compared with the method mentioned earlier. For
atoms to be available at the 63130 level the measure-
ments have to be made in a discharge. But the dis-
charge current has to be very low, to prevent atoms at
the 63P1 level from losing their energy except through
non -radiative transitions (e.g. by collisions with elec-

trons). An incidental advantage of this low discharge
current is that the laser -induced fluorescence signal
from the 63P1 level is many times larger than the
emission signal caused by the discharge itself.

This effect follows from the fact that the density in the 63P1 level
and in the metastable levels (91 depends in a different way on the
discharge current. At high currents the densities of the atoms at the
63P levels are comparable because they are coupled by exciting and
de -exciting collisions with electrons. At low currents, i.e. at low
electron densities, this coupling is absent. At this low electron den-
sity the metastable levels are more densely populated than the 63P1
level, because atoms at these levels can only lose their energy by
diffusion to the wall, which is a much slower process than a radia-
tive transition - the way in which atoms at the 63P1 level lose their
energy. The result is that the number of mercury atoms transferred
from the metastable 63P0 level via the 73S1 level to the 63P1 level is
large compared with the number of mercury atoms already present
at the 63P1 level in the steady-state discharge.

To test our method of measurement we first of all
determined the natural lifetime of the 63P1 level in a
pure mercury discharge. When the vapour density of
the mercury is made low, by keeping the wall tempera-
ture low, no radiation trapping occurs and the time
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constant of the fluorescent radiation is the natural
lifetime of that level. The result of our measurements,
120 ± 2 ns, is in agreement with the results of others
(values reported in the literature show a spread from
114 to 122 ns (51-(71). If we increase the wall tempera-
ture of the discharge tube, thus increasing the mercury
vapour pressure, radiation trapping occurs and we
measure the effective lifetime of the level. This effec-
tive lifetime is determined not only by the mercury
pressure but also by the dimensions of the tube. If we
take the discharge tube to be an infinitely long cylin-
der, then the effective lifetime of the atoms in an
excited state is a function of the tube radius. In fig. 2
the effective lifetime that we measured is plotted as a
function of koR, where R is the radius of the dis-
charge tube and ko the absorption coefficient for the
254 nm radiation, a measure of the mercury vapour
pressure. This figure also shows the effective lifetimes
measured 131-(71 and calculated DO] Ell] by others. The
agreement between the results of the different experi-
ments is good. In the older experiments an asym-
metric excitation profile was used, whereas we took
particular care to ensure that the excitation profile
corresponded as closely as possible to the symmetrical
63P1 density profile in a fluorescent lamp. The good
agreement achieved in spite of this difference seems to
confirm the correctness of the theory that predicts
that the measured effective lifetime will be indepen-
dent of the excitation profile.

Seeking further support for this conclusion we car-
ried out a number of experiments with local excitation
profiles (e.g. using narrower laser beams), but none of
these changes produced any essential change in the
results. Differences between the results were no more
than 10%, which is within the experimental error. It

D. Alpert, A. 0. McCoubrey and T. Holstein, Imprisonment
of resonance radiation in mercury vapor, Phys. Rev. 76,
1257-1259, 1949.
A. V. Phelps and A. 0. McCoubrey, Experimental verification
of the 'incoherent scattering' theory for the transport of reso-
nance radiation, Phys. Rev. 118, 1561-1565, 1960.
G. H. Nussbaum and F. M. Pipkin, Correlation of photons in
cascade and the coherence time of the 63P1 state of mercury,
Phys. Rev. Lett. 19, 1089-1092, 1967.
J. V. Michael and C. Yeh, Absolute cross section for
Hg(3P1) + H2 and the imprisonment lifetimes for Hg(3P1) at
low opacity, J. Chem. Phys. 53, 59-65, 1970.
J. A. Halstead and R. R. Reeves, Determination of the lifetime
of the mercury 63P1 state, J. Quant. Spectrosc..& Radiat.
Transfer 28, 289-296, 1982.
C. van Trigt, Analytically solvable problems in radiative trans-
fer. IV, Phys. Rev. A 13, 726-733, 1976.
M. Koedam and A. A. Kruithof, Transmission of the visible
mercury triplet by the low pressure mercury -argon discharge;
concentration of the 63P states, Physica 28, 80-100, 1962.
P. J. Walsh, Effect of simultaneous Doppler and collision
broadening and of hyperfine structure on the imprisonment of
resonance radiation, Phys. Rev. 116, 511-515, 1959.
A. V. Phelps, Effect of the imprisonment of resonance radia-
tion on excitation experiments, Phys. Rev. 110, 1362-1368,
1958.

was the first time that this theoretical prediction had
been supported by experimental data.

The next step was to measure the effective lifetime
of the 63P1 level in mercury/argon and mercury/kryp-
ton discharges. The presence of the inert gas shortens
the effective lifetime; the wings of the 254-nm absorp-
tion line are broadened by collisions between mercury
and inert -gas atoms, enabling the radiation to escape

100ps

10

v.d.Weijer & Cremers
Michael & Yeh 161
Nussbaum & Pipkin 151
Phelps 8 McCoubrey(41
Alpert & al. 131
Halstead & Reeves (7)

1

0

10 100
koR

Fig. 2. The effective radiation lifetime (r) of the 63P1 level of mer-
cury atoms in a mercury discharge (tube diameter 13 nm, length
500 mm, wall temperature varying from - 15 °C to + 84 °C) as a
function of koR (R is the radius of the discharge tube and ko the
absorption coefficient [101, which at low pressure is proportional to
the mercury vapour pressure). The symbols indicate the measured
results, the continuous curves represent the calculated values.
Curve 1 was calculated from a theory that is only valid for large
values of koR [10], curve 2 from a theory that is valid for all optical
depths [11]
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Fig. 3. The effective radiation lifetime (r) of the 63P1 level of mer-
cury atoms in a mercury discharge, a mercury/argon discharge and
a mercury/krypton discharge as a function of koR. The pressure of
the inert gas is 400 Pa in both cases and the diameter of the tube is
36 mm. The continuous lines relate to the lifetime calculated from
the theory due to P. J. Walsh [13], for a mercury discharge (1) and
for a mercury/argon discharge (2).
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more easily from the discharge. At low mercury pres-
sures, when little radiation trapping occurs, the pre-
sence of the inert -gas atoms has little if any effect, be-
cause the radiation output is determined mainly by
the centre of the line. At high mercury vapour pres-
sures the radiation does not escape so easily from the
centre of the fine, and the wings of the line also make
an increasing contribution to the radiation output.
For this reason the effect of the inert gas will become
greater with rising mercury vapour pressure. Fig. 3
shows the effective lifetime for both discharges as a
function of koR. The data for the mercury/argon and
the mercury/krypton discharges differ from each
other by no more than the experimental error of 10%,
which means that the line broadening caused by colli-
sions with krypton atoms is the same as that caused by
collisions with argon atoms. This was not previously
known. Comparison of the results with the theoretical
curves does not come out so favourably as it does in
the case of a pure mercury discharge, but the differ-
ence is nowhere greater than 30%. In the range of
direct relevance to fluorescent lamps - effective life-
time 1 to 3µs - the difference between theory and
experiment is much less than 30%. Here, therefore,
the theory gives a reasonable description of the effec-
tive lifetime of atoms at the 63P1 level.

The lifetime of atoms at the 61131 level

Until recently no experimental or theoretical data
about the effective lifetime of the 61P1 level were avail-
able. Model calculations used the theory on which the
calculation of the lifetime of the 63P1 level is based. It
is assumed in that theory, however, that in a transi-
tion of atoms from the ground state to an excited state
and the subsequent decay to the ground state after the
natural lifetime, the photons have wavelengths cover-
ing the whole width of the absorption profile (com-
plete spectral redistribution [123). This assumption is
satisfied for the 63P1 level (natural lifetime 120 ns) but
not for the 61131 level (natural lifetime 1.3 ns). As a
result of this assumption, which is incorrect for the
61P1 level, the calculated lifetime is too short. This
can be explained in the following way. The probability
that a photon will be absorbed is highest at the centre
of an absorption line. If the emitted photon has a
wavelength close to the centre of the line - within the
Doppler width - there is a high probability that this
photon will also be absorbed. If complete spectral
redistribution occurs, a photon that is absorbed at the
centre of the line can be emitted in the wings, where
the probability of escape is greater.

Until recently only one experiment for measuring
the effective lifetime of atoms at the 61P1 level was
known [133. A dye laser tuned to a wavelength of

577 nm was used to measure absorption at the 61P1 -
63D2 transition in a low-pressure mercury discharge
(fig. 1). The density at the 61P1 level can be determined
from the absorption. The lifetime of the 61P1 level
can be found from the variation of the density as a
function of time in the afterglow of the discharge (141.
This is only possible when the discharge current is so
low that only radiative decay takes place from the
61P1 level to the ground state. An additional problem
arises here, however. The effective lifetime can only
be determined from these absorption measurements
when the 61P1 level in the steady-state discharge is
populated largely by collisions between mercury atoms
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Fig. 4. The effective radiation lifetime (r) of the 61131 level of mer-
cury atoms in a mercury discharge as a function of the mercury
vapour density NH8. The diameter of the discharge tube is 25 mm.
The mercury vapour densities correspond to wall temperatures of
0 °C to 80 °C. In this figure the results of the afterglow experi-
ments 1131 are compared with those of our measurements. Curves 1
and 2 are calculated lifetimes. Complete spectral redistribution is
assumed for curve 2, but not for curve I.

Fig. 5. The effective radiation lifetime (r) of the 61P1 level of mer-
cury atoms in a mercury/argon discharge with a diameter of
36.5 mm, as a function of the mercury vapour density NH8. The
circles indicate our experimental results, the continuous lines I and
2 are calculated lifetimes 1131. For the calculation of curve 2 com-
plete spectral redistribution was assumed, but not for curve I.
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in the ground state and electrons. In general this is
true in the case of low-pressure mercury discharges at
low current densities, but not in the case of low-
pressure mercury/inert-gas discharges. In such dis-
charges this level is populated by a two-step excitation
from the ground state via the 63P levels. The variation
of the density at the 61P1 level in the afterglow of the
discharge is then completely determined by the relaxa-
tion times of the 63P levels, which are much longer
than the effective lifetime of the 61131 level.

We measured the effective lifetime of the 61P1 level
in a low-pressure mercury/inert-gas discharge in the
same way as for the lifetime measurements for the
63P1 level. We irradiated a low-pressure mercury/
inert -gas discharge with a laser pulse of 10 ns duration
and 365.5 nm wavelength, thus causing a transition
from the metastable 63P2 level to the 63D2 level. From
this level there is radiative decay to the 61P1 level,
producing temporary overpopulation there. The 61P1
density in the steady-state discharge is orders of mag-
nitude smaller than the densities in the 63P levels. The
laser pulse therefore causes a considerable overpopu-
lation of the 61P1 level. The decay of the 185-nm fluo-
rescent radiation again gives the effective lifetime of
that level.

As a check we determined the effective lifetime in a
low-pressure mercury -vapour discharge. Fig. 4 shows
our results and the experimental results of H. A.
Post [131 as a function of the mercury vapour density.
Unlike the lifetime of atoms at the 63P1 level, the life-
time of atoms at the 61P1 level has a maximum as a
function of the mercury vapour pressure. This points
to a difference in the mechanisms of radiation trap-
ping in the two transitions. Comparison of the experi-
mental results with values calculated from the theory
(curves 1 and 2) in fig. 4 shows that in fact no complete
spectral redistribution takes place. For the calculation
of curve 2 a complete spectral redistribution was as-
sumed, but not for the calculation of curve 1. Good
agreement exists between the calculated and the meas-
ured lifetimes of atoms in the 61P1 level in a mercury -
vapour discharge. We next applied our method of
measurement to a mercury/argon discharge (see fig. 5).
Here again the measured relation between mercury
pressure and the lifetime of atoms in the 61P1 level is
described well by Post's theory in which no complete
spectral redistribution is assumed.

Density measurements

The hook method

We determined the density in the excited 6P levels
in low-pressure mercury -vapour discharges by means
of the 'hook' method. This method was introduced in

1912 by D. Roschdestwensky 1161. The principle of the
method is as follows. A monochromatic beam of light
passes through an interferometer consisting of two
beam splitters and two mirrors (fig. 6a). The beam is
split by the first beam splitter into two beams of equal
intensity, which are made to coincide again at the
second beam splitter by the two mirrors. If there is no
difference in pathlength between the two beams, no
interference patern appears. If the second beam split -
ter is at a small angle 0 to the other mirrors, an optical
path difference is introduced that causes an inter-
ference pattern to appear on the screen (fig. 6b). There
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Fig. 6. Diagram showing the principle of the hook -method experi-
ment. a) A monochromatic light source of wavelength A is used for
setting up the interferometer. The light beam is split by the beam
splitter B1 into two beams, which are made to coincide at the beam
splitter B2 by the mirrors M1 and M2. The beam splitter B2 is at an
angle of 0 to the other mirrors. An interference pattern is produced
on the screen S. b) The lines of the pattern on the screen have a
position given by y = (k/0)A, where k = 1, 2, 3, ... c) When an
image of the pattern is produced by a lens that focuses only in the
horizontal direction, a line with a (cosine)2 intensity distribution
appears on the screen. d) The interference pattern shown here
occurs when the monochromatic light source is replaced by a broad-
band light source and the light is dispersed after the interferometer.
e) Diagram of a hook spectrum. The distance between the two posi-
tions where the slope of the lines becomes zero is d

[12] If there are no collisions between the excited atoms and other
atoms, the thermal motion of the atoms may make the wave-
length of the emitted photon differ from that of the absorbed
photon by no more than an amount equal to the Doppler width.
If collisions do occur, which is the case when the natural life-
time is long enough, complete spectral redistribution takes
place. This means that the wavelength of the emitted photon
may lie anywhere within the absorption profile of the line.

[131 H. A. Post, Radiative transport at the 184.9-nm Hg resonance
line I, Phys. Rev. A 33, 2003-2016, 1986.

[141 The afterglow of the discharge is a state in which the voltage
across the discharge is switched off. Excitation of higher states
via collisions of electrons with mercury atoms in the ground
state has almost completely vanished within about a micro-
second. After this has taken place the decay mechanisms of the
excited levels can be studied.

[161 D. Roschdestwensky, Anomale Dispersion im Natriumdampf,
Ann. Phys. 39, 307-345, 1912.
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is a maximum in the light intensity when Øy = kA,
where y is the position on the screen, k is an integer
and Al is the wavelength of the laser light. This inter-
ference pattern is focused in one direction such that a
line appears on the screen with a (cosine)2 intensity
distribution (fig. 6c). The monochromatic light source
is now replaced by a broadband source and a grating
is placed between the interferometer and the screen
for spectral analysis of the light. An interference pat-
tern now appears on the screen (fig. 6d) with lines
(fringes) whose slope (dy/d.1) is given by

dy k

as 0
(1)

The lines have different slopes, but if k is large
(k> 1000) the difference between the slopes of neigh-
bouring lines is so small that they seem to be parallel.
Next, we put the discharge under investigation, with
refractive index n and length 1, into one arm of the
interferometer. In the other arm we put a vacuum
tube of the same length 1. This gives an additional op-
tical path difference of (n - 1)1. The slope (dy/d.1) of
the lines in the interference pattern is now given by

dy k I do_0+O
-(1,1

The determination of the slope will give us informa-
tion about the wavelength -dependence of the refrac-
tive index. A change in the refractive index will occur
in the neighbourhood of an absorption line. The inter-
action between the radiation and the medium in the
discharge tube is dependent on the wavelength of the
radiation. If this is a long way from the wavelength at
which absorption occurs (A 0), particles in the medium
will absorb little energy and there will be vibrations of
almost imperceptible amplitude. As the wavelength
approaches the absorption wavelength, the amplitude
of these vibrations will increase. It reaches a maxi-
mum when Al = Ao, where all the radiation energy is
absorbed by the particles. The vibrating particles
affect the propagation velocity of the wave, and this
effect can be observed as a change in the refractive
index of the medium. The refractive index changes
not only when A = A0, but also in the neighbourhood
of the absorption line. A mathematical description
of this mechanism is given by Sellmeier's equation.
Under certain conditions the relation between the
wavelength and the refractive index in the neighbour-
hood of an absorption line is (16]

ro Nf A(3)n - 1 -
47c (A A o) 2

where r0 is the classical radius of the electron, N the
density at the lower level of the transition and f the

(2)

(3)

oscillator strength of the transition. Combining (2)
and (3) gives

dy k ro Nf A3 1

- 0 4710(21 - A0)2

for the slope of the lines.
This slope becomes zero at two values of the wave-

length. The position at which this happens is called a
`hook'. The distance between two of these points on
opposite sides of an absorption line is called 4 . The
density N at the lower level of the transition is then

7C k42N -
f ro Ao 1

(4)

(5)

and can be calculated if k and LI can be measured in
the interference pattern and f is known. The value of
k can be determined from the undisturbed part of the
interference pattern a long way from the absorption
line (171 . An example of an interference pattern ob-
tained with the hook method is given in fig. 7.

A diagram of the arrangement used in our experi-
ments is shown in fig. 8. The light source was a dye
laser, pumped by a pulsed nitrogen laser. The spectral
bandwidth of the dye laser was 0.01 nm, narrow
enough for adjusting the interferometer (see fig. 6b
and c). To record the interference spectrum (see fig. 6d
and e) we need a broadband light source. We there-
fore remove the grating of the dye laser, which is res-
ponsible for wavelength selection when the laser is
used at narrow bandwidths, and substitute a mirror
for it. The bandwidth is then determined by the band-
width of the dye (10-20 nm).

The light source formerly used in the hook -method experiment
was a lamp in combination with an interference filter. The band-
width of this light source is of the order of 10 nm. Since the coher-
ence length of such light sources is small, both arms of the inter-
ferometer must be made equal to an accuracy of a few tens of
microns when the interferometer is set up (fig. 6b). This obviously
made setting up a tedious process.

With the narrow -band dye -laser the two arms of the interferom-
eter only have to be equal to an accuracy of a few centimetres to
give the interference pattern of fig. 6b. The introduction of the laser
has obviously greatly simplified the hook -method experiment. In
recent years there has consequently been a marked increase in the
use of this method.

After the broad -band laser beam has passed through
the interferometer, a spectral analysis of the light is
necessary. In this respect our arrangement differs from
that used by other experimenters. Formerly a com-
mercial spectrometer was used for this. We only used
a grating, however. The advantage of using a grating
is that the optical components can be adjusted in such
a way for each range of wavelengths that the angle be-
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Fig. 7. Example of an interference pattern as observed near the
absorption line at 546 nm (the transition from 73S1 to 63P2). The
vertical pattern of fringes is due to interferences that occur in the
dye laser between two partially reflecting surfaces, and is used for
calibrating the wavelength scale. The distance between two vertical
fringes corresponds to 0.03 nm.

N2 laser

dx aF
dx cos 13

200 mm I nm

dye
loser

Polaroid
M1/

/M2

Fig. 8. The arrangement for the hook -method experiment. A dye
laser pumped by a pulsed nitrogen laser acts as the light source. The
discharge tube is mounted in one arm of the interferometer, and the
other arm contains a tube of the same length in which a vacuum is
maintained. After the interferometer the two beams are combined
to form an image on a two-dimensional detector (a Polaroid
camera) by two lenses L (focal length F = 4 m) via a grating G
(a = 2400 lines/mm), which disperses the light. a is the angle
between the normal to the grating and the incident beam, )6 is
the angle between the normal to the grating and the diffracted
beam 1181. If this angle is made as close as possible to 90 °C, the
dispersion is at a maximum. The dispersion obtained in this way,
dx/dA = aFicosfl, is 200 mm/nm. The interference pattern is
sufficiently large to be able to establish the distances in the pattern
to the required accuracy.

tween the normal to the grating and the diffracted
beam (fl in fig. 8) is about 90° [181. This gives a high dis-
persion. We can also use lenses with a large focal length
F for focusing the beam, which makes the dispersion
even higher. These two factors finally result in a dis-

persion that is generally of the order of 200 mm/nm;
see fig. 8. This is almost two orders of magnitude
better than the dispersion that can be achieved with a
good spectrograph. It is thus no longer necessary for
the interference pattern to be enlarged before the
required quantities (k, 4) can be determined with
sufficient accuracy. Our arrangement is not only
cheaper, but components can be adjusted much more
rapidly, since the effects on the interference pattern
are immediately visible. A disadvantage is that the
dispersion has to be redetermined from the experi-
mental geometry for every wavelength of interest.
With # close to 90°, a small inaccuracy in this angle
can give a large inaccuracy in the result.

Fortunately, we can turn to another method of de-
termining the dispersion. The vertical interference
fringes, which can be observed in fig. 7 and which we
first found to be a nuisance, now serve a useful pur-
pose. This vertical interference pattern is the result of
interference between two partially reflecting surfaces
in the dye laser used as the light source in our experi-
mental arrangement. The distance D.I between two
vertical fringes is given by

A2
= ,

2L
(6)

where L is the optical pathlength between the two par-
tially reflecting surfaces. By counting the number of
vertical interference fringes between two emission
lines of known wavelength, we can determine the dis-
tance L. The distance between two vertical lines in the
interference pattern is used to calibrate the wave-
length scale.

The density of mercury atoms at the 63P1 and 61P]
levels

We used the hook method to determine the densities
of atoms in the excited states in a mercury/argon dis-
charge. In fig. 9 the measured values are plotted as a
function of the wall temperature, which determines
the mercury vapour pressure. In this figure our results
for the 63P levels are compared with the results of
[18] W. C. Marlow, Hakenmethode, Appl. Opt. 6, 1715-1724,

1967. The conditions for the validity of Sellmeier's equation
are: A - do must be large compared with the absorption width
of the line; A0 must be remote from all other absorption lines;
the density at the lower level of the transition must be large -
compared with the density at the upper level. These three con-
ditions are fully satisfied in the low-pressure mercury -vapour
discharges studied here, so that in our case this method can
readily be used for determining the density.

1171 For parallel fringes at A and A + AA, then kAA = p(A + AA),
where p is the number of fringes in A.I. If AA is small com-
pared with A, then k =

1181 The angle between the normal to the grating and the incident
beam is a. In the 'reflected' light beam, maxima are produced
because of diffraction. These maxima occur at an angle # to the
normal to the grating. 13 satisfies (sin a + sinfl) = amA, where
m = 1, 2, 3, ... .
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Fig. 9. The density of mercury atoms at the three 6P levels in a mer-
cury/argon discharge as a function of the wall temperature (diam-
eter of the discharge tube 36 mm, discharge current 400 mA, argon
pressure 400 Pa). I Absorption measurements by M. Koedam and
A. A. Kruithof [211. 2 Measurements by F. A. Uvarov and V. A.
Fabrikant, made by the hook method 1181. 3 Our measurements,
also made by the hook method.

others [31 [191 . The results for the density in the 63P1
level are in good agreement with each other. Strangely,
our results for the density in the two metastable levels
show more agreement with the absorption measure-
ments than with the measurements made with the
hook method. This agreement is in reality not so good
as suggested in fig. 9. In both methods, absorption
measurements and hook method, the product of the
oscillator strength of the transition and the density at
the lower level of the transition are determined. The
oscillator strengths of the transitions required for cal-
culating the density at the 63P levels were not so well
known in 1962 as they are now. With the current
known. values for the oscillator strengths the absorp-
tion measurements for the 63P0 and the 63P2 levels
come out 15% lower.

The reason for the difference between the results
from the two hook -method experiments is not clear.
Different values for the oscillator strengths and a
greater experimental error of 20% are probably not
sufficient to explain the difference of a factor of two
in density.

The results for the density at the 611'1 level, given
in fig. 10, show an experimental error of 20%. No
other measurements of the density at this level are
known to us for the discharge conditions for our
measurements, so that a comparison of experimental
results is not possible. The experimental results can
however be compared with densities at that level cal-
culated with the aid of models. This comparison
showed a difference that we at first misinterpreted. It
turned out later that in calculating the density at the
61P1 level incorrect assumptions had been made
about the way in which the effective lifetime of this
level had been determined (complete spectral redistri-
bution, see page 66). When the correct effective life-
time of the 61P1 level is used, the calculated densities
are in good agreement with the measured densities, as
can be seen in fig. 10.

The radiation output of low-pressure mercury -vapour
discharges

Now that we know the lifetime and the density of
atoms in the two principal excited states, we can cal-
culate the radiation output of the low-pressure mer-
cury discharge. The radiation output of a gas dis-
charge at a particular wavelength can be expressed in
terms of the number of photons emitted per unit time
and per unit volume by the gas discharge, and is thus
equal to the ratio of the mean density - across the
diameter of the discharge tube - at the upper level of
the transition to its effective lifetime (NIT). We cal-
culated the output at a wavelength of 254 nm as a
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function of the wall temperature for two discharges
for which directly measured values were also avail-
able.

One was a pure mercury -vapour discharge (201.
These measurements and the values that we calculated
from the lifetime and density measurements are given
in fig. I la. The agreement between experiment and
calculation can be said to be good. Within the experi-
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Fig. 10. The density No at the 61131 level as a function of the
mercury vapour pressure in a mercury/argon discharge. The diam-
eter of the discharge tube was 15 mm, the discharge current was
500 mA and the argon pressure was 400 Pa. 0 Calculated densities,

experimental data. The vertical line indicates the experimental
error.
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Fig. 11. a) The measured radiation outputs [291 at a wavelength of
254 nm as a function of the wall temperature T of the tube of a mer-
cury discharge (diameter 38 mm, discharge current 450 m), and the
values that we calculated from the density N and the lifetime T.
b) The measured radiation output [211 at a wavelength of 254 nm
of a mercury/argon discharge (diameter 36 mm, argon pressure
400 Pa, discharge current 400 mA) and our calculated values.

mental error of 15% - there were three different
experiments - the results are the same.

The other discharge for which a comparison can be
made between measured and calculated radiation out-
put values is a mercury/argon discharge (211. The
agreement between measured and calculated results is
not so good as for the pure mercury discharge. For
wall temperatures higher than 50 °C the calculated
values are 25% above the measured values. We believe
that the agreement between measured and calculated
values is sufficient to permit the conclusion that the
quantities we measured are relevant parameters for
the radiation output.

The radiation output at a wavelength of 185 nm was
also measured for the mercury/argon discharges men-
tioned above. However, the density at the 61131 level
in these discharges is so small that the hook method is
not sensitive enough for a density measurement with
an acceptable error. In discharge conditions where the
61131 density is high enough to permit measurements
by the hook method (smaller diameter and hence
greater current density, see fig. 10) the 185-nm radia-
tion output was not measured. Because of this it is not
possible at present to compare the 185-nm radiation
output calculated from the density and lifetime of the
61131 level with a measured output as was done for the
254-nm line.

The main result of our measurements of the lifetime
and density of atoms at the 61131 level is the improved
understanding of the radiation -trapping mechanisms
that play a part in this transition.

[19] F. A. Uvarov and V. A. Fabrikant, The absolute concentra-
tions of excited atoms in the positive column of a mercury dis-
charge, Opt. & Spectrosc. 18, 433-437, 1965.

[29] F. A. Uvarov and V. A. Fabrikant, Experimental determina-
tion of the effective probability of photon emission by plasma
atoms, Opt. & Spectrosc. 18, 323-327, 1965.

1211 M. Koedam, A. A. Kruithof and J. Riemens, Energy balance
of the low-pressure mercury -argon positive column, Physica
29, 565-584, 1963.

Summary. A laser is used for measuring the lifetime and density of
mercury atoms at the 63P1 and 61P1 levels in a low-pressure mer-
cury/inert-gas discharge. The lifetime measurements are made by
irradiating mercury atoms with laser light whose wavelength is such
that the mercury atoms decay to the 63P1 and the 61P1 energy levels
from a higher excited state. The lifetimes can be determined from
the fluorescence signal of the subsequent transition to the ground
state. The measured lifetimes agree reasonably well with values
reported in the literature and have provided a better understanding
of the excitation and decay mechanisms in a low-pressure mercury/
inert -gas discharge. The density of the atoms at these levels was
determined by the 'hook' method, in which the wavelength -depen-
dent refractive index of the discharge in the neighbourhood of an
absorption line depends on the number of atoms at the lower level
of the transition. The densities at these levels and their lifetimes
were used for determining the radiation output of low-pressure
mercury/inert-gas discharges. Comparison of these calculated
radiation outputs with outputs measured directly show fairly good
agreement.
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Bright spots and bottlenecks
in Europe's future industrial development

W. Dekker

It has long been our editorial policy to include occasional articles of a more general nature
as well as the articles directly concerned with research and the results it provides. We are trying
in this way to bring the development of science into a broader perspective and to paint in the
backcloth against which our research is enacted.

In recent years economic developments have imposed much stricter boundary conditions
for our research activities than ever before. One result of these economic circumstances has
been that the management of our company has become more 'visible'. The problems that our
company has to contend with have been brought to the notice of various kinds of public
forum, especially since Dr W Dekker became President.

We hope the publication of the speech 'Bright spots and bottlenecks in Europe's future
industrial development' will make the reader more familiar with the outlook of the manage-
ment on certain socio-economic and political problems. It gives, we think, an impression of
the way in which the progress of technology and science are affected by external factors as well
as internal ones.

The speech printed below was given by Dr Dekker at the conference 'A competitive future
for Europe', organized by the Erasmus University of Rotterdam on the 12th and 13th Decem-
ber 1985, and has been made available to us by the Corporate External Relations Department.
The text of the speech is given verbatim; the editors have only added the figures.

Anyone who has regularly taken part in conferences
such as this over the last few years will have noticed
that 'the future' is a subject which crops up again and
again. For some of you 'the future' will stand for un-
certainty and threats, while for others it will above all
represent a challenge and new promises.

In my view, the future encompasses both these as-
pects. Its possibilities include positive as well as less
desirable developments. The direction in which the
future develops partly depends on our own efforts,
our will and our understanding of events. The object

Dr W. Dekker, formerly President of N.V. Philips' Gloeilampen-
fabrieken, is now Chairman of the Supervisory Board. This speech
is published with the permission of Philips International B.V., Cor-
porate External Relations.

of a conference such as this is to establish what fac-
tors are important, what options we have and what
strategies should be pursued.

`Forecasting is a difficult business, especially where
the future is concerned', people can often be heard
to sigh. And I heaved the same sigh when preparing
this introduction on 'Bright spots and bottlenecks in
Europe's future industrial development'.

It is not difficult to obtain a clear picture of which
industries in Europe are performing well or badly at
this moment. When it comes to finding the explana-
tions for this, however, we are groping more in the
dark. And in order to know which companies will
have disappeared by the year 2000 and which ones will
be flourishing, one would almost have to be a clair-
voyant.
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In seeking to answer questions like this one feels
like Banquo in Shakespeare's Macbeth, who exclaims:

`If you can look into the seeds of time
And say which grain will grow and which will not,
Speak then to me!'

Did Banquo perhaps himself foresee that he would
not survive until the end of the drama?

I do not regard it as my task to offer a judgement
here on which companies will and which will not sur-
vive beyond the year 2000. What I would like to do,
however, is to consider what demands will be made
on companies in the future and what changes will take
place in the environment in which they operate.

Let me begin by briefly outlining the future business
environment. One of the main conclusions here will
be that we are living in an age of rapid change in
which technological innovations are a crucial factor.
Following on from this, I shall then look more closely
at the significance of the new technology, or what is
generally known as 'high tech'. On the basis of an
example of a high-tech business within my own group
of companies I shall seek to list a number of condi-
tions for success. There are conditions which in my
view can be generalized, in other words they are con-
ditions which apply, mutatis mutandis, to many high-
tech industries.

I have already stated that the future will be deter-
mined to a significant extent by our own action, our
own objectives and understanding. Several actors are
involved. Industrialists, national governments and the
European organizations will all be called upon to
make their own contribution and all of them have
their own responsibility. I shall deal both with the
tasks which face companies and the conditions which
a European industrial policy should fulfil.

In conclusion I shall make a plea for what I call
`multiple reciprocity', an open form of cooperation
both between the countries of Europe and between
companies. In my view this type of cooperation is a
precondition for further European integration and
for the desired cooperation with regard to the new
technologies.

It seems that people in Europe - the ordinary citi-
zen, but also many politicians and parliamentarians
and many businessmen - often scarcely realize that
important shifts are taking place. It is true that books
like Toffler's 'The third wave' and Naisbitt's 'Mega -
trends' are printed in large editions, but the ideas put
forward scarcely seem to affect the reader's concep-
tion of the future 113.

Thus, what is referred to in a recent SER report as a
`Eurocentric system of thought' [21 often seems to be
in evidence. In other words, there is insufficient
awareness that Europe is no longer number one. In

the USA's future perspective, for instance, Japan is
probably more important than Europe.

This shift in emphasis is already well under way. To
take an example, trade between the USA and Western
Europe in 1979 was still worth over one billion dollars
more than trade between the USA and Japan plus
South -East Asia. In 1983, however, trade between the
USA and that part of Asia exceeded trade between the
USA and Europe by almost 29 billion dollars. If we
are not able to reverse this trend, a Pacific alliance will
emerge in which Japan and the United States call the
tune and Europe has to follow.

Some important trends which I see for the future of
industrial enterprise in Europe are:
1. A transition towards a multipolar world economy
in which, along with a further integrated Europe and
the USA, Japan and the newly industrialized countries
will constitute major centres of world production and
world trade.
2. A globalization of industrial production, as com-
panies increasingly produce for a world market
(fig. 1), with modifications being made locally to the
software and the design.
3. A transition to an information society in which
the greater part of the working population will be in-
volved in generating and processing information,
software perhaps becoming more important than
hardware.
4. An increase in the pace of technological innova-
tion and the emergence of new technologies and in -

Fig. 1. Trento, Italy. Refrigerators being produced on an interna-
tional scale.
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dustries (in electronics, biotechnology, new materials)
and of as yet unknown applications.
5. Significant socio-cultural and socio-political shifts
resulting in new forms of organization (with the
emphasis on autonomous groups, business units,
holdings) and new political conditions with deregula-
tion and a rethinking of the role of the state.

In describing the first trend as the emergence of a
multipolar world system I placed Europe alongside
the United States of America and Japan. Many people
will regard this as wishful thinking, and they are right.
I certainly wish Europe a place in the sun alongside
the USA and Japan. But I also believe that this is pos-
sible. I am not one of those pessimists who now des-
cribe the situation of European industry in the same
way as historians characterized the situation of the
Netherlands in the year of calamity 1672: 'The rulers
are helpless, the people senseless and the nation hope-
less'.

If European industry shows common sense and
goodwill its situation will by no means be hopeless.
Allow me to support my optimism by reference to a
number of indicators.

As far as technological innovation is concerned,
Europe is certainly not lagging behind. According to
the UN Statistical Year Book almost 96 000 patents
were granted in 1980 to the ten countries of the Euro-
pean Community, compared with almost 62 000 to
the United States and 46 000 to Japan.

Expenditure on research and development in
Europe is roughly 20% less than in the USA, but
greater than the amount spent by Japan.

In a number of sectors such as aviation, rail trans-
port technology, nuclear energy, new materials and
the chemicals industry, Europe still leads the way.
And Europe's position in important growth areas like
biotechnology and the space industry is far from
weak.

According to figures published by the OECD, the
increase in high-tech industry's share of total indus-
trial production in the European Community does not
lag behind that of the other major economic blocs,
Japan and the USA. The share of the most advanced
high-tech sectors (i.e. industries in which R&D expen-
diture was higher than 4% of the value of production)
in total industrial production in the European Com-
munity rose between 1970 and 1980 from 11.4% to
11.7%. In the same period there was a fall from
14.6% to 10.8% in the United States and a fall from
14.1% to 13.4% in Japan.

Nor is the European Community lagging behind in
average high-tech industry, where R&D expenditure is
between 1 and 4% of the total value of production.
On the contrary, with average high-tech industry

having a share of 32.2% of total industrial production
(in 1980), the European Community was in fact ahead
of Japan (30.1%) and the United States (31.6%).

However, Europe's relative share of trade in high-
tech products is lower than that of the USA and
Japan. On the one hand, this may be due to prices
being too high or quality being too low (which might
be the result of the fact that these industries emerged
in Europe under protective conditions). On the other
hand, trade barriers (often of a non -tariff nature, par-
ticularly in Japan) are also a factor. Over the last 20
years the export specialization coefficient - an indica-
tor expressing the share of technically advanced pro-
ducts in total exports or total industrial exports - has
shown that Europe's position has deteriorated in rela-
tion to the USA and Japan. Although this indicator is
open to considerable criticism, because it does not
take account, for instance, of such an important sec-
tor for Europe as chemicals and because intra-Euro-
pean trade has the effect of lowering this coefficient,
the trend, namely the gap between Europe on the one
hand and the USA and Japan on the other, should
give us cause for concern.

Looking at all the indicators which I have men-
tioned, I come to the conclusion that European in-
dustry still has good prospects. There are, however,
certain areas where Europe seems to be losing ground,
and it is here that a specific policy on the part of
government and joint efforts by European industry
are necessary to prevent a further deterioration of
Europe's position.

A European innovation policy will have to be sup-
ported both by individual governments and by the
supranational organizations.

High-tech industry assumes an important place in
the discussion about the kind of industrialization
policy to be pursued and the need for industrial inno-
vation. Although I in no way underestimate the im-
portance of high tech - and you would not have
expected anything else from someone representing the
electronics industry, a high-tech industry par excel-
lence - I would nevertheless like to put its impor-
tance in perspective.
 First of all, innovation not only has to be stimulated
in the high-tech industries but should take place over
a much broader field. New production technologies
should also be introduced in the more traditional sec -

Ell
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tors such as agriculture, textiles or the building in-
dustry. If productivity growth lags behind in these
sectors, this can indirectly have an adverse effect on
the growth potential of the high-tech industries. Inno-
vation in the more traditional sectors would also mean
that a sales market for new production technologies
would be created.

under the high-tech heading, even though they can no
longer easily be made without very advanced techno-
logical knowledge. The oil industry is a case in point.
Its end -product is not regarded as high tech, even
though high tech plays an essential role in the overall
production chain. The term 'high tech' is only rela-
tive, therefore, and we should not be blinded by it.

Fig. 2. Bokaro, India. Yet another picture of the contrast between the traditional East and the
modern West. In the future this contrast will become less marked, since the manufacture of lamps
and other high -value technical products will take place in the newly industrialized countries.

 Secondly, it is unlikely that high-tech companies will

be able to provide sufficient employment to absorb the
present surplus of labour. The cost of unemployment
can exert severe pressure on the potential of the new
industries for development. An all-round economic
revival should therefore be the aim. At the same time
we should beware that general measures aimed at
reducing unemployment do not have an inhibiting
effect on growth in the high-tech industries. These in-
dustries are often faced, for example, with a scarcity
of labour. It would not make sense to conclude the
same types of agreement on the reduction of working
hours with this category as with the abundant supply
of workers in the other sectors.
 My third observation concerns the term 'high-tech'
industry itself. According to the OECD definition,
high tech refers to industrial products which require
an above -average intellectual input. However, a num-
ber of products or industrial activities do not fall

 Nor should our interest in high tech make us forget
the importance of the service sector. The service sec-
tor already has a significant added value and is instru-
mental, moreover, in promoting high-tech industry.
One need only think of the provision of venture
capital and trade credit facilities, export assistance,
marketing research, effective and reliable transport
systems, etc.

Conditions for success

The business climate of the future will be different
from that of today. Different demands will be made
on high-tech companies. We must assume, for in-
stance, that the newly industrialized countries will not
be content to take over only the traditional industries
of the West, such as the footwear and textile indus-
tries or shipbuilding. Their ambitions and potential
go beyond this. In the future we shall also be con-
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fronted with tough competition from the newly indus-
trialized countries in the areas of high technology
(fig. 2). As a result, the life cycles of the various new
products will become shorter than we have been ac-
customed to until now and profit margins will become
smaller. If we add to this the fact that there will be
rapid increases in the cost of research, development
and production, we can only conclude that industrial
enterprise will increasingly become a high -risk enter-
prise in which only healthy companies with sufficient
reserves will be able to engage.

Let me illustrate this process with a practical
example from the manufacture of integrated circuits.
If we put the costs of a building for IC manufacture
in 1970 at 1, a further investment in installations and
machinery of 2.5 was required. The depreciation
periods for the building and the installations and
machinery at that time were 50 and 10 years respec-
tively.

In 1980 the investment costs for the building and
the installations and machinery amounted to 2.5 and
4.5 and the depreciation period was 50 and 7 years
respectively. For the near future - we are talking
about 1987 - we can assume a drastic increase in the
required investment up to an index value of 30 for
buildings and 72 for installations and machinery,
while the depreciation period will be further reduced
to 30 and 6 years respectively.

In 17 years' time we therefore see an increase in the
required investments by a factor of about 30, while
the depreciation period is reduced by roughly 40%.
The production capacity in this particular case in-
creases by a factor of 20. Although the total market
for integrated circuits will grow substantially in the
future, we shall only be able to obtain a reasonable
share of this growth market - and hence recoup the
capital invested - if we can meet the specific require-
ments of the customer, if the products are of excep-
tionally good quality and reasonably priced, if our
delivery reliability and service are unimpeachable and
if we put the product on the market at the right
moment.

I shall repeat these conditions once again because I
consider that they are a sine qua non for any industry
that wishes to be successful.

The conditions for success, together with their im-
plications, are:
 Customized production - This means having a
wide diversity of products, something which it will
only be possible to achieve with a modular construc-
tion of the product and a flexible production process
(fig. 3). The technological trend is moving in this
direction in many production and assembly sectors. It
also means having good relations with the customer

and in some cases supplying tailor-made software. We
can also note here that for some industrial companies
the delivery of software will become a more important
source of income than the delivery of the original
hardware.
 Good quality - The customer is becoming increas-
ingly quality -conscious. He demands quality and will
compare the quality of different products. As a result,

Fig. 3. The placement unit of an MCM machine (for Modular Chip
Mounting). It directs about 100000 electronic components an hour
to positions specified on a printed -circuit board by computer (and
therefore easily modified).

many technologically advanced consumer products
are assuming a professional or semi-professional
character.
 Delivery reliability and service - Operating on a
world market means that one creates a worldwide dis-
tribution network and where necessary can offer direct
service. This already applied in the past. For a number
of products the trend is towards a lower service requi-
rement. If, however, maintenance and repairs have to
be carried out, this often requires very specific know-
ledge, and service will have to be provided by the
manufacturer himself. Delivery reliability also means
that one is able to make products which conform to
the agreed performance characteristics - so we are
again talking about quality requirements, which are
becoming increasingly stringent.
 Good timing - In an innovative market with a lot
of competition this means that the innovation process
has to be shortened by the integration of research,
development, production and marketing. This calls
for integral design and a system -based approach to
the whole of the business.
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 A good price - In many cases it will only be pos-
sible to offer this if production is on a large scale and
if there is a significant domestic market. A large
domestic market often means more or less guaranteed
sales, which in turn means that initial costs are
covered and a much lower price can be offered abroad
(a strategy much favoured by Japan). As far as the
requirement of large-scale production is concerned,
we have witnessed a change in the last few years, under
the impact of new technological capabilities. The con-
cept of 'economies of scale' is being replaced by that
of 'economies of scope'. This implies that, while large
volumes should be produced, there should also be a
varied product mix, a family of products (fig. 4). In
many branches of industry we can see that the learn-
ing curve is falling more sharply. This means that if
one arrives on the market too late with one's product,
the market price for this particular product has al-
ready fallen, as a result of which the high initial costs
can no longer be recouped. - Closely related to the
aspects of timing and price is the last condition for
success, namely
 The right place - New products will have to be
offered where the demand for them first arises. Only
then will it be possible to offer them at the higher
prices which apply to the beginning of the
curve. This requirement with regard to location often
means having a physical presence in regions where in-
novations first take place. This often means having a
base in the United States (fig. 5) or Japan, where con-
sumers and government think more in terms of tech-
nOlogical innovations than is usually the case in
Europe.

Industrial policy

I shall now turn to industrial policy - the objec-
tives, the practice, and the conditions which from a
European point of view it should fulfil.

Industrial policy can have different characteristics,
such as:
a. Creating or maintaining employment.
b. Supporting or protecting new initiatives, or stimul-
ating innovations.
c. Safeguarding national independence and security.
d. Restructuring a branch of industry; often bringing
together a number of small companies.

These objectives apply at the national level but also
at a European level. In practice, industrial policy as
pursued by the various European countries has 'not
always' - and this is an understatement - had the
envisaged effect. Nationalistic and protectionist con-
siderations have frequently led to what from a Euro-
pean point of view are the wrong measures.

Let me list some of the adverse consequences:
 Inefficient companies have been kept alive.
 Protectionism has reduced the incentive to in-
novate, both with regard to products and production
processes.
 The same spearhead activities were often developed
in different countries of the community, which inevit-
ably resulted in duplication and over -capacity.
 The national market was often too small and the
companies operating in it were often of less than op-
timum size.

Fig. 4. Family of stereo cassette recorders all based on two types of
drive mechanism for the cassettes (foreground) and a circuit board
(behind it). Depending on the type of recorder, all of the electronic
components on the board are used, or only some of them.

 Nationally -oriented policies encouraged chauvinism
and prevented integration between companies in dif-
ferent European countries.

A European industrial policy has to meet a number
of conditions in order to prevent these problems. I
will summarize them in five basic conditions:
1. An industrial revival must come from the compa-
nies themselves - national and community policy
should support and stimulate initiatives from below;
cooperation between companies across frontiers
should be encouraged and measures taken to prevent
overcapacity.
2. It should be innovative and future -oriented - with
the emphasis on identifying and stimulating spear-
head activities and new high-tech industries; a struc-
tural transformation of the market sector should be
the aim, not the refurbishing and maintenance of out-
dated business.
3. The policy should be market -based - support
measures should be of a temporary nature; companies
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should ultimately be able to operate on a world
market.
4. The policy should result in a single homogeneous
European market. Key elements here are the har-
monization of legislation and standardization.
5. The policy should be consistent, transparent and
pragmatic - red tape should be cut; rules and regula-
tions which have proved ineffective or have become
outmoded should be withdrawn.

mation between the universities and the national and
Community research institutes; prevent duplication.
e. Stimulate cooperation between these research insti-
tutes and industry; create a link between theoretical
research and practical application; science transfer
points for small companies should be created in the
research institutes.
f. Prevent a brain drain (to the United States) by en-
hancing the status of research; start a number of

Fig. 5. In the United States the 'centre of gravity' of the electronics industry has for some time
being moving away from the East Coast towards the area around San Francisco on the West
Coast - including 'Silicon Valley', where Philips have established a base through the acquisition
of Signetics.

Within the framework of these basic conditions and
the problems referred to, a number of specific policy
measures can be formulated which could give a par-
ticular boost to high-tech industry in Europe. These
are measures to be taken both at the national and the
Community level:
a. Create a favourable tax climate for research and
development.
b. Stimulate cooperation between industries (not least
between small companies) in the new technology and
remove inhibiting regulations in this field.
c. Stimulate/subsidize relevant research which could
otherwise not be tackled because of the high risks in-
volved.
d. Stimulate cooperation and the exchange of infor-

inspiring, large-scale research projects; create con-
fidence in Europe's capacity for innovation.
g. Raise the quality and quantity of university educa-
tion; encourage more women to study in the areas of
the new technology.
h. Create technology parks; abolish bureaucratic rules
which stand in the way of the establishment of new
companies; help small businesses to implement new
initiatives.
i. Provide credit for financing and create venture
capital.
j. Place orders for development work and pursue a
procurement policy that stimulates innovation.

These 10 points for action should be tackled ener-
getically if we in Europe do not want to be left behind
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by the United States and Japan. To quote Mr Ponia-
towski of the European Commission [31, we should
prevent Europe from becoming the first 'colony of the
third industrial revolution'. If we do 'too little, too
late', Europe will become 'the continent of lost op-
portunities'.

But however energetically this industrial policy is
pursued, no industrial policy, either at a Community
or a national level, will be successful in the long term
if it is not embedded in or supported by the further
implementation and extension of the ideals of the
European Community.

I regard as a central task facing the European Com-
munity - the member states and both sides of in-
dustry in the member states:
1. The creation of a truly common market in which
European goods can move freely from one country to
another, without papers, documents _or other non -
tariff trade barriers and with a uniform system of
VAT.
2. The achievement of a convergent industrial policy
through, for instance, the liberalization of the present
nationalistic procurement policy; through the stan-
dardization of infrastructure facilities; through the
stimulation of a number of major European projects;
through acting as a single trading power in interna-
tional trade.
3. The creation of a European capital market and the
strengthening of the European monetary system.
4. Real European cooperation - through cooperative
competition; through cooperation between European
companies and through a broad interpretation of the
much -quoted principle of a 'fair return'.

The importance of all these elements of European
integration has been repeatedly emphasized by others
and by myself over the past few years. It is remarkable
how much consensus there is regarding what needs to
be done. It is likewise remarkable how much consen-
sus there is with regard to the urgency with which
these things need to be done. We really are running
out of time. Yet it is amazing how, despite this
unanimity, we are often unable to achieve our objec-
tives. In my opinion this can mainly be attributed to
an incorrect conception of how cooperation between
the parties involved should be organized.

Having discussed the changing face of the future,
the significance of high-tech industry, the conditions
for success and the industrial policy that should be
pursued, permit me to conclude this introduction by
saying a few words about the principle of a 'fair
return', about which so much has been said recently
in European circles. For the ancient Romans this was
the quid pro quo principle, in other words the idea
that if I do something for you, I can expect you to do

something for me in return - preferably directly and
preferably a bit more.

This principle may work in bilateral relations, but
not in more complex relations. It stands in the way of
cooperation in a wider framework.

The Nobel Prize winner Prigogine provides an inte-
resting theoretical illustration of the problem which I
have referred to here. He uses the analogy of a game
of billiards to illustrate how the principle of reci-
procity fails. A good billiards player can work out
precisely where a ball which is struck at a certain place
with a certain force will hit the third cushion. And,
conversely, another good billiards player can return
the ball to its original position. In billiards it is pos-
sible to speak of perfect reciprocity - at least, the
difference from the original position is so slight that
we scarcely notice it. It is an 'exchange situation' in
which what we give and what we get back are not
exactly the same but so close to one another that it
makes no difference. In an everyday bilateral exchange
situation this is quite normal. But you know that
things are much more complicated in a trilateral ex-
change relationship.

But let us return to Prigogine's example. He shows
that in a game played with seven cushions, or a bil-
liards table with seven sides, the principle of reci-
procity no longer works. If, before hitting the ball,
I arrange with someone behind the seventh cushion
that he will hit the ball back with the same force as
I hit the ball, so that I get back what I have given,
I shall be cheated. Prigogine demonstrates that we
cannot predict where the ball will come back. Making
`exchange agreements' thus becomes impossible.

Our example assumes an ideal billiards table with
seven cushions. In the European Community, however
- and I am now moving from physics to socio-poli-
tical reality - we work with twelve partners (fig. 6)
and the situation is far from ideal. The amounts con-
tributed and received are difficult to measure; it is
often a comparison of apples and pears and for some-
one who is thirsty (or for a poor country or region) an
apple means more than for someone who has apples
in abundance (a rich country). Nor will the priorities
always be the same in the different countries.

Cooperation in Europe therefore calls for more
than a narrow conception of a 'fair return' or the quid
pro quo principle. If we restrict ourselves to direct
bilateral or trilateral relations on the grounds that
with multilateral relatiOns it is not clear what we get
back in return for what we put in, then a truly inte-
grated Europe will never come about and we, shall
always fall short of our potential.

A rigidly conceived principle of a 'fair return' is
based on a failure to recognize the principles of reci-
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(Photo: European Community)

Fig. 6. The European Community building in Brussels. Are all the 'standard-bearers' prepared to
band together in 'multiple reciprocity', unconstrained by the straitjacket of a 'fair return'?

procity in a complex social context. If, by analogy
with Prigogine's example, we assume that in a com-
plex relationship with several actors you do not know
whether you will get anything back directly in return
for what you put in, we have to add that according to
the same theory you also receive things without being
able to show exactly where they come from.

A precondition for what I would like to call 'mul-
tiple reciprocity' is that all the partners take part in
the game. If we - governments and politicians, as
well as companies - remain the prisoners of a nar-

rowly defined 'fair return' strategy, this will be to
everyone's disadvantage. 'Prisoner's dilemma' and
`fair return' straitjackets can only be broken by
mutual trust, a joint objective and belief in the com-
mon cause.

Let us hope that our children will not be able to
accuse us of having displayed a lack of trust, vision
and faith in Europe.

DI See the interesting report No. A2-109/85, Europe's response to
the modern technological challenge, drawn up in 1985 by M. C.
Poniatowsky for the European Parliament.
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A ceramic differential -pressure transducer

V. Graeger, R. Kobs and M. Liehr

In process control the accurate measurement of pressure differences is of great importance,
since both volume flows and manometric heads can be derived from differential -pressure
measurements. The differential -pressure transducers now widely used have metal diaphragms,
but most metals eventually become corroded by aggressive process fluids. The Philips Ham-
burg research laboratories, Philips Forschungslaboratorium Hamburg, have developed a
transducer with a ceramic aluminium -oxide diaphragm. The transducer is now in production
at Process Control Instrumentation in Kassel, a German Philips company. The ceramic mat-
erial is resistant to virtually all corrosive fluids. In the production of the new transducers good
use is made of thick -film technology, originally developed for the manufacture of 'hybrid'
electronic circuits.

Introduction

The volume flow in a pipeline can be measured with
an orifice gauge, a plate containing an orifice of accur-
ately defined dimensions. The difference Ap between
the static pressure in front of the orifice plate and
behind it is a measure of the volume flow Qv, given by

Q
2,6,p

v =

where p is the flow coefficient, A the area of the orifice
and e the density of the liquid. This expression is
based on the well-known Bernoulli equation [11.

The head of liquid can be determined by measuring
the difference between the pressure at the top of the
liquid and at the bottom. The head H is proportional
to the measured pressure difference:

ApH=

where g is the acceleration due to gravity. In this way
the volume of liquid in a reservoir can be determined,
provided the dimensions of the reservoir are known.
Both types of measurement, of the volume flow in a
pipeline and of the volume of liquid in a reservoir, are
important in process control. It is essential in both

Dr V. Graeger, Dipl.-Ing. R. Kobs and M. Liehr are with Philips
GmbH Forschungslaboratorium Hamburg, Hamburg, West Ger-
many.

cases that the measurements remain accurate, that the
measuring instrument can withstand the temperature,
pressure and chemical aggressivity of the process
fluid, and that the instrument cannot cause explosions
by spark discharges.

Transducers for measuring pressure differences
usually have a measuring element in the form of a
stainless -steel diaphragm. The pressures are applied
to both sides of the diaphragm, which is deflected by
the difference in pressure. Small deflections are pro-
portional to the difference in pressure. In general it is
undesirable to expose such a diaphragm directly to
liquids or gases, which are frequently corrosive. The
differential -pressure transducers now in common use
are therefore of the dual -chamber type [21. The two
chambers are filled with an inert fluid, such as silicone
oil, and the chambers are separated from the actual
process fluid by auxiliary diaphragms. Dual -chamber
transducers therefore have three diaphragms, the
outer one of stainless steel, tantalum, titanium or
monel (a nickel -copper alloy). Transducers of this
type tend to be expensive because of the difficulties in
welding or soldering different metals.

The single -chamber differential -pressure transducer,
which is the subject of this article, is simpler in de-
sign and consists of one kind of material: ceramic, see
fig. 1. There are only two diaphragms, which are cir-
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cular and separated by a chamber filled with silicone
oil. Process fluids on both sides of the transducer exert
pressures pi and p2 on the diaphragms Mt and M2. If
the fluid in the transducer is incompressible and the
diaphragms are identical, they will both have the same
deflection 6. This is equal to the deflection of an imag-
inary diaphragm with a stiffness equal to twice the
stiffness of the individual diaphragms.

The displacement of the diaphragms can be meas-
ured by strain gauges, or with inductive or capacitive
displacement transducers. We used the capacitive type,
by integrating two capacitors with the transducer.
Electrodes for the capacitors are applied to the inside
of the diaphragms and on opposite sides of the central
ceramic plate Pl. The silicone oil that 'connects' the
two diaphragms flows through an opening in the plate.
The four electrodes form two capacitors with capaci-
tances C1 and C2. The deflection 6 at the centre of
each diaphragm is given by

6 = -1(cli - d2),

where d1 and d2 are the distances between the elec-
trodes at the centre of the two capacitors (with the
same assumptions as before). Since the deflection 6 of
the diaphragms is proportional to the measured pres-
sure difference, and d1 and d2 are inversely propor-
tional to the respective capacitances, we have:

1 1

P2 - P1 cC , - (I)(.1 - C2 
This equation is fundamental to the operation of the
new differential pressure transducer.

The ceramic material used for the various parts of
the transducer is aluminium oxide. This material has
several good features besides its resistance to practic-
ally all process fluids: the deformation of the dia-
phragms is accurately proportional to the force, and
the material is not subject to hysteresis, creep, or
plastic deformation. It therefore obeys Hooke's law.
The deflection of the diaphragms in the laboratory
models is no more than 10 gm for a diaphragm thick-
ness of 0.24 mm and a differential pressure range of
about 25 mbar for the most sensitive transducer, and
3.5 gm at a diaphragm thickness of 1.6 mm and a
measurement range of about 3000 mbar for the least -
sensitive transducer. (The deformations shown in fig. 1
and the following figures are shown greatly exagger-
ated.) It will be clear that the tolerances for the dimen-
sions and shape of the diaphragms and the electrodes
will be very tight. It has been found that the screen -
printing techniques used in the thick -film technology
for manufacturing 'hybrid' electronic circuits 13] are
also eminently suitable for the application of the elec-
trodes. When this technology is used it is also possible

CI

Fig. 1. Cross-section of the ceramic differential -pressure transducer.
PI central plate. Fl fluid (usually silicone oil). M1, M2 diaphragms.
C1, C2 capacitances of the two capacitors with which the deflec-
tions of the diaphragms are measured; the capacitor electrodes are
shown in blue. p1, P2 pressures of the process fluid. The transducer
measures the differential pressure Ap = p2 - pl. a deflection in the
middle of the diaphragms. d1, d2 electrode spacings at the centre of
the two capacitors. The measured differential pressure Op is pro-
portional to 1/C1 - 1/C2.

to use 'glass solder' for hermetically sealing the dia-
phragms to the rest of the transducer. Fig. 2 shows
that our ceramic differential -pressure transducer is
much more compact than conventional types based
on the dual -chamber principle.

When the transducer is filled with silicone oil, the
oil pressure is made slightly higher than atmospheric
pressure, so that the diaphragms are initially deflected
outwards. When the transducer is in use, an increase
in temperature or a drop in the mean pressure of the
process fluid causes the sum d1 + d2 of the distances
between the electrodes to increase. Although to a first
approximation this does not introduce any error in the
measured pressure difference given by (1), the accom-
panying change in the pressure and hence in the per-
mittivity of the liquid in the transducer does cause a
change in the measured result. It will be clear from the
above that the quantity d1 + d2 can be used for deter -

[1]

[2]

[8]

J. Hengstenberg, B. Sturm and 0. Winkler, Messen, Steuern
and Regeln in der chemischen Technik, Band I, Springer, Ber-
lin 1980 (in German).
See page 250 of H. N. Norton, Sensor and analyzer handbook,
Prentice Hall, Englewood Cliffs, NJ, 1982.
W. Funk, Thick -film technology, Philips Tech. Rev. 35,
144-150, 1975.
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a

b

Fig. 2. a) Conventional differential -pressure transducers, made of
metal and operating on the dual -chamber principle. b) The new
ceramic differential -pressure transducer, operating on the single -
chamber principle; see fig. 1. Its diameter is 60 mm.

mining the change in the temperature and pressure of
the liquid in the transducer. The effect of the tempera-
ture and mean pressure of the process fluid on the
measured result is compensated by measuring the
quantity 1/C1 + 1/C2 as well as 1/C1 - 1/C2 as in (1).
In this way the effect of a temperature change of 10 °C
on the measured result can be limited to less than
0.1% of the measurement range.

The new ceramic transducer is fitted in the type PD3
differential -pressure transmitter recently put into pro-
duction at Process Control Instrumentation in Kassel,
a German Philips company that forms part of the
Philips Industrial and Electro-Acoustic Systems Divi-
sion. There are six different types: the smallest adjust-
able measurement range has a maximum value of
10 mbar of pressure difference; the largest has a maxi-
mum value of 3000 mbar of pressure difference.

In the following we shall first consider the theor-
etical background of the differential -pressure trans-
ducer, and then we shall briefly discuss its technology
and construction. Next we shall deal with the tempe-
rature compensation and discuss some measurement
results. Finally we shall look briefly at a number of
future developments.

Theoretical background

First of all we shall consider the magnitudes of the
resultant pressures pm, and pm, acting on the two dia-
phragms (see fig. 3). As we have seen, the internal
pressure pi of the fluid is such that initially both dia-
phragms are pushed outwards. If the pressure trans-
ducer were completely symmetrical, so that the dia-
phragms had exactly the same dimensions and mat-
erial properties, each diaphragm would take up half
the pressure difference Ap = p2 -pi. With the as-
sumption that the internal pressure is a function of
the transducer temperature t and the mean pressure
P = (P2 + Pi)/2 of the process fluid, then we have the
following expressions for pm, and pM2:

PM1 = Pi(t,P) + i (P2 - Pi), (2a)

PM2 = Pi(t,P) - z (P2 - Pi). (2b)

The pressures acting on the surfaces of the diaphragms
are taken as positive in the usual convention.

An increase dt in the temperature of the liquid will
entail an increase in the liquid volume V0. The extra

p1 P2-4-

r

w(r)

Fig. 3. Definition of some of the quantities used in calculating the
output quantity 1/C1 - 1/C2 as a function of the differential pres-
sure Ap = p2 - pi (equation 5). pl pressure of the liquid in the trans-
ducer, pM1, pm2 resultant pressures on the diaphragms. r radius
with respect to the axis of symmetry. w(r) deflection of a dia-
phragm as a function of r, with w = 0 in the undeflected state.
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volume Voadt, where a is the thermal expansion coef-
ficient, will cause an additional deflection of the dia-
phragms and will increase the internal pressure pi. An
increase dp in the mean pressure p of the process fluid
will entail a decrease in the liquid volume by VodpIK,
where K is the bulk modulus of the liquid in the trans-
ducer. The effects of dp and dt show that it is desirable
to keep the liquid volume I/0 as small as possible.

The shape of the diaphragms is determined by the
function w(r), which represents the deflection as a
function of the radius, where w = 0 when there is no
pressure difference across the diaphragms. This func-
tion follows from the theory of flat plates under a
bending load 141. The equations for the deflections of
the diaphragms are:

where

r2 Y
wi(r) = -PmiF(1

R.2

2

w2(r) = Pm2F(1 R.2

3(1 - v2)R04F -
16Eh3

(3a)

(3b)

and R. is the half -diameter and h the thickness of the
diaphragms. E is Young's modulus and v Poisson's
ratio for the material of the diaphragms. Asymmetries
can be taken into account by adding a subscript 1 or 2
to F, R. and h for the left-hand or right-hand dia-
phragms.

For an imperfectly symmetrical transducer the fol-
lowing expressions apply for the capacitance of the
capacitors C1 and C2 in fig. 1:

1 do, + (FiPm,
(4a)

C1 ErE07Era2

1 d02 + cF2pM2

C2 Ereoltra2
(4b)

where do, and doe are the spacings of the capacitor
plates for pm, = pm2 = 0, ra is the mean half -diameter
of the capacitor electrodes, er is the relative permit-
tivity of the liquid in the transducer and eo the per-
mittivity of free space. The correction factor c ac-
counts for the curvature of the diaphragm surface; for
ra = R0/2 the correction is c = 0.8. Combining equa-
tions (2) and (4) gives an expression for the output
quantity of the transducer:

1 1 do, - do2 + c(F1 - F2)p1(t,p)
C1 C2 Ereoltra2

c(F1 + F2)(P2 P1)

2ereOnra2
(5)

The first term in this equation gives the zero error
and the second term the sensitivity of the differential
pressure transducer. For a symmetrical transducer we
have do, = do2 and F1 = F2 = F, so that (5) becomes:

1 1 cF(p2 - pi)
(6)

C1 C2 ereonra2

Equation (5) shows that the sensitivity is proportional
to the sum F1 + F2 of the reciprocals of the stiffnesses
of the diaphragms. Equation (5) therefore helps to
explain the effect of the temperature t and the mean
pressure p on the zero error and the sensitivity. The
quantities p and t affect not only the internal pressure
pi but also the relative permittivity Er, since Er is a
function of the density of the liquid.

Technology and construction

As we have said, the transducer, apart from the elec-
trodes, is made completely of a ceramic; see fig. 4. The
material of the central plate P1 and the diaphragms
M1 and M2 consists of alumina: 99.5% sintered alu-
minium oxide with a residue of vitreous constituents.

Fig. 4. Construction of the differential -pressure transducer. G1, G2
glass -solder rings. S1, S2 layers forming substrates for the inner
electrodes. G1, G2, S1 and S2 are applied by screen printing (as in
thick -film technology). See also the caption to fig. 1.

[4] S. P. Timoshenko and S. Woinowsky-Krieger, Theory of
plates and shells, 2nd edition, McGraw-Hill, New York 1959;
R. J. Roark and W. C. Young, Formulas for stress and strain,
5th edition, McGraw-Hill, New York 1975.
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The permissible bending stress and the modulus of
elasticity of this material are high. (Its Young's
modulus is about 1.6 times that of steel.) The dia-
phragms do not therefore need reinforcing ribs. The
central plate contains two holes, one axial and the
other radial, both with a diameter of only 0.8 mm.
The transducer is filled with silicone oil through
the radial hole, which is then closed with a ball
stopper.

The use of a ceramic makes it possible to use the
thick -film technology [31. Coatings with an accurately
determined thickness between 3 and 15 gm are de-
posited on a substrate by screen printing, and these
coatings are then bonded to the substrate by sintering
in a furnace. The experience gained in the electronics
industry with the thick -film technology in the manu-
facture of hybrid circuits has been most useful in the
design of our differential -pressure transducer. The

 process is inexpensive and there are many pastes avail-
able for making coatings with completely different
physical properties. Specialities of the thick -film tech-
nology include:
 The metallization of ceramic with a minimum line -
width of 100 gm.
 The insulation of surfaces by the application of a
coating of glass ceramic.
 The coating and bonding of ceramic components
with 'glass solder' (or 'melt glass'), which will give a
glassy joint at 400 °C.

These features are turned to advantage in the fol-
lowing procedure. First the diaphragms are metallized
locally. Next, glass -solder rings (G1 and G2) are ap-
plied to the central plate. The internal diameter of
these rings determines the stiffness of the diaphragms,
which means that these rings have to be very accur-
ately made. Coatings of glass ceramic (S1 and S2) are
then applied, which are only a little thinner than the
glass -solder rings. The layers S1 and S2 limit the
movement of the diaphragms and act as substrate for
the inner electrodes that are now applied. At the same
time electrical connections to the outside of the trans-
ducer are made for connecting the capacitors. Finally,
the complete assembly is heated in a furnace; the glass
solder melts to produce a hermetic and geometrically
accurate seal.

Before the oil is introduced into a transducer the
electrodes remain in contact, in pairs. The pressure of
the silicone oil filling the transducer at the end of the
manufacturing process determines the pre -stress of
the diaphragms, and hence the electrode spacing at
zero external pressure. In practice the oil pressure is
set so that the electrodes of one of the capacitors just
touch at an external differential pressure p2 /31 of
1.3 times the range. As we noted earlier, the ampli-

tude of the diaphragm excursion is 3.5 to 10 gm. The
outer diameter of the diaphragms is 60 mm and the oil
volume is 60 mm3. The capacitance of each capacitor
at zero external pressure is about 400 pF.

Temperature compensation and results of measure-
ments

Fig. 5a shows the results of measurements on a
differential -pressure transducer with a range of 500
mbar, in the positive and the negative directions. The
output quantity 1/C1 - 1/C2 is plotted as a function
of the differential pressure Ap = p2 - ph with the
temperature as parameter. There is a zero error for the
linear relation between 1/ Cl - 1/ C2 and Ap corres-
ponding to equation (5) and the sensitivity is tempera-
ture -dependent. For a temperature of 20 °C fig. 5b
shows the relative deviation f of the measured points
from the straight line of best fit; these results were ob-
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Fig. 5. a) Results of measurements on a transducer with a measuring
range of 500 mbar in the positive and negative directions. The out-
put quantity 1/C1 - 1/C2 is plotted as a function of the differential
pressure Ap, with the temperature t as parameter. b) The relative
deviation f as a function of Ap at 20 °C. f is related to the meas-
uring range and is the deviation of the measured points with respect
to the straight line of best fit. The measured points are the results of
a measurement cycle 0 -* 500 -4- 0 - 500 0 mbar.
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tained on going through the measurement range in the
sequence 0 -0- 500 -s- 0 -0- - 500 -0- 0 mbar. The relative
deviation f is related to the range, and the result of the
measurements gives some idea of the hysteresis of the
transducer. On varying the temperature the relative
change in the zero error in fig. 5a (1/C1 - 1/C2 for
Ap = 0) is 0.4% for every 10 °C and the relative
change in the sensitivity is 1% for every 10 °C. The
effect of increasing the mean pressure p = (p1 + p2)12
by 100 bars corresponds to reducing the temperature
by about 9 °C. The errors are too large for a differen-
tial -pressure transducer for industrial application, so
that it is necessary to compensate for the effects of
temperature and pressure.

When the temperature of the process fluid rises or
the mean pressure drops the deflection of the dia-
phragms increases, so that the quantity d1 + d2 as-
sumes a higher value. This quantity is proportional to
1/ C1 + 1/ C2, and by combining equations (2) and (4)
we see that

1 1- do, + do, + 2cFpi(t,p)
+ (7)

Cl C2 greetra2

11 x 103 pF-
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Fig. 6. a) The quantity 1/C1 + 1/C2 as a function of the differential
pressure Ap, again with the temperature t as parameter. b) The
quantity 1/C1 + 1/C2 as a function of the temperature t at Ap = 0.
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Fig. 7. Block diagram of a circuit for compensating linear tempera-
ture effects. V1 direct voltage at the input. C controller. 0 oscilla-
tor with stable angular frequency. V amplitude of the alternating
voltage at the oscillator output. /1, /2 and /ref integrators (see inset)
with alternating output voltages that have amplitudes V1, V2 and
liref respectively. a, b, c, -d and e voltage gains. Vo amplitude of
the alternating output voltage. Vo is proportional to the differential
pressure Ap and is to a first order independent of temperature.

It is assumed here that the transducer is perfectly
symmetrical, so that F1= F2 = F. The quantity
1/ C1 + 1/ C2 can thus be used for measuring the tem-
perature t and the mean pressure p. Fig. 6a shows that
this quantity is in fact closely dependent on tempera-
ture and hardly affected at all by the differential pres-
sure Ap. The temperature dependence can be approxi-
mated by a linear function:

1 1
+ = ao + (zit, (8)

(--2

where ao and al are constants that can be determined
by calibration; see fig. 6b. Similarly, in the relation be-
tween the output quantity 1/ C1 - 1/ C2 and the dif-
ferential pressure Ap to be measured the effect of the
temperature t on the zero error and the sensitivity can
be approximated by linear functions:

1 - -1 = a2 + aot + (a4 + aot)(P2 P1), (9)
CI C2

where a2, ao, a4 and ao are constants.
Fig. 7 shows a circuit that we have designed to com-

pensate for linear temperature effects. /I, 12 and /ref
are integrators, which each consist of a resistor, a
capacitor and an operational amplifier (see inset). /1
contains the capacitance C1 of the differential -pres-
sure transducer and /2 contains C2. If V denotes the
amplitude of the output voltage of the oscillator 0
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with stable angular frequency w, the amplitudes of
the alternating voltages after the integrators are

V1

V2 -

V

coRC1'

V

coRC2

V
Vref =

COTref

where R is the - variable - resistance in /1 and 122
and Tref is the time constant of 'ref. The three alter-
nating voltages after the integrators are multiplied by
the factors a, a and b respectively, summed and then
rectified. The result is fed back and compared with a
direct voltage Vi at the input. The factors b and a are
chosen so as to satisfy the equation

a Tref (al a4
b =

R a6

tions show that the feedback signal before rectification
has an amplitude

Vaal
(a4 + Q6 t).

coRa6

The feedback signal is thus proportional to the factor
in (9) that represents the sensitivity. The feedback and
the action of the controller C therefore keep the value
of a4 + a6t constant, so that the linear temperature -
dependence of the sensitivity is eliminated.

The controller C affects the amplitude of the oscil-
lator 0; we assume that the frequency of the oscillator
is sufficiently constant. The output signal of the circuit
is obtained by multiplying the signals after the inte-
grators, by c, -d and e respectively and then summing
them. Calculations in which equation (8) is used show
that the amplitude V. of the output signal follows
from the relation

as
co

) , V. =
Vil
R - C2 -

(a2 + as t)}, (10)

which contains constants from (8) and (9). Calcula-
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Fig. 8. The improvement obtained with the circuit in fig. 7. a) The
relative change fi in the zero error (1/C1 - 1/C2 at Ip = 0, see
fig. 5a) for a temperature variation of 10 °C, as a function of tem-
perature 1. The upper and lower points are the results of meas-
urements without and with the compensation circuit respectively.
b) The relative change f2 in the sensitivity for a temperature varia-
tion of 10 °C, again with and without compensation circuit.

when the factors c, d and e are chosen so as to satisfy:

and

a3c = 1 - - ,
al

d = 1 +
a3-

al

e= Tref ( ao a3- a2
R al

Using eq. (9) we can write eq. (10) as

V-
CoR

(a4 + as 0(p2 - P1)

Since the sensitivity a4 + a5 t is kept constant by feed-
back and control, the amplitude of the output signal
is proportional to the differential pressure to be meas-
ured.

Fig. 8 shows the improvement achieved by intro-
ducing temperature compensation. For a temperature
change of 10 °C fig. 8a gives the relative change fi in
the zero error and fig. 8b the relative change fs in the
sensitivity, both with and without temperature com-
pensation. A roughly tenfold improvement is ob-
tained.

Fig. 9 shows the Philips differential -pressure trans-
mitter type PD3, which incorporates the transducer
with the temperature -compensation circuit described
here. The measuring range can be adjusted, for
example from 20 to 100 mbar for the type with a
maximum range of 100 mbar of differential pressure.
The maximum error for the measured ip value with
this type is guaranteed to be less than 0.2% of the
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Fig. 9. a) The type PD3 differential -pressure transmitter, complete with transducer and tempera-
ture compensation circuit, produced by Process Control Instrumentation of Kassel, West Ger-
many, a German Philips company. b) As (a), now partly cut away to show the transducer.

measuring range. This applies for a temperature range
from - 30 °C to 80 °C. The maximum direct -current
output signal is 20 mA, which is proportional to the
measured differential pressure or - for flow -rate
measurements - to the root of the differential
pressure.

Further developments

Higher -order temperature and pressure effects can
be compensated with the aid of a microprocessor. This
can also be used for calculating the mass flow from the
measured differential pressure, the temperature and
static pressure of the process fluid, and the geometry
of the orifice plate. A device that combines a differen-
tial -pressure transducer and a microprocessor can also
generate error signals if there is a malfunction. The
data for the temperature compensation do not have to
be entered by means of resistors but can be stored as
numbers in a PROM (Programmable Read -Only
Memory). The device can supply the results of the
measurements to a standard data -transmission system
(a `bus'). Experimental versions of a differential -pres-
sure transducer for laboratory use are now ready; the
device has an exceptionally high accuracy - ten times
better than the instrument developed for process con-
trol - and is suitable for a bus system complying with
the standards IEEE 488 or IEC 625.

Another promising development is a differential -
pressure transducer that delivers the results of its
measurements along an optical -fibre link [5]. This is
not sensitive to interference from electromagnetic

fields, which can be a problem with conventional
copper wires. Such interference can be particularly
serious when measurements are carried out in the
vicinity of electric motors or high -power trans-
formers. Since a transducer cannot generate an
optical signal directly in a glass fibre, we use a method
in which the transducer generates an optical signal via
an electronic circuit containing LEDs (Light -Emitting
Diodes). Our circuit is made from components in
CMOS technology (Complementary Metal -Oxide
Semiconductor), and takes only 50 µA, so that the cir-
cuit can operate continuously for more than ten years
from lithium batteries.

[51 J. Kordts, V. Graeger and G. Martens, Hard & Soft (Mikro-
peripherik) No. 4/86, 7, 1986.

Summary. The differential -pressure transducer developed at Philips
Forschungslaboratorium Hamburg is made completely of alumina,
and is therefore resistant to practically all corrosive fluids used in
process engineering. The transducer has a single liquid -filled cham-
ber, isolated by two diaphragms from the fluids whose differential
pressure is to be measured. The deflections of these diaphragms are
measured by a capacitive method. Four electrodes, applied to the
two diaphragms and on opposite sides of a central plate, form two
capacitors. The measured differential pressure is proportional to the
difference of the reciprocals of their capacitances. This difference is
affected, however, by the temperature of the liquid in the trans-
ducer. The effect is compensated by using the sum of the reciprocals
of the capacitances, which is proportional to the temperature. The
linear temperature compensation is produced by an electronic cir-
cuit that includes operational amplifiers and a feedback loop. This
circuit and the ceramic transducer are incorporated in the Philips
PD3 differential -pressure transmitter, which is now on the market
in six models with different measuring ranges. Experimental ver-
sions are now ready of a differential -pressure transducer for labor-
atory use, in which nonlinear temperature effects can also be com-
pensated. A method is being studied for transmitting the results of
measurements along optical fibres.
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1937 THEN AND NOW 1987

High-pressure mercury lamps

Some fifty years ago the first Philips. high-pressure mer-
cury lamp [*1, the HP 300, with an electrical power of
75 watts and a luminous flux of 3000 lumens (upper right),
was put on the market. It had about three times the lumi-
nous efficacy of a comparable incandescent lamp. Shortly
after this a related lamp, the SP 500 W, with a power of
500 W and a luminous flux of 30000 lm was introduced.
This lamp (**1 had to be water-cooled (centre right). Be-
cause of the small dimensions of the actual light source it
gave a very high luminance, as required in projector lamps
and searchlights. The SP 500 W was manufactured almost
unmodified until a few years ago.

Today high-pressure mercury lamps are widely used in
road lighting, factories and various other places where
plenty of bright 'white' light with reasonably good colour
rendering is required. Although the efficacy, life, reliability
and colour rendering of these lamps are all much im-
proved, they still have a close resemblance to their 'ances-
tor', the HP 300, especially internally (lower right). The
inside of the glass envelope is now often coated with fluor-
escent powder. The power of the modern Philips high-
pressure mercury lamps (no water cooling now) is between

50 and 2000 W, while the associated lumi-
nous flux is between 2000 and 125 000 lm.

For about 25 years Philips have also man-
ufactured high-pressure mercury lamps con-
taining accurately measured amounts of the
iodides of sodium, thallium and indium
(`metal -halide lamps'). These additives pro-
duce a 'whiter' white (large photo) and im-
prove the efficacy by about 50'o.

[*1 All mercury lamps with a gas pressure higher than
1 bar are called high-pressure mercury lamps (or
mercury -vapour lamps). For lighting, however, a
pressure of 20 bars and above (sometimes as high
as 200 bars) gives the best colour rendering and
efficacy.

[") From Philips Technical Review, June 1937.
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Interactive MR image synthesis

M. H. Kuhn and W. Menhardt

In proton magnetic -resonance tomography (MR) the images can be obtained by the inversion -
recovery method or by the spin -echo method. The contrast in, these images is very dependent
on the time parameters of the pulse trains used for obtaining the signals that ultimately pro-
duce the MR images. The optimum image contrast to use depends on the pathological abnor-
malities the observer is looking for. The image contrast required, and hence the value of the
various parameters, is not always known beforehand, however. Researchers at Philips For-
schungslaboratorium Hamburg, the Philips Research Laboratories in Hamburg, have now
designed an image -processing procedure that permits the observer to synthesize, in real time,
an image for a different setting of these parameters, without any need for a new MR exposure.
The observer can thus experiment from the MR control console, to find the settings that give
the contrast ratios he requires. It is also possible to use colour in the image. A further valuable
aid is a facility for indicating two areas in the image that should give the maximum contrast.

Introduction

The most outstanding advantage of proton mag-
netic -resonance tomography (MR) is that it enables
images to be obtained of cross -sections of the human
body without causing any physiological damage. Fig. I
shows a Philips Gyroscan S5 installation that gives
such images. Other advantages of magnetic -resonance
tomography are that the difference between diseased
and healthy tissue can often be made more visible than
with other diagnostic methods, that in general no con-
trast agent is necessary and that the contrast in the
image can be manipulated fairly easily. A disadvantage
is that MR equipment is still expensive. This is mainly
because of the need for a highly uniform and power-
ful magnetic field, now more likely than not produced
by superconducting coils. This means that to reach
and maintain the very low temperature required (near
absolute zero) it is necessary to use liquid helium.

In proton MR tomography use is made of the pre-
cession of the spin axis of protons that form the
nucleus of hydrogen atoms in the tissue. The fre-

Dr M. H. Kuhn and W Menhardt are with Philips GmbH'For-
schungslaboratorium Hamburg, Hamburg, West Germany.

quency of this `Larmor precession' is proportional to
the strength of the constant magnetic field. The pre-
cessing protons induce r.f. signals in a detector coil.
When a small gradient is introduced into the constant
field the location of the hydrogen atoms that are res-
ponsible for the detected signals can be determined
from the frequency.

From the detected signals various parameters can
be derived that when taken together are fairly charac-
teristic of the relevant tissue. These parameters are the
proton density e, the relaxation time T1 of the longi-
tudinal magnetization and the relaxation time T2 of
the transverse magnetization. Other parameters that
can be derived relate to the rate of blood circulation
and the chemical composition, but these will not be
considered here. Later we shall return to the theore-
tical basis for the relaxation times T1 and T2. All we
need to say here is that it has been found that healthy
and diseased tissue often show a remarkable difference
in T1 and T2i even when the proton density Q is about
the same for both kinds of tissue.

The magnitude of the detected r.f. signals is a func-
tion not only of the proton density p and the relaxa-
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tion times T1 and T2 but also of the 'pulse parameters'.
The term pulse parameter refers to the time intervals
between the successive pulses in a pulse train that is
periodically applied to excite the Larmor precession
of the protons. From equations giving the signal mag-
nitude as a function of these quantities it follows that
the pulse parameters greatly affect the magnitude of
the detected signals and can even change their polarity
in certain cases. The choice of the pulse parameters

be obtained without the need to make a further MR
scan. The observer (normally a medical practitioner)
can then experiment to determine the combination of
pulse parameters that produces contrast ratios that
give the best visualization of certain lesions. The dif-
ficulty with this procedure until now has been that cal-
culating new grey levels for 256 x 256 pixels - in our
case - required a great deal of computer time, which
meant a relatively long wait for results.

Fig. 1. Philips Gyroscan S5 MR installation, which produces images of 'slices' of the human body
by proton magnetic resonance.

therefore has an important bearing on the grey levels
in the resultant image and hence on the contrast be-
tween the tissues. Changing the pulse parameters, for
example, has been found to reverse the contrast be-
tween grey and white brain matter.

When an MR image has been formed that is based
on an exposure with a certain set of values for the
pulse parameters, it is possible to use the equations
mentioned above to convert the grey levels obtained
for each picture element (pixel) into grey levels for
other pulse parameters. The advantage of this proce-
dure is that images with different contrast ratios can

Efforts have been made for some time to find meth-
ods in which calculations of images with different pulse
parameters can be made virtually in 'real time', i.e.
almost instantaneously. The most common method
uses RAMs (random-access memories) organized in
the form of a look -up table. Each binary number that
corresponds to a pixel and is stored in an image
memory with 256 x 256 locations is transformed with
the aid of the RAM look -up table. If the binary num-
ber for each pixel has a length of n bits, the look -up
table contains 2" locations. In calculating a new image
the binary number serves as the address for the look-
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up table. A binary number for a new pixel is then
stored at each address. Until now this procedure could
only be used for one of the quantities T1, T2 or o. An-
other possibility was to use a complicated procedure
with three image memories for each of these quanti-
ties, including a network of RAM look -up tables and
digital adders and multipliers.

For our MR system at Philips Forschungslaborator-
ium Hamburg we have developed a method in which
numbers for T1 , T2 and g are stored together at each
location in the image memory. Each location in this
memory has a magnitude of ten bits. Since the original
digital values for T1 , T2 and g have eight bits, this
means that we can only use three, three and four bits
respectively of these values. Additional quantization
noise is caused by the rounding off made necessary by
the availability of only 23 = 8 levels for T1 and T2 and
of 24 = 16 levels for p. We have minimized the effects
of this noise by using an algorithm proposed by
R. Floyd and L. Steinberg [13 in the conversion from
eight to three or four bits. This algorithm distributes
the quantization error of a pixel over the adjacent
pixels such that the mean grey level of a group of
pixels approximates to the grey level of the pixel be-
fore quantization.

The inclusion of this image -processing method en-
ables the operator to adjust the pulse parameters from
the console to obtain the optimum image contrast. An
additional advantage is that the effect of varying the
pulse parameters can easily be demonstrated to others,
thus making the method particularly suitable for in-
structional use. The magnitude of the pulse param-
eters follows from the length of a number of bars on
the monitor screen; see fig. 2. The computer program
positions a cursor at the end of the bar for the pulse
parameter that the operator wishes to modify. The
operator can move the cursor by a 'track -ball' inter-
active device, incorporated in the operating console.
After he has indicated the magnitude of the modified
pulse parameter by moving the cursor to the left or
right, the new image appears on the screen almost im-
mediately - within 60 to 90 ms - so that the observer
can evaluate the result at once. Once the required
image contrast has been found, the observer can have
the image calculated with the original 8 -bit values of
T1, T2 and g. This image is virtually free from quan-
tization artefacts. This computing procedure, how-
ever, requires about half a minute before the image
appears. Finally, a photograph of the image can be
taken with a 'matrix camera'.

The method described has recently been extended to
include a number of new features. The first is contrast
maximization. The observer uses a light pen to indi-
cate two pixels between which the contrast should be

Fig. 2. Monitor screen of the MR installation at the Hamburg
laboratories. The screen shows a cranial image. The magnitude of
the pulse parameters used for making the image is given by the
length of the bars at the top of the photograph. The observer is able
to modify these parameters by moving the cursor along the bars.

as high as possible. The computer then calculates
pulse -parameter values for which the maximum differ-
ence between the grey levels of the pixels is obtained.
This gives the observer a better view of particular
anatomical or pathological details. The second new
feature is the use of colour. The MR image is then
composed of differently coloured e, T1 and T2 com-
ponents. The brightnesses correspond to the appro-
priate values of e, T1 or T2. Since many biological tis-
sues can be identified by a unique combination of g,
T1 and T2, the result is that colours appear in the com-
posite image that are characteristic of specific tissues.
After some practice an observer can recognize parti-
cular anatomical details at a glance and in many cases
distinguish between malignant and benign tissue. In
future, after the values of g, T1 and T2 that charac-
terize specific tissues have been accurately charted,
this method should evolve to become a kind of tissue -
characterization system. The medical user will then be
able to point at a particular region in an MR image
with a light pen, and the computer will tell him the
type of tissue likely to be located in that region.

In the following we shall first touch on the theoret-
ical background of proton magnetic resonance. We
shall then take a closer look at the procedures used in

Ill R. Floyd and L. Steinberg, An adaptive algorithm for spatial
grey scale, SID 75 Digest, Washington, DC, 1975, pp. 36-37.
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lows from eq. (1). This is the basis of proton magnetic
resonance [2].

An object in thermal equilibrium in the constant
magnetic field has a nuclear magnetization in the
direction of the field, since there are more spins
aligned with the field than spins aligned in the oppo-
site sense. The magnetization, which is the sum of the
magnetic moments per unit volume, is very small; at

y B = 0.3T it is only 10-6 of the theoretical saturation
value with all the spins in the same direction. The ap-
plication of the r.f. field referred to above for a short
time (an `r.f. pulse') makes the magnetization M
rotate through an angle a, see fig. 3a. Because of the
Larmor precession of the individual protons, the vec-
tor M starts to precess as well (fig. 3b). After some
time this precession decays away as the system returns
to the state of thermal equilibrium. The longitudinal
magnetization Mz, which does not change direction,
has a slower relaxation to thermal equilibrium than
the transverse relaxation MI, which rotates in the
(x,y)-plane (fig. 3c and d). The more rapid return of

b

00
t

d

Fig. 3. The excitation of the Larmor precession. a) The brief appli-
cation of an r.f. magnetic field in the x -direction at a frequency
equal to that of the Larmor precession makes the magnetization M
of the material rotate through an angle a in the (y,z)-plane (a pulse).
The constant magnetic field of flux density B has the direction of
the z-axis. b) The vector M then precesses about the z-axis. The
longitudinal magnetization M. does not change direction but the
transverse magnetization MI does. c) The transverse magnetization
MI decays exponentially with time constant 7'2; t time. d) Recovery
of the longitudinal magnetization. M. increases until thermal equi-
librium is reached with magnetization Mo. The recovery follows an
exponential curve with time constant T1, which is always greater
than T2.

the new method of interactive MR image synthesis.
Finally, some examples of applications will be dis-
cussed and a synthesized image in colour will be
shown.

Theoretical principles of proton magnetic resonance

Proton magnetic resonance is based on the effect in
which the axis about which protons spin describes a
precessional motion about the direction of a constant
magnetic field of flux density B. The angular fre-
quency w of this Tarmor precession' is proportional
to the flux density:

co = yB. (1)

The quantity y is called the gyromagnetic ratio of the
proton. An r.f. magnetic field perpendicular to the
constant field excites the precession if its frequency is
equal to the precessional frequency co/2n, which fol-
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Fig. 4. Determination of the relaxation time T1 by means of an
inversion -recovery sequence. a) The amplitude S of the r.f. signal as
a function of time t upon application of a 180° pulse at 1 = 0 (the
pulse rotates the magnetization M through 180°, see fig. 3a) and a
90° pulse at t = TD. The pulses of the r.f. magnetic field are indi-
cated by the thin arrows. b) The magnetization vector (thick arrow)
at different times: I immediately before the application of the 180°
pulse, 2 immediately after this, 3 immediately before the applica-
tion of the 90° pulse, 4 immediately after this. (The coordinate sys-
tem should be considered as rotating at the frequency of the Larmor
precession about the z-axis.) c) The longitudinal magnetization M.
as a function of time. The times 1, 2, 3 and 4 are indicated. After 4
the transverse magnetization induces an r.f. signal in the detector
coil. The amplitude of this signal is a measure of the longitudinal
magnetization at time 3. This gives one point - M=(TD) - on the
exponential curve.
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the transverse magnetization to the thermal -equili-
brium state is due to slight differences in the frequency
of the Larmor precessions, caused by interaction be-
tween the spins. The Larmor precessions thus fall out
of phase and eventually cancel one another out. The
time constant T2 associated with the relaxation of the
transverse magnetization is therefore always smaller
than the time constant T1 associated with the relaxa-
tion of the longitudinal magnetization.

The rotating transverse magnetization MI induces
an r.f. signal that decreases in amplitude in the detec-
tor coil. Its frequency, as we have seen, is determined
by the magnitude of the constant magnetic field. It
was the discovery that spatial information could be
added to this signal by applying a small fixed gradient
to the constant magnetic field that made proton MR
tomography possible. This gradient has the direction
of one of the space coordinates. The frequency of the
detected signal is then a linear function of that space
coordinate, so that the detected signal is the Fourier
transform of a notional signal that is a linear function
of location. Image -reconstruction methods related to
those used in X-ray computer tomography can be
used to translate the detected signals into grey -level
values for pixels that together yield an (x,y) cross-sec-
tion or 'slice' of the object.

On reconstruction, the signals obtained as described
above give grey -level values that are approximately
proportional to the local proton concentration, i.e.
the local water content. Some identification of organs
or tissues is possible from the images. Intensive inves-
tigations of proton magnetic resonance for medical
applications have shown that local attribution of
values for the relaxation times T1 and T2 considerably
widens the useful range of application of MR tomo-
graphy, particularly since in many cases the compari-
son of T1- and T2 -dependent images makes it possible
to distinguish between diseased and healthy tissue. It
is not easy to see how information about T1 can be
derived from the detected r.f. signal, since the longi-
tudinal magnetization Mz is constant in direction and
does not induce any signal in the detector coil. Mz con-
tinues to increase along an exponential curve with a
time constant T1 (see fig. 3d) after the initiation of the
Larmor precession.

Fig. 4 illustrates the principle of determining the
relaxation time T1 using the 'inversion -recovery
method'. First, the r.f. field is applied for a time
necessary to rotate the magnetization M through 180°
(a = 180° in fig. 3a). After this '180° pulse' the spin
system starts to recover its thermal equilibrium (2 3
in fig. 4b) along the exponential curve shown in fig. 4c.
No r.f. signal has yet been induced in the detector
coil, however, since the mean transverse magnetiza-

tion is zero. After a time TD has elapsed, a 90° pulse is
applied, which rotates the magnetization through 90°
and does give transverse magnetization. The signal
induced immediately after application of the 90° pulse
is a measure of the longitudinal magnetizationMZ(TD),
as shown in fig. 4c. Repeating the experiment for other
values of TD would give more points on the exponen-
tial curve, but the procedure we have adopted is
slightly different.

Fig. 5 shows the principle of determining the relaxa-
tion time T2 by means of the spin -echo method. After
a 90° pulse the longitudinal magnetization is zero and
the transverse magnetization has the same magnitude

S

90° 180°

a

t=0
z 90°

180° 180°

t = TE/2

180°

t TE

Fig. 5. Determination of the relaxation time T2 by means of a spin -
echo sequence. a) The amplitude S of the r.f. signal as a function of
time t, with a 90° pulse applied at t = 0 and a 180° pulse at times
= TE/2, t = 3T$/2 and t = 5TE/2. b) -f) The magnetization vector

(thick arrow) at different times. (The coordinate system should be
considered as rotating about the z-axis at the mean frequency of the
Larmor precession.) Because of field inhomogeneities the magneti-
zations 1 and 2 of different domains start to go out of phase (c d)
immediately after the 90° pulse (b c). The 180° pulse (d --0- e)
causes the y -component of the submagnetizations to change sign.
The submagnetizations 1 and 2 then converge again and, at a time
TB after the 90° pulse, they come back into phase again (f); they
then give an echo signal. Owing to the decrease in the transverse
magnetization, the recovery is not complete. The relaxation time T2
can be determined from the decrease in the peak height of the dif-
ferent echoes.

[2] P. R. Locher, Proton NMR tomography, Philips Tech. Rev.
41, 73-88, 1983/84;
L. Kaufman, L. E. Crooks and A. R. Margulis (ed.), Nuclear
magnetic resonance imaging in medicine, Igaku-Shoin, New
York 1981.
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as the longitudinal magnetization immediately before-
hand. The magnetiztion vectors of different domains
now precess about the z-axis with an angular fre-
quency approximately equal to co, from eq. (1). How-
ever, owing to local field inhomogeneities, the angular
velocities are slightly different, so that vector 1 of a
submagnetization is slightly out of phase and rotates
faster than the average angular velocity, while vector 2
rotates more slowly (see fig. 5d). To bring about con-
vergence a 180° pulse is then applied, causing the
y -component of the vectors of the submagnetizations
to change sign and gradually eliminating the de -
phasing. With a time of 0.5 TB between the 90° and
180° pulses the vectors of the submagnetizations are
back in phase again a time TE after the 90° pulse,
causing a signal known as a spin echo to be induced in
the detector coil. Periodic repetition of a 180° pulse
produces a sequence of spin echoes. The peak height
of the successive spin echoes decreases as an exponen-
tial curve with a time constant T2; see fig. 5a.

The images of interest in clinical diagnostics are
those that contain information about the relaxation
time T1, the relaxation time T2 or the proton density Q.
To obtain these images repeated pulse trains are ap-
plied, consisting of 180° and 90° pulses in a specific
sequence. In our investigations we have used a spin -
echo sequence SE consisting of one 90° pulse and four
180° pulses for measuring T2i and an inversion -
recovery sequence IR consisting of one 180° pulse,
one 90° pulse and four 180° pulses for measuring T1.
This is illustrated in fig. 6, which also shows the varia-
tion in amplitude of the detected r.f. signal.

As we noted, after the application of a 90° pulse the
longitudinal magnetization Mz becomes zero and the
transverse magnetization becomes the same as the
longitudinal magnetization just beforehand. Imme-

TRIR
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diately after the 90° pulse the longitudinal magnetiza-
tion starts to recover again exponentially:

MZ = Mo (1 -

where Mo is the magnetization in thermal equilibrium.
The transverse magnetization similarly decreases
exponentially:

Ml = MIR CrIT2,

where Mio is the transverse magnetization immediate-
ly after the 90° pulse. From the exponential functions
given here for M. and MI we can derive approximate
expressions (for TEsE>> TB and TRIR >> TE, and
apart from a constant factor) for the heights SA1 to
SA, of the four echoes in the signal due to the spin -
echo sequence and the height SE of the first echo in the
signal due to the inversion -recovery sequence [31; see
fig. 6:

SA, cc Mo g (1 - e -TRsE/ 71) e-iTE/T2, i = 1 to 4 (2)

SB a Mop(1 - e-TRIR/TI) e-TB/T2,

where g represents the proton concentration and TRSE,
TRIR TD and TB are parameters that determine the
time dependence of the patterns of pulse sequences.
(For simplicity we shall not go into the significance of
the second, third and fourth echoes in the signal pro-
duced by the inversion -recovery sequence.) The image -
reconstruction methods mentioned earlier can be used
to derive values for Q 71 and T2 for each pixel from
the measured peak heights SA1 to SA,, and SB. For this
the ratio of SA, to SB is calculated for each pixel. From
the result, which no longer depends on e and T2, a
value for T1 can be obtained from a look -up table in
the computer. A value for T2 can then be obtained by
using the method of least squares to calculate a line of
best fit for In SA, as a function of iTE. Finally, with the

TRSE

TE. TE. TE TE

-1C B 
90° 90°

180° 180° 180° 180°

SE IR

Fig. 6. The pulse sequence periodically applied to determine the proton density and the relaxation
times T1 and T2 from the detected signals with the aid of equations (2) and (3). The 90° and 180°
pulses are indicated by arrows and the amplitude S of the detected r.f. signal is shown diagram-
matically as a function of time t. SE spin -echo sequence. IR inversion -recovery sequence. Al to
A4 echo signals of the spin -echo sequence. B first echo signal of the inversion -recovery sequence.
TRix, -Rsh , TE, TD pulse parameters.
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aid of T1 and T2, SA1 gives a value .for the proton
density Q.

Image -synthesis procedure

We have already described how the quantities SA1
to SA4 from the spin -echo sequences and SB from the
inversion -recovery sequences are obtained for each
pixel and how the relaxation times T1 and T2 and the
proton density e are calculated from them. We shall
now see how the values of SA1 and SB are recalculated
into other values for another setting of the pulse
parameters TB and TRSE, or TB, TD and TRIR. The use
made of a video look -up table in this process will be
illustrated with reference to fig. 7.

The results of an MR exposure are stored in the
image memory IM. A distinction is to be made here
between an SE image, built up from the signals of the
spin -echo sequences, and an IR image, built up from
the signals of the inversion -recovery sequences. For
an SE image binary numbers are stored at each mem-
ory location for SA1 (4 bits), T1 and T2 (3 bits each);
for an IR image binary numbers are stored at each
location for SB (4 bits), T1 and T2 (3 bits each). In the
periodic generation of an image on the monitor M
each pixel in the image memory is 'translated' by
means of the video look -up table in the memory LTM.
Here the binary value of the combination SA1, T1, T2
or SB, T1, T2 serves as the address ADR for LTM. The
address thus has a length of 10 bits and the look -up
table contains 210 8 -bit numbers. The result of the
translation with the look -up table is an 8 -bit sample
VS of the video signal. A sequence of 256 x 256 216

samples contains the information for a complete
image. A video signal is constructed from the samples,

SA," = SA
1 1 - e -T SRRVT, 

For an IR image on changing the pulse parameter TB'
to TB":

and this is fed to the monitor. Arrangements are made
to ensure that the video signal always contains the
complete range of grey levels for the monitor, from
white to black. We shall now consider how the con-
tents of the look -up table (21° x 8 bits) are altered.

When the observer changes one of the pulse param-
eters, a new content for LTM is generated by the part
of the MR software denoted by CALC in fig. 7. The
relevant pulse parameters are stored in the memory
MEM. The observer can change a pulse parameter in
MEMby means of the interactive track -ball device TB.
As soon as a new pulse -parameter value is entered,
CALC generates new numbers for the look -up table.
For an SE image the observer can alter TB or TRH and
for an IR image TB, TD or TRIR. (TB may be different
for SE and IR images.)

The basis for the calculation of new numbers for
the look -up table is formed by eqs. (2) and (3). From
these equations other equations can be formulated for
the new values SA1" and SB" as a function of the old
values SA,' and SR' respectively. For an SE image, on
changing the pulse parameter TB' to TB":

e-TE "/ T2
SAi" = SAi

and on changing the pulse parameter TRsEi to TRSE":

1 - e-TR""/T1

e-TEll T2
SB" = /'/Te 13 2

on changing the pulse parameter TD' to TD":

1 - 2e-TD"/T1 + e-TRIR/TIS" SB'
I M LTM M

B =
1 - 2e-TE,,/ e-TRIR/T,

ADR VS

216x 10 bits ()Obits) 210x 8 bits (8 bits) I and on changing the pulse parameter TRIRI to TRIR":

1-1
TB CA LC

MEM

Fig. 7. Block diagram illustrating the image -synthesis procedure.
IM image memory for 256 x 256 picture elements (pixels) with
10 bits per memory location. ADR address formed by a number in a
memory location of IM. LTM look -up table in the form of a RAM
with 21 memory locations with 8 bits per location. VS video -signal
sample for the monitor M. CALC part of the MR software that
generates new contents for LTM when one of the pulse parameters
is modified. MEM memory for the pulse parameters. TB track -ball,
an interactive device for altering the pulse parameters.

B" = Sp' - 2e-TD/T1 e-TRIRi/T,

D/T, TRIR"/T,1 - 2e -T -

The image -synthesis procedure described has been
implemented in our MR laboratory configuration. The
heart of the configuration is a superconducting mag-
net with a flux density of 2 T (Tesla). The configu-

IS] F. W. Wehrli, J. R. McFall, G. H. Glover, N. Grigsby, V.
Haughton and J. Johanson, The dependence of nuclear mag-
netic resonance (NMR) image contrast on intrinsic and pulse
sequence timing parameters, Magn. Resonance Imaging 2,
3-16, 1984;
W. H. Perman, S. K. Hilal, H. E. Simon and A. A. Maudsley,
Contrast manipulation in NMR imaging, Magn. Resonance
Imaging 2, 23-32, 1984;
M. H. Kuhn, W. Menhardt and I. C. Carlsen, Real-time inter-
active NMR image synthesis, IEEE Trans. MI -4, 160-164,
1985.
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Fig. 8. Part of the RAMTEK 9460 graphic display, used in the MR
configuration at the Philips Hamburg laboratories. The screen
shows an SE cranial image. The track -ball, used in conjunction
with the cursor for varying the pulse parameters, can be seen at the
lower right.

ration contains a VAX 11-780 computer and a
RAMTEK 9460 display system; see fig. 8. As men-
tioned, the observer can use the interactive track -ball
device with display system to alter the pulse param-
eters to any required values. The slightly modified
Floyd -Steinberg algorithm that we use for distributing
the quantization error of a pixel over adjacent pixels
prevents the occurrence of the 'interference patterns'
that are characteristic of the 'ordered dither' tech-
nique [43. Fig. 9 shows the effect of the quantization by

a

the Floyd -Steinberg algorithm. Fig. 9a is the original
SE image of eight bits and fig. 9b shows the modified
image with only four bits per pixel. Magnified details
can be seen in fig. 9c and d. Although the resolution is
not quite so good, since groups of adjacent pixels
receive the same grey level, there are no interference
patterns. The image in fig. 9b compared with that in
fig. 9a seems to show no change in the grey -level tran-
sitions after the four -bit quantization. The eventual
image is made with the original number of eight bits
per pixel.

Some applications

As we noted, the method of interactive variation of
the pulse parameters can be very useful for optimizing
specific contrasts and for instructional use. In IR
images, for example, the influence of the pulse param-
eter TD is very marked. In the inversion -recovery se-
quence the relaxation time T1 determines the rate at
which the longitudinal magnetization Mz returns to its
original value (see fig. 4c). It will be evident that the
exponential curves for two tissues with different T1
values may intersect. If TD is approximately equal to
the time interval between the 180° pulse and the point
of intersection, a small change in TD can cause a
reversal of the contrast between the two tissues. This
is illustrated in fig. 10: a change in TD of only 40 ms
causes a reversal of the contrast between the white

Fig. 9. Quantization effect with the Floyd -Steinberg algorithm [1]. a) The original SE cranial image
with 8 bits per pixel. b) The modified image with only 4 bits per pixel. c) and d) Magnified details
of a and b.
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Fig.10. Contrast reversal in an IR cranial image on changing the pulse parameter TD. a) Exposure
with TE = 50 ms, TR = 500 ms and TD = 180 ms. The grey brain matter (cortex) is light grey, the
white brain matter is shown almost black. b) Exposure with TD = 220 ms and the same values for
TE and TR. The grey brain matter now appears almost black, the white brain matter is shown dark
grey.

and grey matter in an IR image of the main lobe of the
brain. As we have said, our method can also be used
for maximizing the contrast between two parts of an
image indicated by the observer.

The use of colour in the image is a valuable addi-
tion. It is possible in principle to characterize bio-
logical tissue more or less unambiguously by the
values of the proton density g and the relaxation times
T1 and T2. If tissues are represented by vectors in a
three-dimensional (o, TI, T2) space, the end -points of
vectors of identical tissue form clusters of points that
do not as a rule overlap. A primary colour can be as-
signed to each of the quantities e, T1 and T2, e.g. blue

Fig. 11. Cranial image in colour [51. The image is a superposition of
a blue image, a green image and a red image. In the blue image the
brightness is proportional to the proton density g, in the green
image it is proportional to the relaxation time T1 and in the red
image to the relaxation time T2. Each type of tissue has a character-
istic additive colour. For example, the malignant tissue of the
tumour at the top of the photograph can clearly be distinguished
from the benign tissue around it by its orange -yellow colour.

to e, green to T1 and red to T2. If the brightness of
each of the primary colours is made equal to the
values of the relevant quantities, each type of tissue is
represented by a characteristic secondary additive
colour. Fig. 11 shows that with this procedure a
tumour in the brain can be distinguished from the sur-
rounding healthy tissue 153.

Our laboratories are currently working on a data-
base that will contain the characteristic quantities e,
T1 and T2 of all biological tissues, with the associated
spread in values. When this database has been com-
pleted, we hope that it will be possible to use it for
identifying tissue in an MR image, perhaps with the
aid of other characteristic data such as the age of the
patient. The computer can then use look -up tables to
establish the type of tissue present in any region of the
image indicated by the medical user.
[ 4 1 C. N. Judice, J. F. Jarvis and W. H. Ninke, Using ordered

dither to display continuous tone pictures on an AC plasma
panel, Proc. SID 15, 161-169, 1974.
This image was made available to us by Dr Maas of the Eppen-
dorf University Hospital, Hamburg.

Summary. In MR tomography the contrast in images made with the
spin -echo method or the inversion -recovery method depends greatly
on the time parameters of the r.f. pulses that are applied to obtain
signals. The user of MR equipment cannot, however, always indi-
cate the contrast values - the parameters required - beforehand.
Once a single MR exposure has been made, the grey levels of points
in the MR image can be recalculated to give grey levels for other
pulse parameters. The use of a RAM look -up table enables the
computer to perform this calculation in real time. The user can thus
see the result of a different choice of pulse parameters on the moni-
tor screen immediately. Because small numbers of bits have to be
used for the digital values of the proton density and the two relaxa-
tion times the quantization noise in the image is increased, but the
application of a modified Floyd -Steinberg algorithm prevents the
occurrence of 'interference patterns' in the image. The definitive
image, which takes rather longer to calculate, is free from quantiza-
tion noise, however, since it is obtained by using the original num-
bers of bits. Refinements of the method are the addition of colour
to the image and a procedure for maximizing the contrast between
areas in the image indicated by the user.
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Layered semiconductor structures

In research on materials for the electronics industry we have recently seen a growing
interest in layered epitaxial structures. If the layers are very thin, these structures often
have very different physical properties from the individual materials, and different
kinds of applications. Typical examples are the combinations of the III -V semicon-
ductors GaAs and AlxGai-4s in field-effect transistors with a high electron mobility
and in semiconductor lasers with a short emission wavelength.

Although these new structures do not seem to be compatible with the laws of
ordinary chemical thermodynamics, they can be fabricated if careful attention is paid
to the facilities for preparation. The layers or films are deposited on a substrate by
evaporation in ultra -high vacuum (molecular beam epitaxy, or MBE) or by deposition
from a gas mixture containing metal -organic compounds (metal -organic vapour -
phase epitaxy, or MO-VPE). When these technologies are combined with sophis-
ticated methods of characterization and analysis, monolayers of atoms or molecules
can be applied, a layer at a time, and abrupt transitions can be introduced into the
composition.

The main centre for the Philips activities in the MBE of III -V semiconductors is the
Research Laboratories at Redhill, in Britain. The leading position of these Laborator-
ies can be judged by the record established there for electron mobility in semiconduc-
tor structures. Work on the MBE of II -VI semiconductors has recently been started at
the Research Laboratories at Briarcliff, in the U.S.A., while the MBE of silicon and
combinations of metals is being investigated at the Research Laboratories in Eind-
hoven.

The MO-VPE technology has perhaps won greater industrial acceptance than
MBE. Contributions from our Laboratories at Limeil-Brevannes (France) and
Eindhoven have helped to bring this technology to a high degree of perfection in
recent years.

Combinations of very different materials, such as silicon on GaAs (or GaP), GaAs
on silicon, semiconductors on oxide substrates or combinations of metals and semi-
conductors also receive attention. There are good prospects for the discovery of new
physical effects and unusual properties of materials that can be used in new appli-
cations.

The time was clearly ripe for a special issue of Philips Technical Review on these
structures. We now present a general survey of the subject and four articles that de-
scribe some of the activities of Philips Research on layered semiconductor structures.
However, our special issue can really give no more than a glimpse of a field still
forging strongly ahead.

A. R. Miedema
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The crystal perfection that can be achieved in layered semiconductor structures can be seen
from images made by transmission electron microscopy of the crystal lattice. This image
shows alternate 3.5-nm layers of GaAs (dark) and AlAs (light); the arrangement of the
atoms is indicated by blue for Al, green for Ga and red for As. Changes in composition are
completed within a thickness of about one monolayer.
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Research on layered semiconductor structures

J. Wolter

Introduction

The special properties of semiconductor single crys-
tals have regularly led to the introduction of devices
based on new principles of application. This has resul-
ted for example in silicon integrated circuits with high
packing densities and complex functions, and in opto-
electronic devices based on III -V compounds such as
gallium arsenide (GaAs). Materials scientists have
contributed extensively to these developments by mak-
ing it possible to grow high -purity crystals free from
lattice defects.

Most semiconductor devices manufactured today
contain only one basic material. We now see the emer-
gence of a completely new class of devices with
structures consisting of 'stacked' thin layers of dis-
similar semiconductors. In these 'heterostructures' the
electric potential in the direction perpendicular to the
layers can be modified to produce interesting physical
effects, sometimes with novel applications.

During the last ten years or so, research on these
structures has expanded rapidly. Their physical back-
ground is now much more clearly understood and var-
ious discoveries have been evaluated for practical
application. This has only been possible through the
interplay of ideas, potential device applications and
advanced growth techniques, with multi -disciplinary
contributions from large numbers of workers in in-
dustrial and university laboratories. Efforts in this
field are expected to intensify in the years ahead.

Among the structures investigated, probably the
most fascinating are the `superlattices'. These are built
up froth alternate ultra -thin layers, typically" 1 nm
thick, of two dissimilar semiconductor materials.
Then there is the 'quantum -well structure', consisting
of a semiconductor layer less than 30 nm thick be-
tween two layers of another semiconductor with a
larger band gap. This also has peculiarly interesting

Prof. Dr J. Wolter, Professor in Semiconductor Physics at Eindho-
ven University of Technology, was formerly with Philips Research
Laboratories, Eindhoven.

properties. And even a simple heterojunction between
two dissimilar semiconductors offers interesting
potential applications.

This article gives a brief review of the research on
these multilayer structures. It includes a general dis-
cussion of some of the physical aspects and practical
implications. An indication is also given of the
methods of preparation and the semiconductor
materials. Finally there is a summary of the Philips
activities in this field.

Superlattices

The basic idea of the formation of superlattices was
put forward in about 1970 by L. Esaki and R. Tsu
They considered an array of alternating ultra -thin lay-
ers of two dissimilar semiconductors with different
band gaps; see fig. 1. The alternation gives a periodic
modification of the electric potential perpendicular to
the interfaces. Extra potential wells are therefore
created for the electrons, in addition to the 'ordinary'
potential wells around each atom in the crystal lattice.
When the periodicity of the superlattice becomes less
than about 10 nm, there is a marked change in the
energy -level diagram for the electrons: the valence
and conduction bands are split into `minibands' and
new forbidden zones (`minigaps') are created. A simi-
lar modification applies to the energy of the quanti-
zed lattice vibrations (phonons) as a function of their
wave number; this has already been demonstrated ex-
perimentally by Raman spectroscopy E21.

A curious effect can occur when an electric field is
applied to a superlattice E'. The presence of minigaps
gives rise to 'Bloch oscillations' and to a negative dif-

[1]

[2]

L. Esaki and R. Tsu, Superlattice and negative differential con-
ductivity in semiconductors, IBM J. Res. & Dev. 14, 61-65,
1970.
J. L. Merz, A. S. Barker, Jr., and A. C. Gossard, Raman scat-
tering and zone -folding effects for alternating monolayers of
GaAs-AlAs, Appl. Phys. Lett. 31, 117-119, 1977.
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Fig. 1. Atomic arrangement and energy -band diagram of a superlat-
tice consisting of alternate ultra -thin layers of two semiconductors
with different band gaps E5. In addition to the normal lattice period
a, there is also a superlattice period as. At the interfaces the band -
gap difference creates potential wells W, which split the valence and
conduction bands into valence minibands VM and conduction mini -
bands CM.

ferential conductivity, as illustrated in fig. 2. The ener-
gy bands are tilted and the resulting slope is

proportional to the voltage. Electrons are driven to-
wards the upper edge of the conduction band, but in a
conventional semiconductor they never arrive there,
since the distance they have to travel is much farther
than the mean distance between two phonon emis-
sions. In a superlattice, however, the minibands may
be so narrow that the electrons do have a good chance
of reaching the upper edge. Once they arrive there,
they turn back towards the bottom edge because they
cannot pass the forbidden zone. The electrons there-
fore oscillate between the two edges many times be-
fore emitting a phonon. The average electron position
is shifted by a phonon emission, and the shift decreas-
es as the angle of tilt becomes larger. A higher voltage
therefore gives a lower current.

Another type of superlattice has also been proposed
and investigated [31. This consists of layers of the
same semiconductor with alternate p -type and n -type
doping. The donor atoms in the n -type layers deliver
electrons and the acceptor atoms in the p -type layers
deliver holes. The resulting charge distribution creates
a new set of potential wells, again producing energy -

band structures with minibands and minigaps. Impor-
tant features of these superlattices are the nearly per-
fect lattice matching and the spatial separation of
electrons and holes, which can increase the recombi-
nation lifetimes. The effective band gap can also be
changed by applying an external voltage.

Superlattices have unusual physical properties,
which can be varied in a controlled way by modifying
the band structure via the composition, the doping or

E
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Fig. 2. The occurrence of Bloch oscillations and a negative differen-
tial conductivity in a superlattice in an electric field 13]. The energy
diagrams (energy E as a function of position z) are shown for the
conduction electrons in a conventional semiconductor (a) and in a
superlattice (b). In a conventional semiconductor the emission of
phonons Ph prevents electrons El from reaching the upper edge of
the conduction band C. In a superlattice the miniband CM is so
narrow that electrons do have a chance of arriving at the upper edge.
They are reflected there, and may oscillate repeatedly between the
band edges before emitting a phonon. The shift Az in the mean
position of the electrons at a phonon emission decreases as the slope
of the tilted band increases. This means that the current through the
lattice decreases with increasing voltage.
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the layer thickness. A practical example of this 'band -
gap engineering' is the 'staircase' modification of the
energy -band structure for an avalanche photo -
diode 141. Here the band gap is increased in steps in such
a way that the band -edge discontinuities provide
the entire ionization energy; see fig. 3. The multiplica-
tion of electrons then only occurs at the well-defined
steps. The statistical fluctuations in the internal
gain will therefore be much smaller than in con-
ventional avalanche photodiodes, resulting in a better
noise performance.

Another example is a superlattice of two semicon-
ductors with an indirect band gap. In the separate
materials the minimum of the conduction band does
not correspond to the same wave number as the
maximum of the valence band, and therefore the
coupling to a phonon is required for an electron -hole
recombination. Consequently the recombination prob-
ability is much smaller (e.g. by a factor of 1000) than
in a direct -gap semiconductor. In a superlattice, how-
ever, the band structure can be tailored in such a way
that a material with a direct band gap is obtained 151.

This principle might be applied to gallium phos-
phide (GaP) and aluminium phosphide (A1P), which
have nearly the same lattice constant and have band -
gap transitions in the green and the blue, respectively.
If these two indirect -gap semiconductors could be
used to form a superlattice with a direct band gap, a
blue -emitting laser material could perhaps be obtained.
It might even be possible to obtain light emission from
a superlattice of silicon and germanium. This would be

by
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O-.
0 I.

O
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n

Fig. 3. Energy -band diagram of a 'staircase' superlattice for an ava-
lanche photodiode 141. The electrons generated by the incident pho-
tons can only ionize the atoms in the crystal at the steps in the con-
duction band. The creation of new electrons therefore occurs at
well-defined positions in the lattice. This reduces the statistical fluc-
tuations in the electron multiplication.

a revolutionary development in optoelectronics, and
the idea of growing these structures and studying them
experimentally and theoretically presents a challenge.

Quantum -well structures

A semiconductor layer sandwiched between two
other semiconductor layers with a larger band gap is
called a quantum well when it is so thin (< 30 nm) that
the states for electrons and holes moving perpendicu-
lar to the interfaces are quantized. The confinement
of charge carriers then gives rise to discrete energy
levels; see fig. 4. The energies corresponding to move-
ments parallel to the interfaces have to be added to
these levels. The difference between the lowest conduc-
tion level and the highest valence level is greater than
in the bulk material. Luminescence due to electron -
hole recombinations will therefore occur at shorter
wavelengths. The changes in the densities of states
associated with quantization [61 also help to increase
the probability of recombination.

In recent years quantum wells consisting of III -V
semiconductors have been studied in many research
laboratories. Most attention is given to structures of

h v

0

Eg

Fig. 4. Band diagram for a quantum well consisting of a semicon-
ductor layer (green) sandwiched between two other layers of semi-
conductors with a larger band gap (blue). Only the discrete levels
(red) are shown that correspond to states in which the electrons and
holes only move at right angles to the interfaces. The difference in
energy between the lowest conduction level and the highest valence
level is larger than the band gap Eg in the bulk material, so that the
luminescence due to electron -hole recombinations occurs at shorter
wavelengths.

G. H. Dottier, Electron states in crystals with `nipi-superstruc-
ture', Phys. Stat. Sol. B 52, 79-92, 1972. This author also gives
a clear description of superlattices in: Sci. Am. 249, No. 5 (No-
vember), 118-126, 1983.
F. Capasso, W. T. Tsang and G. F. Williams, Staircase solid-
state photomultipliers and avalanche photodiodes with en-
hanced ionization rates ratio, IEEE Trans. ED -30, 381-390,
1983.
U. Gnutzmann and K. Clausecker,Theory of direct optical
transitions in an optical indirect semiconductor with a super -
lattice structure, Appl. Phys. 3, 9-14, 1974.
R. Dingle, Confined carrier quantum states in ultrathin semi-
conductor heterostructures, Festkorperprobleme 15, 21-48,
1975.



114 J. WOLTER Philips Tech. Rev. 43, No. 5/6

GaAs sandwiched between AlGai_xAs, two materials
that have nearly the same lattice constant. Similar
structures, but with a thicker active layer with no
quantization effects, are applied in semiconductor
lasers171, e.g. for Compact Disc players Es) and digital
optical recording [91. With a quantum -well version of
this laser [103 the wavelength of the laser emission can
be reduced by making the well thinner. Similar wave-
length tuning can of course be applied in other devices
such as light -emitting diodes and photodetectors.

In addition to the wavelength tuning, quantum -well
devices have other attractive features, such as a high
luminescence efficiency and a lower and less tempera-
ture -dependent threshold current for laser opera-
tion 1111. They may also offer stability and long life.
Recognition of these features has already led to an in-
dustrial application.

High electron mobilities

It is well known that III -V semiconductors have
good transport properties. Electrons in GaAs, for in-
stance, have a smaller effective mass and therefore a
higher mobility than in silicon. The electron mobility
is generally limited, however, by a number of scatter-
ing Colli-
sions between electrons and their donor atoms are
often unavoidable because they are present in the same
medium. These processes, which are more important
at low temperatures ( < 77 K) than the interactions
with phonons, were until recently the obstacles in the
race to achieve higher electron mobilities by im-
proving methods for growing crystals.

The introduction of modulation doping in hetero-
structures containing GaAs and AlxGai As provided
a breakthrough 1121. The principle, based on ideas put
forward earlier by Esaki and Tsu [11, is simple and in-
genious: only the AI,Gai_xAs is doped, e.g. by the in-
corporation of donor atoms (n -type doping). Because
of the band -gap discontinuity the electrons move
from the donor atoms to the undoped GaAs. This
results in a spatial separation between the donor
atoms and the electrons, thus increasing the mobility
by several orders of magnitude 1131. A further increase
can be obtained by introducing a thin spacer layer of
undoped AlGai,As, which increases the distance
between the donor atoms and the electrons still fur-
ther. The increase in mobility is particularly large at
low temperatures. At the Philips laboratories at Red -
hill in England a value of 3.1 x 106 cm2v-i --1

s has
recently been measured 1141.

This principle can be applied in super -fast tran-
sistors and integrated circuits. Most of them are based
on a structure of the MOSFET type (metal -oxide -

semiconductor field-effect transistor). This consists of
a p -type silicon layer with connections to source and
drain, an insulating Si02 layer and a metal layer
connected to the gate; see fig. 5a. When a negative
voltage is applied to the gate the conduction electrons
are pushed away from the interface between semicon-
ductor and insulator and no current can flow between
source and drain. When a positive voltage is applied
to the gate the conduction electrons are attracted to
the interface, forming a very thin inversion layer with
a 'two-dimensional electron gas'. The electrons can
now only move freely in the directions parallel to the

G
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Fig. 5. a) Schematic cross-section of a MOSFET (metal -oxide -
semiconductor field-effect transistor). The metal layer M is con-
nected to the gate G and is separated from the p -type silicon by an
insulating layer of Si02. Contact regions connect the silicon to the
source S and the drain D. At a positive gate voltage the electrons
flow from S to D in a very thin inversion layer containing a
two-dimensional electron gas (TDEG) near the interface with the
Si02 layer. b) Schematic cross-section of a field-effect transistor
with a modulation -doped heterojunction. The donor atoms of the
n-AlxGai_xAs layer deliver electrons to the undoped GaAs layer.
Near the interface a two-dimensional electron gas is formed at a pos-
itive gate voltage. Owing to the spatial separation from the parent
donor atoms, the electrons here have a very high mobility.

interface. Partly because of their good switching char-
acteristics MOSFETs are widely used in computers
today.

If the p -type silicon layer is replaced by GaAs and the
Si02 layer is replaced by n -type AlxGai_xAs (fig. 5b),
structures with higher electron mobility can be pro-
duced. The two-dimensional electron gas is then
formed in the undoped GaAs layer near the interface
with the n-AlxGai,As layer. Since this layer is fully
depleted, it behaves as an insulator. Whereas a
MOSFET contains amorphous Si02, the heterojunc-
tion here is formed by single -crystal semiconductors
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with nearly perfect lattice matching. The absence of
dislocations and asperities at the interface gives a
further reduction in electron scattering.

This type of field-effect transistor is commonly re-
ferred to as a HEMT (high -electron -mobility transis-
tor) (151. Nowadays many industrial laboratories are
fabricating and studying HEMTs. Integrated circuits
containing these transistors have already been made.
An important feature of HEMTs is the high speed at
which they can process signals. Considerable amounts
of charge are rapidly accepted and released, with rela-
tively little energy dissipation (161. Switching times of
the order of 10-11s have already been observed, which
makes them faster, for the same energy dissipation,
than any other semiconductor device. It seems highly
likely that they will be widely used in advanced
applications such as high -frequency amplifiers,
supercomputers and super -fast signal -processing
systems.

Modulation doping is also applicable to super -
lattices and quantum wells, of course. The combina-
tion with the minibands in superlattices offers much
scope for speculation, but we shall leave the matter
here.

Quantized Hall effect

In a measurement of the Hall effect the quantity de-
termined is the voltage induced in the y -direction (for
example) of a sample by the combination of a current
in the x -direction and a magnetic field in the z-direc-

J. C. J. Finck, H. J. M. van der Laak and J. T. Schrama,
A semiconductor laser for information read-out, Philips Tech.
Rev. 39, 37-47, 1980.
Special issue 'Compact Disc Digital Audio', Philips Tech. Rev.
40, 149-180, 1982.
K. Bulthuis, M. G. Carasso, J. P. J. Heemskerk, P. J. Kivits,
W. J. Kleuters and P. Zalm, Ten billion bits on a disk, IEEE
Spectrum 16, No. 8 (August), 26-33, 1979.
N. Holonyak, Jr., R. M. Kolbas, R. D. Dupuis and P. D.
Dapkus, Quantum -well heterostructure lasers, IEEE J. QE -16,
170-186, 1980.
W. T. Tsang, Extremely low threshold (AlGa)As modified
multiquantum well heterostructure lasers grown by molecular -
beam epitaxy, Appl. Phys. Lett. 39, 786-788, 1981.
R. Dingle, H. L. Stormer, A. C. Gossard and W. Wiegmann,
Electron mobilities in modulation -doped semiconductor hetero-
junction superlattices, Appl. Phys. Lett. 33, 665-667, 1978.
A concise survey of the electron mobilities in modulation -
doped heterostructures of GaAs and Al,Gai-xAs is given in:
H. L. Stormer, Surf. Sci. 132, 519-526, 1983.
Measurement by C. T. FoXon and J. J. Harris, to be published
shortly.
T. Mimura, S. Hiyamizu, T. Fujii and K. Nanbu, A new field-
effect transistor with selectively doped GaAs/n-A1,,Ga1_xAs
heterojunctions, Jap. J. Appl. Phys. 19, L225 -L227, 1980.
T. Mimura, Why HEMT are necessary and how they are made,
J. Electron. Eng. 20, No. 200, 60-62, 1983;
H. Morkoc and P. M. Solomon, The HEMT: a superfast tran-
sistor, IEEE Spectrum 21, No. 2 (February), 28-35, 1984.
K. von Klitzing, G. Dorda and M. Pepper, New method for
high -accuracy determination of the fine -structure constant
based on quantized Hall resistance, Phys. Rev. Lett. 45,
494-497, 1980.

tion: see fig. 6a. The ratio of this voltage to the cur-
rent is called the Hall coefficient (or Hall resistance).
The structures described here, with a two-dimensional
electron gas, can exhibit an intriguing effect, the
quantized Hall effect, which was first observed in a
silicon MOSFET ['11. At very low temperatures and
strong magnetic fields there are plateaus in the curve
of the Hall coefficient as a function of the magnetic
field. The conductivity at these plateaus is indepen-
dent of the experimental parameters and is given very
accurately by nee, where h is Planck's constant, n is
an integer and e is the electronic charge. Klaus von
Klitzing received the Nobel Prize for Physics in 1985
for his discovery of this effect.

There is as yet no full explanation of this effect. It is
however generally accepted that it is related to the
properties of the two-dimensional electron gas, whose
energy levels for the motion perpendicular to the

a
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Fig. 6. a) Arrangement for Hall -coefficient measurements. / current
in the x -direction. B magnetic flux density in the z -direction. 14i in-
duced Hall voltage in the y -direction. The Hall coefficient (or Hall
resistance) RH is given by VHIL b) The fractional quantized Hall
effect measured for a heterojunction of GaAs and AlxGai_xAs at a
very low temperature and a very strong magnetic field (201. The
Hall -coefficient curve has plateaus with a value of hlfe2 , where hl e2
is equal to 25 813 Q and f is a fraction of 1.
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interface are quantized. Because of the magnetic field,
quantization also occurs parallel to the interface, giv-
ing rise to the formation of 'Landau levels'. These
levels are successively depleted as the magnetic field is
increased. Whenever a level becomes fully depleted,
there is a plateau in the curve of the Hall coefficient.
To explain this it is generally assumed that between
the Landau levels there are localized energy states in
which the electrons do not contribute to the conduc-
tivity. It may also be significant that the electrons
are not homogeneously distributed throughout the
sample 1181.

Soon after the discovery of the quantized Hall effect,
it was also found in heterostructures of GaAs and
AlxGai-xAs (191. Further investigations of these struc-
tures revealed another unexpected effect, the fractio-
nal quantized Hall effect [203. It was found that pla-
teaus also occur where the Hall coefficient is given by
hlfe2 with f = . . .; see fig. 6b. This means that
plateaus must also occur when the Landau levels are
only partially occupied. This effect cannot be explai-
ned from the single -electron model. This provides fur-
ther motivation for much more theoretical and experi-
mental investigation of these structures.

The observation of the quantized Hall effect also
has practical consequences in view of the high accura-
cy with which the Hall coefficient at the plateaus can be
experimentally determined. Attempts are being made
in various standards institutions to use this effect for
creating a new reference resistance with an accuracy
better than 1 in 108.

Growth technologies

The progress made in research on the structures de-
scribed here has only been possible because of the
development of advanced methods for the epitaxial
growth of thin-film semiconductor layers. The poten-
tial applications that have emerged have provided a
tremendous stimulus. At the same time the growth
technologies have greatly stimulated the development
of sophisticated semiconductor devices.

Two growth technologies are pre-eminent for the
ability to control compositions and layer thicknesses
and for obtaining virtually defect -free surfaces and
interfaces. One of them is metal -organic vapour -phase
epitaxy (MO-VPE). In this technology layers of a
material such as AlxGai,As are deposited on a
heated GaAs substrate from a reactive gas mixture
containing AsH3 and metal -organic compounds of
aluminium and gallium [21] [22]. The other technology
is molecular beam epitaxy (MBE), which is essentially
a special form of evaporation in ultra -high vac-

[231 (24]. Here the layers are deposited by the re-

action of molecular (or atomic) beams incident on the
heated substrate.

The success of these technologies is largely due to
the facilities available for controlling the growth and
analysing the structures. They include the use of
photoluminescence, transmission electron microscopy
and various methods of surface analysis EH]. With
these technologies structures can be made that are
virtually defect -free, with transitions that are abrupt
on an atomic scale.

Materials

The materials that have received most attention are
GaAs and AlxGai,As. They have very similar lattice
constants, which means that epitaxial structures on a
GaAs substrate are nearly free of stress. These struc-
tures have proved suitable for testing new ideas and
for practical evaluation. Some work has also been
done with other materials, mainly III -V semiconduc-
tors. However, the considerable scope offered by modi-
fication of the band structure discussed here will be a
considerable stimulus to the use of other materials.

Many materials cannot easily be combined because
their lattice constants are too different. This inhibits
perfect epitaxial growth and induces undesired
dislocations at the interface. Some lattice mismatch
can nevertheless be accommodated by an elastic strain
in the crystal lattice, without the generation of misfit
dislocations at the interface. Interesting combinations
of semiconductors that have very different properties
can be made in this way.

An example of such a combination is silicon on
GaAs (241, with a 4% difference between the lattice
constants. With such a structure integrated circuits in
silicon could be combined with optoelectronic

[181 R. Woltjer, R. Eppenga, J. Mooren, C. E. Timmering and J.
P. Andre, A new approach to the quantum Hall effect, Euro-
phys. Lett. 2, 149-155, 1986.

1191 D. C. Tsui and A. C. Gossard, Resistance standard using
quantization of the Hall resistance of GaAs-AIKGai,As
heterostructures, Appl. Phys. Lett. 38, 550-552, 1981.

120 D. C. Tsui, H. L. Stormer and A. C. Gossard, Two-
dimensional magnetotransport in the extreme quantum limit,
Phys. Rev. Lett. 48, 1559-1562, 1982.
A survey of the fractional quantized Hall effect is given by

 H. L. Stormer in: Festkorperprobleme 24, 25-44, 1984.
(21] P. M. Frijlink, J. P. Andre and M. Erman, this issue, pp. 118-

132.
122] M. R. Leys, M. P. A. Viegers and G. W. 't Hooft, this issue,

pp. 133-142.
1231 B. A. Joyce and C. T. Foxon, this issue, pp. 143-153.
1241 P. C. Zalm, C. W. T. Bulle-Lieuwma and P. M. J. Marge, this

issue, pp. 154-165.
129] See the other articles in this issue. A general description of var-

ious methods of surface analysis is given in: H. H. Bron-
gersma, F. Meijer and H. W. Werner, Philips Tech. Rev. 34,
357-369, 1974.

1291 J. C. Bean, J. C. Feldman, A. T. Fiory, S. Nakahara and I. K.
Robinson, GexSii-x/Si strained -layer superlattice grown by
molecular beam epitaxy, J. Vac. Sci. & Technol. A 2, 436-440,
1984.
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components, such as lasers and photodiodes, in
GaAs, on the same wafer. Another example is a
strained -layer structure of silicon and SiGe. It has
been demonstrated that dislocation -free SiGe layers
as thick as 75 nm can be grown on silicon [261. The
ideas of modulation doping and band -structure modi-
fication can also be applied in this way for silicon. In
layer structures that have an elastic strain degeneracies
in the conduction band can also be eliminated, so that
higher electron mobilities are possible in principle.

Structures of materials with a moderate lattice mis-
match are now being widely studied by many materials
scientists. It is hard to say whether this will lead to
novel devices. The only certainty is that there will be
many problems to overcome in the fabrication.

Research at Philips

In recent years Philips have done a great deal of
work on thin-film epitaxial semiconductor structures.
The study of MO-VPE and MBE processes has resul-
ted in a continuous improvement in the control of the
growth of multilayer structures. A variety of
interesting structures have been fabricated and their
properties have been investigated, with particular at-
tention to the fundamental physics of the structures.
Potential device applications, such as the quantum -
well laser and the HEMT, are also topics of research.

There is work on MO-VPE growth at the research
laboratories in Limeil-Brevannes, in France, and in
Eindhoven. Structures of various III -V semiconduc

tors are being investigated, but the emphasis is on
combinations of GaAs and AlxGai_xAs. The same
applies to the work on MBE at the Redhill labora-
tories, in England. Another MBE activity has been
the growth of silicon layers on GaP and GaAs, a joint
project undertaken by the FOM Institute for Atomic
and Molecular Physics in Amsterdam and the Philips
Research Laboratories in Eindhoven. At the Briarcliff
laboratories, in the U.S.A., work has recently started
on MBE of II -VI semiconductors. MBE of silicon and
silicon -germanium structures is also being studied at
the Eindhoven laboratories.

Some of these activities are reviewed in the following
articles in this special issue. The first two deal with
various aspects of the growth of GaAs and
AlxGai_xAs structures by MO-VPE. The growth of
similar structures by MBE is then discussed. The final
article deals with MBE of silicon films on GaP and
GaAs.

Summary. Research on layered epitaxial structures of semiconduc-
tor materials is a field of rapidly growing significance. Structures of
special interest are the superlattice consisting of alternate ultra -thin
layers of two dissimilar semiconductors, the quantum well formed
by a thin semiconductor layer sandwiched between two semi-
conductor layers with a larger band gap, and the modulation -doped
heterojunction. The controlled modification (`tailoring') of the
energy -band structure gives some fascinating physical effects. There
are also potential new applications, such as quantum -well lasers
and high -electron -mobility transistors. Suitable growth tech-
nologies are metal -organic vapour -phase. epitaxy (MO-VPE) and
molecular beam epitaxy (MBE). Various aspects of fundamental
physics, growth procedures and device applications are topics of
research at several Philips laboratories.
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Metal -organic vapour -phase epitaxy of multilayer
structures with 111-V semiconductors

P. M. Frijlink, J. P. Andre and M. Erman

Introduction

Thin single -crystal films of III -V semiconductor
materials such as GaAs and Al,,Gai_xAs are now
widely used in devices such as solid-state lasers Ill and
microwave field-effect transistors [21. The films are
obtained by epitaxial growth, in which they adopt the
crystal structure of the substrate (usually GaAs).
Conventionally, the films are grown by deposition
from a melt or a solution (liquid -phase epitaxy, LPE)
or from a reactive gas mixture (vapour -phase epitaxy,
VPE). In recent years the control over these growth
processes has been improved considerably to reduce
the dimensions of the semiconductor devices and cir-
cuits. There is however only a limited capability for
growing multilayer structures with very abrupt inter-
faces, required for particular applications as men-
tioned in the opening article [31.

In the last ten years or so two growth techniques
have been developed which can meet the special
requirements for interface abruptness. One is a
modified version of VPE, in which the reactive gas
mixture contains metal -organic compounds (metal -
organic vapour -phase epitaxy, MO-VPE), the other is
molecular beam epitaxy (MBE), which will be dis-
cussed later in this issue [41. An important feature of
these techniques is that the chemical composition near
the growing surface can be changed in a time interval
an order of magnitude smaller than the time necessary
for growing a single atomic layer. This has made it
possible to grow multilayer structures with sharp
interfaces on the scale of one atomic monolayer.
Consequently, new devices requiring such abrupt
interfaces can now be made. An example of such a
device is the Al,Gai_xAs/GaAs quantum -well laser: a

Ir P. M. Frijlink, Dr J. P. Andre and Dr M. Erman are with
Laboratoires d'Electronique et de Physique Appliquee (LEP),
Limeil-Brevannes, France.

semiconductor laser with a very thin active GaAs layer
between AlxGai_xAs barriers, which gives a narrow
emission peak at a relatively short wavelength with a
low threshold current 01. Another example is the
high -electron -mobility transistor (HEMT): a micro-
wave field-effect transistor with an AlxGai_xAs/GaAs
heterojunction, which has an excellent high -frequency
performance [61.

At LEP the MO-VPE growth of III -V layer struc-
tures has been extensively investigated (71. Several
aspects have been considered, such as the develop-
ment of a suitable growth -reactor system and the
assessment of the relevant growth parameters for
obtaining multilayer structures with the required
properties. The layers and their interfaces have
been characterized by spectroscopic ellipsometry and
photoluminescence measurements. In addition, the
applicability of various structures for practical devices
has been studied.

It has been found that MO-VPE is a reliable
and versatile method for growing a large variety
of device -quality III -V semiconductor materials and
multilayer structures. It has proved possible to grow
successive layers with precise control of composition
and lattice match to the substrate, giving high elec-
trical and optical quality. Precise compositional
control is possible not only with ternary materials
such as Al,Gai-xAs but also with quaternary mat-
erials such as InxGai,P),Asi_y. . Doping profiles are
controlled with a resolution of less than 10 nm. MO-
VPE growth is particularly successful for the prepara-
tion of quantum -well lasers and HEMT devices based
on GaAs and AlxGai_xAs.

A large number of results have shown that MO-
VPE and the characterization methods have great
potential, and that practical devices can be made.
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Some examples are:
 The photoluminescence of a quantum well in which
the active layer is only about 0.6 nm thick.
 A strong visible luminescence of a quantum well
with A102Ga0.8As in the active layer.
 A quantum -well laser emitting at 775 nm with a
maximum power of 230 mW per facet in continuous-

wave (CW) operation at 300 K and a CW threshold
current density of 660 A/cm2.
 A two-dimensional electron gas at the interface of
a GaAs/AlxGal,As heterojunction giving an elec-

A sH3

-0-
P-1

TMG TMA

DM

0 0 0
f212f2tifef

TMG

Finally, modulation -doped heterostructures will be
discussed, with emphasis on the special properties
related to the formation of a two-dimensional elec-
tron gas.

Preparation of multilayer structures with abrupt
interfaces

A suitable reactor system for the MO-VPE growth
of AlGai,As is shown in fig. 1. A heated GaAs
substrate is exposed to a gaseous mixture containing

00
ceece

Sik/4. H2

5.5 mm

700°C

4 H2

Pd
di ff.

Fig. 1. Schematic diagram of the MO-VPE equipment used for growing AlxGai,As multilayer
structures. In a quartz reactor layers are deposited from the gas phase on to a GaAs substrate
Sub. This is kept at a temperature of about 700 °C by inductive r.f. heating of the substrate
holder. The gas phase contains hydrogen (used as the carrier gas) and the reactive components
trimethyl aluminium (TMA), trimethyl gallium (TMG) and arsine (AsH3), supplemented by dop-
ing reactants, e.g. silane (Slat) for n -doping. The hydrogen is purified by diffusion through a
membrane of palladium (Pd diff.). The supply of the several gases can be controlled and mixed in
such a way that any desired gas composition can be obtained very rapidly. S standard valve; R
pressure regulator; M flow meter with regulating valve; DM mass -flow meter; F filter for gas
purification; A non -return valve; V four-way valve.

tron Hall mobility of 7.5 x 103 cm2v-1 -1s at 300 K
and of 2.7 x 105 2v-1--S 1 at 4 K, yielding field-effect
transistors with a transconductance as high as
250 S/m for a gate length of 1 gm.

In this article, the discussion of our MO-VPE inves-
tigations will be restricted to multilayer structures of
GaAs and AlxGai_xAs, the most widely investigated
of the III -V structures and the most promising for
immediate practical application. After a general de-
scription of the MO-VPE method, it will be shown
how structures with abrupt interfaces can be obtained.
It will be demonstrated that spectroscopic ellipsometry
can be a useful tool for depth profiling and interface
characterization. Next, the composition and lumines-
cence properties of quantum wells will be dealt with,
as well as the application in quantum -well lasers.

See for example J. C. J. Finck, H. J. M. van der Laak and
J. T. Schrama, A semiconductor laser for information read-
out, Philips Tech. Rev. 39, 37-47, 1980.
See for example P. Baudet, M. Binet and D. Boccon-Gibod,
Low -noise microwave GaAs field-effect transistor, Philips
Tech. Rev. 39, 269-276, 1980.
J. Wolter, Research on layered semiconductor structures, this
issue, pp. 111-117.
B. A. Joyce and C. T. Foxon, Molecular beam epitaxy of
multilayer structures with GaAs and Al,Gai-xAs, this issue,
pp. 143-153.
One of the first descriptions of a quantum -well laser, operating
at room temperature, has been given by R. D. Dupuis, P. D.
Dapkus, N. Holonyak, Jr., E. A. Rezek and R. Chin, Appl.
Phys. Lett. 31, 295-297, 1978.
Successful fabrication of a HEMT device was reported for the
first time by T. Mimura, S. Hiyamizu, T. Fujii and K. Nanbu,
Jap. J. Appl. Phys. 19, L225 -L227, 1980.
Many of our colleagues at LEP contributed to the investiga-
tions described here. The MO-VPE growth of Al.,Gai,As
multilayer structures has also been investigated at the Philips
Research Laboratories in Eindhoven, see M. R. Leys, M. P. A.
Viegers and G. W. 't Hooft, this issue, pp. 133-142.
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the metal -organic compounds trimethyl aluminium
(Al2(CH3)6) and trimethyl gallium (Ga(CH3)3) with
arsine (AsH3) and hydrogen (H2), which is used as
carrier gas. The pyrolysis of the reactive compounds
at the substrate surface leads to the epitaxial deposi-
tion of a single -crystal Al,,Gal,As layer in the overall
reaction:

2 x Al2(CH3)6(g) + (1 - x) Ga(CH3)3(g) + AsH3(g)

H2(g) > AlxGai_xAs(s) + 3 CH4(g).
600-750 °C

The composition of the deposited layer depends on
the partial pressures of Al2(CH3)6 and Ga(CH3)3 in
the gas phase. Addition of substances such as silane
(SiH4) or diethyl zinc (Zn(C2H5)2) to the gas phase
leads to n- or p -doping of the layer.

Compared with the more conventional VPE and
LPE methods, the MO-VPE method has some advan-
tages for growing multilayer structures with abrupt
interfaces: it is essentially a 'far -from -equilibrium' or
`one -way -deposition' process. Since the growth rate is
essentially proportional to the supply of the reactants
that provide the group III elements, decreasing the
supply of these reactants will in principle make the
gtowth rate arbitrarily small. By changing the gas
composition very thin layers with abrupt composi-
tional changes can be obtained. However, for high
electrical and optical quality, these layers must be
pure. If we assume a constant rate of contamination,
e.g. from outgassing of the reactor walls, it is clear
that an extremely small growth rate will result in a
high contamination level in the solid grown. This
means that there are essentially two ways of obtaining
very pure heterostructures with very abrupt inter-
faces: either we use a reactor system in which we make
sure that the overall contamination level is very low,
and reduce the growth rate sufficiently to avoid tran-
sient control problems on changing the gas composi-
tion to grow an interface, or we aim for effective
control of very rapid changes in the gas composition
and use a high growth rate, thus reducing the require-
ments for contamination control. In view of the
present 'state of the art' in MO-VPE reactors, we
chose the second option.

In our investigations, the Al,Gai,As layers are
generally deposited on substrates consisting of chro-
mium -doped semi -insulating GaAs wafers. These
wafers are sawn from a single -crystal ingot, grown by
the Czochralski method. The mechanically polished
substrate surface is disoriented with respect to the
(001) crystal plane by a few degrees. The substrate is
supported by a graphite susceptor. The appropriate
substrate temperature, between 600 and 750 °C, is

obtained by inductive r.f. heating of the susceptor. A
thermocouple in the susceptor measures the substrate
temperature. The carrier gas is purified by diffusion
through a palladium membrane. The supply of the
various reactive compounds is controlled by mass -
flow meters.

As pointed out, the MO-VPE growth of multilayer
structures with abrupt interfaces requires an instan-
taneous and precise control of the partial pressures in
the reactor system. In the system of fig. 1 the gas
transport is arranged so that the gas composition over
the wafer can be changed in a controlled way within
0.1 s, neglecting adsorption and desorption at the
reactor walls. At a total gas pressure of 105 Pa (1 atm)
and a suitably low growth temperature of 650 °C, the
growth rate of AlxGai_xAs layers can be as low as 0.5
nm/s. This means that the time required for changing
the chemical composition at the crystal surface is
much less than the growth time of one monomolecu-
lar layer of AlxGai,As. This permits the growth of
well-defined multilayer structures, with a reproducible
control over composition, thickness and doping
profile in the direction of growth on an atomic scale.

As will be discussed later, depth profiling and inter-
face quality can be demonstrated for quantum wells
by analysing their luminescence properties and for
modulation -doped heterostructures by considering
the increase in the electron mobility near the inter-
face. However, we shall first discuss a more general
characterization method: spectroscopic ellipsometry.
This method has been found to be very useful in inves-
tigating the chemical and structural quality of the
interfaces.

Depth profiling and interface characterization by
spectroscopic ellipsometry

Ellipsometry is an optical technique that makes use
of the change in polarization of light at the surface
to be investigated 151. The state of polarization of
polarized light can be characterized by the amplitude
A and the phase 6 of two perpendicular components
into which the total electric vector of the light can be
resolved. The component parallel to the plane of in-
cidence (Er) and the component perpendicular to it
(E5) are given by:

Ep = Ap exp j + cot),

Es= Asexp j Os + cot),

where j is the imaginary unit and co is the angular fre-
quency of the light wave. At arbitrary values of the
amplitudes and phases, the tip of the total electric
vector will describe an ellipse; the light is then said to
be elliptically polarized. On reflection the change in

(1)
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the parallel component is different from the change in
the perpendicular component, so that the shape of the
ellipse will change; see fig. 2.

In an ellipsometer the complex ratio p of the reflec-
tances of the parallel and perpendicular omponents is
determined; this can be expressed as:

(E,, /Es)r
Q - (2)

(Epl Es),

where the indices r and i refer to the reflected and
incident beams. Substitution from eq. (1) gives the rela-
tion with the changes in amplitude and phase on reflec-
tion, which can be described by two parameters w and
A:

= tan exp j , (3)

(Ap /Ask
tan - (4)

(Ap/As)i

= - Os),- - (op - Os)i (5)

For a reflection at a clean substrate, the quantities yr
and A can be correlated with its refractive index and
absorption coefficient. If the substrate is coated with a
thin layer, information about the thickness of the layer
and its optical properties can also be obtained.

The layers we have deposited and their interfaces
have been investigated by a special form of ellipsom-
etry, in which g is determined as a function of the
energy of the incident light (spectroscopic ellip-
sometry). Since p is directly related to the dielectric
function of the reflective material, such measurements
enable us to make a detailed structural and chemical
analysis of the surface. The spectroscopic ellipsome-
ter used in our experiments has the following optical
components: a xenon lamp, a rotating polarizer, the
sample, a fixed analyser, a double monochromator

E5

n d

Fig. 2. Schematic representation of the reflection of elliptically
polarized light at the surface of a layer. The parallel and
perpendicular components Ep and E, of the electric vector of the
reflected light beam (r) differ from those of the incident beam (i).
The ratio of the reflectances of the two components depends on the
angle of incidence 0, the angle of refraction 0 and the complex
index of refraction ñ and the thickness d of the layer.

and a photomultiplier. The optical range is from
1.6 eV (because of the limited sensitivity at longer
wavelengths of the S20 extended -UV photocathodes)
to 5.4 eV (because of the use of calcite prisms for the
polarizer and analyser). The output signal of the
photomultiplier is sampled as a function of the
angular position of the polarizer and a Fourier anal-
ysis is made by a minicomputer to determine the value
of Q.

The dielectric function e can be derived at each
energy by using the Fresnel expressions for the reflec-
tion coefficients of the parallel and perpendicular
components and Snell's law. For a clean wafer e is
given by:

-
E = El -

+ p)2E2 = sin2 0 tang + sin2 0, (6)
(1

where 0 is the angle of incidence. In fig. 3a the con-
tinuous lines give the dielectric function for a care-
fully cleaned GaAs wafer under vacuum at room tem-
perature. A characteristic feature is the presence of a
double -peak structure in the E2 curve, corresponding
to different optical transitions (at 2.93 and 3.16 eV)
between the valence and conduction bands [93. The
spectrum of the dielectric function of GaAs is very
sensitive to crystalline imperfections induced for
example by high temperatures (lattice vibrations),
doping or Al incorporation. Generally speaking, any
type of imperfection tends to reduce the E2 peak
height and especially the contrast in the double -peak
structure. Evaluation of the spectrum obtained can
therefore give useful information about the ordering
of the GaAs lattice and the doping level or Al incor-
poration 1101.

The dielectric functions of various AlGai,As
alloys have also been measured. As an example, the
continuous lines in fig. 3b give the spectrum for an
undoped A10.54Ga0.46As sample. Compared with the

(81 See for example D. E. Aspnes, Spectroscopic ellipsometry of
solids, in: B. 0. Seraphin (ed.), Optical properties of solids,
New developments, North -Holland, Amsterdam 1976,
pp. 799-846.
Surface analysis by ellipsometry has also been described in this
journal: K. H. Beckmann, Optical investigations of semicon-
ductor surfaces, Philips Tech. Rev. 29, 129-142, 1968;
F. Meijer and G. A. Bootsma, Investigation of the chemical
behaviour of clean silicon and germanium surfaces, Philips
Tech. Rev. 32, 131-140, 1971.

[91 A survey of the various valence -conduction band transitions in
GaAs has been given by Y. Petroff in: M. Balkanski (ed.),
Optical properties of solids, North -Holland, Amsterdam 1980,
Chapter 1.

[101 M. Erman, J. B. Theeten, N. Vodjdani and Y. Demay,
Chemical and structural analysis of the GaAs/AIGaAs het-
erojunctions by spectroscopic ellipsometry, J. Vac. Sci. &
Technol. B 1, 328-333, 1983;
M. Erman, J. B. Theeten, P. Frijlink, S. Gaillard, Fan Jia Hia
and C. Alibert, Electronic states and thicknesses of
GaAs/GaAlAs quantum wells as measured by electroreflect-
ance and spectroscopic ellipsometry, J. Appl. Phys. 56, 3241-
3249, 1984.
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Fig. 3. Real and imaginary parts el and 62 of the dielectric functions
of GaAs (a) and A10.54Ga6.46As (b), plotted against the energy E of
the incident' light. The continuous curves were derived from the
measured complex ratio g as given by eq. (6). The 62 curve for
GaAs has a characteristic double -peak structure at about 3 eV. The
dotted curves refer to simulations generated by using a set of seven
harmonic oscillators (see text). Above 2.5 eV good agreement with
the measurements is obtained.

pure GaAs case, the spectrum shows no double -peak
structure in the neighbourhood of 3 eV, but otherwise
it has the same general features. It has been demon-
strated that the spectrum of an arbitrary AlxGai,As
alloy can be derived by interpolation. This can be
done accurately by describing the variation of e with
the energy E as a sum of harmonic oscillators, each
characterized by its amplitude At, its centre position
Ei and its half -width 11:

e = Ait(Ei -E - j/;)-1 + (Ei + E + jri)-1). (7)

The GaAs dielectric function can be simulated by a set
of seven oscillators as shown in fig. 3a by the dotted
lines. The description is satisfactory above 2.5 eV.
The basic idea for simulating the dielectric function of
any AlxGai_.,As alloy is to use the same set of seven
oscillators with a simple variation (quadratic in x) of
Ai, E1 and The law of variation can be determined
from measurements at a few x -values. This simulation
method is illustrated by the dotted lines in fig. 3b
for A10.64Gas.46As. Good agreement with the meas-
urements is again obtained above 2.5 eV.

The results for pure wafers can be used for simula-
tions on actual samples of AlxGai_xAs layers de-
posited on a GaAs substrate. These simulations are
based on the 'effective -medium approximation' 1111
for thicknesses less than the wavelength of the inci-
dent light. This means that the dielectric function e of
a mixture of two materials A and B, with known
dielectric functions eA and es, can be evaluated from
the relation:

v(eA - e)(8A + 2e)-' + (1 - v)(eB - e)(es + 2e)-1 = 0,
(8)

where v is the volume fraction of A.
In evaluating and understanding the specific pro-

perties of heterojunctions and multilayer structures,
an important aspect is the structure, on the atomic
scale, of the transition regions between the various
layers. In the ideal case of an abrupt heterojunction,
the top of the semiconductor substrate A has the same
composition and crystalline structure as the bulk of
A, while the bottom of the deposited layer of the
other semiconductor B has the same composition and
structure as the bulk of B. Two types of deviation can
occur from this ideal case:
 Interdiffusion of A and B and formation of an alloy
with a chemical nature distinct from both materials:
this will be referred to as a 'chemical' interface.
 Interpenetration of A and B, without changing their
chemical nature, so that their separation is not planar

Ell] C. G. Granqvist and 0. Hunderi, Optical properties of ultra -
fine gold particles, Phys. Rev. B 16, 3513-3554, 1977.
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Fig. 5. Results of ellipsometry experiments and modelling for three
types of heterostructure. The experimentally determined values of
tan ty and cosA are plotted against the energy E (continuous
curves). The modelling was performed for the tan tg curves. The
sequences of layer compositions and thicknesses shown refer to the
best simulations (dotted curves). A chemical interface region is
detected for a thin GaAs layer on A10.54Gao.46As (a). No interface
region is detected for a thin A10.54Ga0.46As layer on GaAs (b).
When there is a rapid alternation between these compositions, a
chemical interface region is also formed in this case (c).

on three samples of multilayer structures. Fig. 5a

gives the measured data and best simulations for a
thin GaAs layer on A10.54Ga0.46As. The oscillations
between 1.6 and 2.2 eV are due to interferences in the
A10.54Ga.0.46As layer and can be used to evaluate the
thickness of this layer (1050 ± 10 nm). Because of the
presence of a thin native oxide layer (measurements
were made in air), the comparison between modelling
and experiment is made for the tan ig curve only, since
the oxide layer induces a small shift in the cos d curve.
The comparison indicates the presence of a chemical
interface region, with a thickness of 1.5 ± 0.9 nm.

Fig. 5b shows the results for a thin A10.54Ga0.46As
layer on GaAs. The shift in the cos 0 curve is larger
than for the first sample, and this can be attributed
to a thicker native oxide layer due to the presence of
Al in the top layer. The best modelling is obtained
by assuming no interface region (ideal interface).
The conclusion can therefore be drawn that the
Al,Gai_xAs/GaAs heterojunction (the 'normal'
situation) is essentially abrupt and is better defined
than the converse situation discussed earlier. A
careful error analysis of the results shows that the
maximum transition thickness is about 0.5 nm,
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compared with about 1.5 nm in the converse
situation.

To test the ability of spectroscopic ellipsometry to
detect an interface region we have also examined a
structure in which a 3-nm interface region had been
deliberately grown. This was done by rapid alter-
nation of the gas flows corresponding to GaAs and
A10.54Ga0.46As in such a way that the interface could
be considered as a sequence of twenty layers of
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alternating composition, with each individual layer
about 0.15 nm thick. Since this thickness is below that
of one monolayer a chemical mixture would be ex-
pected: the interface region should look like an
A10.27Ga0.73As layer about 3 nm thick. This is con-
firmed experimentally; see fig. 5c. The modelling as-
suming a chemical interface gives the best fit with the
experimental data, with fewer uncertainties in the
layer thicknesses. The best simulation is obtained with
an interface of 3.1 ± 1.0 nm.

Quantum wells

When a GaAs layer is sandwiched between two
AlxGal_As layers that have a larger band gap, there
are steps in the energy -level diagram at the inter-
faces in. The existence of energy bands is due to the
periodicity of the crystals, but their configuration is
essentially determined by interactions over a range of
about one unit cell of the crystal. In fact, the mag-
nitude of the band gap of each material appears to be
maintained right up to the interface. The band -gap
difference leads to discontinuities in the conduction
and valence bands at the interfaces. The conduction -
band discontinuity is related to the difference in elec-
tron affinity between the two materials and is now
assumed to be about 60% of the band -gap differ-
ence [12].

An interesting quantization effect is observed when
the GaAs layer becomes thinner than the mean free
path of the electrons between two collisions with lat-
tice vibrations (phonons), lattice imperfections such
as point defects, or impurity atoms [133. The electrons
trapped in the GaAs layer can then be reflected many
times between the two interfaces. If the half -wave-
length of the electrons in the direction perpendicular
to the interfaces does not fit into the quantum well an
integer number of times, the state will only have a
very short lifetime, because of extinction by inter-
ference. Only the particular states that do fit in this
way can exist permanently. Thus for the movement
perpendicular to the interfaces only discrete energy
values are permissible.

In directions parallel to the interfaces the electrons
can move freely, and to a first -order approximation
this does not affect the wavelength of the perpendic-
ular movement. This implies that the electrons may
have some extra energy. Each permitted state in the
perpendicular direction therefore gives rise to a dis-
crete energy band, whose lower band edge, character-
ized by zero movement in the parallel directions, is
determined by the energy necessary to give a wave-
length of 2d/ n, where n is an integer and d is the well
thickness plus an effective (`tunnelling') penetration

A1,Ga1 As GaAs A1,Ga1 , As Sub

E

z

O

Eg

n -3

n -2
n-1

Eg

n -1
n 2

- Z

 N ( E )

Fig. 6. Simplified energy -level diagram and density of states for a
quantum well formed on a GaAs substrate Sub by a very thin GaAs
layer between two AlxGai_xAs layers with a larger band gap Eg.
The confinement in the narrow potential well leads to discrete
energy levels for electrons and holes that move perpendicular to the
interfaces. These levels are characterized by the quantum number
n. For each quantum state two valence levels exist, corresponding
to 'heavy' holes and 'light' holes. The energy bands corresponding
to movement parallel to the interfaces are not shown, their edges rep-
resent zero movement. The variations in the density of states N(E)
with E is not continuous as in the bulk material (dashed
curves), but occurs in steps (continuous curves). This means that
the luminescence resulting from the recombination of electrons and
heavy holes with n = 1 can have a high efficiency. The energy
difference between the states associated with the luminescence is
larger than in the bulk material, so that the luminescence occurs at
shorter wavelengths.

width of the wave into the barriers. The lowest -energy
state will be the state with n = 1. There is an anal-
ogous effect for the holes, with the complication that
two types of holes exist in GaAs, with light and heavy
effective mass. The resulting energy -level diagram and
density of states are shown in fig. 6.

Luminescence

If we create electron -hole pairs in a quantum well
by shining light on it, the electrons and holes will lose
energy through a number of rapid relaxation pro -

(121 R. C. Miller, D. A. Kleinman and A. C. Gossard, Energy -gap
discontinuities and effective masses for GaAs-Al,Gai_,,As
quantum wells, Phys. Rev. B 29, 7085-7087, 1984.

1133 The possible quantum states in heterostructures with ultra -thin
semiconductor layers have been compiled by R. Dingle, Fest-
korperprobleme 15, 21-48, 1975.
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cesses, and they will thermalize in the n = 1 states,
with the particle distribution approaching a Fermi-
Dirac distribution around a quasi -Fermi level. After
this there is a much slower (e.g. 1000 times)
recombination process. At each recombination, a
photon will be emitted at the wavelength correspond-
ing to the energy difference between an electron and a
hole, both within a few times kT from the band edges
of their respective n = 1 levels. With a thinner quan-
tum well these band edges are more widely separated
and the emitted photons will therefore have a shorter
wavelength. A theoretical relation between the
quantum -well thickness and the emission wavelength
is given in fig. 7. This relation now permits us to assess
the thickness of the GaAs quantum well directly by

800 nm

A

I
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700

2 4 6 8 10 nm
d

Fig. 7. Calculated relation between well thickness d and emission
wavelength A corresponding to the recombination of electrons and
heavy holes in the n = 1 state, for a rectangular GaAs quantum well
between A10.54Ga0.46As barriers. For a decrease in thickness from
12 to 2.5 nm the calculated reduction in wavelength is from 800 to
680 nm.
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Fig. 8. Photoluminescence spectrum of a multiple -quantum -well
sample on excitation at 4 K with radiation at 514.5 nm from an
argon laser. The emission intensity I is plotted in arbitrary units as a
function of the emission wavelength A. The quantum wells have
various thicknesses d and are separated by 50 nm of Alo.5Gao.5As.
The thinner wells were grown last, to prevent re -absorption of
emitted radiation. Each well gives an emission peak due to the
recombination of electrons and heavy holes with n= 1. The peak
positions do not differ greatly from the theoretical values indicated
in fig. 7. Broader peaks are observed with the thinner wells.

measuring the emission wavelength for small values
of kT, e.g. at 4 K. A small correction is necessary
because electrons and holes will first form excitons
(mobile electron -hole 'pairs') before recombining
completely. This effect reduces the photon energy by
about 5-10 meV, depending on the thickness of the
quantum well.

Fig. 8 shows the emitted spectrum of a sample con-
taining five quantum wells of different sizes, which
was excited by light from an argon laser at 514.5 nm.
For each quantum well we only see the emission from
the excitons associated with the n = 1 states. The
polished surface of the substrates we used was at an
angle of 6 degrees to the (001) plane Of the crystal.
The surface is 'step -like' during growth, with mono -
layer steps of 'height' 0.283 nm and about 2.8 nm
apart. Addition of one GaAs molecule at each step
site increases the mean grown thickness by 0.028 nm.
In the plane of the quantum well, the excitons extend
over about 30 nm, i.e. an order of magnitude larger
than the distance between the steps, and the excitons
will therefore not 'see' the steps but only the mean
thickness of the GaAs layer, which varies in units of
not more than 0.028 nm.

The width of the peaks is determined by the amount
of (unintentionally incorporated) impurities in the
epitaxial layer (5 x 1014 to 1015 cm -3) and also by the
amount by which the thickness of the quantum well
varies over the light spot whose photoluminescence is
measured. The tail of each peak on the low -energy
side can be attributed to band -bending and to localized
states due to impurities and thickness variations with
a magnitude of a few tens of nm in the plane of the
quantum well [14]

The width of the peaks is not related to the actual
shape of the quantum wells, insofar as this is the same
everywhere in the light spot, and does not therefore
give information about the transition width of the
composition profile at the interfaces. This transition
will be fairly gradual because of the time necessary to
change the gas composition over the wafer, and pos-
sibly because of adsorption or desorption at the walls
of the reactor and tubing. Another possible source of
gradual transition at the interface could be inter -
diffusion during growth, which may be enhanced
when the interface is still close to the growing surface.

It has been shown (151 that the contribution of inter -
diffusion without surface -proximity enhancement is
less than 0.1 nm for normal growth conditions. Since
the time required for changing the gas concentration
without adsorption or desorption is of the order of
0.1 s, its contribution will also be less than 0.1 nm.
The two remaining mechanisms, adsorption/desorp-
tion and surface -proximity enhanced diffusion, are
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most likely to provoke exponential tails at each com-
positional transition.

The effect of gradual compositional changes on the
energy -level diagram is illustrated in fig. 9. Here the
conduction -band edge in the well is lowered so little
that the minimum is higher than the n = 1 electron
level in pure GaAs. It is clear that the n = 1 electron
level will shift to a higher energy and the n = 1 heavy-

hole level to a lower energy. Thus the energy differ-
ence between the n = 1 states will be larger and the
photoluminescence peak will be shifted to shorter
wavelengths. For a given transition width, this shift is
relatively larger for narrower quantum wells. This
made it possible to assess the transition width by com-
parison of the relative positions of the photolu-
minescence peaks of a multiple quantum -well sample
with the theoretical values for perfectly rectangular
wells. The required exact knowledge of the ratios of
the physical magnitude of the quantum wells was ob-
tained by ensuring that the growth rate remained con-
stant, and that there was no perturbation in the
growth rate due to flow transients occurring when the
gas flows are switched. The flow through the sources
was stabilized by insertion of capillary tubes at the
exit of the bubbling vessels.

The usefulness of these capillary tubes may be illustrated by the
fact that, in our reactor, 50 cm3 of saturated trimethyl-gallium
vapour in the bubbler is sufficient to grow 500 nm of GaAs. An
accuracy of 0.1 nm in the thickness of a quantum well means that
we have to be able to displace a smallest unit of just 0.02% of this
volume (0.01 cm3) into the reactor chamber at the required instant.
The result was checked by growing samples with superlattices con-
sisting of alternating layers of GaAs and Al.Gai-xAs. The ripple
wavelengths in the depth profiles obtained by secondary -ion mass
spectrometry (SIMS)I131 agree well with the periods in the super -
lattices.

From the observed relative shifts of the photo-
luminescence peaks in the spectra of multiple quan-
tum wells that were subsequently grown, we con-
cluded, assuming an exponential decay profile of the
Al content at the interfaces, that the transition width
is no larger than about 0.5 nm for all interfaces [171.

By forced depletion of the gas stream in the hori-
zontal reactor chamber, a replica of a structure grown

P. M. Frijlink, J. P. Andre and J. L. Gentner, Very narrow
interface multilayer III -V heterostructures by organometallic
vapor phase epitaxy, J. Cryst. Growth 70, 435-443, 1984.
R. M. Fleming, D. B. McWhan, A. C. Gossard, W. Wiegmann
and R. A. Logan, X-ray diffraction study of interdiffusion and
growth in (GaAs),,(AlAs). multilayers, J. Appl. Phys. 51, 357-
363, 1980.
See for example H. H. Brongersma, F. Meijer and H. W.
Werner, Surface analysis, methods of studying the outer
atomic layers of solids, Philips Tech. Rev. 34, 357-369, 1974.
P. M. Frijlink and J. Maluenda, MOVPE growth of
Gai_xAlxAs-GaAs quantum well heterostructures, Jap. J.
Appl. Phys. 21, L574 -L576, 1982.
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Fig. 9. The effect of gradual changes in composition on the energy -
level diagram of a GaAs quantum well. With abrupt changes ideal
interfaces are obtained, resulting in a rectangular well (a). If the
composition changes slowly near the interfaces, the well becomes
less deep (b). The edge of the conduction band Ec and the edge of
the valence band E; are modulated in such a way that the minimum
of Ee becomes higher than the lowest conduction level of a rectang-
ular well, whereas the maximum of E, becomes lower than the
highest valence level. The energy difference between the n = 1 states
will therefore increase, so that the luminescence occurs at shorter
wavelengths.
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Fig. 10. Photoluminescence spectrum of a sample with five GaAs
quantum wells, excited at 4 K with an argon laser emitting at
514.5 nm. The thinnest well, with an estimated thickness of only
about 0.6 nm, has a weak emission peak at a very short wavelength
(620 nm).

upstream can be grown downstream with layers less
than a third of the thickness. In this way it was pos-
sible to show that even a 0.6-nm GaAs layer embedd-
ed in A10.35Ga0.65As acts as a quantum well and
gives a well-defined photoluminescence peak (14], in
the absence of significant interdiffusion of the layers
during growth. The spectrum of a multilayer structure
containing such a quantum well is shown in fig. 10.
The emission wavelength of this well is very short,
620 nm.

Application in lasers

The use of one or more quantum wells as the active
layer permits the manufacture of separate confinement
semiconductor lasers with shorter emission wave-
lengths, lower threshold currents, higher output
power and a longer lifetime than conventional semi-
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Fig. 11. a) Composition and doping profiles in a quantum -well laser
manufactured at LEP. The quantum well consists of a 4-nm layer
of pure undoped GaAs. Outside the well the Al content x increases
gradually from 0.5 to 0.8. Near the substrate and the surface the Al
content decreases again to zero. The barrier on one side of the
quantum well is p -doped with acceptor concentration /V. (blue), the
one on the other side is n -doped with donor concentration Nd(red).
Both the substrate Sub and the surface layer are heavily doped (n+
and p* respectively). b) Schematic structure of the laser. The laser
chip has a height of 70 gm, a width of 150 gm and a length I. The
chip is indium -soldered to a copper block with the epitaxial layers
(blue) downwards. The other side is metallized with an AuGe-alloy.
A current I above a threshold value generates laser emission (red) in
the longitudinal direction.

conductor lasers [181. Fig. //a shows the composi-
tional and doping profiles of the epitaxial layers for
such a laser, which consists of a single central GaAs
quantum well that collects and confines electrons and
holes coming from n- and p-AlxGai_As respectively.
The well is surrounded by an almost parabolic alu-
minium concentration profile (with x increasing from
0.5 to 0.8) of 0.2 µm on both sides, which confines the
light by the gradient in the refractive index. Cladding
layers of A10.8Ga0.2As with a low refractive index pre-
vent coupling between the light in the central guide
and the GaAs in the substrate and the top layer. To
obtain good electrical contacts, a heavily n -doped
GaAs substrate and a thin heavily p -doped GaAs top
layer are used, and the transitions from A10.8Ga0.2As
to GaAs at the extremities occur gradually within
0.2 p,m.

After the deposition, the substrate is reduced in
thickness by grinding and polishing the back, and
both sides are metallized for electrical contacts.
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Fig. 12. Threshold current density jth plotted against laser emission
wavelength A at room temperature for four -well lasers obtained
from the same wafer (circles) and for two single -quantum -well
lasers (crosses). The pulse duration was 2 gs with a repetition rate
of 500 Hz. The shorter the emission wavelength, the higher the
threshold for laser operation. No laser operation was detected
below 730 nm.
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Fig. 13. Photoluminescence spectrum at 4 K on excitation with
514.5-nm argon -laser radiation of a sample containing two
A10.2Gao.8As quantum wells of thickness 3 and 8 nm and
A10.5Ga0.5As barriers. The combination of a narrow well and Al
incorporation gives a very short emission wavelength.

Cleaving and sawing provides individual laser chips,
typically 500 by 150 gm, with the cleaved planes at the
extremities acting as mirrors for obtaining optical
resonance. The laser crystals are soldered, p -side
down, to an indiated copper block (fig. 11b), which
acts as a heat sink.

The threshold current for laser operation increases
as the quantum well becomes thinner. In view of the
thickness dependence of the emission wavelength
(fig. 7) this implies that lasers with a shorter emission
wavelength have a higher threshold current. Fig. 12
shows the threshold current density as a function of
the emission wavelength for quantum -well lasers with
different well thicknesses [141. No laser action was
obtained for wavelengths shorter than 730 nm, prob-
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Fig. 14. Power P emitted per facet as a function of current I for a
quantum -well laser of the type shown in fig. 11b with / = 500 gm,
operating at room temperature and emitting at 775 nm. The thresh-
old current is 0.50 A, corresponding to a current density of
660 A/cm2. A maximum power of 230 mW is obtained.

ably because carrier capture becomes too inefficient
for thinner wells.

The answer to this problem may be to use a large
number of quantum wells, or AlxGai,As instead of
GaAs for the quantum well, which can then be thicker
for the same emission wavelength. For a given thick-
ness, the incorporation of Al in the active layer shor-
tens the emission wavelength. Fig. 13 shows the photo-
luminescence of 3-nm and 8-nm quantum wells with
20% of aluminium in the active layer. The emission
wavelengths are considerably shorter than for pure
GaAs wells of comparable thickness.

A laser structure that was more extensively studied,
with a single quantum well and an emission at
775 nm, had a threshold current density of 530 A/cm2
in the pulsed mode (2-gs pulses with a repetition rate
of 500 Hz) and 660 A/cm2 in CW operation. Infig. 14
the CW light output at room temperature is plotted
against the input current. The maximum available
light output power per facet was about 230 mW. The
cavity length was 500 gm. Still lower threshold cur-
rent -density values, down to 300 A/cm2 for a cavity
length of 440 gm, were obtained using 15-nm quan-
tum wells, emitting at 860 nm.

Modulation -doped heterostructures

Modulation -doped Al,Gai_xAs/GaAs heterostruc-
tures have become a subject of intensive study in many
laboratories. In these structures, GaAs is undoped
whereas AlxGal,As is n -doped with a typical donor

concentration of between 1017 and 5 x 1018 cm -3,
except for a thin undoped layer next to the hetero-
junction, called a spacer layer. Owing to the difference
in electron affinity and band gap between GaAs and
Al,Gai_xAs, there is a step in the conduction and
valence bands at the heterojunction; see fig. 15. In-
duced electron transfer creates an electron -accumula-
tion region on the GaAs side of the heterojunction
and an electron -depletion region on the AlxGai_xAs
side. The potential well in the accumulation region
gives quantization of the electron states in the direc-
tion perpendicular to the heterojunction. Since move-
ment parallel to the interface remains free, a two-
dimensional electron gas is formed.

n-AlrGai,As E,

Fig. 15. Schematic energy -band structure of a modulation -doped
heterostructure. Ev top of valence band; EF Fermi level; Ec bottom
of conduction band. The structure consists of an n -doped
Al.,Gai,As layer and an undoped GaAs layer, separated by a thin
undoped Al Gai,As layer or spacer. In the potential well on the
GaAs side near the heterojunction, conduction electrons accum-
ulate, forming a two-dimensional electron gas (TDEG). These elec-
trons are spatially separated from the parent donor atoms in the n -
doped layer.

The spatial separation between the accumulated
electrons and the donor impurities greatly decreases
the rate of impurity scattering. This results in a high
electron mobility parallel to the heterojunction, which
is increased at low temperatures as there is less optical
phonon scattering. The combination of high electron
density with high electron mobility in the accumula-
tion region makes these structures very attractive for
application in high -frequency devices.

An example of the modulation -doped hetefostruc-
tures we have investigated [181 is shown in fig. 16.

W. T. Tsang, Extremely low threshold (AIGa)As modified
multiquantum well heterostructure lasers grown by molecular -
beam epitaxy, Appl. Phys. Lett. 39, 786-788, 1981;
D. R. Scifres, C. Lindstrom, R. D. Burnham, W. Streifer and
T. L. Paoli, Phase -locked (GaA1)As laser diode emitting
2.6 W CW from a single mirror, Electron. Lett. 19, 169-171,
1983.

[191 Investigations on modulation -doped heterostructures have
also been described by J. Maluenda and P. M. Frijlink in Jap.
J. Appl. Phys. 22, L127 -L129, 1983, and in J. Vac. Sci. &
Technol: B 1, 334-337, 1983.

[181
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Fig. 16. Cross-section of a typical modulation -doped heterostruc-
ture on a Cr-doped semi -insulating GaAs substrate. Below the
spacer of thickness d a two-dimensional electron gas (TDEG) is
formed. The n-A10.3Ga0.7As layer contains 7.5 x 1017 cm -3 of Si
atoms.

On a semi -insulating Cr-doped GaAs substrate there
is a 0.5 -um non -doped GaAs layer and a 0.15 -um
A10.3Ga0.7As layer doped with 7.5 x 1017 at. Si/cm3,
with a thin non -doped A10.3Ga0.7As spacer layer of
variable thickness. A 10-nm cap layer of GaAs facil-
itates the formation of ohmic contacts. Hall measure-
ments were made on these structures: orthogonal
external electric and magnetic fields induce a voltage
across the sample at right angles to both fields, and
this voltage was determined. The reciprocal of this
voltage is proportional to the free carrier concentra-
tion and the ratio of this to the electrical resistivity
gives the electron mobility.

Results of the Hall measurements on these struc-
tures are shown in fig. 17. The sheet electron density
and the electron mobility determined at 77 K are given
as a function of the spacer thickness. The density
decreases with larger spacer thickness, owing to a
decreasing accumulation effect. The electron mobility
has a maximum of 8 x 104 cm2V-1s-1 at a thickness of
12 nm, where the electron density is 8.3 x 1011 cm -2.

The electron mobility in this structure at 77 K is
determined by the scattering at residual impurities in
the direct vicinity of the electrons and at intentionally
incorporated donors with Coulomb fields extending
into the accumulation region. A screening effect also
has to be considered. Electrons tend to stay longer
near positive scattering centres than elsewhere. These
centres are therefore surrounded by a net negative
charge, which partly screens their fields and therefore
reduces the scattering. If the spacer is very thin, most
of the scattering occurs at intentionally incorporated
donors. With a larger thickness this scattering dim-
inishes owing to the increasing separation between

electrons and donors. This leads to a higher mobility,
although the screening effect becomes weaker because
of the lower electron density. With a thick spacer,
scattering occurs mainly at residual impurities. The
only result of an increase in thickness is then a lower
electron density, so that there is less screening and
hence a lower mobility.

The dependence of the electron mobility on the
temperature is illustrated in fig. 18 for one of our
samples containing a 15-nm undoped spacer layer and
a 45-nm n -doped layer of A10.35Ga0.65As, with a
30-nm GaAs cap layer [141[2o]. The sheet electron
density was found to be 5 x 1011 cm -2. At room tem-
perature a mobility of 7.4 x 103 cm2V-1s-1 was meas-
ured. At lower temperatures, the decrease of optical
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Fig. 17. Effect of spacer thickness d on the electron mobility i at
77 K and the sheet electron density n,, determined by Hall meas-
urements on the modulation -doped heterostructures of fig. 16 119].
With increasing spacer thickness the sheet electron density
decreases monotonically, whereas there is a maximum in the
electron mobility.
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Fig. 18. Decrease in the electron mobility with temperature T for a
modulation -doped heterostructure based on A10.33Gao.65As and
GaAs with a spacer thickness of 15 nm.
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phonon scattering leads to markedly higher mobilities:
1.21 x 106 cm2V-is-1 at 77 K and 1.73 x 106 2v-1 s.A.

at 4 K. The highest mobility obtained for one of our
best samples was 2.7 x 106 cm2v-1 -s 1 at 4 K.

Application in transistors

The idea of a modulation -doped heterostructure
has been used in the fabrication of a high -electron -
mobility transistor (HEMT), a special type of field-
effect transistor. Here the electrons are transferred be-
tween the source and drain electrodes via a very thin
channel near the substrate surface. The current con-
ductance between source and drain is modulated by
the transverse electric field between the gate and the
substrate. A characteristic feature of a HEMT device
is that the conductance takes place in the undoped
GaAs layer in the accumulation region near the
heteroj unction.

The technology used in the fabrication of HEMT
devices is based on planar processes. Here again
MO-VPE has been found to be an appropriate method
for depositing the various layers. Device isolation is
obtained by boron implantation. The ohmic drain
and source contacts are formed by evaporated alloys
of gold and germanium. Several device geometries
have been considered, differing in the length and
width of the gate and in the source -gate and drain -
gate spacings.

The gain that can be obtained is proportional to the
transconductance, i.e. the change in the drain -source
current induced by a given change in the gate voltage.
The transconductance can be derived experimentally
by measuring the drain -source current as a function
of drain -source voltage at different values of the gate
voltage. In fig. 19 the curves measured at 300 and 77 K
are given for a non -optimized device in which the Al
gate had a length of 100 gm and a width of 1000 gm
and the source -gate and drain -gate spacings were
1 gm (191. This particular device was in fact the first
HEMT made with MO-VPE (instead of MBE), thus
demonstrating the feasibility of this technique. The
transconductance, determined by the distance between
the curves for different gate voltages, increases mark-
edly on going from 300 K to 77 K. This clearly demon-
strates the higher electron mobility at lower tempera-
tures.

The best values obtained so far for the transcon-
ductance are 250 S/m at 300 K and 450 S/m at 77 K.
These values were measured for a HEMT device with
a gate length of 1.1 gm, a gate width of 240 gm and a
source -drain spacing of 4 gm. The test versions of the
HEMT devices were found to have a good high -fre-
quency performance, mainly because of the modu-
lated doping and the small gate length. Microwave
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Fig. 19. Characteristic curves of drain -source current IDs plotted
against drain -source voltage VDs for a HEMT device at 300 and
77 K, with the gate voltage varying in steps of 200 mV. The
transconductance, derived from the spacings between the curves,
increases threefold from 300 to 77 K.

measurements indicate a noise figure of 2.1 dB with
an associated gain of 5.1 dB at 12 GHz and a cut-off
frequency of 30 GHz.

Quantized Hall effect

An interesting effect associated with the presence of
a two-dimensional electron gas in modulation -doped
heterostructures is the 'quantized Hall effect'. This
can be observed when the Hall voltage is measured at
very low temperatures (<4 K) as a function of the
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Fig. 20. Quantized Hall effect for a modulation -doped heterostruc-
ture based on Alo.sGao.7As and GaAs, with a two-dimensional
electron gas. The Hall resistance RH ( VH//) and magnetoresistance
Rm ( Vx//), measured at 4 K, are given as a function of the mag-
netic flux density B (in the z -direction). At certain values of the flux
density there is a plateau in the curve for RH and there is a minimum
for Rm.

[201 J. P. Andre, A. Briere, M. Rocchi and M. Riet, Growth of
(A1,Ga)As/GaAs heterostructures for HEMT devices, J. Cryst.
Growth 68, 445-449, 1984.



132 MO-VPE OF III -V SEMICONDUCTORS, I Philips Tech. Rev. 43, No. 5/6

strong magnetic field. The Hall resistance RH - the
ratio between the measured Hall voltage and the elec-
tric current - does not increase linearly with the mag-
netic field but has a number of plateaus 1211. The
resistance at these plateaus appears to be independent
of the electron mobility, sample geometry and impur-
ity concentration and is given to an accuracy of
1 in 108 by:

RH = h/e2n, (10)

where h is Planck's constant, e the electronic charge
and n an integer (221. A plateau in the Hall resistance
is associated with a minimum in the magnetoresist-
ance.

The quantized Hall effect has been observed for
several modulation -doped heterostructures grown
in our Laboratories 1231. An example of the results
is given in fig. 20, where the Hall resistance and
magnetoresistance measured at 4 K are plotted against
the magnetic field. The sample had a 7-nm spacer of
undoped A10.3Ga0.7As between 500-nm undoped
GaAs and 150-nm Si -doped A10.3Ga0.7As. The value
derived for the sheet carrier density in the accumula-
tion region was 4 x 1011 cm -2 and the electron mobil-
ity measured at 77 K was 6x 104 cm2V-ls-1. The
plateaus in the Hall resistance and the close corre-
spondence with the variation in the magnetoresistance
are clearly visible.

[21]

[22]

[291

The quantized Hall effect was first observed in silicon-MOS
field-effect transistors, see K. von Klitzing, G. Dorda and
M. Pepper, Phys. Rev. Lett. 45, 494-497, 1980.
Shortly afterwards this effect was also observed in
AlxGai-xAs/GaAs heterostructures, see D. C. Tsui and A. C.
Gossard, Appl. Phys. Lett. 38, 550-552, 1981.
With strong pulsed magnetic fields plateaus also occur at
fractions of n, see D. C. Tsui, H. L. Stormer and A. C. Gos-
sard, Phys. Rev. lett. 48, 1559-1562, 1982, and J. Wolter, this
issue, pp. 111-117.
The measurements of the quantized Hall effect were made by
colleagues at Philips Research Laboratories, Eindhoven, and
also at the Catholic University of Nijmegen. See for example
R. E. Horstman, E. J. van den Broek, J. Wolter, R. W. van
der Heijden, G. L. J. A. Rikken, H. Sigg, P. M. Frijlink,
J. Maluenda and J. Hallais, Solid State Commun. 50, 753-756,
1984;
R. Wolter, J. Mooren, J. Wolter and J. P. Andre, Solid State
Commun. 53, 331-333, 1985.

Summary. Vapour -phase epitaxy with metal -organic reactants (MO-
VPE) is a good method for growing multilayer structures of III -V
semiconductor materials such as GaAs and AlxGai,As. Precise
control of the growth parameters can give interfaces that are abrupt
on an atomic scale. The quality of the interfaces and the depth
profiling have been assessed by spectroscopic ellipsometry and
confirmed by photoluminescence experiments on quantum wells
consisting of a thin GaAs layer between two AI,Gai_xAs layers
with a larger band gap. The emission wavelength of these wells can
be varied in a controlled manner from 800 to 620 nm by decreasing
the well width or incorporating aluminium in the well, or both.
Laser operation has been obtained for quantum wells with emission
wavelengths down to 730 nm. In modulation -doped hete-
rostructures with GaAs and AlxGai,As a two-dimensional elec-
tron gas is formed on the GaAs side near the heterojunction. The
spatial separation of carriers and donor impurities gives high elec-
tron mobilities, particularly at low temperatures. This favours the
application of such structures for obtaining transistors with a good
high -frequency performance. At low temperatures the presence of a
two-dimensional electron gas is responsible for the 'quantized Hall
effect'.
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Metal -organic vapour -phase epitaxy with a novel reactor and
characterization of multilayer structures

M. R. Leys, M. P. A. Viegers and G. W. 't Hooft

Introduction

The previous article Ell explains how multilayer struc-
tures with AlxGai_xAs can be grown on a GaAs sub-
strate by metal -organic vapour -phase epitaxy (MO-
VPE). The great importance of abrupt transitions in
such structures prompted us to optimize the growth
method to produce such transitions. A novel reactor
was therefore developed that could be used to bring
about very fast changes in the gas composition. Trans-
mission -electron -microscope (TEM) investigations of
the resulting structures have shown that the transition
between layers of different composition can take place
within approximately one monolayer. Investigations
of the optical quality of the structures have shown
that quantum wells consisting of a very thin GaAs layer
between two AlxGai_xAs layers can have a high lumi-
nescence efficiency. We have studied the temperature
dependence of the radiative recombination coefficient
for various quantum wells; this quantity is important
for optoelectronic applications of quantum -well lasers.
The measured temperature dependence and the varia-
tion with well thickness showed reasonably good agree-
ment with calculations based on a simple model.

In this article we first describe the new reactor and
the growth procedure. We then discuss the character-
ization by TEM, with special attention to the method
of obtaining a good contrast between layers of differ-
ent composition. TEM micrographs of structures that
have been grown are then shown. Finally the tempera-
ture dependence of the radiative recombination coeffi-
cient in quantum wells is compared with the value in
the bulk material and the consequences for laser ap-
plications are discussed.

Growth of multilayer structures with abrupt transitions

MO-VPE can be used to produce a multilayer struc-
ture on a substrate by appropriately changing the
composition of the vapour phase above the substrate
surface during epitaxial growth in. To obtain struc-

Drs M. R. Leys, formerly with Philips Research Laboratories,
Eindhoven, is now with the University of Lund, Sweden; Dr M. P.
A. Viegers and Dr G. W. 't Hooft are with Philips Research Lab-
oratories, Eindhoven.

tures with abrupt transitions and very thin layers, good
control of the gas composition is essential. This means
that special precautions have to be taken with the de-
sign of the reactor and the processing conditions. A
rapid change in the supply of the components does not
necessarily produce the same rapid change near the

H2

Fig. 1. Diagram of a novel reactor for MO-VPE of AlxGai_xAs lay-
ers. The carrier gas (H2) is supplied to the mixing chamber Mat the
bottom of the vertical reactor. A component C is admitted by a
pneumatic valve V to the mixing chamber or switched by another
valve to a bypass B. The substrates Sub are attached to the inner
wall of a hollow susceptor H, which is heated by r. f. induction to a
temperature of about 700 °C. Thin films are deposited on the
substrates from the gas mixture (carrier gas plus components). E
exhaust.

P. M. Frijlink, J. P. Andre and M. Erman, Metal -organic
vapour -phase epitaxy of multilayer structures with 111-V semi-
conductors, this issue, pp. 118-132.
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substrate surface. While the components are being
transported through the reactor various recirculation
effects can occur, with the result that the original fast
change in the gas composition can be 'spread out' to
give a gradual change in the composition in the actual
structure. One important factor here is gas recircula-
tion in the reactor; another is diffusion, especially
from 'stagnant' volumes in the valves and in a bound-
ary layer near the substrate surface. Our reactor has
been designed to reduce this 'smoothing out' to a
minimum 12].

The new reactor

Fig. 1 is a diagram of the new reactor used for pro-
ducing multilayer structures with sharp transitions.
Fig. 2 shows part of the experimental arrangement used

chamber through a feed line or is switched to a bypass
line. These lines have the same flow resistance, so that
the transit times are the same and there are no pres-
sure fluctuations when the valves are opened or closed.
The inlet valves and the lines are purged constantly
with hydrogen so that there are no stagnant volumes
in the gas -feed system.

The geometry of the reactor is optimized for fast
throughput of the gas mixture (carrier gas plus com-
ponents). This means that the distances between inlet
valves, mixing chamber and substrates are kept to a
minimum. Recirculation of the gas mixture is largely
eliminated by streamlining the input region, and by
the vertical arrangement of the reactor. The gas mix-
ture passes through a hollow susceptor with a rectang-
ular internal cross-section; the substrates are attached

Fig. 2. Part of the experimental MO-VPE arrangement for growing layers of AI,Gai_As. The
reactor with gas inlet at the bottom is shown at the centre, and the valves for admitting the various
components are arranged around it radially. The substrate is heated to the required temperature
in the reactor by r.f. induction in the suspector. The thermostatic baths with bubbling vessels con-
taining the metal -organic compounds are on the right.

for producing the structures described in this article.
The carrier gas (hydrogen) and the reactive compo-
nents enter the vertical reactor from below after pas-
sing through a mixing chamber. The different compo-
nents are supplied to the mixing chamber by separate
lines (five in total). Each component enters the mixing

to the inner wall of the susceptor. With this geometry
the free convection - the tendency of hot (less dense)
gases to rise, as in a chimney - helps rather than hin-
ders the forced convection. This minimizes the effect
of gas recirculation and reduces the thickness of the
diffusion -boundary layer near the substrate surface.
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The graphite susceptor contains two areas (each
35 x 70 mm2) for positioning the substrates. It is heat-
ed by r. f. induction. The hydrogen acting as carrier
gas is purified by a palladium diffusor. The system for
the growth of AlxGai As also contains sources of the
reactive components trimethyl aluminium (Al2(CH3)6),
trimethyl gallium (Ga(CH3)3) and arsine (AsH3), as
well as the reactive components for n -type or p -type
doping. A microcomputer controls the supply of the
various components during growth and keeps the sus-
ceptor at the correct temperature.

Growth procedure

The multilayer structures are grown on the (001)
surface of a GaAs substrate. The susceptor is kept at
700 °C during the growth. The total gas flow through
the reactor is 7.5 1/min and the total pressure in the
reactor is 106 Pa (1 atm). The partial pressure of
Ga(CH3)3 is 3 Pa, the partial pressure of AsH3 is 75 Pa.
Under these conditions the growth rate is 0.35 nm/s,
corresponding to slightly more than one monolayer
per second. The partial pressure of Al2(CH3)6 can be
varied from 0 to 12 Pa to grow AlGai_xAs layers
with different compositions. The partial pressure of
Al2(CH3)6 for the growth of AlAs is 3.6 Pa.

To demonstrate how flexible the growth process is
and how well the layer thickness can be controlled, we
made a complicated test structure. The growth pattern
of the structure is shown in fig. 3. At the start we grew
alternate layers of GaAs and A10.66Ga0.46As by con-
tinuous introduction of Ga(CH3)3 and AsH3 while
alternately switching the flow of Al2(CH3)6 from the
mixing chamber to the bypass line. The first GaAs layer
(called the buffer layer) and the first A1o.66Gao.45As
layer are relatively thick; the others are extremely thin
(down to about 0.7 nm grown in two seconds). Next
some layers of AlxGai_xAs with ascending x were
grown. Before growing each layer the component sup-
ply was briefly interrupted (for about 5 s) until the par-
tial Al2(CH3)6 pressure had reached the appropriate
value. In the final part of the growth Ga(CH3)3 and
Al2(CH3)6 were supplied alternately, to produce a
quasi-superlattice, consisting of alternate 3.5-nm lay-
ers of GaAs and AlAs. Finally, a layer of AlAs and a
top layer of A10.66Ga0.46As were grown.

Characterization by transmission electron microscopy

It is difficult to obtain direct and unambiguous infor-
mation about layer thickness and transition width in
these multilayer structures. The previous article ex-
plains how luminescence spectra can be used for
estimating the thicknesses of the layers and transition
regions 111. The model used, however, only applies for
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Fig. 3. Diagram of a test structure grown by MO-VPE, consisting
of a large number of AlxGai_xAs layers with different values of x.
The growth time (in seconds) for each layer is plotted along the ver-
tical axis. The layers and growth times are not shown to scale.

a direct -gap semiconductor (AlxGai_xAs with x 0.35)
with a layer thickness between 2 and 20 nm. Analytical
techniques such as Auger electron spectroscopy and
secondary -ion mass spectroscopy 131 are limited by the
fact that the depth resolution is no better than about
2 nm. Also, since these methods only give the composi-
tion as a function of depth, details at interfaces cannot
be observed.

The method we used for characterization in our in-
vestigations was transmission electron microscopy
(TEM). In principle a resolution of 0.2 nm can be ob-
tained with TEM, so that structures can be studied on
an atomic scale. The method can also reveal details
with atomic dimensions at interfaces.

The basic requirement for TEM is a specimen thin
enough to be transparent to electrons. This means
that a multilayer structure has to be studied in cross -
121

131

M. R. Leys, C. van Opdorp, M. P. A. Viegers and H. J. Talen-
van der Mheen, Growth of multiple thin layer structures in the
GaAs-AlAs system using a novel VPE reactor, J. Crystal
Growth 68, 431-436, 1984.
See H. H. Brongersma, F. Meijer and H. W. Werner, Surface
analysis, methods of studying the outer atomic layers of solids,
Philips Tech. Rev. 34, 357-369, 1974.
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section, which requires a special technique for speci-
men preparation [43. The TEM micrographs shown
here were made with a Philips EM 420 ST microscope
operated at 120 kV. It is possible to distinguish be-
tween layers of different composition in the structure
because they diffract the electrons differently [51. We
shall now show how the composition of the layers
affects the contrast in a TEM micrograph 16].

Contrast

In making a TEM micrograph of a single crystal a
coherent electron beam is diffracted at the crystal
planes in directions given by Bragg's law:

2d sin , (1)

where d is the distance between the planes, 6 the angle
between the incident beam and the planes (about 0.5°)
and is the wavelength of the electrons. The diffracted
beams are focused to form a diffraction pattern at the
diaphragm in the back focal plane of the objective lens;
see fig. 4. When the specimen is tilted so that only one
set of planes exactly satisfies the Bragg relation, then
apart from the transmitted beam only one other beam
effectively reaches the back focal plane. An image can
then be made through the aperture of a diaphragm at
the back focal plane, either including the transmitted
beam (bright field) or with the diffracted beam only
(dark field).

Local deviations from the Bragg relation and local
differences in the composition of the specimen pro-
duce a contrast (amplitude contrast) in the TEM
micrograph. The multilayer structures considered
here are always oriented in such a way that the Bragg
condition is satisfied, so that the contrasts in the TEM
photograph are a direct representation of the local
differences of composition.

The amplitude of an electron beam that is diffracted
from the (hkl) planes is determined by the structure
factor Fhkl, defined as [6]:

Fiad = E f, exp 27c j(hx; + ky, + lzi), (2)

where n is the number of atoms in the unit cell of the
crystal structure, j the imaginary unit (V-----1), f, the
scattering factor of atom i, and xi, yi and zi are the co-
ordinates of this atom, expressed in fractions of the
dimensions of the unit cell. For the Al and Ga atoms
in AlGai,As the atomic scattering factors have to
be weighted with the relative concentrations:

fiwoa = XJAl + (1 - x)foa (3)

Since the scattering factor is proportional to the atom-
ic number, fAI is much smaller than fAs whereas foa
and fAs are not very different. The coordinates

(x,,y,,z,) of the atoms in the unit cell can be derived
from the crystal structure of AlxGal As. This corres-
ponds to the zinc-blende structure of ZnS: the Al/Ga
atoms form a cubic close -packed structure in which
As atoms occupy half the number of tetrahedral in-
terstices. Fig. 5 shows the unit cell of AlxGai_xAs. The
coordinates (x,,y,,z,) of the atoms are:

(0,0,0), (0,i,i), (.14,0) for Al/Ga

1L1 for m.(1,4),(LD, (1,,1)
(4)

Sp

F

Fig. 4. Ray diagram for dark -field imaging with transmission elec-
tron microscopy (TEM). The single -crystal specimen Sp is oriented
in such a way that the angle B for the incident electron beam El only
satisfies the Bragg relation given in eq. (1) for one set of planes
(with spacing d). The diffracted beam D and the transmitted beam
T are focused by an objective lens 0 on to the back focal plane F,
where there is a diaphragm. The aperture A in the diaphragm only
passes the diffracted beam. Contrasts in the micrograph are due to
local deviations from the Bragg relation and local differences in
composition.
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Fig. 5. Unit cell of AlxGai_xAs. The Al/Ga atoms form a face -
centred cubic lattice: they are situated at the corners of the unit cell
and at the centre -points of the six faces. The As atoms fill half the
number of the available tetrahedral interstices. The coordinates of
the atoms in the unit cell are given in equation (4). The lattice
constant is 0.566 nm.
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On substituting f and (xi,yi,zi) in eq. (2) for
different values of h, k and 1 it is found that the struc-
ture factor depends most strongly on x for diffraction
from (002) planes [51. In this case the structure factor
is given by:

F002 = E eXp(4njz]) (5)

Substituting zi from eq. (4), fAigia from eq. (3) and
fAs, we obtain:

F002 = 4XfAl + 4(1 - x)ioa - 4fAs

With fAs = fOa this becomes:

F002 = 4X( fAl foa)

(6)

(7)

The composition dependence of the intensity 1002 of
the diffracted beam is then given approximately by:

/002 % F002 oc x2. (8)

This means that layers with a small x (for example
GaAs, x = 0) will be dark compared with layers with a
large x (for example AlAs, x = 1), if we make a dark -
field image with 1002 alone.

Another contribution to the contrast is connected
with the number of electrons taking part in the imag-
ing. In the presence of heavier atoms in the specimen,
many electrons are scattered over such large angles

El

Sp

F

I

Fig. 6. Ray diagram for a high -resolution TEM micrograph. The
electron beam El is incident on the specimen Sp in the direction of
(say) the [110] axis. The beams produced by diffraction from the
crystal planes are focused by an objective lens 0 on to the back fo-
cal plane F. The diffraction pattern formed by the combination of a
large number of diffracted beams results in an image of the crystal
lattice at the image plane I.

that they fall outside the lens aperture. This effect is
not so pronounced in specimens consisting of lighter
atoms (they have less scattering power). Although this
effect does not greatly enhance the contrast, it opera-
tes in the same sense as the amplitude contrast: areas
with GaAs appear darker and those with AlAs appear
brighter.

The resolution of the dark -field image is determined
by the diameter of the aperture of the diaphragm in
the back focal plane of the objective lens. This aper-
ture cannot be made arbitrarily large: the maximum
diameter is equal to the distance between the transmit-
ted and the diffracted beams. This means that the
resolution cannot be better than the spacing of the
(002) planes; in GaAs this is 0.283 nm. In practice it is
about 0.5 nm.

A higher resolution can be obtained by quite a dif-
ferent method, in which the electron beam is incident
parallel to one of the crystal axes with a low index,
e.g. the [110] axis. In this case the beam is diffracted
from many crystal planes, all nearly parallel to the in-
cident beam. An image of the crystal lattice is formed
by combination of a large number of these diffracted
beams, as shown in fig. 6. Calculation of the contrast
is very complicated in this case because there are so
many beams. Nevertheless, because of the difference
in scattering between Al and Ga, the GaAs regions ap-
pear darker than the AlAs regions.

Results

Several TEM micrographs were made of the struc-
ture that was grown in the pattern shown in fig. 3.
Fig. 7 shows a dark -field image made with /002. The
different layers are easily distinguished from each
other. At the top of relatively thick AlAs layers a wavy
interface can be seen; the 'waves' have an amplitude
of about 2 nm and a wavelength of about 100 nm.
This effect has not yet been completely understood. It
is probable that the interface structure is due to sur-
face instability during growth, caused by adsorption of
impurity atoms, notably oxygen and carbon. These
may accumulate at 'steps' already present on the
growing crystal surface. Such impurities slow down
[4]

[5]

[6]

M. P.A. Viegers, A. F. de Jong and M. R. Leys, Characterization
of structural features in thin layers of GaAs,A1(x)Ga(1 - x)As
and AlAs by means of structure factor imaging and high reso-
lution electron microscopy, Spectrochim. Acta 40B, 835-845,
1985.
P. M. Petroff, Transmission electron microscopy of interfaces
in III -V compound semiconductors, J. Vac. Sci. & Technol.
14, 973-978, 1977.
Good books on diffraction theory for TEM include:
P. B. Hirsch, A. Howie, R. B. Nicholson, D. W. Pashley and
M. J. Whelan, Electron microscopy of thin crystals, Butter-
worth, London 1965;
G. Thomas and M. J. Goringe, Transmission electron micros-
copy of materials, Wiley, New York 1979.
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Fig. 7. TEM dark -field image, with (002) diffraction, of a multilayer
structure of Al,Gai_xAs grown as in the diagram of fig. 3. Layers
with low x (Al -poor) appear dark compared with layers with high x
(Al -rich), as indicated by eq. (8). The arrows indicate undulations
at the AlAs surface.

Fig. 8. TEM dark -field image, with 1002, of the bottom part of the
multilayer structure of fig. 3. The GaAs layers (dark) have a thick-
ness ranging from 0.7 to 3.5 nm. The ALGai_xAs layers become
brighter as x increases; an increase of 0.05 is clearly visible.

the advance of a step over the surface. During the
growth of 'thick' layers 60 nm), with prolonged
adsorption of impurities, this may have the effect of
disturbing the two-dimensional growth required for a
planar surface. Pure GaAs is much less sensitive to
oxygen and carbon than AlAs, and will therefore
maintain a planar interface much more easily. It is
remarkable that the growth of a thin layer of 3.5 nm
of GaAs is nevertheless sufficient to produce a smooth
interface on a surface with undulations 2 nm high. It
appears that the flatness of a surface is largely kineti-
cally determined, e.g. by the surface mobility and the
adsorption of impurities. The flatness is therefore not
determined by the abruptness of the changes in com-
position, which depends on the technology of the
MO-VPE reactor.

The lower part of the structure is shown in more de-
tail in fig. 8. The stepwise changes of 5% in the alumin-
ium content are clearly visible in the TEM micrograph
as differences in grey tone. It can also be seen that the
changes in composition take place within 0.5 nm,
which is approximately equal to the attainable reso-
lution and corresponds to a transition region of
one or two monolayers. In considering the minimum
thickness of the GaAs layers, we have to remember
that only an integral number of monolayers can be de-
posited. This means that the thickness of the GaAs
layers must always be a multiple of half the lattice
constant (0.283 nm). The thinnest layer, grown in 2 s
at an average rate of 0.35 nm/s will therefore have a
thickness varying in steps between 0.57 and 0.85 nm.

By combining several beams (fig. 6) a more detailed
image of the structure is obtained. Fig. 9 shows a
TEM micrograph made with the electron beam inci-
dent along a [110] direction for an image of the quasi-
superlattice of GaAs and AlAs (fig. 3). The structure
in the micrograph bears a direct relation to the atomic
order in the GaAs and AlAs layers. Each round 'spot'
visible in the micrograph corresponds to a combina-
tion of a Ga (or Al) atom and an As atom; see fig. 10.
The growth steps at the interfaces are clearly visible,
especially at the transition from AlAs to GaAs. It is
clear that the transition from GaAs to AlAs, and vice
versa, takes place within approximately one mono -
layer (0.283 nm). The growth steps observed at the in -
[71

191

W. K. Burton, N. Cabrera and F. C. Frank, The growth of
crystals and the equilibrium structure of their surfaces, Phil.
Trans. R. Soc. London A 243, 299-358, 1950/51.
J. H. Neave, B. A. Joyce, P. J. Dobson and N. Norton,
Dynamics of film growth of GaAs by MBE from RHEED ob-
servation, Appl. Phys. A 31, 1-8, 1983.
See also the article by B. A. Joyce and C. T. Foxon, Molecular
beam epitaxy of multilayer structures with GaAs and
AlGai,As, this issue, pp. 143-153.
G. W. 't Hooft, M. R. Leys and H. J. Talen-van der Mheen,
Temperature dependence of the radiative recombination coeffi-
cient in GaAs-(A1,Ga)As quantum wells, Superlattices & Micro-
structures 1, 307-310, 1985.
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Fig. 9. TEM high -resolution micrograph, with the electron beam in
a [110] direction, of part of the quasi-superlattice of GaAs and
AlAs, grown as shown in fig. 3. The transition from GaAs to AlAs
(and vice versa) takes place within about one monolayer. Growth
steps are visible at the interfaces.

  
Al Ga As

Fig. 10. Projection in the (110) plane of a structure with a GaAs lay-
er and an AlAs layer. Dashed circles are drawn around the Ga (or
Al) and As atoms that lie close together in this projection. These
correspond to the round spots visible in the TEM image in fig. 9.

terfaces are due to the presence of surface islands dur-
ing the (two-dimensional) growth. The occurrence of
surface islands during epitaxial growth is known from
crystal -growth theory 171 and has also been demon-
strated in the growth of GaAs with MBE 181.

Temperature dependence of the radiative recombina-
tion coefficient in quantum wells

The reactor described in this article can be used for
the fabrication of quantum -well lasers of the type de-
scribed in the previous article [11. Under optimum
growth conditions it is possible to obtain quantum
wells that have a high value of the luminescence
efficiency, defined as the number of emitted photons
divided by the number of injected charge carriers. A
high efficiency means that the probability of a sponta-
neous radiative electron -hole recombination, given by
the coefficient B, is large compared with the probabili-
ty of non -radiative transitions. The dependence of
these probabilities on temperature is of practical im-
portance for optoelectronic devices. In general, the
coefficient B decreases with increasing temperature
whereas the probability of non -radiative transitions
increases. This leads to a fall in the luminescence
efficiency and increases the threshold current for laser
operation at higher temperatures.

Theoretically, B is less strongly dependent on the
temperature in a quantum well than in the bulk mat-
erial; this has an advantageous effect on the lumines-
cence efficiency and on the threshold current for laser
operation when quantum wells are incorporated as
the active layer. We have studied the temperature de-
pendence of B experimentally by measuring the lumi-
nescence decay times at different temperatures [91.
The measurements were performed on bulk GaAs and
on quantum wells, which have such a high efficiency
at these temperatures that, as a first approximation,
the effect of non -radiative transitions can be neglec-
ted. Before looking at the results, we shall first show,
in simple theoretical terms, how the temperature de-
pendence of B in a quantum well differs from that in
the bulk material 191.

Theory

The radiative recombination coefficient B is defined
as:

B = LI np, (9)

where L is the photon generation rate (number of
photons per unit time and per unit volume) and n and
p are the concentrations of electrons and holes in the
conduction and valence bands, respectively. To estab-
lish the temperature dependence we assume that holes
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of only one type are present in the valence band. The
values of n, p and L are determined by the densities of
states Qe and Qh and by their occupation probabilities
fe and fh in the conduction and valence bands (10]:

n = f Qefe dEe,
E,

P= f Oh(1 - fh) dEh,

L oc f greafe(1 - fh) d(Ee - Eh),
E,

where Ee is the energy of an electron in the conduction
band with minimum energy Ee and Eh is the energy of
a hole in the valence band with maximum energy Ev;
see fig. 11. In eq. (12) Eg is the band gap (Ee - E,) and
Qred is the reduced density of states for electron -hole
pairs:

Qred = 2(ee1 + Qh 1)_1. (13)

The occupation probabilities fe and fh depend on
temperature in accordance with Fermi-Dirac statis-

Eh

E,
Eg EF:e

EF:h
7- Et,

k
Fig.11. Parabolic variation (schematic) of the energy E of the elec-
trons in GaAs, as a function of the wave number k (momentum).
GaAs is a direct -gap semiconductor: the minimum E. of the con-
duction band and the maximum E,, of the valence band lie at about
the same value of k. The difference between E. and E, is the band
gap E8. EF,e and EF,h are the quasi -Fermi energies for electrons
and hales, respectively. A photon is generated when an electron
(with energy Ee) in the conduction band recombines with a hole
(energy Eh) in the valence band. This recombination must comply
with the selection rule that the electron and the hole should have the
same value of k (conservation of momentum).

tics. At low concentrations of conduction electrons
and holes, approximate values of fe and fh are given
by Boltzmann's formula:

A = expf (EF e - Ee)i kn,
fh = 1 - exPREh -EF,h)/kT),

(14)

(15)

where EF,e and EF,h are the 'quasi -Fermi energies' for
electrons and holes.

The difference in the temperature dependence of the
radiative recombination coefficient B for a quantum
well and for bulk material can be traced back to the
differences in Qe and Qh. In bulk GaAs the conduction
and valence bands are a parabolic function of the wave
number k (fig. 11). For a conduction electron this
means that the energy Ee is given by:

h2k2
Ee = Ec +

8x me

where h is Planck's constant and me is the effective
electron mass. The number of energy levels at Ee in an
interval dEe is equal to the number of k -states in the
corresponding interval dk. This number is

proportional to the contents of a spherical shell in the
k -space (hence proportional to k2 dk), so that:

Qe cc k2dkidEe. (17)

Since it follows from eq. (16) that k is proportional to
(Ee - Ee)1 it is clear that:

Qe « (Ee - Ee)i . (18)

In the same way we find:

Qh cc (Ev - (19)

and taking account of the k -selection rule (conserva-
tion of momentum) in the recombination:

Qred cc (Ee - Eh - Eg)1. (20)

Substituting eqs (14) and (18) in eq. (10) gives:

n cc f (Ee -E texp(EF,e - Ee)I kT) dEe. (21)

E,

If we put g = (Ee - Ee)/kT, we obtain:

n cc (kT)1 exp[(EF,e - Ec)i kT) f el exp(-e) de. (22)

0

(16)

The integral here is independent of temperature, so
that the temperature dependence of n is given by:

n cc T1 expREF,e -Ee)/k71. (23)

In the same way we find:

p cc Ti expRE, - EF,h)/kT), (24)

L cc T1 exPREv - Ee + EF,e - EF,h)/kTI . (25)

When eqs (23), (24) and (25) are substituted in eq. (9)
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Fig. 12. Diagram of a quantum well consisting of a GaAs layer
(thickness d) between two AlxGal_gAs layers with a larger band
gap Eg. The layers are grown in the z -direction on a GaAs substrate.
In a very thin GaAs layer the movements of electrons and holes in
the z -direction correspond to discrete levels with energy differences
that are much greater than the thermal energy kT. The electrons
and holes produce photons on recombination. Almost all the elec-
trons have the energy of the lowest conduction level (E1) and al-
most all the holes have the energy of the highest valence level, in
addition to the thermal energy for free movement parallel to the
interfaces.
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Fig. 13. Log -log plots of the luminescence decay time r against the
absolute temperature T, for three quantum wells of GaAs (thick-
ness d) between two layers of A10.33Ga0.67As. The exponent of the
temperature dependence can be derived from the slopes of the lines.

the exponential factors cancel, so that the tempera-
ture dependence of the radiative recombination coef-
ficient Bb in bulk GaAs is given by:

Bb oc T. (26)

In a quantum well, consisting of a thin layer of
GaAs between two layers of AlxGai,As, with a larger
band gap, discrete energy levels exist for the electron
movements perpendicular to the interfaces in; see
fig. 12. At these levels the increase in the density of states
Oe with energy then takes place in steps. For a very thin
well the energy difference between these levels is much
greater than kT, so that almost all the electrons occu-
py the lowest level at energy El. The density of states
may then be assumed to be constant over the energy
range where the occupancy f. has a reasonable value,
so that eq. (10) becomes:

00

n cc f exP((EF,e - E.)/kT) dEe. (27)
E,

After substituting g = (E. - E1)/ kT, we then find fol-
the temperature dependence:

n cc TexpREF,e -E1)/kT). (28)

The pre -exponential factor here is now T1 instead of
TI, as in eq. (23). The same applies for p and L with
respect to equations (24) and (25). Since the exponen-
tial factors are eliminated again on substituting in eq.
(9), it follows that the temperature dependence of the
radiative recombination coefficient Bq in a quantum
well is given by:

Bq oc A
7,-1

. (29)

As the well thickness increases the energy levels come
closer together, so that the densities of states may no
longer be assumed to be constant and the temperature
dependence of Bq will change from T-1 to T-1.

Experimental results

The temperature dependence of B can be deter-
mined experimentally by measuring the decay time r
of the luminescence. This is given by:

r-1 = Bno + ror-1, (30)

where no is the concentration of the majority carriers
and rnr-1 is the probability of non -radiative transi-
tions. If the luminescence efficiency is high, the second
term can be neglected, so that r-1 at constant no has
the same temperature dependence as B.

The measurements of r were made for quantum
wells of GaAs between A10.83Ga0.67As, grown by
MO-VPE with the reactor described here, producing

[101 See for example C. Kittel, Introduction to solid state physics,
4th edition, Wiley, New York 1971.
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transition regions of one or two monolayers. Fig. 13
shows a log -log plot of the measured values of r
against temperature for three wells of different thick-
nesses. In all three cases a reasonably straight line is
found, so that T cc T. The value of a corresponding to
the slope is 1.07 for a thickness d of 6.5 nm, 1.22
for d = 13 nm and 1.41 for d = 30 nm. There is there-
fore good qualitative agreement with the predicted
temperature dependence as a function of the layer
thickness. A quantitative interpretation of the results
is difficult because the variation of the energy levels
with layer thickness is not accurately known.

Because of the smaller temperature dependence of T
in a quantum well the threshold current Ith for laser
operation is also less dependent on temperature. In
the ideal case (rht.-1 = 0, no non -radiative processes)
the value of Ith is determined solely by T, so that the
temperature dependence is given by:

Ith cc Ta. (31)

Usually an empirical relation is used to represent the
temperature dependence of the threshold current:

Ith « exp( To), (32)

where the value of To characterizes the temperature

behaviour. From equations (31) and (32) it can be
shown that:

IthWthicITY1 = TI a = To. (33)

For a conventional semiconductor laser at room tem-
perature a is about 1.5, so that the maximum value of
To is about 200 K. In an ideal quantum well with high
luminescence efficiency the value of a may approach
1, so that To is about 300 K. The smaller increase in
threshold current with temperature will lengthen the
life of quantum -well lasers.

In the work described here Ing. H. J. Talen-van der
Mheen took part in the growth experiments and
C. W. T. Bulle-Lieuwma and Drs A. F. de Jong con-
tributed to the TEM investigations.

Summary. A novel type of reactor has been developed for making
MO-VPE multilayer structures, in which very sharp transitions can
be obtained between layers of different composition. The perfection
of the structures produced is very well demonstrated by means of
transmission electron microscopy. It is demonstrated for instance
that the transition regions are no thicker than approximately one
monolayer. The optical quality of the quantum wells is determined
by measuring the decay time of the luminescence. It appears that
the decay time in quantum wells is less dependent on temperature
than in bulk material, so that the threshold current for laser opera-
tion is also less temperature -dependent.
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Molecular beam epitaxy of multilayer structures
with GaAs and ALGai_xAs

B. A. Joyce and C. T. Foxon

Introduction

As indicated in the opening article of this issue in ,

thin epitaxial films of some III -V semiconductors have
properties which are important in high -frequency and
optoelectronic applications. Such films can be pre-
pared by conventional growth techniques such as
liquid -phase epitaxy (LPE) or vapour -phase epitaxy
(VPE). For particular applications it may be advan-
tageous to use metal -organic vapour -phase epitaxy
(MO-VPE), discussed in the previous articles (4E31, or
molecular beam epitaxy (MBE) (41.

MBE is a refined form of ultra -high vacuum evap-
oration. In this technique thermally generated col-
lision -free molecular (or atomic) beams of the constit-
uent elements, formed in Knudsen sources, are de-
posited on a heated substrate where they react to form
an epitaxially related crystalline film. Growth tem-
peratures are usually somewhat lower than those used
in the more conventional growth techniques, while
growth rates are in the range 0.01 to 1 nm/s. Because
the molecular beam fluxes can be started or stopped
rapidly using a simple mechanical shutter, atomically
abrupt interfaces can be obtained. Using in situ anal-
ysis it is possible to measure directly the intensity of
the various molecular beams and as a result films of
high crystalline quality with precise control of the
thickness, composition and doping level can be ob-
tained. Changes in composition and doping level on
an atomic scale facilitate the formation of well-de-
fined multilayer structures with special properties (51.

The growth of III -V semiconductor films by MBE
has been studied extensively at Philips Research
Laboratories in Redhill, England. This study included
the preparation of various types of III -V compounds
and layered structures, investigation of the mech-
anisms controlling the growth and dopant incorpora-
tion, characterization of surfaces and interfaces,

Dr B. A. Joyce and Dr C. T Foxon are with Philips Research Lab-
oratories, Redhill, Surrey, England.

measurements of film or layered -structure properties
and the improvement of the MBE equipment. The
film properties have been studied in situ using non-
destructive surface analysis. The III -V semiconduc-
tors grown by MBE have included mainly the binary
compound GaAs and the related ternary alloy
Al,,Gai_xAs but some work has also been carried out
both on the fundamental properties controlling
growth and on measurements of film properties for
other alloys such as InGaAs, InGaP, GaAsP, InAsP
and InGaAsP. In all cases single -crystal films were
grown epitaxially on GaAs or for InGaAs on InP.

The progress of MBE technology has led to films
and multilayer structures having adequate quality for
device applications. Background donor and acceptor
levels can be as low as 2 x 1014 cm -3. In a hetero-struc-
ture of GaAs and AlxGai,As a two-dimensional
electron gas is formed in the GaAs material near the
interface, showing extremely high electron mobilities
at low temperatures: > 3 x 106 cm2V-1s-1 at 4 K.
With structures of GaAs between AlxGai,As bar-
riers multiple quantum -well lasers have been grown in
which the GaAs wells are as thin as 1.3 nm, corre-
sponding to about five monolayers of material. At
[1]

[2]

[9]

[4]

[5]

J. Wolter, Research on layered semiconductor structures, this
issue, pp. 111-117.
P. M. Frijlink, J. P. Andre and M. Erman, Metal -organic
vapour phase epitaxy of multilayer structures with III -V semi-
conductors, this issue, pp. 118-132.
M. R. Leys, M. P. A. Viegers and G. W. 't Hooft, Metal -
organic vapour phase epitaxy with a novel reactor and char-
acterization of multilayer structures, this issue, pp. 133-142.
See for example: L. L. Chang, L. Esaki, W. E. Howard, R.
Ludeke and G. Schul, Structures grown by molecular beam
epitaxy, J. Vac. Sci. & Technol. 10, 655-662, 1973;
A. Y. Cho and J. R. Arthur, Molecular beam epitaxy, Progr.
Solid State Chem. 10, 157-191, 1975.
A. C. Gossard, P. M. Petroff, W. Wiegmann, R. Dingle and
A. Savage, Epitaxial structures with alternate -atomic -layer
composition modulation, Appl. Phys. Lett. 29, 323-325, 1976.
See also: G. H. Dottier, Solid -State superlattices, Sci. Am. 249
(No. 5), 118-126, 1983;
D. W. Shaw, Advanced multilayer epitaxial structures, J.
Cryst. Growth 65, 444-453, 1983.
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this well width a visible laser emission is obtained at
704 nm i61. To our knowledge this is the shortest
wavelength reported for a room -temperature injection
laser with only GaAs in the wells.

In this article the discussion on MBE will be re-
stricted to certain aspects of the growth of GaAs and
AlGai_xAs. Among the III -V compounds and
alloys these materials are the most widely investigated
and the most promising for practical devices. Before
dealing with some results of our investigations a
general description of the MBE process will be given.
The results to be discussed concern the surface chem-
istry of growth, the control of the AlGai_xAs
composition and the growth dynamics. Special atten-
tion will be given to the interface between GaAs and
AlxGai _,,As films. Finally some properties and pos-
sible applications will be discussed.

The MBE process

It will be useful to define at the outset the important
features of the MBE process in terms of the apparatus
used, process parameters and source materials 173.

Is

4-11. 41--I.

St

G

PUHV

En

Fig. I. Schematic diagram of an MBE system showing the essential
features required for the growth of III -V compound semiconductor
films. Atomic or molecular beams of the film constituents are
produced in the heated Knudsen effusion cells K. By opening the
shutters S the beams are directed to the heated substrate Sub on the
stage St, which can be rotated. The beam fluxes are monitored by
the ion gauge G. Substrates are introduced via a sample entry lock
En and a sample exchange mechanism Ex. A RHEED system
consisting of an electron gun El and a fluorescent screen F is used to
study the substrate surface before growth and the film surface dur-
ing growth. Other facilities for in situ analysis such as a quadrupole
mass spectrometer and an Auger electron spectrometer are not
shown. Is water-cooled thermal isolator. PHI/ pump for obtaining
intermediate vacuum. Pumr pump for obtaining ultra -high vacuum.
V view port.

Although MBE is simply a refined form of vacuum
evaporation in which directed neutral thermal atomic
and molecular beams impinge on a heated substrate
under ultra -high vacuum conditions, the apparatus
required to achieve this with the necessary degree of
control has become rather complex. The essential
elements of a system suitable for growth of III -V
compound films are illustrated schematically in fig. 1.
It is based on a two- or three -chamber stainless -steel
ultra -high -vacuum system ( < 10-9 Pa), usually ion -
pumped or cryopumped, and incorporates large areas
of liquid -nitrogen -cooled panels. The provision of a
vacuum interlock, to enable the substrate to be intro-
duced into the growth chamber without breaking the
vacuum, is essential if films having high -quality elec-
trical and optical properties are to be prepared.

The atomic or molecular beams are formed in
heated Knudsen effusion cells. An example of such a
cell is shown in fig. 2. The material to be evaporated is
contained in a crucible, which is heated by radiation
from a separate winding. In the cell we attempt to
ensure that the liquid or solid phase and the vapour
are in equilibrium (Knudsen evaporation). The mean
free path of the vapour (atoms or molecules) is much

r

4\

Fig. 2. Schematic diagram of a typical Knudsen effusion cell, acting
as source of the Group III element (Ga or Al) for the MBE growth
of III -V -films. The evaporation source E is contained in a crucible
Cru of boron nitride. The heater winding Wi is surrounded by heat -
shields Sh of tantalum. The beam of evaporated particles leaves the
cell through the orifice Or. The temperature is read by a thermo-
couple TC passing through the insulators Is and connected to a
radiation collector Col of tantalum. Su thermocouple support of
boron nitride.
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larger than the cell orifice, ensuring molecular flow.
The inner crucible is made either of reactor -grade
graphite or, preferably, pyrolytic boron nitride, so
that the possible contamination of the molecular
beams is minimized. Beam intensities are controlled
by the cell temperatures and for molecular flow are
given by 171:

- ap, cos

icd 2 (27c mikT)1

where J, is the flux per unit area at a distance d from

surface structure [91. Additionally there may be an
Auger electron spectrometer to determine surface
composition and purity 101. Some or all of these facil-
ities may be housed in a separate analysis/preparation
chamber mounted between the sample -insertion inter-
lock and the growth chamber. A general view of the
equipment used for our MBE experiments is shown in
fig. 3.

A RHEED arrangement consists simply of a 5-20 keV
electron gun and a fluorescent screen. The electron
beam is incident at a very shallow angle (1° - 3°) to

Fig. 3. General view of the MBE equipment (Varian GEN II) at the Philips Research Laboratories
in Redhill. The growth occurs in the vacuum chamber on the left by effusing molecular beams
from the tubular Knudsen cells. The growth rates for GaAs and Al,Gai_.,As can be deduced
from RHEED intensity variations measured in the growth chamber. The vacuum system on the
right is used for the introduction and preparation of substrates.

the source, which has an orifice of area a and contains
atoms (molecules) of mass m, having an equilibrium
vapour pressure p, at temperature T (in K). 0 is the
angle between the beam and the substrate surface nor-
mal. Individual cells are thermally isolated by a suc-
cession of heat shields and the flux is regulated by a
shutter operating in front of each aperture. A single
microcomputer can be used to control all of the cell
temperatures (within ± 0.25 K) and all of the shutters
to achieve any growth sequence.

Fluxes are usually monitored by an ion gauge
which can be rotated in and out of the beams. Other
analytical facilities may include a quadrupole mass
spectrometer for residual gas analysis and leak -
checking 181, and a reflection high-energy electron
diffraction (RHEED) arrangement for assessment of

[10]

K. Woodbridge, P. Blood, E. D. Fletcher and P. J. Hulyer,
Short wavelength (visible) GaAs quantum well lasers grown by
molecular beam epitaxy, Appl. Phys. Lett. 45, 16-18, 1984.
Various MBE aspects have been extensively reviewed by
K. Ploog, Molecular beam epitaxy of III -V compounds, in:
H. C. Freyhardt (ed.), Crystals - growth, properties and
applications, Vol. 3, Springer, Berlin 1980, pp. 73-162. A
review more directly related to the work described in this
article has been given by C. T. Foxon, Molecular beam
epitaxy, Acta Electron. 21, 139-150, 1978.
In a quadrupole mass spectrometer the ions formed in the
ionizer are mass -separated using r.f. and d.c. fields generated
by four electrodes.
The importance of in situ RHEED studies in the MBE develop-
ment has been demonstrated by (for example):
A. Y. Cho, J. Appl. Phys. 41, 2780-2786, 1970, and 42, 2074-
2081, 1971, and by J. H. Neave and B. A. Joyce, J. Cryst.
Growth 44, 387-397, 1978.
A survey of various surface -analysis methods, including elec-
tron diffraction and Auger electron spectroscopy has been
given by H. H. Brongersma, F. Meijer and H. W. Werner,
Surface analysis, methods of studying the outer atomic layers
of solids, Philips Tech. Rev. 34, 357-369, 1974.
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the substrate surface. The diffracted electron beams
form a characteristic pattern on the fluorescent
screen, which provides information on the mor-
phology and the symmetry of the surface. Because of
the small incidence angle the information obtained in
RHEED is derived from the first few atomic layers.
Temporal variation in the intensity of diffraction fea-
tures during MBE growth can be related to growth
dynamics.

Since the atomic or molecular beams are neutral
and collimated they are necessarily divergent, and
usually non -axial with respect to the substrate. To
obtain uniform growth rate or composition (in the
case of alloy films) over a large substrate (diameter 5
to 8 cm ), the substrate stage is rotated at speeds be-
tween 0.03 and 2.0 Hz. It was shown that with this
technique a growth -rate variation of < Plo could be
obtained across a 5 -cm substrate, with comparable
control of alloy composition 1111. For alloy growth,
however, the time taken for a complete revolution
must be shorter than the time to grow a monolayer, to
avoid a periodic modulation of alloy composition in
the direction of growth.

To provide the basis of high -quality films, a sub-
strate surface free of crystallographic and other
defects and clean on an atomic scale monolayer
of impurities) must be prepared. This usually involves
free etching by an oxidative process which removes
any carbon and leaves the surface covered with a pro-
tective volatile oxide, which is subsequently removed
in the vacuum system by heating in a beam of arsenic.
The final quality of the substrate surface can be
checked by RHEED and Auger spectrometry, for
example.

Growth is initiated by bringing the substrate to
the appropriate temperature (typically in the range
500-700 °C) in a beam of arsenic and then opening
the shutter of the Group III element source. Growth
rates are in the range 0.03-3 nm/s (0.1-10.0 µm/h),
corresponding to beam fluxes from 5 x 1013 to
5 x 1015 at. cm -2s-1. The arsenic flux is typically 3-5
times greater than that of the Group III element, but
it is the latter which determines the growth rate.

Source materials are usually elemental, and all of
the Group III elements produce monoatomic beams.
The arsenic source is rather more complex, however,
both in terms of the species produced and the methods
used to produce them. When evaporation takes place
directly from the element, the flux consists entirely of
tetratomic molecules (Asa), but if GaAs is used as the
source, the arsenic flux is dimeric 1121. Alternatively,
dimers can be produced from the element by using a
two -zone Knudsen cell in which a tetramer flux is for-
med conventionally and passed through an optically

baffled high temperature stage, which can be designed
to produce a complete conversion to a dimeric
flux 1131.

Dopant beams are also produced from Knudsen
effusion cells. The elements used for doping in MBE
are principally Be for the preparation of p -type films
and Si or Sn for the preparation of n -type films. All
these elements evaporate as monomers. Free -carrier
concentrations can be controlled over the range be-
tween 1014 and 1019 carriers per cm3. The upper limit
is set by the limited solid solubility in the lattice, the
lower by the presence of background impurities.

Surface chemistry of growth

Surface kinetic data on growth and doping can be
obtained by using modulated molecular beam tech-
niques [1211141. The flux of an incident species can be
modulated by opening and closing the shutter of the
Knudsen cell periodically or by placing a beam chop-
per inside the vacuum system. The perturbation of the
incident flux gives rise to a time -varying concentration
of chemisorbed atoms and molecules on the substrate
surface. This leads to a time -dependent desorption
rate, which can be measured mass-spectrometrically.
Alternatively, by modulating the desorption flux with
a beam chopper, atomic and molecular species which
are leaving the surface directly can be identified and
distinguished from background vapour species.

The kinetic parameters to be extracted from modu-
lated molecular -beam experiments include the surface
residence time, desorption energy, sticking coefficient
and order of reaction in which the adsorbed and de -
sorbed species are involved. From these data detailed
interaction mechanisms have been deduced, especially
for the reaction of gallium and arsenic on (100)

[111 A. Y. Cho and K. Y. Cheng, Growth of extremely uniform
layers by rotating substrate holder with molecular beam
epitaxy for applications to electro-optic and microwave
devices, Appl. Phys. Lett. 38, 360-362, 1981;
K. Y. Cheng, A. Y. Cho and W. R. Wagner, Molecular -beam
epitaxial growth of uniform Ga0.47Ino.53As with a rotating
sample holder, Appl. Phys. Lett. 39, 607-609, 1981.

[121 C. T. Foxon, J. A. Harvey and B. A. Joyce. The evaporation
of GaAs under equilibrium and non -equilibrium conditions
using a modulated beam technique, J. Phys. & Chem. Solids
34, 1693-1701, 1973.

[131 J. H. Neave, P. Blood and B. A. Joyce, A correlation between
electron traps and growth processes in n -GaAs prepared by
molecular beam epitaxy, Appl. Phys. Lett. 36, 311-312, 1980.

[141 C. T. Foxon, M. R. Boudry and B. A. Joyce, Evaluation of
surface kinetic data by the transform analysis of modulated
molecular beam measurements, Surf. Sci. 44, 69-92, 1974.

[161 C. T. Foxon and B. A. Joyce, Interaction kinetics of As2 and
Ga on 11001 GaAs surfaces, Surf. Sci. 64, 293-304, 1977.

[161 C. T. Foxon and B. A. Joyce, Interaction kinetics of As, and
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substrates of GaAs. It has been demonstrated that the
use of an Asa flux (from an elemental arsenic source)
and that of an As2 flux (from a GaAs source) lead to
substantially different surface reactions 1151 1161.
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/ desorption

Fig. 4. Model of the chemistry of growth of a GaAs film from mole-
cular beams of Ga and As2. The As sticking coefficient approaches
unity when the substrate is already covered with a monolayer of Ga
atoms. An As2 molecule is first adsorbed into a weakly bound pre-
cursor state, in which it can migrate on the surface. Dissociative
chemisorption can occur on Ga adatoms with a sticking coefficient

1. Excess As2 molecules can either desorb from the precursor
state or associate at low temperatures, leading to desorption of an
As4 molecule.
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Fig. S. Model of the chemistry of growth of a GaAs film from mole-
cular beams of Ga and As4. Here an As4 molecule, adsorbed into a
weakly bound precursor state, migrates on the substrate. The mole-
cules can desorb or be chemisorbed on adjacent Ga adatoms. Pair-
wise interaction of two chemisorbed As., molecules on adjacent Ga
atoms leads to the incorporation of four As atoms in the lattice and
to desorption of another four As atoms as an As4 molecule. As a
result the sticking coefficient of As4 is ..< 0.5.

The interactions of the As2 flux and gallium on a
GaAs substrate are summarized in the growth model
shown in fig. 4116]. According to this model the As2
molecules are first adsorbed into a mobile, weakly
bound precursor state. The surface residence time of
molecules in this state is less than 1.0-5 s. The basic
process for As incorporation during thin-film growth
is a simple first -order dissociative chemisorption on
surface Ga atoms. When the Ga flux is lower than half
the As2 flux, one As atom sticks for each Ga atom
supplied. The maximum value of the As2 sticking
coefficient is unity, which is obtained when the surface
is covered with a complete monolayer of Ga atoms (as
in fig. 4). At relatively low substrate temperatures
( < 600 K) there is an additional association reaction
to form Asa molecules. These desorb very slowly by a
first -order reaction. At substrate temperatures above
600 K some dissociation of GaAs may occur.

By contrast, the reaction mechanism with an in-
cident Asa flux is significantly more complex [161. The
model for this is shown in fig. 5. Here the Asa mole-
cules are first adsorbed into a mobile precursor state.
The migration of the adsorbed Asa molecules has an
activation energy of about 0.25 eV. The surface resi-
dence time is temperature dependent, from which a
desorption energy of about 0.4 eV may be deter-
mined. A crucial finding is that the sticking coefficient
of arsenic never exceeds 0.5, even when the Ga flux is
much higher than the Asa flux or when the surface is
completely covered with a monolayer of Ga atoms (as
in fig. 5). This is explained by assuming a pairwise dis-
sociation of Asa molecules chemisorbed on adjacent
Ga atoms. This second -order reaction is the key fea-
ture of the thin-film growth of GaAs with an Asa flux.
From any two Asa molecules four As atoms are incor-
porated in the GaAs lattice, while the other four
desorb as an Asa molecule.

Composition control for Al,Gai-xAs films

For the MBE growth of the ternary III -III -V alloy
AI,Gai,As, beams of Al, Ga and excess As2 or Asa
are directed simultaneously at the substrate surface.
In this way films of good crystallographic perfection
can be obtained. A critical factor, however, in alloy -
film growth by MBE is the production of films having
a homogeneous composition.

Growth reactions for III -III -V alloys, in so far as
the Group V element is concerned, are similar to those
observed in the growth of binary compounds. The on-
ly problem is to establish those kinetic factors which
can influence the ratio of the Group III elements [17].
An important point to note, however, is that the ther-
mal stability is determined by the less stable of the two
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binary compounds of which the alloy may be consid-
ered to be composed. In the case of AlxGai-xAs films
AlAs is more thermally stable than GaAs. Thus by
using ,growth parameters comparable to those for
GaAs, films of good compositional uniformity and
control can be prepared.

At comparatively low substrate temperatures
( <575 ° C) the sticking coefficients of Al and Ga are
both unity, so the alloy composition is determined
simply by the ratio of the two atomic fluxes. However,
to obtain adequate electrical and/or optical properties
it is frequently necessary to use significantly higher
substrate temperatures. In that case preferential de-
sorption of the more volatile Ga occurs, which means
that the sticking coefficient of Ga is less than unity.
The value for Al, on the other hand, does not change
significantly over the entire temperature range used
(=-- 650-750 °C). The effective loss of Ga can be readily
calculated from its known vapour pressure over GaAs.

Growth dynamics

It is possible to explore some features of the growth
dynamics of MBE by monitoring temporal variations
in the intensity of various features in the RHEED pat-
tern. It has been found that damped oscillations in the
intensity of both the specular and diffracted beam
occur immediately after initiation of growth E183. A

typical example for the specular beam is shown in
fig. 6. The period of oscillation corresponds exactly to
the growth of a single monolayer, i.e. a complete

5 10 15 20 s

Fig. 6. Oscillations of the intensity of the specular beam in` the
RHEED pattern from a (2 x 4) reconstructed surface in the [110]
azimuth, during the growth of a thin GaAs film on a (001) substrate
of GaAs[173. The notation (2 x 4) indicates an enlargement of the
surface unit cell by a factor of two and four in the [T10] and [110]
directions respectively. The growth is initiated by an incident flux of
Ga atoms at the heated substrate which is maintained in a flux of
either As2 or Aso. The intensity I is given in arbitrary units as a
function of the growing time t. The oscillation period corresponds
to the growth of a monolayer of GaAs.

layer of Ga and As atoms, which in the [001] direction
is equal to the thickness of half the lattice constant.
The period is independent of the azimuth of the
incident beam and of the particular diffraction feature
being measured [19]. The amplitude, however, is strong-
ly dependent on both of these parameters. For evalua-
tion of growth dynamics most of the information is
contained in the specular beam, so we shall limit the
discussion to this feature.

Similar oscillatory effects have been observed dur-
ing epitaxial growth of thin metal or silicon films,
when studied in situ, for example by Auger spectro-
scopy or low -energy electron diffraction (LEED) [20.
The observation of these effects is usually associated
with a layer -by -layer growth process (i.e. two-dimen-
sional nucleation). Detailed analysis of the oscilla-
tions provides important information on growth dy-
namics.

If we equate changes in intensity of the specular
beam in the RHEED pattern with changes in surface
roughness, a smooth equilibrium surface corresponds
to high reflectivity. On commencement of growth,
clusters are formed at random positions on the crystal
surface, leading to a decrease in the reflectivity. This
decrease can be predicted for purely optical reasons,
since the de Broglie wavelength of the electrons is
about 0.012 nm while the bi-layer step height is about
0.28 nm; i.e. the wavelength is at least an order of
magnitude less than the size of the scatterer, so diffuse
scattering will result. Nucleation is not restricted to a
single layer, but can reoccur before the preceding
monolayer is complete. In the early stages, however,
one monolayer is likely to be almost complete before
the next monolayer starts, so the reflectivity will
increase as the surface again becomes smooth on the
atomic scale, but with subsequent roughening as the
next monolayer develops. This repetitive process will
cause the oscillations in reflectivity to be gradually
damped as the surface becomes statistically distributed
over several incomplete monolayers.

In fig. 7 we show a real -space representation of the
formation of two monolayers which illustrates how
the oscillations in the intensity of the specular beam

(181 J. H. Neave, B. A. Joyce, P. J. Dobson and N. Norton, Dy-
namics of film growth of GaAs by MBE from RHEED
observations, Appl. Phys. A 31, 1-8, 1983.

[191 J. J. Harris, B. A. Joyce and P. J. Dobson, Oscillations in the
surface structure of Sn-doped GaAs during growth by MBE,
Surf. Sci. 103, L90 -L96, 1981.
V. Bostanov, R. Roussinova and E. Budevski, Multinuclear
growth of dislocation -free planes in electrocrystallization, J.
Electrochem. Soc. 119, 1346-1347, 1972;
Y. Namba, R. W. Vook and S. S. Chao, Thickness periodicity
in the Auger line shape from epitaxial (111) Cu films, Surf. Sci.
109, 320-330, 1981;
K. D. Gronwald and M. Henzler, Epitaxy of Si (111) as studied
with a new resolving LEED system, Surf. Sci. 117, 180-187,
1982.
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occur. There is a maximum in reflectivity for the initial
and final smooth surfaces and a minimum (or max-
imum in diffuse scattering) for the intermediate stage
when the growing monolayer is approximately half
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Fig. 7. Real -space representation of the formation of the first two
monolayers of GaAs (left) with the corresponding RHEED oscil-
lations (right). The intensity I is given as a function of time t for
various numbers 61 of monolayers deposited. When a smooth sub-
strate is progressively covered with less than half a monolayer, the
reduction in smoothness leads to a continuous decrease of reflectiv-
ity and hence of intensity. At higher coverages, up to one mono -
layer, the surface again becomes smoother. The intensity maximum
at B = 1 is however lower than that at 9 = 0 because the growth of a
monolayer is not perfectly two-dimensional. Similar intensity varia-
tions occur between 0 = 1 and 0 = 2. The increasing influence of
the deviation from two-dimensional growth leads to a progressive
damping of the amplitude of the oscillation, as shown in fig. 6.

complete. We have, however, also established that the
amplitude of the intensity oscillations is dependent on
the direction of the primary electron beam, being
greater for the beam incident along [110] than for the
beam incident along [110]. This would suggest, if we
take our optical model one stage further, that most of
the steps which develop on the surface are along the
[110] direction, as shown in fig. 7, i.e. they cause
maximum diffuse scattering when their longer edges
are normal to the incident beam.

From the results obtained we may conclude that
growth occurs principally by a two-dimensional mono-
layer-by-monolayer process, but new monolayers are
able to start before preceding ones have been com-
pleted. The oscillation period provides a continuous
and absolute growth rate monitor with atomic -layer
precision.

GaAs-AlxGai_xAs interfaces

The MBE method described here has been used to
prepare various multilayer structures based on GaAs
and AlxGai...xAs. These include: single-heterojunction
twodimensional electron -gas structures and multiple-
quantumwell (MQW) structures formed from thin
semiconductor films (usually GaAs) confined by layers
of higher band -gap material (usually A1GaAs); when
the structure is periodic and the confining barriers are
thin enough for the wells to be electronically coupled
the structure is known as a superlattice. For the prop-
erties of such structures the quality of the interfaces is
very important, as has been indicated in the previous
articles of this issue.

It is clear from the RHEED study of growth dy-
namics [183 that films of GaAs and AlxGai,As grow
predominantly by a process of two-dimensional nu-
cleation of new monolayers. The damped intensity
oscillations are however indicative of some non -ideal-
ity, i.e. growth is not perfectly two-dimensional. It is -
not yet possible to extract quantitative information on
the structure and composition of GaAs-AlxGai_xAs
interfaces from the RHEED observations, but several
other techniques have been utilized. It is important to
emphasize, however, that experimentally realizable
interface perfection is so high that conventional
methods of profiling do not have the required resolu-
tion to test it. These methods involve ion sputtering to
section the material followed by some means of com-
position determination, such as Auger electron spec-
trometry and secondary -ion mass spectrometry
(SIMS) [N].

The best claimed (and probably optimistic) resolu-
tion limit of 1 nm was based on a 90%-100/o peak -height
range of the Auger signal of Al, from which an
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interfacial width of 1.3 nm was deduced for a GaAs-
A105Ga0.5As interface [HI. Even when a superlattice
of GaAs and A10.3Ga0.7As was 'expanded' by a fac-
tor of 2400 using a very shallow angle bevelling tech-
nique, the minimum well width of GaAs in which the
Auger signal of Al went to zero (< 1 o Al) was 5 nm,
probably due to ion beam mixing and other sputtering
effects 122].

To put these results in context, it has been demon-
strated by other characterization techniques that
superlattices of alternate monolayers of GaAs and
AlAs can be grown successfully with MBE 151 173. The
available methods of obtaining structural and com-
positional information with the necessary level of
spatial resolution are limited to transmission electron
microscopy (TEM) of cross -sections, and to optical
techniques using photoluminescence and excitation
spectroscopy.

Characterization with TEM

In TEM cross -sections, when the superlattice per-
iod is greater than a few atomic layers it becomes very
difficult to form a dark -field image from the superlat-
tice spots since they are then too close to the main lat-
tice reflections. However, because Ga and Al have sig-
nificantly different scattering factors, the superlattice
can still be imaged 133, as shown in fig. 8a. Here the
dark bands correspond to GaAs and the light bands to
AlxGai_xAs, but it is clear that the resolution is not
adequate to define the interface on an atomic scale.

It is also possible to produce lattice -plane images of
superlattices at extremely high resolution, but it is

only possible to obtain a reasonable contrast distinc-
tion between the two materials for GaAs-AlAs struc-
tures. For GaAs-AlxGai_xAs structures the interfaces
are not clearly defined, but it is nevertheless evident
that there is lattice -point alignment with no crystallo-
graphic disorder across the interface. An example of
this is shown in fig. 8b, a cross-section image of a
quantum well consisting of GaAs between two
AlxGai_xAs layers. The compositional variation can-
not be precisely determined, however.

Luminescence investigations

Probably the best available method for investigat-
ing interface disorder effects in superlattices or mul-
tiple quantum -well structures relies on their optical
characterization 1231. The measurements are of photo-
luminescence and excitation spectra, typically at

about 4 K, and the features observed are due to free
or bound excitons, i.e. weakly bound mobile electron -
hole pairs. Typical photoluminescence and excitation
spectra for a sample which was grown in our Varian
GEN II system at 650 °C are shown in fig. 9. The

Fig. 8. Above: (110) cross-sectional TEM micrograph of a multiple
quantum -well structure. The GaAs wells (dark) are 5.5 nm thick,
the AlxGai-xAs barriers (light) 17.5 nm. The micrograph was
taken under dark -field conditions using the (002) diffraction.
Below: high resolution (110) cross-sectional TEM micrograph
(dark -field image) of a 2.7-nm quantum well of GaAs (dark)
between two AlxGai-xAs barriers (light). The samples were grown
by K. Woodbridge and the micrographs were taken by J. P. Gowers
and D. J. Smith (University of Cambridge).

sample consists of five GaAs quantum wells 5.5 nm
thick between barriers of AlxGai_xAs.

Exciton linewidths become broader as the well
width decreases, but this could result from two pos-
sible effects. The first is a layer -to -layer thickness
variation, leading to different energy levels for the
conduction electrons in the different layers. The con-
finement of the conduction electrons in GaAs wells
between the potential barriers of AlxGai,As gives rise
to the occurrence of discrete levels, as in the theoret-
ical example of a particle confined in a box. The
approximate value of the confinement energy En, as-
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suming infinitely deep wells, is given by:

n2h2
En -

8med 2

where n is an integer, me is the effective mass of con-
duction electrons, h is Planck's constant and d the
well thickness. For a thickness variation Ad which is
independent of d, the variation of the confinement
energy (AE,2) is given by:

AE = c

where c is a constant.
The second alternative is for a thickness variation

within each layer, but with a constant average layer
thickness. This is the case corresponding to a growth
process which is not perfectly two-dimensional. It will
lead to a modification of the exciton energy provided
the lateral scale of the interface roughness is greater
than the exciton diameter, which is about 30 nm in
bulk GaAs. When the lateral scale of the interface
roughness becomes smaller than the diameter it will
`feel' an average potential, so that the energy levels
will be sharp and narrow luminescence peaks will be
observed. A study of the linewidths alone can there-
fore give information only if the lateral scale of the
roughness is greater than the exciton diameter.

It is not possible to distinguish between these alter-
natives in transmission and luminescence measure-
ments, since all the layers are then probed simulta-
neously, but a distinction can be made by excitation
spectroscopy. In this technique the luminescence in-
tensity at a fixed wavelength is measured as the excit-
ing wavelength is varied. If there is a layer -to -layer
thickness variation, luminescence peaks will be ob-
served at energies corresponding to each thickness,
since recombination at a given energy can only orig-
inate from wells of a specific thickness. If there is no
average thickness variation, however, identical peaks
will be observed in the excitation spectra for the
different luminescence energies at which the spectra
are obtained. Apparently this is the case in the sample
of fig. 9. From the peak width of 3.5 meV a thickness
variation of less than one monolayer can be deduced.

Excellent agreement between theory and experiment
was obtained for well widths between 8 nm and 15 nm
for the model in which there was no average thickness
variation, but with an interfacial roughening on the
scale of one (0.28 nm thick) monolayer 1231. In the
experiment the wells of GaAs and the barriers of
A1o.24Gao.76As were deposited at a substrate tempera-
ture of 690 °C. For very similar structures of GaAs
and A10.21Ga0.79As barriers, deposited at 670 °C, the
halfwidths of free exciton luminescence were studied
as a function of well thickness [241. It was deduced
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Fig. 9. a) Low temperature photoluminescence spectrum (relative
intensity I as a function of the emission energy Eem) from a five -
period quantum -well structure with 5.5-nm GaAs wells and 17.5-nm
AleGai,As barriers. b) Corresponding excitation spectrum,
obtained by measuring the relative photoluminescence intensity /as
a function of the excitation energy E.. at a fixed emission energy
of 1.601 eV. The well -resolved peaks correspond to the formation
of conduction electrons in the quantum state n = 1 and heavy and
light holes in the n= I state. Note that the emission peak and the
first excitation peak occur at the same energy. The peak width of
3.5 meV corresponds to a thickness variation which is less than one
monolayer. The spectra were measured by P. J. Dobson and
K. J. Moore.

1211 C. M. Garner, C. Y. Su, Y. D. Shen, C. S. Lee, G. L. Pearson,
W. E. Spicer, D. D. Edwall, D. Miller and J. S. Harris, Jr.,
Interface studies of AlxGai-xlis-GaAs heterojunctions, J.
Appl. Phys. 50, 3383-3389, 1979.

1221 L. P. Erickson and B. F. Phillips, Examination of MBE
GaAs/Alo.3Gao.7As superlattices by Auger electron spectros-
copy, J. Vac. Sci. & Technol. B 1, 158-161, 1983.

1221 C. Weisbuch, R. Dingle, A. C. Gossard and W. Wiegmann, Op-
tical characterization of interface disorder in GaAs-Gai,AleAs
multi -quantum well structures, Solid State Commun. 38, 709-
712, 1981.

1241 H. Jung, A. Fischer and K. Ploog, Photoluminescence of
AleGai,As/GaAs quantum well heterostructures grown by
molecular beam epitaxy; II. Intrinsic free-exciton nature of
quantum well luminescence, Appl. Phys. A 33, 97-105, 1984.
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that more than 65% of the interface within the photo -
excited area (100 gm diameter) was atomically sharp,
and any roughness in the remaining area only exten-
ded over one monolayer.

In conclusion, the analytical methods with suf-
ficient resolution have undoubtedly demonstrated the
high structural and compositional perfection of the
interfaces between some MBE -grown layers. For
GaAs-AlxGai_xAs heterojunctions we can be confi-
dent that it is possible to prepare interfaces by MBE
so that compositional changes occur over no more
than one monolayer. They are free of extended de-
fects.

Some properties and possible applications

Important properties of MBE -grown layers are the
donor and acceptor concentrations and the free car-
rier concentration and mobility. These properties can
be obtained by electrical characterization methods
such as measurements of the Hall coefficient [25] and
the electrical resistivity. The donor and acceptor con-
centrations can be derived by careful analysis of the
temperature dependence of the free carrier concentra-
tion and mobility [26].

GaAs layers grown in our laboratory by MBE in a
Varian GEN II equipment were found to have a low
background acceptor level. This was determined by
studying the electron mobility in 10-12 p.m thick films
lightly n -doped with silicon. The mobilities meas-
ured are typically 7.8 x 103 cm2v-1 s-1 at 300 K and
1 x 105 2v-1 s-1 at 77 K. The free electron concen-
trations allowing for depletion are 3 x 1014 cm -3
and the sum of the donor and acceptor concentrations
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Fig. 10. Laser emission (relative intensity I plotted against emission
wavelength A) for a series of multiple quantum -well structures of
GaAs wells and Al,Gai_,As barriers and for a conventional semi-
conductor laser. The structures show emission at progressively
shorter wavelengths as the well thickness d is reduced. The structure
with the thinnest well (1.3 nm) operates in the visible part of the
spectrum, the emitting wavelength being 704 nm. The multiple
quantum well lasers were made by P. Blood, E. D. Fletcher and
P. J. Hulyer from layers grown by K. Woodbridge.

can be estimated to be about 7 x 1014 cm -3 [26] Hence

a value of 2 x 1014 cm -3 is derived for the background
acceptor concentration. Unintentionally doped films
of similar thickness are fully depleted and this implies
that the background donor concentration is also
about 2 x 1014 cm -3. Two-dimensional electron -gas
structures prepared in the same MBE equipment were
found to have mobilities as high as 3 x 106 cm2V-ls-1
at 4 K, which also indicates how pure such sam-
ples are.

Multiple -quantum -well GaAs-AIGaAs injection
lasers have been grown by MBE in our laboratory -
constructed equipment. The GaAs well width was
varied from 5.5 to 1.3 nm to study its effect on the
wavelength of the laser emission 161. The smallest well
width (1.3 nm) corresponds to only about five mono -
layers of GaAs. The wells are separated by 8 nm wide
Al,Gai,As barriers.

In fig. 10 the laser emission spectrum is given for
quantum -well structures with various well widths and
for a conventional laser with GaAs in the active re-
gion, which emits at about 880 nm. A decrease of the
well width from 5.5 to 1.3 nm results in a progres-
sive reduction in operating wavelength from 837 to
704 nm [61. The emission at 704 nm is in the visible
part of the spectrum. To our knowledge it is the short-
est emission wavelength achieved with a room -tem-
perature injection laser with only GaAs (and no Al) in
the wells. Quantum -well lasers with such a short -wave-
length emission are of interest in view of their possible
use in optical information read-out systems.

The reduction of well width, particularly below
about 3 nm, leads however to a strong increase of the
threshold current for laser emission. This forms the
only limitation for the realization of practical short -
wavelength quantum -well lasers: as demonstrated,
extremely thin wells with sufficiently abrupt interfaces
can readily be obtained by MBE. Recently the in-
fluence of the number of wells on the threshold cur-
rent was investigated, using a structure with a fixed
waveguide [27]. It was shown that a small number of
wells (preferably a single well) is favourable for
obtaining lower threshold currents. For broad -area
devices with a well of only 2.5 nm in a wide optical
waveguide a threshold current density of about
1 kA/cm2 was measured. This implies that it should

The Hall coefficient represents the voltage induced by
external electric and magnetic fields orthogonal to each other,
which appears across a sample in a direction at right angles to
both fields. The reciprocal of this coefficient is proportional to
the free carrier concentration, and the ratio of the Hall coef-
ficient to the electrical resistivity gives the free carrier mobility.

[261 G. E. Stillman and C. M. Wolfe, Electrical characterization of
epitaxial layers, Thin Solid Films 31, 69-88, 1976.

[27] P. Blood, E. D. Fletcher, K. Woodbridge and P. J. Hulyer,
Short wavelength (visible) quantum well lasers grown by
molecular beam epitaxy, Physica 129B, 465-468, 1985.
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be possible to obtain narrow stripes (5 p,m wide) of
production -type lasers with threshold currents below
50 mA.

In our MBE research and development at PRL
invaluable assistance was given by Mr J. H. Neave.
Many other members of the MBE group at PRL also
contributed to the work described in this article, and
there were many other contributions from members
of other groups and other Philips colleagues.

Summary. The growth of thin films of GaAs and Al,Gai_xAs on
GaAs substrates by molecular beam epitaxy (MBE) has been in-
vestigated extensively within the Philips Research Laboratories
at Redhill. High -quality films and multilayer structures with con-
trolled thickness and composition have been deposited. Detailed in-
formation has been obtained on the surface chemistry and the dy-
namics of growth. It is possible to produce abrupt interfaces between
GaAs and Al,Gai,As layers, where the compositional changes oc-
cur over no more than one monolayer. GaAs layers have been grown
with low background impurity concentrations (2 x 1014 cm -6) and
this has enabled us to achieve high electron mobilities at low tem-
peratures (3 x 106 cm2V-'s-' at 4 K) in two-dimensional electron -
gas structures. Multiple quantum -well structures prepared by grow-
ing very thin GaAs wells between AlxGai_xAs barriers showed laser
emission at wavelengths down to 704 nm.
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Silicon molecular beam epitaxy on GaP and GaAs

P. C. Zalm, C. W. T. Bulle-Lieuwma and P. M. J. Margie

Introduction

Most products emerging from today's semiconduc-
tor industry are manufactured from silicon. Only for
applications such as light -emitting diodes, microwave
devices Ell and lasers for optical communication [21,
Compact Disc players [31 and digital optical record-
ing [41 are III -V semiconductors employed. New and
technologically interesting possibilities can be envis-
aged if single -crystal wafers containing both types of
semiconductor can be prepared. Such monolithic waf-
ers can be used for the fabrication of devices combin-
ing the high -frequency and optoelectronic features of
III -V compounds with modern silicon VLSI technol-
ogy. It might even be possible to integrate a laser diode,
a detector (for the reflected laser light) and the circuits
for drive and signal processing all on a single chip.
But there are many difficulties to be mastered in achiev-
ing this goal.

Because of the similarity in crystal structure, silicon
can be deposited epitaxially on a substrate such as the
well-known III -V semiconductor GaAs. A problem is
the difference in interatomic distances: the lattice con-
stant of Si is about 4 Wo smaller than that of GaAs.
Such a mismatch may lead to incorporation of crystal
defects in the layer or film, and these can adversely
affect the electrical properties. Deposition of III -V
material on Si poses an additional problem, con-
nected with the presence of atomic steps and 'kinks'
in the surface and with the different bonding of the
two components to Si; seefig. I. A slight bonding pref-
erence for one component (e.g. As) may induce 'anti -
phase boundaries', dependent on the growth mech-
anism. This may also affect the electrical properties. It
was therefore decided to investigate the growth of Si
on III -V substrates. The intention was to obtain a bet-
ter understanding of the effect of the lattice mismatch
on the crystal quality and to assess the potential and
limitations of these systems.

A large number of experiments were performed
with GaP as the substrate material. This only has a

Dr P. C. Zalm and C. W. T Bulle-Lieuwma are with Philips Re-
search Laboratories, Eindhoven; Drs P. M. J. Marde is with the
FOM Institute for Atomic and Molecular Physics, Amsterdam.

slight lattice mismatch (0.3607o) with Si. We expected
that a study of the combination of Si and GaP would
shed some light on the onset of crystal defects due to
lattice mismatch. Substrates that give a much larger
mismatch are also of interest. A good representative
of this category, which includes all the III -V materials
of technological significance, is GaAs. The growth of
silicon on GaAs was therefore extensively investigated
as well.

A suitable growth technique is molecular beam epi-
taxy (MBE), essentially a controlled deposition by
evaporation in ultra -high vacuum [51. It has been
shown that MBE of Si films on an Si substrate below
800 °C gives material of excellent quality for device
manufacture [61. Low deposition temperatures reduce
diffusion across the interface, so that very abrupt
changes in composition can be obtained. In addition,
the decomposition of III -V compounds at higher tem-
peratures limits the temperature range for epitaxial
growth.
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Fig. 1. a) Schematic representation of a surface of a single -crystal
substrate showing steps S and a kink K. b) Two examples of atomic
arrangements for a binary compound (e.g. GaAs) grown epitaxially
on a substrate containing only one type of atom (e.g. Si). The
difference in bonding leads to anti -phase boundaries A at steps S in
the substrate surface.
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b

Fig. 2. High -resolution lattice images, made along the [110) direc-
tion by transmission electron microscopy (TEM), of MBE -grown Si
on (001) GaP (a) and (001) GaAs (b). The interface region on GaP
does not have any crystal imperfections. The interface region on
GaAs has 60° dislocations D close to the interface and stacking
faults S on (111) planes. The gradual interface transitions of about
five monolayers can be attributed to an intermixing of elements or
to the roughness of the substrates after the cleaning procedure.

The growth experiments described in this article
were performed at the FOM Institute for Atomic and
Molecular Physics (AMOLF) in Amsterdam, where a
silicon MBE facility with associated analysis equip-
ment is available for research purposes. Supplemen-
tary information on the properties of the films was
obtained with various surface -analysis techniques at
Philips Research Laboratories in Eindhoven.

Our studies showed that Si could be deposited epi-
taxially on (001) GaP, with no lattice defects for film
thicknesses up to 75 nm. A cross-sectional lattice im-
age made with a high -resolution transmission electron
microscope is shown in fig. 2a. In films thicker than
75 nm misfit dislocations are introduced. The critical
thickness for the onset of dislocation formation is
much larger than predicted by current theory. In Si
films deposited on (001) GaAs many crystal defects
such as misfit dislocations and stacking faults are ob-
served; see fig. 2b. The way in which the lattice mis-
match induces the observed crystal imperfections is
now fairly well understood. This may be important
for the fabrication of thick perfectly epitaxial hetero-
structures. Before discussing the results in more de-
tail, we shall first give a description of the MBE equip-
ment and the procedure.

Experimental arrangement and procedure

Because of the fairly high temperature (> 1400 °C)
required for significant evaporation, and the high
reactivity of molten Si, effusion cells of the Knudsen
type [51 cannot be used as a source. A good alternative
is the electron -beam evaporator depicted in fig. 3.
Here a high -power beam of electrons, with an energy
of about 10 keV and a current of about 0.1 A, is fo-
cused by a magnetic field on to a Si 'slug', resulting in
localized heating, melting and evaporation. The beam
is scanned over an area of about 0.5 cm2.

A problem with such a source is the limited evap-
oration rate. Above a certain power input 'splut-
tering' occurs: droplets or clusters containing many Si
atoms are ejected and deposited on to the substrate.
Whereas atoms that arrive individually can diffuse
over the surface until they arrive at a suitable lattice
position, these droplets form immobile amorphous
islands, because they do not disintegrate sufficiently
well on impact.

To prevent this effect the deposition rate must be
limited to less than about 2 nm/s, corresponding to a
silicon flux of less than 1016 at.cm-2s-1. This in turn
necessitates growth in ultra -high vacuum to prevent

-
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Fig. 3. Schematic representation of the electron -beam evaporator
used as source for silicon MBE. Evaporation is produced by heating
with an electron beam El emitted by the emitter assembly Em and
deflected by a magnetic field on to a silicon slug. Si, solid silicon, Sil
molten silicon, M magnet, MP magnet pole pieces. A deflection of
270° is used to avoid tungsten contamination from the filament.
The copper holder Cu for the silicon slug is water-cooled to prevent
melting and outgassing.
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excessive contamination. Even at 10-8 Pa the rate of
incidence of molecules from the residual gas is about
3 x 1016 cm -2s-1. If all these molecules were to 'stick'
and remain on the surface the relative contamination
level would be 3 x 10'6, corresponding to an undesired
doping level of 1.5 x 1017 cm -3. This would not only
be disastrous for the electrical properties, but would
also prevent perfect crystal growth. Although the
sticking probability is generally much less than unity
(typically 10-s), great care has to be taken with the
design and operation of an MBE system, so that these
problems can be avoided.

For our experiments we used an earlier version of
the present silicon -MBE system at the FOM institute
AMOLF, designed by T. de Jong et a1.171 and shown
schematically in fig. 4. It has the basic features found
in many research -oriented systems, and consists of
three linked vacuum chambers. Substrates mounted
on holders are introduced twelve at a time into the
load -lock annexe to the storage chamber; the twelve
holders are placed on a carrousel. After loading, the
storage chamber is sealed, pumped down and baked
for about ten hours at 150 °C. The final pressure is a
few times 10-7 Pa. Then the valve to the main cham-
ber is opened and a holder with substrate is picked up
and transferred with the aid of a magnetically coupled
transfer rod. During the transfer the main chamber
remains at low pressure (10-8 Pa). The desired sub-
strate temperature is obtained by direct -current heat-
ing and checked with an infrared pyrometer to an ac-
curacy of ± 25 °C.

Fig. 4. Schematic diagram of an earlier version of the silicon MBE
system at AMOLF. The system contains three vacuum chambers
which can be connected by the gate valves V. A holder with a sub-
strate is supplied via a load lock L. An ion gun I is used for cleaning
the substrate surface. In the main vacuum chamber the surface is
investigated by low -energy electron diffraction (LEED) and Auger
electron spectroscopy (AES). The growth is started by introducing
silicon vapour from the chamber with the Si source So. The dia-
gram does not show the equipment for substrate heating and tem-
perature measurement, the microbalance for growth -rate monitor-
ing, or the quadrupole mass spectrometer for residual -gas analysis.

The source chamber is mounted below the main
chamber. When the evaporator is turned on, residual
gas adsorbed on the slug surface and the filament is
released. This is pumped away and the valve to the
main chamber is only opened when the source is
stabilized at the desired evaporation or deposition
rate, measured by a quartz -crystal oscillator micro -
balance. The pressure in the main chamber rises by
less than an order of magnitude during the growth;
the additional gas is mainly relatively harmless H2
from the bulk of the Si slug.

Substrate preparation and analysis

Successful MBE growth of Si on GaP and GaAs re-
quires careful attention to the preparation and clean-
ing of the substrate and the analysis of its surface. It is
known that epitaxial Si films can be deposited on (001)
Si from 200 °C, whereas the deposition on (111) Si
requires much higher temperatures (> 600 °C) [83. It
was therefore decided to use (001) substrates only.
These are cut from liquid -encapsulated Czochralski-
grown crystals, polished and degreased. The GaP sub-
strates of thickness 1 mm are too small to be mounted
directly on the holder, and are therefore attached by
small amounts of indium to a 7 mm x 25 mm silicon
carrier. The indium provides a uniform thermal and
electrical contact for the substrate heating, and does
not affect the purity of the films. The GaAs substrates
are 0.4 mm thick and can be cut immediately to the di-
mensions required for direct mounting in the holder.

Although the substrates are treated with the utmost
care, their surface will always be covered by a thin
film of oxide. Nor can slight contamination by car-
bon, from CO2 in the atmosphere or from organic
cleaning fluids, be avoided in practice. These contami-
nants are removed by sputter -etching with an Ar+
beam at an energy of 600 to 800 eV and a total dose of
about 1016 cm -2. As ion bombardment makes the sub-
strate surface amorphous, post -annealing is necessary
to restore the crystallinity by solid -phase epitaxial
regrowth [81. This is done at 550 °C for 30 min (GaP)
and at 600 °C for 90 min (GaAs).

A problem with this cleaning procedure is that the
two components may be sputtered at different rates.
Ili addition, at the temperatures necessary for reason-
able regrowth rates (> 1 nm/min) there will be some
evaporation. Since the two components evaporate at
different rates, there will be a depletion of one of the
components (usually the group V element) at the sur-
face. Consequently the surface, although crystalline,
will have a non-stoichiometric composition after
cleaning. In principle this deficiency can be corrected
by supplying the 'missing' component through ad-
sorption from the gas phase, or by first growing a
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stoichiometric crystalline film of the III -V material on
the substrate, as described in the previous article [51.

The effectiveness of the cleaning procedure was
checked by Auger Electron Spectroscopy (AES) [91:
an energetic (a few keV) electron beam removes a
strongly bound electron from a target atom, and the
`hole' created is 'filled' by a more weakly bound elec-
tron. The energy gained is used to eject another
weakly bound (Auger) electron with an element -
specific energy between 10 and 2000 eV. Determining
the number of Auger electrons therefore provides in-
formation about the composition of the surface. This
technique is surface -sensitive since the escape depth
(without energy loss) of the Auger electrons is less
than about 2 nm. Residual impurities with a surface
concentration greater than 1 % can be detected. Our
AES measurements revealed that the cleaned surfaces
of GaP and GaAs contain less than 0.01 of a mono -
layer of carbon, nitrogen or oxygen.

Another surface -sensitive technique, low -energy
electron diffraction (LEED) [91, was used to check the
recrystallization of the surface. In LEED, a low -energy
( < 200 eV) electron beam is reflected by the sample.
Diffraction occurs, and if the surface is crystalline
there will be constructive interference of the reflected
beams in certain directions only. A phosphor screen
placed in the path of the reflected and subsequently
post -accelerated electrons will then emit light locally.
Spot patterns thus obtained are characteristic of the
ordering of the surface atoms. The distance between
the various spots is inversely proportional to the inter-
atomic distances on the surface in a specific direction.

Methods of investigating the films.

Once the substrates had been cleaned sufficiently,
Si films were deposited with thicknesses ranging from
a few tenths of a nanometer to a few hundred nano -
metres. The films were investigated by in situ analysis
with the integrated AES and LEED equipment (fig. 4)
and further characterization was performed outside
the MBE system [10] [11]

The structural quality of the layers was investigated
by transmission electron microscopy (TEM). The ob-
served defects were correlated to the strain induced
by the lattice mismatch with the substrate. The occur-
rence of strain and defects was studied further by
measuring the back -scattering of light ions in various
directions, which is sensitive to the exact positions of
the atoms in the lattice. Additional information was
obtained by Raman scattering, where the frequency
shift of the scattered light is a measure of the stress
caused by atomic displacements from bulk lattice
sites. The variation of composition with depth was
studied in some samples by secondary -ion mass spec-

troscopy (SIMS). In this technique the ions that are
successively sputtered from the surface by an ion
bombardment are analysed [91.

Not all of the Si films were grown on GaP and GaAs.
Some were grown `homo-epitaxially', i.e. on an Si
substrate. Investigations by TEM revealed that these
films were completely free of defects, thus verifying
the quality of the MBE system and the procedure.

Results of in situ analysis

Figs 5 and 6 show LEED patterns from cleaned
GaP and GaAs surfaces and from Si films deposited

Fig. 5. LEED patterns from a (001) GaP substrate (a) and a silicon
film (b). The patterns indicate that when silicon is deposited the sur-
face reconstruction changes from (4 x 2) to (2 x 1).

A description of this MBE system has been given by T. de Jong,
W. A. S. Douma, L. Smit, V. V. Korablev and F. W. Saris,
J. Vac. Sci. & Technol. B 1, 888-898, 1983.
T. de Jong, F. W. Saris, Y. Tamminga and J. Haisma, Solid
phase epitaxy of silicon on gallium phosphide, Appl. Phys.
Lett. 44, 445-446, 1984.
See for example H. H. Brongersma, F. Meijer and H. W.
Werner, Surface analysis, methods of studying the outer atom-
ic layers of solids, Philips Tech. Rev. 34, 357-369, 1974.
Si MBE on GaP has been reported previously by T. de Jong,
W. A. S. Douma, J. F. van der Veen, F. W. Saris and J.
Haisma, Appl. Phys. Lett. 42, 1037-1039, 1983.
Some of the investigations on Si MBE on GaAs have been re-
ported by P. C. Zalm, P. M. J. Mar& and R. I. J. Olthof,
Appl. Phys. Lett. 46, 597-599, 1985.
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on them. For (001) GaP the surface reconstruction is
characterized as (4 x 2), indicating that the periodi-
cities along the [110] and [ITO] directions are four times
as large and twice as large as in the bulk material. The
LEED pattern from (001) GaAs gives a c(8 x 2) recon-
struction indicating an eight times two enlarged unit
cell as compared with the bulk material, with a centre
of symmetry. These results are typical of crystalline

Normal bulk diffusion of substrate atoms through
the Si film is negligible at the temperatures used here,
but there are other possible causes for the segregation
observed. Detailed inspection of AES spectra and
LEED patterns of various films have revealed two
competing mechanisms. First there is surface dif-
fusion of Ga and P or As from the sides and base of
the substrate, an 'infinite' supply. This can be elim-

Fig. 6. LEED patterns from a (001) GaAs substrate (a) and Si films of thickness 1.4 nm (b) and
14 nm (c). On deposition, the surface reconstruction changes from c(8 x 2) to (2 x I); the diffrac-
tion spots become more diffuse, indicating more crystal defects. The distance between the spots
indicates that the 1.4-nm film has almost the same lattice constant as GaAs, whereas the lattice
constant of the 14-nm film is 4% less and has the same value as for bulk Si.

GaP and GaAs surfaces after ion bombardment and
annealing.

Only a few Si monolayers have to be deposited on
GaP or GaAs for the LEED patterns to indicate a
(2 x 1) reconstruction, which is typical of (001) Si sur-
faces. The distance between corresponding diffraction
spots, however, remains unchanged. It appears that
the interatomic spacing in the Si film is the same as in
GaP or GaAs, i.e. the growth is coherent or pseudo-
morphic on the substrate. This can only be established
reliably for Si on GaAs, of course; the lattices of Si
and GaP are too similar (a difference of only 0.36%)
for any change in LEED spacings to be noticed. For
thicker films on GaAs the diffraction spots broaden
and become more diffuse. This is a strong indication
of increasing crystal imperfection. Moreover, the dis-
tance between the spots increases by 4%, correspon-
ding to a decrease in interatomic spacing to the value
for bulk Si. Finally, for very thick films the LEED
spots (not shown here) become somewhat sharper
again, suggesting an improvement in the crystal
quality.

To determine the surface composition, Auger spec-
tra were recorded for various Si coverages, see fig. 7.

The Auger signals from the substrate atoms decay ex-
ponentially with thickness up to 1 nm, suggesting
layer -by -layer growth rather than a formation of is-
lands. At a greater thickness 10 nm), however, the
Auger spectra still indicate the presence of Ga and P (or
As) with a total surface concentration of 5 x 1014 cm -2,
indicating some segregation.

inated by reducing the growth temperature. Secondly,
there is a position -exchange reaction with the incident
Si atoms at the surface. The orientation 112] and shape
of the LEED pattern for a silicon monolayer on GaAs
can only be explained if the Si atoms are assumed to
expel Ga atoms from their lattice positions, so that

dN/dE
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Fig. 7. Auger spectra of a cleaned (001) GaAs substrate and
of Si films of thickness d deposited at 600 °C. The derivative
dN/dE is shown in arbitrary units as a function of the electron
energy E, where N is the number of Auger electrons detected. The
arrows denote the peak positions corresponding to the charac-
teristic Auger transitions of As (31 eV), Ga (55 eV) and Si (92 eV).
For 0 < d < 1 nm, the Ga and As peaks decrease exponentially
with film thickness and the Si peak increases exponentially. When
the thickness exceeds 10 nm the Ga and As peaks do not vanish.
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they can bond directly with As atoms. This is rather
surprising, since there are unoccupied As sites above
the Ga atoms that form the upper layer of the Ga-en-
riched (001) surface. The exchange between Si and Ga
atoms is corroborated by the. Auger spectra of a
monolayer, which showed that there was some Ga on
top of the Si layer. A similar bonding preference has
been reported for the deposition of germanium on
GaAs [131.

Characterization by transmission electron microscopy

A technique such as LEED can give useful informa-
tion about crystalline properties but is not very suit-
able for characterization of the crystal perfection be-
cause of its low sensitivity to defects. Transmission
electron microscopy (TEM), however, can give more
detailed structural information [141 1151. Two examples
have already been given in fig. 2, showing cross-sec-
tional images of Si on GaP and GaAs obtained by
high -resolution electron microscopy. Useful informa-
tion can also be derived by making TEM 'plane -view'
images at a much lower magnification. Before discus-
sing some of the results, we shall first give a short de-
scription of the procedure for our TEM investiga-
tions.

Procedure

The samples are first made transparent to electrons.
The preparation techniques required for the two kinds
of imaging are very different.

For the preparation of samples for plane viewing,
3 -mm discs are drilled from the wafer ultrasonically.
The discs are reduced in thickness from the rear by
jet -etching with a chlorinated -methanol etchant until
the substrate has been completely removed from a
small central area of diameter say 0.5 mm. The Si film
can be examined here without interference from the
substrate. At the edges the interface region can be
studied.

For cross-sectional imaging, samples of [110] orien-
tation are prepared [161. Two strips less than 3 mm
wide are cut from the wafer along one of the [110]
planes, bonded together with the epitaxial films facing
each other and then embedded in resin; see fig. 8.
Thin slices are cut, mechanically polished and reduced
in thickness by Ar-ion milling on a rotating sample
holder at grazing incidence (about 10° to the surface)
and a low voltage (= 4 kV) to make the surface
smooth and minimize the formation of an amorphous
top layer.

Images were obtained with a Philips EM 420 ST
microscope operating at 120 kV. The contrast observ-
able in TEM images has been described in an earlier

article in this issue [171. An area of GaP or GaAs ap-
pears dark compared with a silicon area because of
the difference in atomic scattering. The plane -view
images are made in 'bright field' (with the transmitted
beam) or in 'dark field' (with one diffracted beam)
under dynamic diffraction conditions. Defects can
then be observed because of local variations in the
diffraction conditions (amplitude contrast). The
cross-sectional images are made with the electron
beam along the [110] direction, so that there is strong
simultaneous excitation of many diffracted beams.
Recombination of the transmitted beam and several
of the diffracted beams results in a high -resolution
image (phase contrast).
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Fig. 8. Schematic illustration of the preparation of (110) samples
for cross-sectional TEM imaging. Two bars are cut along one of the
[110] planes (a). The bars are bonded together with the epitaxial
films facing each other and are embedded in resin (b). They are then
sawn into thin slices (c). The slices are further reduced in thickness
by Ar ion milling on a rotating sample stage.
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Si on GaP

P. C. ZALM et al.

Plane viewing of Si on GaP gives almost featureless
images for thicknesses up to 75 nm, indicating film
growth with no misfit dislocations. It appears that the
Si lattice is strained to match GaP, giving a coherent
interface. At thicknesses above 75 nm, misfit disloca-
tions are introduced. This is energetically more favour-
able when the strain energy becomes too high. An ex-
ample of a TEM image with dislocations is given in
fig. 9. This shows a rectangular network of misfit
dislocations near the interface, and stacking faults
intersecting the Si film and also forming a rectangular
pattern.

The critical thickness observed (75 nm) for disloca-
tion formation is considerably larger than the value of
14 nm derived from J. H. van de Merwe's theory as-
suming a thermodynamic equilibrium between an ar-
ray of misfit dislocations along the interface and the
strained layer 1181. A barrier to dislocation formation
appears to exist. An understanding of its origin may
be important for the production of perfect thick epi-
taxial heterostructures. We therefore studied the lat-
tice defects of films thicker than 75 nm in more detail.

A complete characterization reveals that the dislo-
cations are of the 60° type: 'Burgers vectors', descri-
bing the direction and magnitude of the atomic dis-
placements, are at an angle of 60° to the dislocation
lines in [110] and [1 ro] directions in the (001) inter-
face; see fig. 10a. This is a common configuration for
dislocations nucleating at the surface of a strained
layer and gliding towards the interface along [1111
slip planes 1181. These intersect the interface along the
[110] and [110] directions of the dislocation lines.

The presence of stacking faults (fig. 9) can be ex-
plained by considering the atomic arrangement in the
slip planes. This is shown in fig. 10b for a face -centred
cubic (fcc) lattice with a biaxial strain field in the (001)
plane. The resolved shear stress t on a (111) plane is
in the [112] direction. The unit displacement de-
scribed by the Burgers vector b is achieved by two
movements bi and b2, producing 90° and 30°
Shockley partial dislocations 1201. The force on the
90° dislocation ( cc -61 i) is twice that on the 30° dis-
location (« b2. t). The principle just outlined is the
same for all four [111] planes and is applicable to
Si [211. The special geometry in Si on (001) GaP there-
fore ensures that the 90° dislocation, which experien-
ces the larger force, nucleates first. It moves to the
interface and produces a stacking fault there. The
defect structure thus initially consists of stacking
faults bounded by 90° dislocations at the interface.
As the film grows, the 30° dislocations also nucleate
because of the stacking -fault energy. This means that
the stacking faults disappear, giving perfect 60° dis-
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Fig. 9. Transmission electron micrograph of a planar section of an
MBE -grown Si film 100 nm thick on (001) GaP, showing dislo-
cations D along the interface and stacking faults S intersecting the
Si film.

10011

11001

a

Fig. 10. a) Schematic illustration of the four possible Burgers vec-
tors b of a 60° dislocation D, along one of the two <110> directions
on the (001) interface. The vectors, which describe the magnitude
and direction of the atomic displacement, are at an angle of 60° to
the dislocation line. b) Schematic illustration of the atomic arrange-
ment in one of the [111] planes of a face -centred cubic lattice, for a
(001) film with a biaxial strain field. The resolved shear stress Ton a
(111) plane is in the [112] direction. The unit displacement b, which
results in a 60° dislocation, is produced by b1 and b2, giving 90°
and 30° Shockley partial dislocations. The vectors are given by:
b1 = 1 a[112], b2 = i a [2TT] and b = a [101], where a is the lattice
constant.

locations. In fig. 9 these form a rectangular network,
while the stacking faults can be associated with the
situation where the 30° dislocations have not yet
nucleated.

An example of incompletely formed (dissociated)
60° dislocations is shown in the high -resolution image

1181 J. H. van der Merwe and C. A. B. Ball in: J. W. Matthews (ed.),
Epitaxial growth, part B, Academic Press, New York 1975.

1191 J. W. Matthews in: J. W. Matthews (ed.), Epitaxial growth,
part B, Academic Press, New York 1975.

1201 A. H. Cottrell, Dislocations and plastic flow in crystals, Ox-
ford Univ. Press, London 1953.

1211 J. Hornstra, Dislocations in the diamond lattice, J. Phys. &
Chem. Solids 5, 129-141, 1958.

1221 A. Gomez, D. J. H. Cockayne, P. B. Hirsch and V. Vitek, Dis-
sociation of near -screw dislocations in germanium and silicon,
Phil. Mag. 31, 105-113, 1975.
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of fig. 11. Close to the interface, the dislocations are
found to have an average separation of about 10 nm.
This is substantially larger than the equilibrium dis-
tance at 880 °C 1221. This may indicate that the local
strains in the interface region differ considerably from
the mean strain in the bulk of the film.

Finally, we note that the above geometrical effects
depend strongly on the crystallographic orientation of
the strained film and on the sign of the stress field. For
example, in a compressive field it is not the 90° dislo-
cations but the 30° dislocations that will have to nu-
cleate first because of the different atomic arrange-
ment. Since the 30° dislocations are subject to a smal-
ler force from the shear stress, there may be a greater
barrier to their nucleation than with a tensile force.
Thus, films free from epitaxial defects may be thicker
for compressed GaP on (001) Si than for strained Si
on (001) GaP. We can assume that the nucleation of
the 90° dislocations will immediately follow the nu-
cleation of the 30° dislocations, because they are sub-
ject to a larger force from the shear stress. This means
that the defect structure would consist only of perfect
60° dislocations.

Si on GaAs

Plane -view images of Si on (001) GaAs reveal Moire
fringes; see fig. 12. This indicates a small difference in
atomic spacing between film and substrate, with no
rotational misorientation on average. The periodicity
corresponds to the 4% lattice mismatch between Si and
GaAs. The fringes are bent locally and sometimes in-
terrupted. Most of these distortions can be attributed
to the presence of dislocations. In regions where the
substrate has been removed completely, a high density
of dislocations is observed. Stereomicroscopy reveals
that they extend from the surface to the interface and
back, with only short segments along the interface.
The dislocations in the Moire fringes of fig. 12 are more
pronounced for diffraction at (220) planes than for
diffraction at (400) planes. This means that they are
preferably located in (110) planes. When gliding on
(111) planes, they have to move along <112> directions.
As shown in fig. 13, these dislocations can be clearly
seen in cross-sectional images. As expected, their di-
rections are very close to the <112> directions.

Investigations of the interface region (fig. 2) indicate
that thin Si films grow coherently on GaAs in spite of
the 4% lattice mismatch. The defect structure observed
consists of dislocations close to the interface and stack-
ing faults in (111) planes with the density increasing to-
wards the interface. Because LEED indicated non-
pseudomorphic growth above 1.4 nm, we attribute this
defect structure to the relaxation of the misfit stress.
Below 1.4 nm there is a planar tensile stress in the Si

Fig. 11. High -resolution electron microscopy (HREM) cross-sec-
tional image along the [110] direction of MBE -grown Si on (001)
GaP, showing dissociated 60° dislocations close to the interface.

a
Fig. 12. Bright -field TEM images of a planar section of an Si film
200 nm thick on (001) GaAs for diffraction at (220) planes (a) and
(400) planes (b). Both images show Moire fringes, approximately
perpendicular to the diffraction vector in the [220] and [400] direc-
tions. The periodicity corresponds to the 4% lattice mismatch. The
distortions of the fringes are due to the presence of dislocations,
which are more pronounced in (a) than in (b).

Fig. 13. Dark -field cross-sectional TEM image along the [110] direc-
tion of 200-nm MBE -grown Si on (001) GaAs. The Si film has a
high density of dislocations, whereas no defects are observed in the
GaAs substrate. Many dislocations run in (112> directions.

film, leading to a strain equal to the lattice mismatch.
This stress can initially cause a homogeneous tetra-
gonal distortion, giving rise to pseudomorphic growth.
Above 1.4 nm relaxation occurs by the formation of
60° dislocations in the same way as for considerably
thicker Si films on GaP. The larger lattice mismatch
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gives a stronger strain field, however, and hence a higher
dislocation density. In plane -view images we only see
short segments in the interfacial plane, indicating that
the glide process has been disturbed by interactions be-
tween the dislocations.

Films of thickness 200 nm grown at 600 °C and films
of thickness 25 nm grown at 500, 550 and 600 °C are
found to have about the same lateral defect density.
This indicates that there is no thermodynamic equilib-
rium between strain and dislocations. It points either to
a complete relaxation of misfit strain below 25 nm or to
the existence of a barrier to dislocation formation. In
the latter case extended defects can be avoided, e.g. by
preventing the occurrence of nucleation sites or by re-
ducing the growth temperature, which reduces the mo-
bility of the dislocations.

Further characterization

For perfect epitaxial growth on GaP, the Si atoms
will be displaced laterally with respect to their natural
lattice positions by 0.36% at room temperature and
0.46% at the actual growth temperature of 570 °C.
This parallel elongation leads to a contraction perpen-
dicular to the interface - the Poisson effect; seefig. 14.
A direct consequence of the resulting tetragonal
deformation is a tilt AO in the non -normal crystallo-
graphic axes, e.g. the [011] axis. Measurements of AG
(by ion back -scattering) or the perpendicular lattice
spacing (by X-ray diffraction) give valuable informa-
tion about the strain [23].

Unfortunately, X-ray diffraction can only be used
with films thicker than 0.5 pn. Measurements of AG
are possible, however, if ion back -scattering is used
in conjunction with ion blocking. Fig. 15 shows the
principles of this technique for measuring AG for the
[011] axis, for which the largest shift was expected.
Light positive ions (I-1+ or He.) with an energy of
100-200 keV are incident on the surface. Upon pen-
etration, an ion only changes direction when it passes
so closely (10' nm) to an atomic nucleus that scat-
tering occurs. The ion loses energy because of the
scattering process and the interaction with electrons
as it travels through the film. The spectrum of a large
number of back -scattered ions therefore gives infor-
mation about compositions and concentration pro-
files to a depth of about 100 nm. A depth resolution
of 0.5 to 1 nm can be obtained with an electrostatic
analysing detector with a high energy resolution [241.

Directions parallel to rows of atoms are 'forbidden'
to outgoing ions: the atoms nearer to the surface
`block' the ions scattered by deeper atoms. In these
directions there is a dip in the back -scattering spec-
trum. For Si on (001) GaP the [001] blocking direc-

Sub
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Fig. 14. Schematic illustration of the tetragonal lattice distortion in
a film L with a smaller lattice constant than the substrate Sub. The
parallel elongation by the coherency strain e II induces a perpendic-
ular stress el leading to a contraction (Poisson effect). The resulting
tetragonal distortion corresponds to a tilt AO in the [011] direction
with respect to the substrate.
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Fig. 15. Schematic view of the ion -blocking experiment, showing
the scattering geometry and the measurement procedure. Hydrogen
ions with an energy of 175 keV are incident on the Si surface at an
angle of 10.4°. The yield of back -scattered ions is measured with a
detector D at an angle 0 to the normal to the surface. At 0 = 0°, the
blocking of scattered ions in the [001] direction gives a minimum in
the back -scattering intensity yield N. For an undistorted lattice, the
blocking in the [011] direction would occur exactly at 0 = 45°. A
tetragonal distortion with an angular change of AO will give a cor-
responding shift in the intensity minimum.

tions of film and substrate coincide. The tetragonal
distortion, however, shifts the [011] blocking direc-
tion of the Si film with respect to the substrate [011]
blocking direction, which is at an angle of 45° to the
normal to the surface. The measured angular shift AG
is a measure of the strain in the film.

To ensure a reliable determination of AG we first
checked that a rotation of the detector through 45°
corresponded to the angle between the [001] and [011]
blocking directions for an unstrained Si crystal. We
made sure that the surface oxide layer and interac-
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tions between the ions and the surface atoms did not
affect the position of the dip. This was achieved by
energy selection of the ions back -scattered from
depths of 3 to 11 nm. To be certain that the sample
was not misaligned, we checked that the [011] dip, at
about 45° in the opposite direction, was shifted by the
same amount.

Typical results of ion -scattering measurements are
given in fig. 16. The back -scattering spectrum of bulk
Si has the expected [001] and [011] dips at exactly 0°
and 45°. The spectrum of a 30-nm strained Si film on
GaP has a shift in the [011] dip: AO = 0.26 ± 0.04°.
For thicker films (200 and 400 nm) a smaller value of
AC is found, a clear proof of strain relaxation. The re-
sults agree well with those obtained by TEM determi-
nations of the dislocation density. However, the
measured shift clearly differs from 0.19°, the theoret-
ical value based on the elasticity constant of bulk Si.
This is rather surprising, since X-ray diffraction in
films thicker than 0.5 gm always confirms the
elasticity -theory predictions exactly. It would appear
that this theory does not apply to films as thin as those
studied here.

Information about the strain was also obtained by
Raman scattering of a monochromatic light beam, e.g.
from the 514.5-nm line of an argon laser. The incident
photons lose some of their energy by inducing a lattice
vibration. The resulting shift in the frequency of the
scattered light is related to the stress caused by atomic
displacements. The difference from bulk Si is therefore
a relative measure of the strain in epitaxial Si.

The results of strain determinations with TEM, ion
back -scattering and Raman scattering all agree well;
see fig. 17. This shows both the parallel elastic strain
and the part of the lattice mismatch that is taken up
by dislocations, as a function of the film thickness. It
is found with all three methods that the strain is ap-
proximately equal to the lattice mismatch for films up
to about 75 nm thick. This is very different from
the equilibrium theory mentioned earlier [18], which
gives 14 nm as the critical thickness for dislocation
formation.

For Si on GaAs, information about the quality
of very thin epitaxial films has been obtained by meas-
uring the back -scattering yield as a function of
energy [31] It was found that a 5-nm Si film grew
evenly, with no island formation at first.

Films have also been characterized by the back -
scattering of light positive ions (Hel incident on the
surface at high energy (2 MeV) (Rutherford back -scat-
tering, RBS). If the ions are incident in an 'open' crys-
tallographic direction e channelling% the scattering
yield increases as the number of ions occupying regu-
lar lattice sites decreases [HI. The yield ratio for chan-

-0- 8
Fig. 16. Measured angular profiles near the [001] and [011] block-
ing minima for bulk Si (a) and for 30-nm MBE -grown Si on (001)
GaP (b). The measured yield N is given in arbitrary units as a func-
tion of the angle 0 to the normal to the surface. For bulk Si, the
[001] and [011] minima are located at exactly 0 = 0° and 0 = 45°,
as would be expected in the absence of strain. For Si on GaP, a shift
of AO = 0.26° is measured for the [011] minimum, as a result of the
strain -induced tetragonal distortion.
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Fig. 17. Results of strain calculations from equilibrium theory and
of determinations by transmission electron microscopy (TEM), ion
back -scattering (IS) and Raman scattering, for MBE -grown Si on
(001) GaP. The elastic strain e li and the part of the lattice mismatch
that is taken up by dislocations OD are plotted against the film thick-
ness d. Ion back -scattering and Raman spectroscopy were used to
derive e from the shift in the [011] direction and the frequency
shift, and TEM was used to determine 8 from the ratio of the paral-
lel Burgers -vector component and the mean separation between the
dislocations. The sum of s 11 and 6 is equal to the lattice mismatch
(0.36%), so that a determination of either also gives the other. The
results of the three experimental methods agree well with each
other. The critical thickness for dislocation formation (75 nm) is
however much larger than predicted by the equilibrium theory
(14 nm).

[231 P. M. J. Marge, R. I. J. Olthof, J. W. M. Frenken, J. F. van
der Veen, C. W. T. Bulle-Lieuwma, M. P. A. Viegers and P. C.
Zalm, Silicon strained layers grown on GaP(001) by molecular
beam epitaxy, J. Appl. Phys. 58, 3097-3103, 1985.

(241 See for example J. F. van der Veen, Ion beam crystallography
of surfaces and interfaces, Surf. Sci. Rep. 5, 199-288, 1985.

[251 See for example W. K. Hofker and J. Politiek, Ion implanta-
tion in semiconductors, Philips Tech. Rev. 39, 1-14, 1980.
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nelling and random incidence has a lower value with
increasing crystal perfection; the minimum value for
pure GaP and GaAs substrates is 3%. For Si on GaP
the same value has been derived from the Si contri-
bution to the RBS spectra, which indicates perfect
crystalline ordering. With Si on GaAs there is appreci-
able dechannelling; see fig. 18. Near the Si surface the
amount of dechannelling is encouragingly low (9%),
indicative of good but by no means perfect crystalline

N
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Fig. 18. Rutherford back -scattering spectra of a 500-nm Si film
grown by MBE at 600 °C on (001) GaAs. The back -scattering of
He* ions incident with an energy of 2 MeV on the surface is meas-
ured at an angle of 165° to the incident beam. The back -scattering
yield N is given in relative units as a function of the energy E of the
scattered ions. Curve a is obtained with incidence in a random
direction, curve b with incidence along the 'open' [001] direction.
By comparing the Si contribution in the two spectra on the high -
and low -energy sides, the amount of dechannelling on the Si sur-
face or the Si -GaAs interface can be estimated.

ordering. The dechannelling increases considerably
(to about 40%) however towards the Si -GaAs inter-
face. The RBS results confirm the information gath-
ered from our TEM investigations.

Information about the doping level in the Si films
can be obtained by secondary -ion mass spectroscopy
(SIMS) [9]. In this method an ion beam with an energy
of a few keV sputters ionized particles from the sur-
face. If the sputtered particles are accelerated to a
well-defined energy and subjected to electric and mag-
netic deflection, they can be analysed by mass. The
variation of the composition with depth can now be
studied, since the surface is continuously 'peeled off'
during the sputtering.

SIMS experiments on Si films on GaP (grown at
550 °C) and on GaAs (grown at 600 °C) reveal not only
a surface region containing Ga and P or As, but also a
high doping level in the bulk: 1018cm-3 Ga and twice
as much P or As. When grown on GaP at 400 °C the
doping with P was considerably lower. The Ga con-

tent, on the other hand, remained the same, con-
firming an exchange of Ga and Si atoms suggested by
LEED and Auger observations.

Prospects

The investigations have provided a better under-
standing of the formation of dislocations induced by
lattice mismatch. We have seen that Si films can be
grown on GaP to a thickness of about 75 nm, with no
indication of misfit dislocations in TEM images. With
GaP grown on Si it would be possible to have even
thicker defect -free films, because dislocations are less
easily initiated in compressed films. The occurrence of
anti -phase disorder (fig. 1) could for example be pre-
vented with a substrate orientation such as (211),
offering two significantly different types of bonding
sites [26]. The Ga and P atoms will then automatically
bond to different sublattices, with the same sublattice
pairing over the entire surface.

The tetragonal distortion in strained Si films on
GaP has an interesting subsidiary aspect. From band -
structure calculations it can be shown that the elec-
tron mobility must be twice that in bulk Si at room
temperature. This offers possibilities for faster semi-
conductor switching devices, provided that the ac-
companying increase in leakage current (by a factor
of about ten) poses no additional problems. The
positive effect of a tensile stress on the electron mo-
bility has already been demonstrated for thermally
treated Si films on Si02-coated substrates and on
sapphire [273. In these films, however, the high defect
density due to the large lattice mismatch prevents the
mobility from exceeding that in bulk Si.

The high level of Ga and P doping in Si films on
GaP may have undesirable effects on their electrical
properties. Future work must therefore be directed at
eliminating this 'background' doping. Some sugges-
tions are:
 Coating the sides and base of the substrate with a
material such as Si3N4, which acts as a barrier to the
surface diffusion.
 A different method of substrate preparation that
gives an As -stabilized surface.
 Reducing the temperature to 300-400 °C during
growth.
1263 S. L. Wright, H. Kroemer and M. Inada, Molecular beam epi-

taxial growth of GaP on Si, J. Appl. Phys. 55, 2916-2927,
1984.

1273 B. -Y. Tsaur, J. C. C. Fan and M. W. Geis, Stress -enhanced
carrier mobility in zone melting recrystallized polycrystalline Si
films on Si02-coated substrates, Appl. Phys. Lett. 40, 322-324,
1982;
Y. Kobayashi, M. Nakamura and T. Suzuki, Effect of heat
treatment on residual stress and electron Hall mobility of laser
annealed silicon -on -sapphire, Appl. Phys. Lett. 40, 1040-1042,
1982.
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The crystal quality of Si on (001) GaAs will never
be perfect. The dislocation density is enormous, espe-
cially near the interface. In thicker films the quality
improves considerably towards the surface. Further
investigation is required to find out if such defects
could affect the operation of devices. A technology -
oriented evaluation requires detailed electrical charac-
terization as well as improved growth facilities.

On GaAs, very thin Si films (< 5 nm) can be grown
with a complete coverage of the substrate surface.
Such thin films are therefore potentially useful for
ohmic contacts on GaAs, where a high defect density
is no problem and a high background -doping level
can even be an advantage.

Many colleagues at Philips Research Laboratories
and the FOM Institute for Atomic and Molecular
Physics have contributed to the work described here.

Summary. Thin silicon films have been epitaxially grown on GaP
and GaAs by molecular beam epitaxy (MBE). Films and interfaces
have been investigated by surface analysis and transmission electron
microscopy. Both the surface and the bulk of the films are
contaminated by atoms from the substrate; this is attributed mainly
to surface diffusion and exchange between Si and Ga atoms. On
GaP, films thinner than 75 nm are subject to tensile stress because
of the lattice mismatch (0.36%), without the appearance of crystal
imperfections. Thicker films contain dislocations and stacking
faults, related to strain -induced atomic rearrangements. The crit-
ical thickness for dislocation formation is significantly larger than is
predicted from elasticity theory. On GaAs, the lattice mismatch of
4% gives a greater reduction in crystal quality.
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An open 800 -kV ion -implantation machine

H. J. Ligthart and J. Politiek

Conventional commercial ion -implantation machines are capable of implanting the usual
donor and acceptor elements phosphorus, arsenic and boron in silicon. The accelerating vol-
tage of these machines is generally no higher than 200 kV. If heavier elements are to be im-
planted in heavier substrates, higher accelerating voltages are required. In scientific research
the ion source should also be easily interchangeable. In ion -implantation machines for acceler-
ating voltages up to 1 MV, which are not normally commercially available, the high -voltage
section is insulated from the environment by gas under pressure in a tank. Changing an ion
source therefore takes a long time. The ion -implantation machine that has been developed at
Philips Research Laboratories, however, has an 'open' high -voltage section, which is insulated
from the environment by atmospheric air, so that the ion source can be changed very quickly.

Introduction

The object of ion implantation is to replace some of
the atoms in a crystalline substance by other atoms
that also fit into the lattice structure. The atoms of the
element to be implanted are therefore ionized, acceler-
ated to a high velocity in an electrostatic field and then
implanted in the substrate. The resulting damage to
the lattice can be removed by means of a heat treat-
ment (annealing). Ion implantation is widely used in
the manufacture of integrated circuits, for doping sili-
con with donors (e.g. phosphorus) or with acceptors
(e.g. boron). An advantage of ion implantation as
compared with thermal diffusion is that it is easier to
control the concentration profile, i.e. the concentra-
tion (usually in cm -3) as a function of depth. There is
also much less lateral diffusion, and annealing times
can be kept much shorter [II .

Fig. 1 shows a diagram of the concentration profile
produced by a single implantation. (Other shapes of
profile can be obtained by combining several implan-
tations.) At a certain depth the concentration decreas-
es sharply to zero, since the ions have completely lost
their kinetic energy. Theoretically the dose (in cm 2) is

Dr H. J. Ligthart and Dr Ir J. Politiek are with Philips Research
Laboratories, Eindhoven.

equal to the integral of the ion -flux density 0 (in
cm-2 r1) over time at the substrate surface. The dose
is also equal to the integral of the concentration over
the depth after the implantation. In practice a narrow
ion beam that describes a fine raster is used, instead of
a wide beam that covers the entire surface of the sub -

Fig. I. Diagram of a concentration profile. S sample, typically a sili-
con slice, whose surface intersects the plane of the diagram at the
vertical axis. c concentration of implanted ions. s depth from sur-
face. 0 ion -flux density. t time.

[II W. K. Hoflcer and J. Politiek, Ion implantation in semiconduc-
tors, Philips Tech. Rev. 39, 1.14, 1980;
S. T. Picraux and P. S. Peercy, Ion implantation of surfaces,
Sci. Am. 252, No. 3, 84-92, 1985.
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strate. The spacing of the lines of the raster is less
than the half -width of the beam cross-section. The
mean ion -flux density is therefore equal to the beam
current divided by the area of the raster. It follows
that the height of the concentration profile is propor-
tional to the beam current and to the duration of the
implantation process. The location of the concentra-
tion profile depends on the kinetic energy of the ions
and on the atomic numbers of the implanted element
and the substrate material. If one of these two atomic
numbers is increased, the profile moves towards the
surface of the substrate. If the energy of the ions is in-
creased, the profile moves into the material.

In the investigation of new materials for integrated
circuits, use is made of heavier substrate materials
(for example gallium phosphide, gallium arsenide or
indium phosphide, known as III -V compounds) and
heavier donors and acceptors (e.g. tellurium and cad-
mium). In research on integrated circuits it is also nec-
essary to make deeper implantations, for example of
oxygen ions to produce `buried' Si02 layers. This ac-
counts for the recent trend of implanting ions at higher
kinetic energy.

Fig. 2 gives an idea of the collision processes that take
place when ions move through a substrate. The dia-
gram shows the ion -energy loss per unit pathlength as
a function of the square root of the ion energy; the dia-
gram is based on the LSS model (Lindhard, Scharff
and Schiott) [2] . The straight line corresponds to the
ion -energy loss resulting from collisions with elec-
trons. These inelastic collisions cause no damage in
the substrate. The curve corresponds to the energy
loss due to collisions with nuclei. These elastic collis-
ions do cause damage in the substrate. At a kinetic

Fig. 2. The calculated energy loss per unit pathlength of the ions
moving in the substrate as a result of collisions with nuclei of
substrate atoms (curve) and with electrons (straight line), as a func-
tion of the square root of the energy of the ions as given by the LSS
model [2]. To obtain a result valid for all elements, the 'reduced'
quantities g and e are used for the path and the energy, respectively.
If the ions have a higher kinetic energy than the threshold value Eh
the collisions with electrons predominate over those with nuclei.
The slope of the straight line for the collisions with electrons is also
a function of the atomic numbers of the ion and the substrate
atoms. The diagram applies to the implantation of boron in silicon.

energy greater than E1, at the intersection of the
straight line and the curve, the inelastic collisions,
which cause no damage, therefore predominate. (In
implantations in silicon E1 is 17 keV for B+ ions,
140 keV for P+ ions, 800 keV for As+ ions and 2000 keV
for Sb+ ions.) This means that with very deep implan-
tations, with ions of high energy, relatively little lat-
tice damage is caused at the substrate surface. Semi-
conductor structures already produced in the sub-
strate should not therefore be damaged by implanta-
tions at greater depth.

How do we obtain ions of high kinetic energy? In
the first place, of course, by increasing the strength of
the electrostatic field, i.e. by increasing the potential
at the ion source. (The substrate is normally at earth
potential.) A higher energy can also be obtained by
using multiply charged ions. A third method is to use
a `tandem' accelerator.

In a tandem accelerator the ion source is at earth potential. Single
negatively charged ions from the source are accelerated and turned
into positively charged ions (possibly multiply charged) in a 'strip-
per', consisting of a gas in a cell at positive potential. In this charge
reversal one or more electrons are stripped from the ions by collis-
ions with gas atoms. The positively charged ions then move towards
the substrate, which is at earth potential. Disadvantages of tandem
accelerators are that they have a low ion yield and are more compli-
cated than single -ended accelerators.

The yield of an ion source generally decreases as the
charge of the individual ions increases. Since the use
of multiply charged ions instead of singly charged
ions therefore results in a lower ion -flux density, the
implantation time must be longer to produce a certain
maximum concentration; see fig. 1. If deeper and
more highly doped layers are required, implantation
of multiply charged ions may not always be the right
answer. Very deep implantations therefore require a
high accelerating voltage, especially when heavy ions
have to be implanted in heavy substrate material.

At Philips Research Laboratories in Eindhoven an
ion -implantation machine has been developed, inten-
ded not only for research on new IC technologies but
also for other work such as improving the hardness,
wear resistance or corrosion resistance of metal sur-
faces. The high accelerating voltage of the machine,
800 kV, can be made even higher in the future. The
machine was designed with an 'open' configuration,
which means that the high -voltage section is not
insulated by a gas (e.g. sulphur hexafluoride) under
pressure in a tank, but is surrounded by atmospheric
air at about 20 °C and at a relative humidity of less
than 40 olo . This makes it possible to change ion
sources quickly. Some of the investigations on the
machine are connected with the selection of ion
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sources, since the effectiveness of the ion source
largely determines the time required for an implanta-
tion. Fig. 3a shows the high -voltage section of the im-
plantation machine with the acceleration tube on the
right (the lower of the two tubes projecting through
the wall). Fig. 3b shows the low -voltage section; the

a

1411,1,1

lated from the environment by SF6 gas at a slight
excess pressure. The cascade circuit is supplied by an
alternating voltage at 24 kHz and a maximum ampli-
tude of 20 kV. The maximum voltage across each
diode is therefore 40 kV. The generator can deliver a
current of 2 mA via a copper -wire connection between

Fig.3. Photograph of a) the high -voltage section and b) the low -voltage section of the 800 -kV ion -

implantation machine.

ions travel through this after they have passed
through the acceleration tube.

In the following we shall first describe the construc-
tion of the implantation machine, and then we shall
consider a few ion sources. The article concludes with
a few examples of implantations to illustrate the
usefulness of the machine.

Construction of the implantation machine

Fig. 4 is a diagram of the machine. The high -voltage
section contains the high -voltage generator G, the
supply unit SU and the ion -source unit /U; see also
fig. 3a. The low -voltage section contains the switching
magnet SM, which directs the ion beam into one of
the beam lines behind it. These beam lines terminate
in the target chambers TC1 and TC2, see also fig. 3b.
The high -voltage section is surrounded by concrete
walls 30 cm thick. The walls provide a shield against
X-radiation due to the collision of electrons moving in
the opposite direction to the beam. The walls of the
high -voltage section are clad with metal foil to screen
the environment from interfering electromagnetic
fields.

The high -voltage generator G was designed by High
Voltage Engineering of Amersfoort for a voltage of
1 MV. It is a conventional cascade generator of the
Cockcroft and Walton type [31. The generator is insu-

the corona sphere (the upper part of the generator) and
the supply unit SU, giving a maximum power of 2 kW.
The sum of the ion -beam current and the leakage cur-
rents cannot therefore exceed 2 mA.

The supply unit SU contains two dynamos, each
supplying a power of 12 kW. The dynamos are driven
via insulating shafts by motors at earth potential in
the basement below the high -voltage section. The
dynamos provide the electrical energy for the various
circuits, equipment and vacuum pumps in the units
SU and /U. The unit SU also contains rectifier circuits
that supply direct current to the magnet coils, and the
electronic circuits for controlling the 'ion -optical'
elements in /U. The control circuits communicate
with the control console in the low -voltage section via
optical -fibre connections. SU therefore also contains
optoelectrical and electrooptical converters.

The unit /U contains the ion source, which is at a
positive potential of 30 kV with respect to its immedi-
ate environment. The ions therefore arrive with a

[ 2 1 N. Bohr, The penetration of atomic particles through matter,
K. Dan. Vidensk. Selsk. Mat.-Fys. Medd. 18, No. 8, 1984
(144 pages);
J. Lindhard, M. Scharff and H. E. Schiott, Range concepts
and heavy ion ranges; notes on atomic collisions II, K. Dan.
Vidensk. Selsk. Mat.-Fys. Medd. 33, No. 14, 1963 (39 pages).
S. Gradstein, A modern high -voltage equipment, Philips Tech.
Rev. 1, 6-10, 1936;
A. Kuntke, A generator for very high direct current voltage,
Philips Tech. Rev. 2, 161-164, 1937.
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Fig. 4. Diagram of the ion -implantation machine. G high -voltage
generator. SU supply unit. DI, D2 dynamos. IU unit containing the
ion source IS. SEP separator. The ion source is at a potential of
30 kV with respect to the separator. AT acceleration tube. FU foc-
using unit. This consists of three magnetic quadrupoles, whose ac-
tion on the cross-section of the ion beam is illustrated in the separate
diagrams on the left and right. N, S north and south poles of the
quadrupoles. The beam cross-section in front of the quadrupole is
shown in blue, the cross-section behind it is shown in red. SMswitch-
ing magnet. DUI and DU2 deflection units in the beam lines behind
the switching magnet; see also fig. 6d. WI and TC2 target chambers.

certain initial velocity at the separator, which deflects
them through an angle of 90 ° by means of a uniform
magnetic field. The field -strength is adjusted so that
the required ions pass through the exit slit while the
unwanted ions do not. This follows from the expres-
sion for the radius R of the circular path of an ion in a
magnetic field of flux density B 141:

1 II 2mEkin
R -

B (ze)2 ' (1)

where m is the mass of the ion, Ekin its kinetic energy,
e the elementary charge and ze the charge of the ion.
After the separator the ion beam enters the accelera-
tion tube AT, which passes through the concrete wall
between the high -voltage and low -voltage sections.
The ions obtain the required kinetic energy in the ac-
celeration tube. Turbomolecular pumps are connec-
ted to the ion source, the separator and the accelera-

tion tube; these pumps keep the pressure low enough
for the mean free path of the ions to be sufficiently
large.

Putting the separator at high voltage has the advan-
tage that the magnetic field does not need to be so
powerful. If the separator were located after the ac-
celeration tube, then as eq. (1) shows the magnetic
flux density would have to be five to six times higher
for the same radius. The units SU and IU are mounted
on insulating columns. Parts of these columns con-
nect metal plates, each at a defined potential; see
fig. 3a. This is arranged by electrically interconnecting
the plates by identical resistors, which have a total re-
sistance of about 3.85 G. Resistors are used in the
same way to interconnect discs that distribute the po-
tential drop linearly along the acceleration tube.
These resistors are contained in another tube above the
actual acceleration tube (see fig. 3a) and have a total
resistance of 10 G. The leakage currents through the
resistors total 0.3 mA at 800 kV, so that the ion -beam
current cannot exceed about 1.7 mA. In practice,
however, the ion -beam current is always smaller.

In the low -voltage section the ion beam first passes
through the focusing unit FU. This consists of a 'mag-
netic triplet', i.e. three magnetic quadrupoles in a row.
Each of the quadrupoles corrects the beam cross-sec-
tion in the vertical and horizontal directions. This can
be seen from the shape of the lines of force in the quad-
rupoles as shown in fig. 4. The strength of each of the
outer quadrupoles is half that of the inner quadru-
pole. The result is that the group of three quadrupoles
has a converging action. As the ions leave the separa-
tor they diverge, and the divergence increases in the
acceleration tube because they repel one another, but
the divergence is almost completely compensated by
the magnetic -triplet focusing unit. This therefore acts
as a positive lens, which produces very nearly a point
image of the beam cross-section at the exit of the
separator on the sample in the target chamber. Astig-
matism in the beam can be compensated by increasing
the strength of one of the quadrupoles.

The ion beam next passes through the switching
magnet SM, which works on the same principle as the
separator in the high -voltage section. The direction of
the field in the switching magnet is reversible, so that
charged particles in the beam can be deflected clock-
wise or anticlockwise as desired, through an angle of
± 20°. The switching magnet also removes neutral
particles from the beam. A third and important
function of the switching magnet is the elimination of
unwanted ions produced by charge exchange.

The effectiveness of the double separation of par-
ticles, in the separator and in the switching magnet,
can be seen in the implantation of phosphorus, for ex-
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ample. At moderate temperatures, phosphorus vapour
consists of P4 molecules. However, at a temperature
of 800 °C, which is almost always exceeded in the ion
source, the dissociation

P4-- 2P2

commences. The source thus contains P+, P++ and
P2+ ions. The P2+ ions may dissociate later in the
reaction

P2+ --)' P+ + P.

If this happens at the inlet of the separator, the P+
ions have a kinetic energy here of a quarter of that of
the P++ ions. (We assume that the energy of a P2+ ion
is evenly divided between the P+ ion and the P atom.)
It can be seen from eq. (1) that in this case the P+ ions
and the P++ ions describe a path of the same radius in
the separator and are therefore not separated. It is
easy to verify that these ions do in fact become sep-
arated in the switching magnet. (If an electrostatic de-
flection unit were to be used instead of a switching
magnet, the P+ and P++ ions would describe virtually
the same parabolic path, so that these ions would not
be separated.)

In each of the two beam lines following the switch-
ing magnet horizontally
and vertically by means of electrostatic deflection
plates. At the entrance of each beam line there is a set
of four short deflection plates, followed by a set of
four long deflection plates, as shown in fig. 6d. The set
of short plates is intended for deflecting ion beams of
low energy, the set of long plates is for beams of high
energy. The target chamber TC1 is used for investi-
gating various kinds of samples for other applica-
tions, unconnected with the manufacture of inte-
grated circuits. Target chamber TC2 is intended for
implantations for IC manufacture. The slices are
placed in a drum, which can accomodate 29 slices of
diameter 100 mm. To comply with the clean -room
conditions required in IC manufacture, target cham-
ber TC2 is placed in a special enclosure with a down-

flow of filtered air. The vacuum is maintained by
cryopumps to give a pressure of less than 10-7 mbar in
the two beam lines and the target chambers M.

Moving the beam over the sample

`Triangular' voltages applied to the horizontal and
vertical deflection plates produce a uniform dis-
tribution of implanted ions over the specimen. The
frequency of the triangular voltage for the horizontal
deflection is 93 Hz; for the vertical deflection it
is 800 Hz. Every 1/186 s the ion beam writes the pat-
tern shown in blue in fig. 5. This pattern has

AH

Vv

Qv

/w

.1 -'VH

Fig. 5. The path (in blue) that the beam traces out on the sample dur-
ing a half -period of the 'triangular' voltage for the horizontal de-
flection. S sample, typically a silicon slice. OFC opening of Faraday
cup (FC in fig. 7). W wire frame, earthed via a milliammeter that
measures the current iw through the frame. The diagrams below
and on the right correspond to the display on an oscilloscope screen
when the vertical deflection in the oscilloscope is proportional to
the current iw and the horizontal deflection is proportional to the
triangular voltage VH or Vv on the horizontal or vertical deflection
plates in the beam line. The diagram at the bottom of the figure is
obtained with Vv set to 0; the diagram on the right is obtained with
VH set to O. A H and Av are the amplitudes of VH and Vv. The scales
for VH and Vv are chosen such that the distances between the peaks
are equal to the width and height respectively of the wire frame.

800/2 x 93 ..-- 4.3 periods. In each second the beam
writes 186 such patterns, all adjacent. After exactly
one second the writing of 186 non -overlapping pat-
terns is repeated.

During implantation it is necessary to ensure that
the beam direction does not coincide with an 'open'
crystal direction (a 'channel') of the sample, other-
wise the penetration depth of the ions will vary
considerably if the angle of incidence is not absolutely
constant. Nor should the direction of the beam lie in a
`channel plane'. The sample is therefore rotated in its
own plane through a predetermined angle and the
beam meets the surface of the sample at an angle of 7°
to the normal.

The usual requirement for the uniformity of an im-
plantation is that the dose should not vary by more
than 1 Wo over the sample. This means that the trian-

[4]

[61

J. F. Ziegler (ed.), Ion implantation, science and technology,
Academic Press, Orlando, FL, 1984;
H. Ryssel and H. Glawischnig (ed.), Ion implantation tech-
niques (Springer Ser. Electrophys., Vol. 10), Springer, Berlin
1982.
J. J. Scheer and J. Visser, Application of cryopumps in indus-
trial vacuum technology, Philips Tech. Rev. 39, 246-255, 1980.
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gular voltage should be highly linear. In addition, the
field between the deflection plates should be homoge-
neous over the largest possible region. If flat deflec-
tion plates were used, the strength of the electric field
would decrease towards the edges. The deflection of
an ion would then depend on the position where the
ion entered the region between the plates. (This posi-
tion depends on the deflection produced by the pre-
ceding plates and on the dimensions of the beam
cross-section.) With flat deflection plates the dose can
vary by a high percentage. We have solved this
problem by adding a 'lip' at the edges of the plates.
We determined the height of the lip with the ELOP
and GELOP software packages [61. Fig. 6 shows the
shape of the deflection plates and the results of the
computer calculations. For a lip 2.75 mm high the
field is homogeneous over a very large region, and the
dose produced by our implantation machine varies by
no more than 0.5 % over the wafer.

The correct amplitudes AH and Av for the triangu-
lar voltages on the deflection plates are set up with the
aid of a wire frame around the sample; see fig. 5. The
wire frame is earthed through a milliammeter. While
the amplitude of the voltage for the horizontal deflec-
tion is adjusted, the amplitude of the voltage for the
vertical deflection is set to zero. If the vertical deflec-
tion on an oscilloscope is then made proportional to
the current iw through the wire frame and the horizon-
tal deflection on the oscilloscope is made proportional
to the voltage between the horizontal -deflection plates
in the beam tube, the image that appears on the screen
corresponds to the lower diagram in fig. 5. The loca-
tion of the peaks on the oscilloscope screen shows
how far the beam goes beyond the region inside the
wire frame. The shape of the peak gives an idea of the
half -width of the beam cross-section in the horizontal
direction. A similar procedure is used for adjusting
the voltage on the vertical deflection plates and esti-
mating the half -width of the beam cross-section in the
vertical direction.

The total number of ions incident on the sample -
which is a measure of the average dose - is deter-
mined with the aid of a Faraday 'cup'. The opening in
the Faraday cup is indicated by OFC in fig. 5. A dia-
gram of the cross-section of the Faraday cup is shown

Fig. 6. Calculation of the height d of the 'lip' on the deflection
plates for the most uniform distribution of the electrostatic field.
a) Cross-section of the deflection plates. At the points 1=1 to 5 the
field -strength E1 was determined by the ELOP and GELOP software
packagested Ea field -strength at the centre C: 120 V/mm. b) The
difference E, -Eo between the field -strengths at the points / to 5 and
at the centre as a function of d. For d= 2.75 mm the differences for
these five points are virtually negligible. c) Photograph of a short
deflection plate with lip. d) Photograph of the assembly of short
and long deflection plates.



Philips Tech. Rev. 43, No. 7 ION IMPLANTATION 175

in fig. 7. The cup 'captures' all positively charged par-
ticles that pass through the opening. The sum of the
charges of all these particles is measured by a current
integrator. Electrode E1 is at a low negative voltage,
which ensures that secondary electrons generated on
the outside wall of the cup do not enter the cup and
affect the result of the measurement. Electrode E2
captures the secondary electrons produced in the cup.
Electrode Eg captures positively charged particles of
low energy, produced by ion collisions inside the cup.
Electrode E4 captures the ions from the beam that
have passed through the opening of the cup. The cur-
rents through E2 and Eg also contribute to the meas-
ured result.

FC

1

45V

idt
-45V

i

Fig. 7. Diagram of the cross-section of the Faraday cup FC with
opening OFC; see fig. 5, and with the electrodes E1_4. Electrode E4
captures the ions from the beam. The result of the measurement
with the current integrator connected to E4 is a measure of the im-
plantation dose. E1 repels secondary electrons from outside the
cup. The charged particles captured by E2 and E3 contribute to the
measured result.

The ion sources

As we have seen, it is very important that the ion
source in an ion -implantation machine should give a
high current of the appropriate ions. We shall now dis-
cuss five ion sources that are used in our implantation
machine. It will be shown that each source has its
characteristic advantages and disadvantages. As noted
earlier, the ion source in an implantation machine for
research should be easy to change.

Ions are produced by collisions between electrons
and atoms. To produce a singly charged ion the col-
liding electron should have an energy above a thresh-
old value that is generally between 5 and 10 eV, de-
pending on the element. (This threshold value ex-
pressed in volts is called the ionization potential.) To
change a singly charged ion into a doubly charged ion
the electron must have an energy higher than a thresh-
old value of 15 to 30 eV. In general, doubly charged

ions can be changed into triply charged ions at an
electron energy higher than a threshold value of 30 to
100 eV. In the plasma generated in ion sources the
electrons are therefore made to travel the greatest pos-
sible distance at a kinetic energy sufficiently high to
produce the required ions. In four of the ion sources
described here the electrons acquire their kinetic ener-
gy from an electrostatic field between an anode and a
cathode. The fifth source makes use of microwaves
for the energy transfer. The electrons are made to
travel a long path through the action of a magnetic
field, which forces the electrons into a helical path,
whose radius is given by equation (1). The pressure in
the source is a compromise. On the one hand a large
number of ions is desirable, so there must be sufficient
gas to supply these ions. On the other hand, it is un-
desirable for multiply charged ions to lose their charge
through collisions with other particles. A pressure
smaller than 10-2 mbar is normally used.

The ions produced are drawn from the source with
the aid of an extraction electrode, located a short
distance - about 5 mm - from the actual source and
at a potential of - 30 kV with respect to the source.
The extraction electrode is at the same time the input
diaphragm for the separator; see fig. 4. Since the
plasma is a good conductor, the boundary of the
plasma corresponds to an equipotential surface, so
that the ions leave the surface of the plasma perpendi-
cularly. The gas pressure and the general discharge
conditions in the source determine the shape of the
plasma at the extraction aperture. Apart from the
Maxwell -Boltzmann distribution, this shape and that
of the extraction electrode thus determine the diver-
gence of the ion beam as it leaves the source.

The five ion sources will now be briefly reviewed.
(The sources in their original version were a product
of High Voltage Engineering.)

The hollow -cathode source

Fig. 8 shows the principle of the hollow -cathode
source, also known by the name of its first manufac-
turer as the Danfysik source. A great advantage of the
source is that both gases and solids can be ionized.
These are evaporated in a ceramic oven. The maxi-
mum oven temperature is 1500 °C, which is high
enough for many elements to reach a sufficiently high
vapour pressure. To produce ions of elements for
which this does not apply, it is necessary to start from
compounds. The difficulty with the use of compounds
is that many unwanted ions are produced.

In the hollow -cathode source the electrons for the
plasma are supplied by a filament which connects two

(61 K. J. van Oostrum, CAD in light optics and electron optics,
Philips Tech. Rev. 42, 69-84, 1985.
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Fig. 8. The hollow -cathode source. Ov oven. A anode. K cathode,
consisting of two parts. The two parts are connected by the filament
Fl!. Ifni filament voltage. E extraction electrode. I ion -beam
current. The source contains a plasma that protrudes from the
extraction aperture 0.

parts of the cathode. A weak magnetic field is applied.
A strong magnetic field is not necessary since the fila-
ment produces many electrons, giving rise to many
ionizations. The anode -cathode voltage is low, about
50 V, to keep the anode -cathode current within bounds.
Because of the low anode -cathode voltage the spread
in the ion energy is small.

The versatility of the source makes it particularly
suitable for research applications. There are a few dis-
advantages: the low anode -cathode voltage produces
few doubly charged and multiply charged ions, the
filament has a life of less than 24 hours, and the high
temperatures of the filament and oven can cause un-
wanted reactions.

The Penning source

The Penning source, see fig. 9, does not have the
disadvantages of the hollow -cathode source that re-
sult from the use of a filament. The operation of the
Penning source, which is comparable with the well-
known Penning gauge 17] , is based on ionization with
a high electric field -strength. The voltage between the
anode and the cathodes is therefore high, 3 kV, and is
more than enough to generate triply charged and mul-
tiply charged ions. A strong axial magnetic field makes
the electrons move back and forth along helical paths
between the two cathodes. The magnetic field is exci-
ted by a coil (not shown) mounted around the source.

The source is simple and reliable in use, requires
little maintenance, and can produce a high current of
multiply charged ions. It can generate, for example, a
current of 0.1 µA of AO+ ions. (These ions therefore
have a kinetic energy of 3 MeV at an accelerating vol-
tage of 750 kV at the sample.) A disadvantage is that

only gaseous elements and compounds can be ionized.
Also, since the ions in the source move in a strong
electrostatic field, their energy varies a great deal at
the extraction aperture, so that the energy spread in
the beam is considerable. If this energy spread is lim-
ited by using a narrow exit slit for the separator, the
ion current is reduced. If a broad exit slit is used, un-
wanted ions pass through and the angular spread of
the ion beam also increases.

K

gas

A K

30kV

Fig. 9. The Penning source. The symbols have the same significance
as in fig. 8. This source does not have a filament, but operates with
a strong magnetic field of flux density B.

The radial Penning source

The radial -extraction Penning source, shown in
fig. 10, does not have the disadvantage of a large
spread in energy because the ions are extracted from
one place in the plasma, where they all have about the
same kinetic energy. Except for the ion extraction, this
source is almost identical with the conventional
Penning source. It has permanent magnets of samar-
ium -cobalt for ease of construction.

K

A

gas

K

500 V 30 kV

Fig. 10. The radial -extraction Penning source. The symbols have
the same significance as in figs 8 and 9.
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A disadvantage of this source is that it is necessary
to use a high plasma density, which means that the
anode -cathode current is high. The anode -cathode
voltage associated with this current is about 500 V.
The high current causes sputtering of cathode materi-
al, which means that the cathodes of the source have a
shorter life than the cathodes of the conventional
Penning source. This source is also only suitable for
the ionization of gases, of course.

The sputter source

The sputter source, shown in fig. 11, has the special
feature that it will ionize nearly all conducting solids
whose melting point is not too low, including those
with a very low vapour pressure (and usually a high
melting point), e.g. tungsten and tantalum. This
source also operates with a strong magnetic field; the
anode -cathode voltage is about 180 V. The magnetic
field is excited by a coil and can therefore be varied in
magnitude.

The plasma is formed in argon gas. Ions of this gas
collide with the cathode and sputter the cathode mater-

30kV

Fig. 11. The sputter source. The symbols have the same significance
as in figs 8 and 9. The two parts of the cathode are coated with the
element to be ionized.

ial. In the previous source this was a disadvantage,
but here it is useful, because the two parts of the
cathode are coated with the element to be ionized. The
anode -cathode current must be high: 0.5 A. The ions
formed at the part of the cathode near the extraction
electrode contribute directly to the ion current. The
ions formed at the other part of the cathode contri-
bute much less since they cannot easily pass the
anode. Indirectly, however, this part of the cathode
does contribute to the ion current by generating neut-
ral particles that are ionized 1.. Ler.

With the sputter source we have obtained currents
of 30 µA with Ta+ ions, 30 µA with TO+ ions, 6 µA

with Ta3+ ions and 2 µA with Ta4÷ ions. (A current of
1 µA corresponds to 6.25 x 1012 singly charged par-
ticles per second.) With other ion sources it is particu-
larly difficult to ionize tantalum.

The microwave source

In the microwave source, shown in fig. 12, energy is
not transferred to the plasma by an electrostatic field
but by a microwave electromagnetic field generated by
a magnetron 181.

The frequency of the microwave circuit, which is
connected to the source by a coaxial line, is tuned to
the cyclotron frequency of the electrons. An equation
for this frequency can be found by substituting
Ekin = z M(27CfR)2 and z = 1 in equation (1):

Be

27r m 
(2)

The cyclotron frequency is thus the frequency of rota-
tion of the electrons in their helical path in a constant
magnetic field; this frequency is independent of the
kinetic energy of the electrons. If the energy increases,
the radius of the path becomes larger, but the fre-
quency of rotation remains the same.

In our case the frequency of the travelling waves in
the microwave circuit is approximately equal to

gas

CX

Ant

1,1111111

, s

MAGN

30 kV

Fig. 12. The microwave source. This source is connected by a
coaxial line CX to a magnetron MAGN, which supplies microwave
energy to the plasma in the source. Ant antenna. See the captions to
figs 8 and 9.

17] F. M. Penning, High -vacuum gauges, Philips Tech. Rev. 2,
201-208, 1937.
J. Ishikawa, Y. Takeiri and T. Takagi, Axial magnetic field ex-
traction -type microwave ion source with a permanent magnet,
Rev. Sci. Instrum. 55, 449-456, 1984.
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2.45 GHz. It follows from equation (2) that the flux
density B of the magnetic field in the source must be
equal to about 0.0875 T (tesla). This field is excited by
a permanent magnet (not shown in the drawing). This
means that it is difficult to adjust the strength of the
magnetic field to the microwave frequency. The
energy is transferred from the microwave circuit to
the plasma by a T-shaped antenna.

Because of the relatively low energy of the electrons,
most of the ions produced are singly charged. An ad-
vantage is that the spread of energy in the ion beam is
small, since the source does not contain an electro-
static field. The source is only suitable for the ioniza-
tion of gases and gives a relatively large ion current,
e.g. 400 µA of 02+ ions.

Examples of ion implantation

Implantation of oxygen in silicon

The implantation of a high dose of oxygen ions -
up to 3 x 1018 cm -2 - at a fairly considerable depth in
a single -crystal silicon slice makes it possible to pro-
duce 'buried' Si02 layers. If the dose is not too high,
the surface layer is more or less undisturbed since E1
for 0+ ions in silicon is only about 30 keV; see fig. 2.
It is therefore possible to produce circuits
at the surface on an insulating substrate. The transis-

5 x70 2 cm'
4.65 -
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2

1

0.25 0.50 0.75- S
1mm

Fig.13. a) The concentration co of oxygen in silicon as a function of
the depth s below the substrate surface. The curves show that the
implantation of oxygen in silicon produces a 'buried' Si02 layer as
soon as the relative oxygen concentration reaches the stoichiometric
value of 66.7 at.o/o, which corresponds to co = 4.65 x 1022 cm -2.
Curve / corresponds to a dose of 1.5 x 1018 cm2 and curve // cor-
responds to 2.5 x 1018 cm2. The curves are the result of meas-
urements by the HEIS method (High -Energy Ion Scattering)111
b) Micrographs made with a Philips EM400T transmission electron
microscope of cross -sections of a silicon slice with a buried Si02
layer: on the left with no annealing, on the right after annealing for
two hours at 1200 °C. The second layer is always the amorphous
Si02 layer. The surface is at the top and is a (100) plane of the
original silicon crystal.

tors of such a circuit on an insulating substrate inter-
fere with one another less, are faster, and are also less
sensitive to cosmic or other radiation.

We have used a microwave source to implant 02+
ions at an energy of 600 keV in silicon. During the
implantation the sample was heated to a temperature
of 500 to 600 °C. This high temperature ensured that
the top layer did not become amorphous and that the
surplus of oxygen ions could diffuse away upwards or
downwards. Fig. 13a shows that as a result of this dif-
fusion the relative oxygen concentration does not con-
tinue to increase after the stoichiometric value corres-
ponding to Si02, 66.7 at.%, has been reached. The
total quantity of implanted oxygen ions thus deter-
mines the thickness of the Si02 layer produced. After
the implantation an annealing treatment is necessary
to remove local oxygen precipitates from the upper
layer and to correct for lattice damage. Fig. 13b shows
cross -sections of the sample before and after annealing
at about 1200 °C for 2 hours.

Implantations in metals

As noted, the properties of a metal surface can be
improved by implanting ions. Hardness, wear resis-
tance or resistance to corrosion can be improved in this
way.
copper by implanting aluminium ions. We used a hol-
low -cathode source that supplied Al* ions with a maxi-
mum dose of 5 x 1017 cm -2 at an energy of 170 keV.

The copper samples were subjected to a corrosion
test to IEC 68243 KD. At a temperature of 300K treat-
ed and untreated specimens were exposed to air con-
taining 15 ppm of H2S, at a relative humidity of 75 %.
After 8 hours the untreated copper was found to have
about 50 times the corrosion of the treated samples.

Fig. 14 shows the results of Auger analyses of the
treated copper surface after the corrosion test. Pre-
sumably the implanted aluminium was first oxidized
to A1203, and the copper at the surface to Cu20. The
Cu20 is converted to Cu2S. The A1203 layer finally
prevents further corrosion.

[91

II.01

1111

[121

R. S. Muller and T. I. Kamins, Device electronics for
integrated circuits, Wiley, New York 1984, p. 374;
S. M. Sze (ed.), VLSI technology, McGraw-Hill, New York
1983, p. 483;
W. G. Gelling and F. Valster, The new centre for submicron IC
technology, Philips Tech. Rev. 42, 266-273, 1985/86.
R. D. Rung, C. J. Dell'oca and L. G. Walker, A retrograde
p -well for higher density CMOS, IEEE Trans. ED -28,
1115-1119, 1981.
D. Pramanik and M. I. Current, MeV implantation for silicon
device fabrication, Solid State Technol. 27, No. 5 (May),
211-216, 1984;
C. McKenna, C. Russo, B. Pedersen and D. Downey, Applica-
tions for MeV ion in plantation, Semicond. Int. 9, No. 4
(April), 101-107, 1986.
J. Hilibrand and R. D. Gold, Determination of the impurity
distribution in junction diodes from capacitance -voltage meas-
urements, RCA Rev. 21, 245-252, 1960.
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Fig. 14. Results of Auger analyses of a copper sample in which alu-
minium has been implanted to improve the corrosion resistance.
After the implantation the sample was subjected to a corrosion test
with H2S gas and humid air. The scales for the concentrations Cs,
ccu, co and cm of the four different elements in the sample are not
comparable. The only known value is cc = 100% for a depth s
greater than 100 nm. Before the corrosion test the maximum rela-
tive value of cm was approximately 25 at. go .

High-energy implantations of phosphorus in silicon

In CMOS technology the normal practice for making
`wells' in the substrate 191 is to use low -energy ion im-
plantation followed by drive-in annealing. The an-
nealing enables the atoms of the implanted element to
diffuse more deeply into the substrate. Disadvantages
of this procedure are that lateral diffusion occurs, the
heat treatment takes a good deal of time and it is only
possible to obtain profiles whose concentration de-
creases with depth. What are wanted in the substrate,
however, are wells in which the donor or acceptor con-
centration increases with depth, reaches a maximum
and then decreases rapidly. Wells with a concen-
tration profile of this type are called 'retrograde
wells' [bcd . They can be made by means of high-energy
implantations. In CMOS circuits formed from retro-
grade wells the resistivity at the bottom of the wells is
lower, so that there are fewer rejects due to `latch -up'
-a kind of short-circuiting caused by the formation
of parasitic thyristors via the substrate.

Almost any shape of concentration profile can be
obtained by combining implantations of different dose
and energy [111, so that the concentration profiles of
the separate implantations are added together. In this
way the particular profiles can be made that will

ensure the best possible operation of the components
of the integrated circuits. To obtain more information
about such multiple implantations we have carried
out a number of implantations at different energies
and measured the corresponding concentration pro-
files. These were implantations of phosphorus in sili-
con at energies of 200 to 1400 keV, in steps of 200 keV.
Up to 800 keV we used PI' ions and above it we used
P++ ions. Fig. 15 shows the results. The profiles were
determined by means of the capacitance -voltage (CV)
method 1121.

Cp
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Fig. 15. Result of concentration -profile measurements made by the
CV method[121. The concentration cp of phosphorus implanted in
silicon is plotted as a function of the depth s. The different curves
correspond to implantation energies from 200 to 1400 keV. Virtual-
ly any implantation profile can be obtained by combining a number
of these or other curves.

Summary. Since the high -voltage section of the ion -implantation
machine developed at Philips Research Laboratories is not
insulated by gas under pressure in a tank, changing the ion source is
relatively easy. The machine is therefore particularly suitable for
research. The accelerating voltage is high, 800 kV, so that heavy
elements can be implanted in heavy substrates. There are two target
chambers, one designed for treating silicon slices for IC manufac-
ture, the other designed for other samples, including metals.
Implantations in metals can improve properties such as hardness or
resistance to corrosion. The half -width of the beam cross-section
and the location of the pattern of the beam scan on the sample are
evaluated with the aid of a wire frame around the sample; the wire
frame is earthed through a milliammeter. The implantation dose is
measured with a Faraday cup. Five ion sources have been tested:
the hollow -cathode source, the Penning source, the radial -extraction
Penning source, the sputter source and the microwave source.
Some examples are given to demonstrate the usefulness of the
machine: implantation of buried oxygen layers in a silicon slice,
implantation of aluminium to improve the corrosion resistance of
copper, and the determination of a number of concentration pro-
files for phosphorus in silicon at different energies.
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A laser -Doppler displacement meter

R. J. Asjes, C. S. Caspers and C. H. F. Velzel

In the manufacture of products such as wire, textiles
or paper the moving length of material can be meas-
ured by pressing a runner wheel with a revolution
counter against the surface of the moving material. 
This widely used method has its problems, however.
The runner wheel can easily slip, resulting in an in-
accurate measurement, and the material may be dam-
aged by the wheel, which has to be in contact with it.

At the Philips Centre for Manufacturing Technol-
ogy a displacement meter based on the laser -Doppler
principle has now been developed. The instrument
can be used for measuring displacements of widely di-
verse materials without being in contact with the mat-
erial and with an error of less than 0.2%. Before
looking more closely at the instrument itself, we shall
first touch briefly on the laser -Doppler principle.

When a laser beam is split into two beams that are
made to intersect, an interference pattern is produced
in the intersection volume; see fig. 1. This interference
pattern consists of light and dark planes, parallel to
the 'optical axis' and perpendicular to the plane of the
drawing. A small particle moving through the inter-
section volume passes through alternate light and
dark planes. When it passes through a light plane it
will scatter light, but not when it passes through a
dark plane. If 6 is the distance between the successive
light planes, and vp is the velocity of the particle per-
pendicular to the planes, intensity variations in the
scattered light can be observed, with a frequency

vp
fD =

6
(1)

The principle of a laser -Doppler velocity measure-
ment is that the frequency fp is measured and the
velocity vp is calculated: the distance 6 can be cal-
culated from the geometry of the configuration and
the wavelength of the laser light.

In the situation shown in fig. 1 the detector has to
have a very wide frequency range, since a high veloc-
ity implies a high frequency and a low velocity a low
frequency. At very low velocities this can present

Ir R. J. Asjes, Ing. C. S. Caspers and Dr Ir C. H. F. Velzel are with
the .Philips Centre for Manufacturing Technology (CFT), Eind-
hoven.

problems. The difficulty can be overcome, however,
by arranging for the planes of the interference pattern
to move at a constant velocity vg. If we assume that
the direction of vg is opposite to that of vp, then the
frequency of the intensity variations is

vp + vg
fm -

6
-fp +fg, (2)

where fm is the modulation frequency observed, vp is
the velocity of the particle, fp is the Doppler frequen-
cy corresponding to the velocity vp given by Eq. (1),
and fg is the frequency observed when vp = 0. In this
way, intensity variations (at a frequency fg) are also
observed when the particle itself is stationary, as the
interference planes 'pass over it' . The interference
pattern can be made to move by using a circular grat-
ing as the beam splitter. (The lines of such a grating
are arranged radially around the circumference of a
disc.) If the grating is rotated at a constant angular ve-
locity, the planes in the interference pattern will also
move at a constant velocity Ell . When the interference
planes move in the opposite direction to the particle,
the frequency observed increases in proportion to the
increase in the velocity of the particle. In reality, of

.413.k
IATfflA

wk lw

Fig. 1. The interference pattern obtained by splitting a laser beam
into two beams and then making them intersect. The pattern con-
sists of light and dark planes perpendicular to the plane through the
two beams. If A is the wavelength of the laser light and 0 the angle
between either beam and the optical axis, then the distance (5 be-
tween the two maxima in the interference pattern is d = A/(2 sin 0).
The length of the interference pattern in the direction of the veloc-
ity and length measurement is 4.
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course, there will not be just a single particle, but the
surface of something like a cable or a wire, for ex-
ample. Such a surface will almost invariably contain
enough small asperities to represent a stream of par-
ticles whose mean velocity is measured.

As appears from Eq. (2) either fm or fg can be kept
constant. Usually it is preferable to keep fg con-
stant Eli. This can be done by rotating the circular grat-
ing at a constant angular velocity. When the velocity
vp changes, so too does the observed frequency fm.
We have preferred, however, to keep fm constant (at
least approximately) 121. This is done by controlling
the angular velocity of the grating - and hence fg -
so that fm always has about the same value. In this
way, velocity and displacement can be determined in
principle from the angular velocity of the grating,
which is continuously measured by tachogenerator
(we shall return to this presently). Some calculation is
still necessary, however, since we do not keep fm
exactly constant. If we did, it would be only be neces-
sary to measure fg to determine vp. However, keeping
fm accurately constant would require an extremely
refined control system. Keeping fm only approx-
imately constant means that the bandwidth of the
processing electronics can be much smaller, and the
velocity can be calculated very accurately from the two
measured values of fm and fg.

We shall now look briefly at the mechanical part of
the instrument (the 'measuring head') before dealing
with the electronics in more detail.

The light source of the instrument (see fig. 2) is an
HeNe laser with a radiated power of about 2 mW at a
wavelength of 632.8 nm. The laser beam is focused on
the rotating grating, and an image of the grating is
produced on the moving surface of the object by the
objective. Between the grating and the objective there
is a diaphragm with two apertures, which passes only
the two first -order beams and stops those of higher
order. The light scattered by the object is focused on
the detector, a silicon P -I -N diode, by a condenser,
which consists of a combination of two plastic Fresnel
lenses. These have a large diameter (so that they inter-
cept much of the scattered light), and they are flat,
light and inexpensive. Each lens has two holes for the
two beams to pass through; the detector is mounted
between the two beams. The optical system described
here contains a minimum of optical components. The
focusing lens and the objective must have good imag-
ing characteristics and can be relatively small (about
2 cm). The condenser, on the other hand, does not
need to have such good imaging characteristics but
it does have to be relatively large (about 10 cm), as we
noted earlier. It is therefore convenient to use dif-
ferent lenses for objective and condenser. (The same

La Lt G D L2 Det L3 Ob

Fig. 2. a) Diagram of the 'measuring head' of the displacement
meter. La HeNe laser. L1 focusing lens. G rotating grating. D dia-
phragm that passes only first -order beams. L2 objective lens. Det
detector. L3 condenser, consisting of two Fresnel lenses. Ob object
whose displacement is to be measured. Iv, distance between the front
of the measuring head and the object (working distance).
b) Photograph of the measuring head. All the components are con-
tained in square mounts connected to each other by four steel rods.
The cylindrical laser is on the right between the rods; the Fresnel
lens can just be seen on the left.

lens is often used for both functions, which makes the
optics fairly expensive since a large lens with good
imaging characteristics is required.) All the compo-
nents are contained in a 'measuring head', made from
components of a commercially available assembly
system.

The electronic processing of the signal will be ex-
plained with the aid of the simplified diagram in fig. 3.
The detector signal is fed to a preamplifier and a filter
that passes frequencies between 420 kHz and 485 kHz.
The signal passed by the filter is converted by a pulse
shaper into a binary signal that drives a phase -locked
loop consisting of a mixer (in our case an exclusive
OR gate), a switch, an integrator and a voltage -con-
trolled oscillator. The amplitude of the input signal of
the pulse shaper is used for keeping the switch in the

[11

[2]

J. Oldengarm, Development of rotating diffraction gratings
and their use in laser anemometry, Opt. & Laser Technol. 9,
69-71, 1977.
The idea of keeping the modulation frequency constant is due
to M. P. Weistra of Philips Research Laboratories, Eindhoven;
see Netherlands patent application No. 8301917, 31 May 1983.
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Fig. 3. Simplified block diagram of the signal -processing electronics, described in the text. fm fre-
quency of the input signal. A preamplifier. F bandpass filter. PS pulse shaper. Mix mixer (here an
exclusive OR gate). S switch. Cap capacitor (integrator). VCO voltage -controlled oscillator.
Mix, S, Cap and VCO form the phase -locked loop PLL. Pres circuit for checking whether
the amplitude of the input signal is smaller than the threshold voltage Vth. If it is, S is opened.
Contr control circuit for the motor that drives the grating. Vref reference voltage. M motor for the
grating. Ttachometer. fg frequency of the interference -pattern movement. Ctr difference counter.
latch counter -latching device. fD Doppler frequency corresponding to the velocity v1, (given by
Eq. 1). pC microcomputer. Dis display panels that display the measured velocity vp and the
displacement (p.

phase -locked loop closed. When the amplitude of the
detector signal falls below a threshold value Vth, e.g.
if the signal is interrupted, the switch opens and the
voltage -controlled oscillator continues to oscillate for
about a second. In this way the system is protected
from short interruptions. The input voltage of the
oscillator is compared with a reference voltage Vref;
the difference voltage is used for driving the grating
motor. The effect of this is to limit the frequency of
the detector signal to a band of a few kHz about a
mean value of 455 kHz, which makes the analog part
of the circuit considerably simpler 121. The output
signal of the phase -locked loop consists of pulses at
the frequency fm. The frequency fg at which the inter-
ference pattern moves is obtained from a tachometer
mounted on the shaft of the motor that drives the grat-
ing. The pulse trains from the phase -locked loop and
the tachometer are fed to a latched difference counter.
A microcomputer determines the sampling time is
(in our case 1/800 s) in which the frequencies fm
and je, are subtracted one from another. After a
time 4 the contents of the counter amount to
(fm fg ) ts = fD x 4. As this value is latched after each
sampling interval, it is available for the micro-
computer during the next sampling interval. The com-
puter applies a calibrating factor, to give fD x 4 direct-
ly as the mean velocity over the sampling interval that
has just elapsed. It also counts the successive values of

v , l
Dis

Table I. Some numerical data for the displacement meter. The sym-
bols are explained in figs 1 and 2.

Maximum measurable displacement

Maximum measurable velocity

11

1w (minimum)

lw (maximum)

16 km

12 m/s

0.02 mm

1 mm

60 mm

75 mm

fD x is during a period of time, to give the displace-
ment that has occurred during that time.

It can be shown by error analysis that the inac-
curacy of the result of the measurement is about
0.03% when the velocity of the object is constant [3] .
If it is not constant, an absence of signal (e.g. because
of a brief interruption of one of the two light beams)
can introduce an error in the measured displacement.
However, if the signal is present for 90% of the time,
the standard error is still less than 0.2% - much
less than with conventional methods of displacement
measurement. The principal data of the instrument
are listed in Table I.

[31 C. H. F. Velzel, Laser Doppler displacement meter with
controlled grating speed, Proc. Int. Conf. on Optical
techniques in process control, The Hague 1983, pp. 289-294.
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1937 THEN AND NOW 1987

Measuring instruments
By 1937 there was already a

need for an easily operated test set
that could be used for various elec-
trical measurements on devices
such as 'wireless valves' (photo
lower right) E*3. The operation of
the test set was substantially auto-
mated by using a contact bridge
with 140 contacts. Inserting the
`code card' for a particular valve
(photo lower centre) set the instru-
ment up correctly in a single opera-
tion. Certain effects such as short-
circuits between electrodes or a
broken filament were indicated by
signal lamps; other characteristics
could be read from a milliammeter
with its scale divided into two regions: blue for 'pass',
red for `fail'.

In 1987 instruments generally contain the most
modern electronic components such as memories and
microprocessors. Our example is the highly advanced
PM 3320 digital storage oscilloscope (large photo).
This instrument can be used for measuring analog sig-
nals with a bandwidth of no less than 200 MHz. It
does so with the aid of P2CCD memories l**3 and ana-
log -to -digital conversion with an accuracy of 10 bits.
The oscilloscope also includes a memory that will store
more than 4 x 4000 measured values. Mathematical
manipulations, such as the multiplication of two sig-
nals, can be performed before display on the screen
(10 cm x 12 cm). If the two signals represent current

and voltage, for example, a curve representing the in-
stantaneous power is obtained. The number of con-
trols is kept as small as possible by introducing eight
variable -function 'soft keys' next to the screen (photo
lower left). The actual functions in use are shown on
the screen. Without this facility the PM 3320 would
need more than 100 controls. The complete setting -up
routines for certain frequently made measurements
can also be stored in the memory of the instrument, so
that it can be set up instantaneously at the touch of a
key.

(*I From Philips Technical Review, February 1937.
(**1 See also H. Dollekamp, L. J. M. Esser and H. de Jong, P2CCD

in 60 MHz oscilloscope with digital image storage, Philips
Tech. Rev. 40, 56-68, 1982.
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Quantitative measurements by the Schlieren method

G. Prast

In many different areas of technology the tolerances for the dimensions of parts and compo-
nents are very strict. This means that inaccuracy of form and surface roughness must be as low
as possible. Checking workpieces for these requirements can be difficult and sometimes it can

only be done in the laboratory. In production conditions the Schlieren method may provide
the answer. The combination of digital computation with this originally qualitative method
from the last century allows us to use it for quantitative measurements.

Roughness and shape of surfaces

With the growing importance of optics - in the
storage and exchange of digital information, for ex-
ample - optical components such as mirrors and
lenses will make an even greater contribution to Philips
products than in the past. The specifications for the
shape and surface roughness of lenses and mirrors are
extremely demanding. The shape of the aspheric ob-
jective lens in the tracking mechanism of a LaserVision
or Compact Disc system - a lens that can take the
place of a system of four spherical lenses for reading
out the information on a Compact Disc - must not
differ from the standard by more than 0.1 gm. Obvi-
ously, it only makes sense to manufacture these ex-
tremely precise optical components if we can find out
whether the product meets the specifications. The
moulds for pressing the lenses can be made with the
COLATH high -precision lathe 1i1. The normal practice
so far has been to inspect the optical components
afterwards. A number of optical components are then
assembled to form a unit that must satisfy some easily
checked criteria. This 'pose -inspection can mean that
the moulds have to be machined once again. It is bet-
ter to have a method that can be used to assess the
quality of the mould when it is being made. If such a
method can also be performed on the lathe itself, any

Ir G. Prast is with Philips Research Laboratories, Eindhoven.

errors can be corrected immediately, without the need
for repeated setting up, which can introduce new er-
rors. Making optical components is only one use of
this high -precision machining technique, of course.
The specifications for the shape and roughness of mach-
ined surfaces for other purposes may be just as strict.

Two types of measurements are widely used for de-
termining the shape and roughness of surfaces: mech-
anical methods and optical methods. In the mechani-
cal methods of measurement a thin stylus is moved at
constant velocity over the surface. During the move-
ment the stylus is pressed lightly against the surface so
that it follows its contours. The movement of the stylus
perpendicular to the surface is measured and gives the
roughness and shape of the surface. The mechanical
methods have their disadvantages: they are time-con-
suming, sensitive to vibrations and cannot be used for
all materials because of the direct contact between sty-
lus and surface. Nor are they very practical for inspec-
tion during production, because the workpiece usual-
ly has to be moved elsewhere for the measurement.

The optical methods of measurement do not have
the disadvantage of direct contact between workpiece
and measuring device. This category includes light -
scattering methods, interference methods and the
Schlieren method. The Schlieren method is an ex-
ample of an originally qualitative method that has since
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been made quantitative by using modern equipment
and digital signal processing, so that it can easily be
used in production conditions. In this article we shall
look first at the principle of the method and then dis-
cuss its application in a special type of microscope.

Principle of the Schlieren method

The method was introduced in the middle of the
last century by J. B. L. Foucault as a way of checking
the quality of large astronomical mirrors. A few years
later A. 'ropier discovered a new application: study-
ing inhomogeneities in the flow of gases, e.g. in wind
tunnels. It was this application that gave the method
its name. A `Schliere' or 'streak' is a thin zone of loc-
ally different refractive index in a transparent object.
Light incident on the Schliere emerges in a different
direction from the direction it would take in the
absence of any such inhomogeneity. The change in di-
rection is a measure of the inhomogeneity (or of the
irregularity in the surface of an object if the light is re-
flected). A purely qualitative observation of a number
of inhomogeneities in the refractive index of air can
be seen in fig. I.

Fig. 1. This picture, made by the Schlieren method, shows a bullet
travelling through the air above two candle flames. This photo-
graph is taken from the book of note [2] (page 560).

Differences in the refractive index of parts of a
transparent object are not always easy to observe. It is
possible, however, to enhance the contrast between
light beams that pass through parts of the object with
different refractive indices. This is done by screening
off a part of each light beam emerging from the ob-
ject [21. Fig. 2 shows the principle of the method.
Lenses L1 and L2 produce an image of the light source
B, and lenses L2 and Ls produce an image of the ob-
ject 0 on the screen S. Part of the beam is screened off
by the knife-edge K at the point where the image of
the source is formed. The `Schliere' is therefore
shown on the screen as a streak that is more brightly
illuminated than the background, since a smaller part
of the beam from the `Schliere' is intercepted by the
knife-edge, as compared with neighbouring locations.
In this example the object is transparent, but the same
measurement method can of course be used with a re-
flecting object. Light source and screen are then situ-
ated on the same side of the object.

By measuring the light intensity (illuminance) on
the screen the location of any inhomogeneity in the
object or of any irregularity on its surface can be de-
termined. Originally this method was mainly qualita-
tive, but now that accurate photodiodes are available
(in our configuration we use a row of 1024 CCD
photodiodes with dimensions of 13 gm x 13µm on a
single chip), and large amounts of measured data can
be processed rapidly by computer, quantitative meas-
urements are possible.

In the remainder of this section we shall derive
these quantitative results. We shall initially assume
that we have a configuration with ideal optical com-
ponents. Later we shall see that errors that arise be-
cause these components are not ideal can be elimi-
nated by using differential measurements.

Configuration with ideal optical components

In the arrangement shown in fig. 2, L1 is an optical-
ly perfect lens and B is a light source that illuminates
the object plane uniformly. A planar wavefront is in-
cident on the object. If we assume that the gradient in
the optical pathlength sops through the object at posi-
tion P is asopt lax, then the wavefront, which was truly
planar before it met the object, will have a correspon-
ding local deviation. There can be two reasons for a
gradient in the optical path through the object. The
refractive index in the object may differ from point to
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point, or the object may be thicker or thinner in some
places. If it is thicker or thinner the relation between
the gradient in the object and the deviation in the
shape of the wavefront can be explained in the follow-
ing way. Consider an object of the shape shown in

a fi

b

C z

fi

0

P

f2

a,

of the wavefront) is equal to dl(c1 n) and also to
Az/c + (d - Az)/(c/n) + Ad/ c. The distance Ad by
which the wavefront at the position Ax is 'ahead of
the wavefront at x = 0 is therefore Ad = Az(n - 1).
The tangent of the angle a between the wavefront and

L2 K L3

11 41

f2 f3

S

Ah

Fig. 2. a) Example of a configuration for the Schlieren method. An image of a rectangular light
source B is formed by two lenses (Li and L2 with focal lengths fi and fs) at the focal plane of the
second lens (blue beam). Between L1 and L2 there is a transparent object 0. An image of the
object is produced on the screen S by the lenses L2 and Ls (red beam). At the focus of the second
lens there is a knife-edge K. The coordinate perpendicular to the knife-edge is x, and z indicates
the direction perpendicular to the object. b) Half of a light beam originating from an arbitrary
point P of the object is screened off by the knife-edge. c) If there is an inhomogeneity in the object
at the position P, a light beam is deflected through an angle a. The result is that less than half of
the beam originating from P is screened off by the knife-edge. The image of the light source
produced at the focal plane of the second lens by the light incident on the object through point P
is displaced by a distance Oh. The inhomogeneity is visible on the screen as a streak brighter than
its surroundings.

fig. 3, with a planar wavefront WF incident on it at
time t. The position of the wavefront is indicated at a
number of times separated by a fixed interval At. In
equal intervals At the wavefront travels identical opti-
cal pathlengths. (The optical pathlength is the product
of distance and refractive index.) The object is made
of a material with a refractive index n higher than that
of the surrounding air. The velocity of the wavefront
in the object is 1/n times the velocity in air. Conse-
quently, at positions where the object is thinner the
wavefront reaches the position z = d earlier. The dis-
tance the wavefront has travelled at x = 0 between
t + At and t + 3A t is exactly equal to the thickness d
of the object. At x = Ax this distance is d + Ad. The
time 2A t (the distance travelled divided by the velocity

the z-axis is:

Ad Az(n - 1)tan a --=
Ax Ax

If 0 is small - the Schlieren method can only be used
if it is - then a is also small and we therefore have:

Az(n - 1)a= .

Ax

The deflection of the light rays, which are perpendicu-
lar to the wavefronts, is therefore proportional to the
ratio Az/Ax, which is equal to the gradient az/ax in the
limit for small distances.

At the focal plane of L2 the image formed of the
light source by light rays passing through point P is
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displaced by a distance A h= af2. This implies that the
intensity of the light passing the knife-edge increases
because of this gradient. With no gradient the light in-
tensity (/0) is proportional to 2 h, whereas with a grad-
ient (Jo + A/) it is proportional to z h + Ah, where h
is the dimension of the image of the light source. The
relative increase in intensity at the screen as a result of
the gradient is

Al Ah af2

I0

h A/
or a -

2f2 to
(1)

The gradient can thus be directly determined from the
measured relative increase in intensity.

The sensitivity of the method is

dA(I//0 ) 2f2 2/1

da h I

where h = (f2/fi)/, with / the dimension of the light
source perpendicular to the optical axis and perpendi-
cular to the edge. By increasing fi or reducing / the
sensitivity of the method can be increased, within cer-
tain limits. The sensitivity cannot be increased indef-
initely, however, because the measurement range also
depends on these two quantities. If Ah = af2 > i h, the
image is either fully illuminated or fully blacked out
and the image intensity is no longer linearly depen-
dent on the gradients. In addition, diffraction effects
become significant if the dimensions of the light
source become too small.

X = 0

x=dx

WF(t)t )

WF(t.Lit) WF(t.3dt)

1WF(t.24t) WF(t.4dt)
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Fig. 3. The relation between the gradient in the optical path and the
perturbation of the wavefront. The grey area represents part of a
transparent object of thickness d, in which a wedge-shaped piece
(with an apex angle 0) is missing. A plane wavefront WF is incident
on the object from the left at time h . The position and shape of the
wavefront are shown at a number of times h to 15 at intervals of A t.
The blue continuous lines represent the light rays, which are per-
pendicular to the wavefronts. At the height of the wedge the light
rays leave the object at an angle a.

Configuration with real optical components

The above argument only applies for perfect optical
components and uniform illumination of the object.
In reality, neither condition can be satisfied. Never-
theless the Schlieren method remains useful because
these drawbacks can be overcome by making four
measurements of the light intensity on the screen S:
with and without a knife-edge and with and without
an object.

The intensity without knife-edge and without ob-
ject is given by:

Iti = cx,yhb, (3)

where cx,y is the position -dependent illumination of
the plane where the object will be located, and h and b
are the height and width of the image of the source
that will be produced at the knife-edge. Next, the
knife-edge is introduced in such a way that the actual
edge is situated on the optical axis of the configura-
tion. Owing to imperfections in the positioning of the
lenses, however, the centre of the image does not lie
exactly on the edge but is separated from it by a dis-
tance Ga. With a knife-edge and without object the
intensity is:

10 = cx,y(lh + Ga)b. (4)

The knife-edge is then removed and the object put in
its place. The intensity with object and without knife-
edge is:

I' = cx,yhbTx,y, (5)

where Tx,y is the transmittance of the object. Finally
the intensity is measured with both knife-edge and ob-
ject present:

1= cx,y(i h + bx,y + axaf )bTx,y, (6)

where f is the focal length of the second lens. We now
have two relative measurements of the light intensity:
/0/1(; measured without an object and ///' measured
with an object. The difference Mx,y between these
measurements is:

1 to h + ax,yf)bTx,),

Alx'Y r to- Cxor hbTx,y

cx,y(lh + G,y)b ax,yf
(7)

cx,yhb

Between Mx,y and aso, we therefore find a simple re-
lation in which a correction is made not only for the
imperfections of the lenses and the source but also for
different diode sensitivities. The only requirement for
the diodes is that they should produce a signal that is
proportional to the incident light intensities. The
measurements without an object are in effect a cali-
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bration of the measurement configuration and only
have to be made once.

The Schlieren microscope

The Schlieren method is a useful means of meas-
uring thickness differences and refractive -index varia-
tions in transparent objects. The principle can also be
applied successfully in a microscope. This is not self-
evident, because in deriving the quantitive method we
used geometrical optics, which cannot always be used
directly for the theory of image formation in a micro-
scope.

It is possible to make f2 and ji in fig. 2 large so as
to obtain a high magnification. For example, with

= 30 mm and fs = 400 mm we obtain a magni-
fication of 13 times. With the diode dimensions of
13 gm x 13 gm we thus look at 'points' in the object
of 1µm x 1 gm. We have then in fact made a micro-
scope. However, we shall have to show in another way
that the linear relation between the light intensity in
the image and the gradient at the corresponding point
in the object, as derived by geometrical optics, is pre-
served. This can be done by applying Abbe's calcula-
tion of image formation in the microscope to the case
where half the diffraction pattern formed at the back
focal plane of the objective lens (the Fourier plane) is
covered and the image is formed by the uncovered
half. From the calculation given below it will be seen
that the Schlieren theory remains valid as long as the
diffraction orders in the Fourier plane overlap [3].

This condition can be derived as follows. A microscope forms an
image of a reflecting object with a surface whose height follows a
sine function: z = zo + sAz cos 0x, where 0 is the spatial frequency
of the irregularity, z the coordinate parallel to the optical axis and x
is the coordinate perpendicular to the optical axis and perpendicu-
lar to the knife-edge. An incident plane wave E = E0 cos(wt - kz),
where E is the amplitude and k the circular wave number, is reflec-
ted:

E = Eo cos(cot + kzo + kAz cos C2x)
= Eo[cos(wt + kzo) cos(kAz cos Six)

- sin(wt + kzo) sin(kAz cos Qx)].

For kAz z 1 this becomes

E = Eo[cos(wt + kzo)
-skAz sin(cot + kzo + Six) -zkAz sin(wt + kzo - fix)]. (8)

The different terms in this expression represent the orders 0, 1 and
-1 of the difraction pattern. At the focal plane of the objective
they are imaged as three points spaced by /0/k, where /is the focal
length of the objective. In reality there is not just a single plane
wave incident on the object, but a beam originating from the light
source, which has non -zero dimensions. At the focal plane of the

L.y

b

0

+1

B' 1/2h
K fS?Ik

D'

K

Fig. 4. The location of the diffraction images of order - 1, 0 and + 1
relative to the knife-edge. In fact the three images are only displaced
at right angles to the edge, but for clarity they are shown here dis-
placed along the edge as well. M indicates the centre of the image of
height h, and C is the position of the knife-edge in the diffraction
image. There are three regions: AA' BB' , where all three diffraction
images pass the knife-edge. BB' CC' , where only the zero -order
and 1st -order diffraction images pass the knife-edge, and CC' DD' ,
where only the 1st -order diffraction image passes the knife-edge.
The images are spaced at a distance f0/k.

objective three images of the light source are formed, as shown in
fig. 4. Light waves originating from the same point in the light
source and reaching the same point in the image via different paths
(the different orders) will interfere with each other. The amplitudes
of the interfering light waves have to be added. After squaring and
integrating over the light source we obtain the intensity pattern of
the image.

Since one, two or three diffraction orders may pass the knife-
edge, there are three different regions in the diffraction pattern:
 In the region between AA' and BB', where all three orders of the
diffraction pattern pass the knife-edge, the amplitude EAB of the
wavefront is:

Or

EAB = E0 [COS (CO t kzo) - kAz cos f2x sin(cot + kzo)],

=
Eg[coo(cot kzo) - 2kAz cos Qx sin(cot + kzo) cos(cot + kzo)],

with the condition that kAz << 1. The surface is given by

SAB = [i h + - 2 I k]b,

and the total intensity /AB in this region is:

/AB = SAB fEIB dt = [i h + - 17 Ell b. (9)

 Next we consider the region between BB' and CC', where only the
zero -order and 1st -order diffraction images pass the knife-edge.
Here we have:

EBc = Eo[cos(wt k20) - z kAz sin(cot + kzo + Qx)1,

Or

EBc = Eo [cost (cot + kzo) - kAz(cos2 (cot + kzo) sin fix
- kAz sin(cot + kzo) cos(cot + kzo) cos Sbc/l 

For the surface of this region SBC = (/0/1c)b. The total light
intensity on this area is:

f Qb-/BC = 2- -k Eg[i - kAz sin fix]. (10)
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 Finally, for the region between CC' and DD', where only the
1st -order image passes the knife-edge:

EcD = E0[- zkAz sin(wt + kzo + Ox)],

or EL = 0 and hence also /CD = 0.
The total intensity of the light that passes the knife-edge is:

I = /Ao + /oc + /CD

fr2 fp=[h - -+ +- (1 - kAz sin Dx)] Egb
2 2 k

=2 Egb (1 h + -f ax/'
from which it appears that the image intensity is indeed
proportional to the gradient in the refractive index in the object,
except for a constant term.

However, if h + is smaller than (f.(2)1k, then light of the
diffraction image of order -1 does not pass the knife-edge. We
then have AB =0, so that /AB = 0 and BC =ih + The total
intensity is then:

/ = hc = Eg b + 0(1 - kAz sin S2x). (12)

If we define a critical frequency Qcr for the spatial frequency of the
irregularities on the surface such that light of the image of order -1
only just fails to pass the knife-edge

Qcr = h + 0k/f,

or

k- Oaf
lh+C

Then

per azhc = (ih + - - f ax) (13)

If the spatial frequency of the irregularities Q is smaller than Qcr,
then equation (11) applies and the gradient is proportional to the
intensity of the image. If this condition is satisfied, the three diffrac-
tion images overlap. It is therefore immediately clear that, if the
light source is made larger, the condition for ordinary Schlieren cal-
culations is satisfied up to higher frequencies. The critical frequency
Qcr also increases if is made larger. This means that the knife-edge
should be adjusted so that part of the image of order -1 passes the
knife-edge. If the spatial frequency of the irregularities is greater
than Qcr, then equation (13) applies. There are still intensity differ-
ences in the image, but these are no longer proportional to the grad-
ient, since they are attenuated by a factor of Slur/S2 with respect to
the gradient.

The distance between the zero -order and 1st -order
diffraction images of the source because of periodic
irregularities in the object is d = (A / w)f, where w is the
period of the irregularity and A the wavelength of the
light. The dimension of the image of the source per-
pendicular to the optical axis is h, so that the
Schlieren theory applies when h> (A/ w)f or w/A. > f/h.
Irregularities at a small spacing (w small) can be seen
if f/h is small. Unfortunately, this ratio also sets a

Fig. 5. Principle of the Schlieren microscope. Light from a light
source is projected on to the object 0 by the lenses L1 and L2, the
diaphragms D1 and D2 and the beam-splitter H1. An image of the
source is produced by the objective L3 at the focal plane, where the
knife-edge is located. An image of the object is produced on the
diode array S by lens L4. The second beam-splitter H2 and the eye-
piece Oc are used for focusing at the object. An auxiliary lens L5
can be used for focusing at the back focal plane of the objective,
where the diffraction image can be observed together with the knife-
edge.

limit to the sensitivity of the method for determining
the magnitude of the gradient (see equation 2) and we
cannot therefore go on reducing f/h indefinitely.
Practical values in such a measurement aref = 30 mm,
h = 3 mm. The intensity Mx,y on the screen can be
produced with present-day diode arrays to an accuracy
(AMx,y) of 5 x 10-3.The intensity is proportional to
the gradient in the optical path asopt/ax, which, for
reflecting surfaces, is twice the roughness az/ax on the
surface:

f asopt\ 2f ( Lz)
Mx,y ax ) h ax

The accuracy to which the height differences on the
surface [A (az/ax)] can be determined is therefore
directly related to the accuracy to which the intensities
can be determined:

az h

ax = 2f Mx'Y'

az h 3A -= -
ax 2f AMx'

2 x 30
y - 5 x 10-3 = 2.5 x 10-4 rad.

(14)
The height differences Az can be found by integrating
the gradient az/ax in the x -direction over the surface.

Lai These calculations were made by G. Bouwhuis of Philips
Research Laboratories.
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Fig. 6. The knife-edge K, which is connected to the system by a leaf
spring LS, is correctly positioned by energizing a magnet. The
movement takes place in the direction of the edge (y -direction), per-.
pendicular to the optical axis (z -direction) and takes 50 ms. The
edge of the knife is ground to prevent unwanted reflections in the
direction of the diode array.

The inaccuracy of measurements over a distance of
1 gm (integration over one diode) is

az
Az = A (8x) Ax.

In integration over a number of diodes the inaccuracy
increases with the square of the number of measured
points (statistically independent measurements), so
that

az
Az = 1/Ti A ( 73,-c) Ax.

Roughness measurements over a distance of 10 gm
can be made to an accuracy of 0.75 nm. In profile
measurements over a distance of 500 nm height dif-
ferences can be determined to an accuracy of 5 nm.

The smallest distance in the object over which full
contrast can be observed is w = (f1h),I. = (30/3)0.8p,m
= 8 gm. Since the contrast decreases very slowly with
w, the resolution is of the order of 5 gm.

A Schlieren microscope is illustrated schematically
in fig. 5. The microscope has a conventional illumina-
tion system, consisting of a lamp, two lenses, an
aperture diaphragm and a field diaphragm. The only
difference from a conventional microscope is that the
objective is replaced by an achromatic lens with a
focal length of 30 mm and a numerical aperture of
0.2. This is necessary because it is not possible to
place the knife-edge in the focal plane of a conven-
tional microscope objective. The total magnification
produced by the objective and the second lens of the
imaging system is 13 times. The first beam-splitter,
Hi, is used for illuminating the object, the second
one, H2, is required for viewing the image through an

eyepiece and for focusing the microscope on the
object. Since an experiment consists of four measure-
ments, two with the knife-edge and two without it, it
must be possible to reposition the knife-edge at
exactly the same place after it has been removed from
the microscope. The light intensity is measured to an
accuracy of 0.1%, so that the reproducibility of the
position of the knife-edge must also be 0.1%. This
means that the position of the knife-edge must be ad-
justable within 1 gm of the optical axis, i.e. 0.1% of
the dimension of the image of the source. The design
of the knife-edge can be seen in fig. 6. It is attached to
the optical system by two screws and a leaf spring.
This meets the requirement that the knife-edge must
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Fig. 7. a) A measurement of the height differences (z) of a highly
polished surface as a function of position (x) on a line across the
surface. The two curves represent two measurements made with the
Schlieren microscope along the same line on the surface. In this
case the surface asperities are of interest. The results of the meas-
urements are digitally filtered with a highpass filter. This means that
height variations of long wavelength (profiles) cannot be accurately
reproduced. This appears from the fact that the two curves do not
coincide, whereas small variations (roughness) in the two curves are
indicated in the same way. b) A measurement of the height
differences (z) on a surface that has been machined on a high -
precision lathe by a diamond tool of radius 1 mm. This operation
produces a pattern of grooves on the surface (see inset), with a pitch
of 20 gm. The sharp edges found in such patterns are not visible
because a lowpass filter cuts off the high spatial frequencies in these
measurements.
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always coincide with the optical axis to an accuracy of
better than 1 gm.

The optical system alone as described above is not
sufficient for making quantitative measurements. The
light intensities are determined by a linear array of
1024 diodes, with a dynamic range better than 0.1%.
The measured values are converted by an analog/digi-
tal converter into words of 10 bits and stored in the
memory of a microcomputer. The microcomputer
controls the measurements, checks the state of the
components of the system and performs simple arith-
metical operations (e.g. averaging). The actual calcu-
lations, the conversion of light intensities into grad-
ients and height differences, and the numerical pro-
cessing of the profile data, e.g. filtering or the deter-
mination of autocorrelation diagrams or Fourier spec-
tra of the profile, is performed on a minicomputer.
Fig. 7 gives two examples of results obtained with the
Schlieren microscope. Fig. 7a shows the roughness of
a very smoothly polished surface, and fig. 7b the pat-
tern of grooves produced on a surface by a tool in a
high -precision lathe.

The employment of the Schlieren method in a
microscope is only one of the possible applications.
Similar methods (e.g. the Foucault method) can be
used for quantitative measurements in the same way
as described above. The method can also prove useful
in cases where it is necessary to determine whether
products meet certain criteria. In such a situation a
perfect workpiece can be used as a reference surface.
Any variations from the standard can then be immed-
iately identified.

Summary. The Schlieren method, originally only used as a qualita-
tive method for displaying the presence of gradients in the refractive
index of transparent objects, is used for determining the shape and
roughness of surfaces. A gradient in the refractive index is made
visible by screening off a part of a light beam incident on an object.
Accurate diodes for measuring the light intensity and the use of
computers now make it possible to employ this method for quanti-
tative determinations as well. The optical components do not have
to satisfy any special conditions. Differential measurements are
used, to correct for any imperfection in these components. The
principle of the method has been successfully applied in a micro-
scope. It is easy to use and insensitive to vibration, and therefore
suitable for use in production conditions.
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Television test decor

Picture quality with existing television technology is
usually good. However, certain types of scene are no-
toriously difficult to capture and reproduce truly faith-
fully. Difficulties can arise if there are very large con-
trasts in brightness, strongly saturated colours, finely
detailed patterns or highly reflecting surfaces. Re-
search on new and better television systems does not
only consist of theoretical studies, there are extensive
experimental tests as well. To give the clearest possible

comparison with existing systems, special studio decors
are used. These contain as much 'difficult' scene mat-
erial as possible, and the visual effect can be rather start-
ling. The photograph shows some experimental test
decor recently in use in the television studio at Philips
Research Laboratories, Eindhoven. (In the next issue
of this journal we shall give a detailed account of a
new high -definition television system, HD -MAC,
which gives greatly improved picture quality.)
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HD -MAC: a step forward in the evolution
of television technology

M. J. J. C. Annegarn, J. P. Arragon, G. de Haan,
J. H. C. van Heuven and R. N. Jackson

The first experiments with television were made about a hundred years ago, and were mainly
based on mechanical devices such as the Nipkow disc. Then in the thirties of this century
purely electronic solutions became available for all the elementary problems of image transfer.
From that time, in its triumphal progress, television has marched on, and on. Now there are
some 500 000000 television receivers throughout the world. Yet the end of the road is still over
the horizon: with broadcasting satellites, chips and advanced signal -processing methods, new
perspectives have opened before us - literally and figuratively. From a purely technical point
of view the possibilities for the future seem to be virtually unbounded. However, for quite
other reasons (economic ones especially) it is vitally important that the development should be
evolutionary rather than revolutionary. In the article below a new television system of such an
evolutionary nature is described.

A map of the world showing the television system
used in each country looks something like a patchwork
quilt. To start with, some systems have 30 pictures
(frames) per second, with 525 lines per picture, where-
as others have 25 pictures per second, with 625 lines
per picture. Then there are three different standards at
present for transmitting colour pictures: NTSC, PAL
and SECAM. Recently, for use in television broad-
casting satellites and cable systems, a 'family' of
MAC systems (MAC stands for Multiplexed Analog
Components) has been added Eli. There are also many
smaller differences, e.g. in the methods used for in-
cluding the sound, for encoding the stereo sound
information and for handling teletext and videotex.
Clearly, in spite of all the international agreements
and recommendations, the situation is very varied,

Ir M. J. J. C. Annegarn and Ir G. de Haan are with Philips Research
Laboratories, Eindhoven; J. P. Arragon, Ingenieur LS.E.P., is with
Laboratoires d'Electronique et de Physique Appliquee (LEP),
Limeil-Brevannes, France; Ir J. H. C. van Heuven is with the
Consumer Electronics Division, Philips NPB, Eindhoven and R. N.
Jackson, F.LE.E., is with Philips Research Laboratories (PRL),
Redhill, Surrey, England.

and this is far from ideal. The undesirable conse-
quences of this are becoming more and more noticeable
as the exchange of picture information by electronic
methods becomes more common. Although conver-
sion of one type of television signal into another is
always possible in principle (and is often used in
practice), complicated professional equipment is
generally required, and loss of quality cannot always
be avoided.

But another, and in fact more fundamental, criti-
cism can be made of the situation just described. Tele-
vision is sometimes called 'the window on the world'.
However, it is a very small window giving only a
limited experience of reality. It can .be shown that
larger, sharper pictures greatly improve the viewing
experience - with a difference that is of the same
order of magnitude as was the addition of colour to
monochrome TV. Unfortunately the existing TV sys-
tems were not designed for producing adequate pic-

('1 H. Mertens and D. Wood, Standards proposed by the EBU
for satellite broadcasting and cable distribution, J. IERE 56,
53-61, 1986.
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ture quality when used with large -screen displays.
What is needed, therefore, is a new and improved tele-
vision signal that satisfies a 'high -definition' broadcast
standard and is known as an HDTV broadcast signal.

There is yet another important point: much of the
picture material intended for transmission by televi-
sion is initially recorded (`produced') on photographic
film, because the quality on film is superior to that of
the present television standards. It will only be pos-
sible to change this situation by using a considerably
improved and as yet not agreed (electronic) 'high -
definition' production standard.

There is therefore a clear need for a new television
standard that will make HDTV possible, and it is most
important to achieve the best possible world-wide
consensus here. However, it is at present a matter of
debate whether the HDTV broadcast standard should
in fact be exactly the same as the HDTV production
standard, in spite of the close relationships between
the two. For an HDTV broadcast standard it is impor-
tant that the vast quantities of existing consumer
equipment should not suddenly be made obsolete:
existing equipment must be capable of processing any
improved signals to give the quality now attainable.
In other words, this standard should permit a gradual
(`evolutionary') progress towards equipment with im-
proved picture quality (2] [31. This could perhaps imply
that a single world standard for HDTV broadcasting
might not be sufficient: for example in relation to the
picture frequency it might be better to consciously
retain the existing 25-Hz/30-Hz frontier. The HDTV
production standard, on the other hand, should be so
universal that it will permit conversion without loss of
picture quality to any other existing standard (thus in-
cluding any accepted HDTV broadcast standard).

In this article we should like to show, as an example,
how an HDTV broadcast standard could be based on
the standardized MAC family. First, however, we
shall pause briefly to look at HDTV in general. Next,
we shall give a short description of the existing MAC
family, which we shall usually call the 'MAC/packet'
system from now on. The remaining - and longest -
part of this article will be devoted to the equipment
and the special signal -processing operations that are
required to obtain the desired high -definition quality
with this system.

High -definition television (HDTV)

The term 'high -definition television' is not new; it
was used some fifty years ago by a British government
committee to refer to all television systems that used
more than 240 lines. Today we take it to mean some-
thing quite different. HDTV means satisfying the need

for an enhanced viewing experience by providing
large, high -quality pictures. To do this we must im-
prove present television quality in the following res-
pects:
 an improvement in the resolution in the vertical and
horizontal directions by a factor of about two;
 suppression of the undesirable interaction between
chrominance and luminance information (` cross -

colour' and 'cross -luminance');
 an increase in the aspect ratio (this is the ratio of
picture width to picture height, and is now 4:3) to
16:9 to give greater compatibility with cine images
and the characteristics of the human eye;
 stereophonic sound with 'hi-fi' quality.
Experiments have shown that the first two improve-
ments allow a considerably larger picture to be used
for the display, and in combination with the change in
aspect ratio this gives a greater involvement of the
viewer. None of the three older colour -television stan-
dards PAL, NTSC and SECAM is suitable for the full
attainment of the above improvements. Fortunately,
however, this does seem to be possible within the
newer MAC television standard. This opens the way
for a gradual transition to HDTV, with existing equip-
ment remaining fully serviceable and providing the
quality for which it was originally designed (41.

Multiplexed Analog Components (MAC)

With the prospect of geostationary terrestrial satel-
lites as 'suspended' television transmitters, which
transmit the signal directly to the individual television
viewers (`direct -broadcasting satellites'), the need
arose a few years ago for a new television broadcast
standard. As far back as 1977 international agree-
ments were concluded at the World Administrative
Radio Conference (WARC) about the available fre-
quency band and the permitted signal level for each
television channel. The European countries were each
allocated five channels with a bandwidth of 27 MHz
in the frequency range around 12 GHz. For these
channels, mainly because of the maximum permissible
transmitted power, frequency modulation (FM) is the
best modulation method. This means, however, that
the noise appearing on reception has the character-
istic triangular spectral shape associated with FM, so
that the noise power increases linearly with the fre-
quency. In the existing PAL/NTSC/SECAM systems,
however, it is the higher frequencies that carry the
chrominance and sound information, so that these are
relatively the most affected by this FM noise (fig. 1).

Quite apart from this, the long range of satellite
transmitters creates almost automatically a need for
more sound channels and more arrangements for sub-
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titling than exist in conventional transmitters. More-
over, it is highly desirable to be able to 'encode' televi-
sion signals in a simple and reliable way so that certain
programmes can only be obtained after extra payment
(pay TV and subscriber TV). A solution for all these
problems and special features has been found in the
form of the MAC/packet system. This system has the
same scanning structure as conventional TV systems,
i.e. 625 lines per picture, 25 pictures per second and
2:1 interlacing [51. The most fundamental character-
istic of a MAC television signal, however, is that all
the types of information - such as luminance, chrom-
inance and sound - occur alternately (in 'time -divi-
sion multiplex') and only become simultaneously
available again on display. To make this possible the
conventional luminance signal Y and the conven-

S

0 fl 5MHz f2
f

Fig. 1. General diagram of the frequency spectrum P of a colour -
television signal in one of the current systems PAL, NTSC and
SECAM. Y luminance information. C colour information. S sound
information. N triangular noise resulting from frequency modul-
ation. fl, f2 subcarrier frequencies for C and S respectively.

a

b

121.ts.4 -444

Y (x312)

521..ts

Fig. 2. In the MAC system each line period of 64 is contains one of
the two colour -difference signals U or V and the luminance signal Y
in a compressed form, one after the other. Two combinations of
compression factors are possible: a) 3 and 3/2, or b) 5 and 5/4. The
rest of the line period (the flyback time D) is used for sound signals,
synchronization signals, etc.

4
751 bits

31 720

Fig. 3. The sound and other digital information are included in the
MAC signal as packets of 751 bits, with 720 bits representing actual
information. The bit rate is l0 or 201 MHz. One packet is distri-
buted over about 8 or about 4 line -flyback times respectively.

tional chrominance signals U and V are compressed in
time, so that they then fit together, one after the other,
into the same time interval as before (`the line period';
fig. 2). Each line period, moreover, contains only U
or V, in alternate sequence. Because of the time com-
pression the bandwidth increases proportionately. Two
possible combinations of compression factors have
been selected: a compression factor of 3/2 for Y com-
bined with a compression factor of 3 for U and V or a
factor of 5/4 for Y and a factor of 5 for U and V. In
this latter case, a greater bandwidth for the Y infor-
mation is available for a given bandwidth of the com-
pressed signal, at the expense of a reduced bandwidth
for U and V.

One of the great advantages of a MAC television
signal is that in principle there is now no question of
cross -colour and cross -luminance, because luminance
information and chrominance information are no
longer present simultaneously in the signal. Moreover,
it is also easier to take advantage of the full band-
width of the luminance and chrominance signals after
reception, so that a MAC signal alone (i.e. without
specific HDTV measures) can give a better picture
quality than existing systems.

During each line period (in the line -flyback time)
there is also room for sound information (4 to 8 mono
channels), synchronization and various forms of
digital information (` data'). The sound is digitally
encoded to 'hi-fi' quality. The sound and the data
are divided up into 'packets' (whence the name
MAC/packet system) of 751 bits. Of these, 31 bits re-
present auxiliary information (the opening or 'header')
and the remaining 720 bits serve as the actual infor-
mation (see fig. 3). The header mainly indicates the
kind of information transmitted in the packet. Each
packet extends over more than one line -flyback time.
In the field -flyback times more space is reserved for

[2]

[4]

[6]

H. Mertens, The future evolution of broadcasting standards
(The 1984 Shoenberg Memorial Lecture of the Royal Tele-
vision Society), Television (J.R. Relev. Soc.) 22, 4-12, 1985;
C. J. van der Klugt, New television standards: revolution or
evolution (The 1985 Shoenberg Memorial Lecture of the ROyal
Television Society), Television (J.R. Telev. Soc.) 23, 6-12, 1986.
C. P. Sandbank and I. Childs, The evolution towards high -
definition television, Proc. IEEE 73, 638-645, 1985.
M. J. J. C. Annegarn, J. P. Arragon and R. N. Jackson, High
definition MAC: the compatible route to HDTV, paper pre-
sented at the International Broadcasting Convention, Brighton
1986;
G. M. X. Fernando and D. W. Parker, Improved display con-
version for high definition MAC, paper presented at the Inter-
national Broadcasting Convention, Brighton 1986;
G. de Haan and W. Crooymans, Subsampling techniques for
high definition MAC, paper presented at the International
Broadcasting Convention, Brighton 1986;
F. Fonsalas and J. Y. Lejard, A method for chrominance con-
tour enhancement applied to HD -MAC television pictures,
paper presented at the International Broadcasting Convention,
Brighton 1986.
A similar system also exists for 525 lines per picture and 30 pic-
tures per second.
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other extra information (such as teletext and subtitles)
and - perhaps at least as important - information
about the precise way in which the MAC signal has
been built up from various signal components (fig. 4).
For example, in addition to the conventional aspect
ratio of 4:3 an aspect ratio of 16:9 is permitted in the
MAC/packet system. Since this is possible with each
of the two combinations of time -compression factors
mentioned earlier, there are already a total of four
different kinds of picture coding in the MAC/packet
system. The extra information transmitted creates a
large measure of flexibility, which at the same time
opens the way for a gradual evolution to HDTV dis-
play of suitably encoded MAC/packet signals. This
will be explained further in the following section.

line 1

line 2

line 623

line 624

line625

first.-start of packet

vision signal
-

sound and data (99 bits) '
\s- line sync word (6 bits)

end of last packet (no. 82)

spare (95 bits)

CMspare (67 bits)-...-(32
clock run in
.732 bits) (64 bits)

frame sync word

CM = clamp marker
RS = reference signals
SID = service identification data

SID-'

Fig. 4. General arrangement of a complete frame for a member of
the MAC/packet family (`D2 -MAC), corresponding to a complete
television picture of 625 lines. The intervals that correspond to one
line period are shown here one above the other; in fact the picture
information occupies about 5/6 of the line period (see fig. 2).

High -Definition MAC (HD -MAC)

A schematic, but almost self-explanatory presenta-
tion of the possibilities of the MAC signal standard
can be found in fig. 5. Fig. 5a shows a simple MAC
television system. A television picture, consisting of
625 lines per picture, with 2:1 interlacing, 50 fields
(rasters) per second, a bandwidth of about 5 MHz for
the luminance signal and an aspect ratio of 4:3, is gen-
erated in a camera. The signals pass through a MAC
encoder, a standard MAC channel (e.g. a broadcast
satellite) and a MAC decoder, to produce eventually a
good picture on a standard receiver. Fig. 5b shows an
HDTV system in which the same standard MAC chan-
nel is used. At the transmitting end, however, an
HDTV camera is now used, with 1250 lines per pic-
ture, 2:1 interlacing, 50 fields per second, a Y band-

width of 20 MHz and an aspect ratio of 16:9. A signal
that can be transmitted via the standard channel is
derived from the camera via an HD -MAC encoder. At
the receiving end a picture of HDTV quality can be
displayed with the aid of a special HD -MAC decoder
and a special receiver; the signal that originates from
the standard MAC channel can however also be pro-
cessed to give the conventional quality by standard
MAC equipment. Fig. 5b shows clearly the 'down-
ward compatibility' of the HD -MAC approach. The
key to proper operation is to be found in the special
HD -MAC encoder and decoder. In the following sec-
tions we shall therefore look more closely at these cir-
cuits and the signal -processing theory on which they
are based.

Television signal processing

The essence of generating a television signal is the
conversion of an image, generally moving, into an
electrical signal. For the moment we shall confine our-
selves to the luminance information from the picture,
which in both monochrome and colour television is
represented by a single signal s(t).

The picture is usually considered as an intensity
function I(x,y,t), where x is an independent variable
in the horizontal direction, y is an independent
variable in the vertical direction and t is time. The con-
version of I(x,y,t) into s(t) is made by means of a line
scan, in much the same way as our eyes scan when we
read the successive pages of a book. In the acquisition
of the image (and later when it is displayed) this scan
corresponds essentially to a discretization of the vari-
ables y and t, or in other words, to a double 'sam-
pling' by vertical position and time. This leads to cer-
tain peculiarities that are not fully taken into account
in existing television systems. The subdivision of a
picture into horizontal lines, for example, means that
the television camera cannot distinguish between a
uniform white surface and a fine pattern of horizontal
black and white lines if it so happens that only the
white lines are scanned. Also, the subdivision of a
moving scene into a series of successive separate im-
ages means that changes that occur in the interval be-
tween two images are not observed, whereas certain
parts of stationary images tend to show a periodically
varying intensity on display (`large -area flicker'). By
taking better account of the peculiarities of the
scanning process a considerable improvement in the
picture quality of television can be obtained (61. We
shall describe this in the section 'Improvement of the
resolution in the vertical direction'.

As long as most of the signal processing in televi-
sion is 'analog', there is no discretization or sampling



Philips Tech. Rev. 43, No. 8 HD -MAC 201

in the x -direction. As soon as analog -to -digital con-
version comes into play, there is sampling in that
direction as well. Then, if the sampling theorem is not
satisfied, we run into the danger of certain additional
unwanted effects occurring. However, by deliberately
applying ' sub-Nyquist sampling', we can again obtain
a considerable improvement in picture quality, par-
ticularly for stationary images, at practically the same
sampling rate. We shall consider this more closely in
the section 'Improvement of the resolution in the
horizontal direction' .

standard
camera

625/2:1/50
5 MHz 14: 3

a

HDTV
camera

125012:1150
20 MHz116: 9

b

MAC

encoder

HD -MAC

encoder

To describe the various types of signal processing of
images and their consequences, we can make good use
of the concept of frequency. However, there are now
three kinds of frequencies. First of all, there is the ver-
tical frequency fy, which we express in cycles per pic-
ture height or c/ph and the horizontal frequency fx,
which we express in cycles per picture width or c/pw.
In addition to these there is the temporal frequency
expressed in Hz, which indicates how fast the image
intensity changes as a function of time. We can illus-
trate the concepts of horizontal and vertical frequency

NN4

MAC

decoder

HD -MAC
decoder

MAC
decoder

TV

625/2:1/50
5MHz 14: 3

HDTV

1250/2:1/50
20 MHz/16:9

TV

625/2:1/50
5MHz 14: 3

Fig. 5. a) With standard equipment for encoding and decoding MAC signals good television
quality can be obtained via broadcasting satellites. b) By using an HDTV camera and an
HD -MAC encoder at the transmitting end it is possible - depending on the receiving equipment -
to obtain both a standard -quality display and the much better 'high -definition' quality.

f, [c/pwj

0 1 2

fy

tc /phi

0

1 5 9
Fig. 6. The concepts of 'horizontal frequency' f., and 'vertical fre-
quency' f, expressed in number of cycles per picture width (c/pw)
and number of cycles per picture height (c/ph) can easily be recog-
nized from these simple stationary images. For simplicity the sinu-
soidal variation in luminance between maximum white and maxi-
mum black is replaced here by a stepwise variation.

with the aid of a number of stationary images (so that
ft = 0); see fig. 6. Until further notice we shall limit
our considerations mainly to stationary and - as we
stated earlier - monochrome images.

Television signal spectra

The concept of 'sampling' is of central importance
in a detailed analysis of signal processing in television.
The sampling theorem for simple one-dimensional
signals (such as a mono audio signal) is well known:
no information is lost on sampling provided that the
sampling frequency is at least twice that of the highest

B. Wendland, High definition television studies on compatible
basis with present standards, in: Television technology in the
80's, SMPTE, New York 1981, pp. 151-165;
B. Wendland, Extended definition television with high picture
quality, SMPTE J. 92, 1028-1035, 1983;
G. J. Tonge, The television scanning process, SMPTE J. 93,
657-666, 1984.
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frequency in the sampled signal. The spectrum of the
sampled signal then consists of an infinitely extending
periodic repetition of the original signal spectrum.
The original signal can be reconstructed exactly from
this with an ideal lowpass filter LP. This is illustrated
in fig. 7a and b. Fig. 7c shows a situation in which the
sampling theorem is not satisfied; now aliasing or
folding distortion occurs and the original signal can-
not be reconstructed. It is also interesting to note here
that a shift in the sampling times by half the sampling
interval (fig. 7d) multiplies alternate periodic repeti-
tions by a factor of -1. By adding SI*(f ) and S2 *(f)
from fig. 7c and d we can however recover S *(f) from
fig. 7b exactly, without aliasing. This is because

s*(t) = si*(t) + s2*(t),

and therefore

S*(f) = S1*(f ) + S2*(f)

The same principle can be very usefully applied in tele-
vision. However, things are rather more complicated
because we are dealing with three frequencies, fx, fy
and ft. These frequencies can be plotted along three
axes perpendicular to one another. Any moving scene
can thus be represented as a three-dimensional body
(a 'three-dimensional spectrum') located around the
origin (fig. 8a). The bounding planes of this body in-
dicate the limiting values which we wish to consider
for each of the three frequencies. A stationary image
with limited detail, for example, is characterized by a
finite part of the (fx,fy)-plane, and a moving image
that only consists of infinitely long vertical lines is
bounded by the (fx,f)-plane. The different stages in
the processing of television signals can now be clearly
demonstrated within this context:
 Scanning in a horizontal line pattern is sampling in
the vertical direction and gives a periodic repetition
of the spectrum along the fraxis, with a period pro-
portional to the number of lines A.
 Breaking a scene down into successive images is
sampling in time and gives a periodic repetition of the
spectrum along theft -axis, with a period proportional
to the picture frequency ft,.
 Any analog -to -digital conversion leads to repetition
of the spectrum along the fx-axis, with the period
determined by the number of samples on each line.
If more than one of these three types of sampling
occur at the same time, then there is periodic repeti-
tion of the spectrum in more than one direction, of
course; see fig. 8b. In each of these spectral repetitions
aliasing can arise (especially in the fx- and frdirec-
tions) and this degrades the final picture. If there was
no kind of aliasing at all on display, and all the
periodic spectral repetitions could be completely re-

moved, then we would be able to recover the original
scene absolutely faithfully without line structure or
flicker, for example. The objective in HDTV is to
approach this situation as closely as possible. Here we
make extensive use of operations that we can charac-
terize as manipulations of the spectrum - especially
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Fig. 7. a) Analog signal s(t) and the associated frequency spectrum
S(f). b) After sampling the signal s*(1) is obtained with frequency
spectrum S*(f). If the sampling theorem is satisfied, the original
signal s(t) can be reconstructed with an ideal lowpass filter LP.
c) and d) If the sampling theorem is not satisfied, there is aliasing in
the frequency spectrum: parts of the spectrum overlap. By adding
S1*(f) and Se(i), however, S*(f) can be recovered accurately.

as filtering. Therefore it is useful to distinguish be-
tween a number of types of filtering, and we should
remember that filtering (in the classical sense as well)
amounts to the combination (e.g. averaging) of the
information from a number of different pixels. If we
only combine pixels on the same line, we refer to hori-
zontal filtering. We can represent this in the (fx, fy, fr)-
space by means of planes that are parallel to the
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(ft,fy)-plane. The effect is shown in fig. 9a of an ideal
horizontal lowpass filter with a cut-off frequency of
fxi on the spectrum S(fx,fy,ft) of fig. 8a. In a similar
way we refer to vertical filtering if the combined pixels

a

b

Fig. 8. a) By making use of the horizontal frequency fx, the vertical
frequency h and the temporal frequency fr we can produce a three-
dimensional representation of any scene. The surface S(fx,fy,ii)
indicates the limiting values in all directions for the frequencies to
be considered. b) On sampling there is periodic repetition of the
spectrum along the frequency axis corresponding to the dimension
(horizontal position, vertical position or time) in which the discreti-
zation occurs. Aliasing can occur here, just as in fig. 7. This diagram
shows the first spectral repetitions that occur in the discretization of
the scene in terms of vertical position and time; it is assumed here
that we have f lines per picture and fp pictures per second.

in successive lines lie directly one above or below the
other.

The term temporal filtering indicates that the only
pixels combined in the filtering are those that relate to
the same position in successive images. By including
more than one kind of pixel in the same filtering pro-

cess we can obtain various kinds of combined filter-
ing, such as horizontal -temporal or vertical -temporal
filtering. The general term spatio-temporal filtering is
also used in these cases.

-to

CI

b

WO

1

I 0 -0. fx
-fxl fxl

C

Fig. 9. a) An ideal horizontal lowpass filter with cut-off frequency
fXi restricts the spectrum of fig. 8a in the x -direction to the interval
( -fxhixi). b) Two-dimensional representation of the ideal hori-
zontal lowpass filter. c) Conventional one-dimensional represen-
tation H(fx) of the same filter characteristic.

Fortunately we do not always have to deal with
three-dimensional spectra; we can frequently make do
with a two-dimensional cross-section, since all the
relevant information can be derived from this. The
ideal horizontal lowpass filter is shown in fig. 9b as a
two-dimensional filter. (In this case, in fact, the con-
ventional one-dimensional representation alone is
sufficient; fig. 9c.)



204 M. J. J. C. ANNEGARN et al. Philips Tech. Rev. 43, No. 8

Improvement of the resolution in the vertical direction

It has been known since 1934 [71 that a television
picture built up from horizontal lines has a much
worse resolution in the vertical direction than might at
first sight be expected. For example, it has been found
from subjective tests that with 100 scanning lines a
scene consisting of a maximum of 32 black horizontal
lines and 32 white horizontal lines (and not the ex-
pected 2 x 50 lines) can be displayed successfully. This
loss of 'sharpness' in the vertical direction we call the
`Kell effect'. It can be expressed by the 'Kell factor',
which can vary from 0.5 to 0.7 depending on various
circumstances. If the Kell factor could be made equal
to 1, it would be possible to achieve a considerable
improvement in the quality of the existing television
pictures and hence make a significant step in the direc-
tion of HDTV. What exactly causes the Kell effect? Let
us look at the spectrum in the (ft,fy)-plane of a tele-
vision image consisting of f, = 625 lines, which are
scanned sequentially at a picture frequency of 50 Hz.
This spectrum looks like the diagram of fig. 10a.

It can happen that in considering vertical frequencies account is
only taken of the number of active lines instead of the total number
of lines in the picture, as we shall usually do in this article. In a sys-
tem with 625 lines, for example, the number of active lines is 575;
the change to this other approach means that all vertical frequencies
should be multiplied by a constant factor of 575/625 = 0.92.

In yet another approach reference is made to the number of pixels
Nv that can be distinguished in the vertical direction; this number
corresponds to twice the highest possible vertical frequency fy,max
that can be displayed with the given number of active lines Nact. In
the most favourable case (Kell factor = 1):

and therefore

fy,max = Nact/2

Nv = Nam 

In general, however, Nv will have a smaller value.

In scanning, interlacing is generally used, to limit
the bandwidth of the final television signal. This gives
a spectrum like the one shown in fig. 10b. In both
cases the frequencies that can be observed with the
human eye fall within the dashed circle drawn around
the origin 0. We therefore 'see' not only the desired
spectrum (centred on 0), but also parts of the spectral
repetitions around the points A, B and C. The spectra
around A give rise to large -area flicker; the spectra
around B are responsible for the visiblity of the (static)
line structure and the spectra around C lead to line
flicker and an apparent vertical movement of the line
structure (line crawl). And in fact the situation is
worse than it appears from fig. 10. In the television
pictures now generally used the original spectrum

extends beyond 314 c/ph in the vertical direction.
This means that the 'repeat spectra' also overlap and
therefore give rise to aliasing. It is in fact these spec-
tral repetitions and aliasing in the vertical direction
that cause the Kell effect. (In passing, we should men-
tion that for very rapidly changing images comparable

fy

a

Fig. 10. a) Cross-section at f., = 0 of the three-dimensional spec-
trum of a television signal that has been built up from 625 lines per
picture and 50 pictures per second (without interlacing). b) As in (a)
but now with 2:1 interlacing; there are now 50 fields and 25 com-
plete pictures per second. The spectrum of the original scene is con-
centrated around the origin 0; the spectral repetitions at A cause
large -area flicker, the ones at B are responsible for the visibility of
the (static) line structure and those at C lead to line flicker and an
apparent movement of the line pattern. The dashed circles give a
rough indication of the limits of perception of the human eye under
normal viewing conditions.

effects arise in the ft -direction; however, these are
much less of a nuisance.)

By starting with a camera with 2f, lines instead of
the usual number f, but still with 2:1 interlacing and
using a number of processing operations, we can ob-
tain a very interesting television signal with fy lines
and 2:1 interlacing. This signal has no vertical aliasing
and can be transmitted and displayed with standard
equipment for f, lines. Yet the quality of the displayed
picture is improved, because some of the Kell effect
has been eliminated. However, the same signal can
also be used, after a number of additional processing
operations in the receiver, for display with 2f, lines,
and then the Kell effect can be completely eliminated.

The successive stages in this process are shown in
the block diagram of fig. 11 and the spectra of fig. 12
for a system starting with a camera signal with 1250
lines, 2:1 interlacing and a field frequency of 50 Hz
(designated as 1250/2:1/50 for brevity). With the aid
of a number of memories a non -interlaced (i.e.
`sequential') signal with 1250 lines is first generated
from this in a 'scan converter'. In this conversion

(71 R. D. Kell, A. V. Bedford and M. A. Trainer, An experimental
television system, Proc. I.R.E. 22, 1246-1265, 1934.
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125012:1150 scan
conversion

1250/1:1/50 vertical.
filtering

1250/1:1/50 decimation
(2x)

625/1:1/50
interlacing

2:1 1:1

a b C d

625/2:1/50

1250/2:1/50 125011:1150 vertical 125011:1150 interpolation 62511:1150 scan
interlacing filtering (2x) conversion04 41 4

2:1 -1. 1:1
h g f

fy

g 1250/2:1/50

fy

1250/2:1/50

Fig. 11. By starting from a television signal of type 1250/2:1/50, followed by scan conversion
(changing from an interlaced picture to a sequential one), vertical filtering, decimation (halving
the number of lines) and then interlacing again a signal of type 625/2:1/50 can be obtained in
which there is no aliasing in the vertical direction. This signal can be displayed on a standard tele-
vision set. However, by carrying out a number of operations complementary to the ones we have
just mentioned, it is possible to obtain another signal of type 1250/2:1/50 that is completely free
from Kell effects and therefore represents a considerable improvement in quality. The spectra of
the signals a, b, ... are shown in fig. 12.

fyV
O 1250

A AL A
1I NI
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b 125011:1150 c 1250/1:1/50
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Fig. 12. Two-dimensional spectra in the (fi,fy)-plane at various points in the block diagram of
fig. 11. The letters a, b, . . . correspond in these two figures. (In this figure the limits of human
visual perception appear as an ellipse instead of a circle as a result of the altered scale division in
the vertical direction.)

625/2:1/50
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something similar takes place to what we saw for one-
dimensional spectra in fig. 7: by combining two dis-
crete signals - representing odd fields and even fields
respectively - that contain essentially the same infor-
mation, certain spectral repetitions (at least for sta-
tionary images) can completely compensate one an-
other. Next, the original spectrum is limited to fre-
quencies below 3121 c/ph by purely vertical filtering.
After this the number of lines can be reduced to 625 by
simply omitting every other line (625/1:1/50). From
this sequential signal an interlaced signal can be ob-
tained (625/2:1/50) that is compatible with conven-
tional television signals. Because of the vertical filter-
ing there is no longer any aliasing in this signal in the
fy-direction, but there are still vertical spectral repeti-
tions within the perceptual range of the eye (dashed
ellipse).

In the form now reached the signal can be trans-
mitted or stored by all the conventional methods. For
optimum display we carry out the following extra
operations. First we go from an interlaced signal
(625/2:1/50) to a sequential signal (625/1:1/50). Then,
with the aid of a vertical 'interpolating' filter [81, we
produce in two steps a sequential signal with twice the
number of lines (1250/1:1/50) and from which half
of the total of spectral repetitions are removed. Fin-
ally, we derive an interlaced signal again from this
(1250/2:1/50). Because of the interlacing new spectral
repetitions appear, but these contain no purely ver-
tical frequencies. There are now no spectral repeti-
tions or overlaps in the vertical direction within the
perceptual range of the eye: the Kell effect has there-
fore been eliminated.

Improvement of the resolution in the horizontal
direction

In the standard MAC/packet system the complete
television signal after time compression. (and hence
before the FM processing) can have a bandwidth of
about 8.4 MHz. We should now like to concentrate
our attention on systems with a time -compres-
sion factor of 5/4 for the luminance signal; this
means that before time compression a bandwidth of
4/5 x 8.4 MHz = 6.75 MHz is available. How can we
obtain from this the best possible resolution in the
horizontal direction? Let us consider a television sig-
nal of the type 625/2:1/50. To permit the time com-
pression to be carried out this signal is sampled; a pos-
sibility for this is indicated in fig. 13a (crosses for the
even fields and squares for the odd fields); if (as here)
the pixels to be sampled are in a rectangular pattern in
each field, this is called 'orthogonal sampling'. For sta-
tionary images we can combine the samples from dif-

ferent fields with one another in the receiver and hence
halve the actual vertical distance between the samples.

We can now use the (fx,fy)-plane to express the
maximum resolution in both horizontal and vertical
direction: this is exactly equal to the maximum fre-
quency range to which we have to limit the spectrum
of the television signal if we wish to avoid aliasing as a
result of spectral repetitions. (Strictly speaking, we
are of course dealing with a three-dimensional spec-
trum [91 again; but now we are confining ourselves to
the plane ft = 0.) We consider a picture of height h
and width w. At a line spacing (within one field) of Ay
and a horizontal spacing of Ax between the samples
we find that the maximum resolution for stationary
images is given by a rectangle of height 2h/Ay and
width w/Ax around the origin (fig. 13b). In the display
of moving images, we cannot simply combine samples
from different fields with one another, since we then
get movement blur. This means that without special
measures the maximum resolution in the vertical direc-
tion for moving images is only half that for stationary
images. (See also the section 'Moving images'.)

0-1ux
1.."1

x x x x

,dy 10 o 0000
-X X X X X X000000

X x x x x x

00000
x = samples in field 2n
o = samples in field 2n+1

Fig. 13. a) Orthogonal sampling of a television picture. The crosses
represent the samples taken in an even field and the squares repre-
sent the samples taken from the odd fields. The relative line spacing
within one field is AM and the relative horizontal spacing is Ax/w,
where h and w represent the height and width of the picture respec-
tively. b) The maximum attainable resolution can be indicated in
the (fx,fy)-plane. It corresponds to the maximum dimensions of the
region in which we can prevent aliasing by performing the appro-
priate operations. Since image signals from successive fields can be
combined for stationary images, the resolution in the vertical direc-
tion in this case (////) is twice as large as for moving images (\\\\).

There is of course a very direct relation between the horizontal
sampling distance and the sampling rate lir (in Hz) used in taking
the samples. This is

- [c/pw] - [Hz].

We can therefore think of the fx-axis as having a scale in hertz. This
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can sometimes be extremely useful: for example a horizontal low-
pass filter with a passband up to K/r (in Hz) has - expressed in
another way -a passband up to Kw/1x (in c/pw).

In some treatments the starting point is not the total picture
height h and total picture width w, but only the active portion of
the picture is considered (i.e. excluding the flyback times). We have
already come across this for the vertical direction in the small print
of p. 8. By analogy with the concept of active lines we can also refer
to the active picture width wan and relate the horizontal frequency
to this. Such an approach is particularly useful if we want to refer
to the number of pixels NH in the horizontal direction, since this
has a maximum value of

In general, however, NH
of horizontal filtering.

Wan
NH = .

Ox

will have a smaller value, e.g. as a result

A much more interesting situation arises when a
sampling pattern like the number 5 on a dice is used in
sampling each field; fig. 14a. This is called 'quincunx

h
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---x ox oxoxox.x
y 00000

OX OX0X0 00000
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---000000
x = samples in field 4n

samples in field 4n.1
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 = samples in field 4n .3
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Fig. 14. a) In quincunx sampling the samples in two successive lines
in the same field are displaced by half a sampling period with res-
pect to one another. The sampling rate is little different from that in
the previous figure (half the line frequency, to be precise), but now
four fields must elapse, not two, before the same pixels are sampled
again. b) The maximum resolution is quite different, however: for
stationary images it is increased by a factor of two in the horizontal
direction (////) and for moving images it has a diamond shape
(\\\\). For moving images with fy = 0 the maximum horizontal
resolution is also increased by a factor of two. If the television pic-
ture is limited to a bandwidth offmax < w/Ax before sampling, this
gives a loss in horizontal resolution as indicated by the dashed lines.

sampling'. Now four field periods elapse before the
sampling cycles repeat, i.e. before exactly the same
pixels are sampled again. The associated maximum
resolution for stationary and moving images 11°1 is
shown in fig. 14b. In the horizontal direction the reso-
lution for stationary images has been increased by a

factor of two and also for moving images containing
no vertical frequencies. We have to remember, how-
ever, that to avoid all aliasing at moving parts of the
picture we should use two-dimensional filtering, as
indicated by the cross -hatched (`diamond shaped')
area. By using quincunx sampling at a sampling rate
of 1/1- we can thus transmit a maximum horizontal
frequency corresponding to 1/i. Since (seemingly) we
are not satisfying the sampling theorem here, but are
really creating a situation like that of fig. 7c and d, we
call this sub-Nyquist sampling or subsampling.

With the bandwidth of 6.75 MHz available to us
(before time compression) in the MAC system we can
accept a maximum sampling rate of 13.5 MHz. We
further ensure that the television signal is limited to
10 MHz before sampling 1111. After sampling and
bandwidth -limiting to 6.75 MHz we then have a one-
dimensional spectrum as shown in fig. 15a; in the range
between about 3.5 and 6.75 MHz a special kind of

S(f)

3.5
a

6.75 10 13.5MHz-f
S(f)

0
b

5 10MHz-f
Fig. 15. a) If sub-Nyquist sampling (`subsampling') is used, a `con-
structive' form of aliasing is obtained. Here this takes place in the
frequency range between about 3.5 and 6.75 MHz. b) By applying
the correct 'interpolating' filter operations we can reconstruct the
original frequency components from this. The original frequency
band from 0 to 10 MHz thus becomes available again without dis-
tortion.

A. W. M. van den Enden and N. A. M. Verhoeckx, Digital sig-
nal processing: theoretical background, pp. 110-144 in the
special issue 'Digital Signal Processing I, background', Philips
Tech. Rev. 42, 101-148, 1985.
G. J. Tonge, The sampling of television images, IBA report
112/81, Independent Broadcasting Authority, Winchester,
Hants, England, 1981 (34 pp.).
The diamond -shaped figure that corresponds to moving images
can be derived directly from the theory described in [9].
Because of this restriction the movement detection is simpli-
fied, since there is no aliasing in the frequency range below
3.5 MHz; see fig. 15a.
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aliasing occurs. Because of the quincunx sampling and
the two-dimensional filtering of moving parts of the
image before sampling, we can remove this aliasing
and at the same time reconstitute the frequency spec-
trum in the range between 6.75 and 10 MHz. At the
receiving end we need the same two-dimensional filter-
ing operation for this (again at moving parts of the
image) as before sampling. This requires a sampling
rate of at least 2 x 1/r = 27 MHz. We then obtain the
one-dimensional spectrum of fig. 15b as the result [121.
In this way we can obtain the maximum horizontal
resolution corresponding to fig. 14b. Because of the
bandwidth limitation of the television signal to
10 MHz before sampling, as mentioned earlier, how-
ever, we remain within the strip (-fmfmax) in the
horizontal direction. This means that in the horizontal
direction we can resolve a maximum of about a thou-
sand pixels per line.

So far in this section we have been dealing with the
luminance signal of a television picture consisting of
625 lines. If we use the techniques of the previous sec-
tion to display this as a signal of type 1250/2:1/50,
we in fact double the total equivalent bandwidth to
20 MHz. This is a great improvement in compar-
ison with the bandwidths of the luminance signal
in the existing PAL and MAC systems, which are
about 4 and 6 MHz respectively (for 625 lines per
picture).

Moving images

In the foregoing we have seen how by applying the
appropriate signal processing with a MAC/packet sig-
nal of type 625/2:1/50 we can transmit HDTV infor-
mation that is suitable for display as a 1250/2:1/50
picture with an equivalent bandwidth of 20 MHz.

Strictly speaking, the maximum improvement that
we can achieve in this way only applies to stationary
images. This is because the information from different
fields of stationary images can be combined without
disadvantage (Inter -field processing'); this is one of
the prerequisites in converting from an interlaced
(2:1) picture to a sequential (1:1) picture and in recon-
stituting a subsampled signal. When we have to deal
with moving images, however, we have to make sure
that the inter -field processing does not cause move-
ment blur. Since we subdivide the television image
into pixels at both transmitting and receiving ends, we
can in principle decide for each pixel whether there is
any movement (this is done in a 'movement detector')
and adapt the signal processing accordingly.

Various kinds of adaptation are possible, and at the
present it is not yet clear which is the best (and most
economic) solution or combination of solutions. We

should like to mention a few possibilities here in con-
nection with scan conversion.

In this conversion we want to calculate missing pic-
ture lines. This can be done by combining information
from a higher and a lower line from the same field
(intra-field processing) or by combining a preceding
line and a following line, seen in the time direction
(inter -field processing); see fig. 16. The first solution
works better for moving images, the second one gives
the best result for stationary images. We can base our
choice between the two on movement detection. An
alternative possibility is to take the same combination
of all four adjacent lines in both situations (movement

A

D E

field
n -i

C

n

field field
n +1

time

Fig. 16. Calculation of the missing line E in scan conversion (the
picture lines are perpendicular to the plane of the diagram). If E is
calculated from A and B we have intra-field processing. If E is cal-
culated from C and D we have inter -field processing. If all four of
A, B, C and D are used, we are performing spatio-temporal pro-
cessing.

or not). In that case we perform a permanent vertical -
temporal filtering operation of a lowpass nature in the
fy- and ft -directions. An advantage of this is that we
never have to switch from one kind of processing to
the other.

Yet another method of minimizing movement blur
is to introduce a movement vector; for example, if a
television camera performs a movement, it effects all
pixels in the same way. In principle it is possible to
pass this information to the receiver in a very efficient
way (especially in the MAC/packet system) where it
can be accounted for in the display.

The colour signals in HD -MAC

So far we have confined ourselves to a discussion of
various processing operations that are carried out on
the luminance signal Y in the HD -MAC system. To
display a colour picture, however, we also require two
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colour -difference signals U and V. In general terms
these signals are comparable in their characteristics
with the signal Y. There is however one important dif-
ference: colour information can be displayed in much
less detail than the associated luminance information.
This feature is put to use in various ways, as we shall
explain later. Otherwise the processing of the signals
U and V in HD -MAC is much the same as for Y, to
obtain the best possible resolution in the vertical and
horizontal directions for the colour as well. We shall
not go into further detail about this here.

It is however important that in the HD -MAC sys-
tem on which we shall now mainly concentrate our
attention the bandwidth of the signals U and V in the
horizontal direction is limited to a quarter of the
bandwidth of the signal Y. In the time compression
the signals U and V can be compressed four times
more than the signal Y (i.e. 5 times instead of 5/4
times). Because of the smaller bandwidth the signals
U and V each represent 1/4 of the number of pixels of
the signal Y in the horizontal direction.

In addition, in the standard MAC/packet system
the Y signal is transmitted during each line period, but
only one of the colour -difference signal is transmitted.
The missing colour -difference signal is then recon-
stituted as well as possible by combining colour infor-
mation from adjacent lines. This gives a smaller reso-
lution for the colour than for the luminance in the
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Fig. 17. Diagram illustrating the conversion of the colour -difference
signals U and V of an HD camera signal of type 1250/2:1/50 into an
HD -MAC signal of type 625/2:1/50 and of the conversion of this
signal into an HD display signal. The colour -difference signals with
one asterisk are calculated in the first conversion, the colour -dif-
ference signals with two asterisks are calculated in the second con-
version. The lines from the odd fields are continuous, those from
the even fields are dashed.

vertical direction. In HD -MAC as well, because of the
compatibility, only one colour -difference signal can
be transmitted during each line period. To obtain im-
proved vertical resolution as compared with standard
MAC, nevertheless, for display as an HDTV picture
of type 1250/2:1/50, a number of signal manipula-
tions are required at the transmitting end in the con-
version from the 1250/2:1/50 camera signal to the
625/2:1/50 transmitter signal and in the reverse con-
version at the receiving end; this is shown in fig. 17.
The picture lines of the camera signal are designated
from top to bottom by the numbers 1, 2, 3, ... . The
continuous lines refer to the odd fields, the dashed
lines to the even fields. The colour -difference signals
with one asterisk are not directly available at the
transmitting end, but are calculated (131 there from
signals that are available. For example:

U4 + U13 V5 + VIO
U5* - and V9* -

2 2

In a similar way the signals with two asterisks are cal-
culated at the receiving end from the received HD-

MAC signals. For example:

+ U5* 3V1* + V5
U2** - V2** -

4 4

U3** - Ul + U5*
vs** - VI*

2 2

Ul + 3U6* Vi* + 3V5
U4** - V4** -

4 4

Since in signal processing in the HD -MAC system it is
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U* o 
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Fig.18. Quincunx sampling is also used for each of the two colour -
difference signals in HD -MAC. Because only one of the two dif-
ference signals is transmitted in each line, the sampling pattern
shown here is obtained. (The symbols have the same significance as
in fig. 14 and fig. 17.)

[12] It is very important here that the overall frequency character-
istic H(f) of the MAC channel, including any transmitter or
receiver filters has `Nyquist shaping' around f0 = 6.75 MHz,
i.e. Htio + = I - H(f° -f).

[18] The calculations given here as an example (linear interpola-
tion') are about the simplest that can be devised for this pur-
pose; those used in practice are more complicated.
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required that the U and the V signals should both be
sampled in the quincunx pattern described earlier, a
cycle of sampling patterns like that shown in fig. 18
occurs during the transmission; the same symbols are
used to designate the different fields as in fig. 14.

In HD display, as a result of all the measures
described above, a maximum vertical frequency of
1561 c/ph is possible for both colour -information sig-
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B
M
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vertical
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conversion

The final result can be displayed on both a special
HDTV set and a standard television set. The HDTV
set is suitable for display of the same type of signal as
that originally provided by the HDTV camera. The
sampling rate fs used is indicated at various places in
the block diagram of fig. 19.

The most noticeable difference from the foregoing
is the position where the horizontal processing takes
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Fig. 19. A complete HD -MAC system corresponding to the simplified diagram of fig. 5b. Most of
the signal -processing operations we have discussed can be found in this diagram. It is interesting
to note that all the horizontal operations take place between time compression and time expan-
sion. Since most of the operations are performed digitally, the system contains A/D and D/A con-
verters. The sampling rate used f, is indicated at various points. M is a matrix circuit for the con-
version of the three original colour signals R, G and B into the signals Y, U and V (or vice versa).

nals with stationary images. This is half the maximum
vertical frequency for the luminance signal, but twice
the value permitted by the standard MAC/packet sys-
tem (see also p. 211).

A complete HD -MAC television system

To demonstrate the practicability of HDTV based
on the MAC/packet system and the compatibility be-
tween HD -MAC and standard MAC we have con-
structed a complete television system in which most of
the signal processing described earlier is applied; see
fig. 19. The starting point is an HDTV camera that
provides a signal of type 1250/2:1/50 with an aspect
ratio of 16:9 and a Y bandwidth of 20 MHz. After the
appropriate processing the signal is transmitted on a
MAC channel with an effective bandwidth of 8.4 MHz.

place: after time compression at the transmitting end,
and before time expansion at the receiving end. The
reason for this is that the compression gives the sig-
nals Y, U and V the same bandwidth, separates them
in time and enables them to be processed in a similar
way.

At the receiving end the signals U and V, after time
expansion, are further processed in a number of spe-
cial circuits (further detail will be omitted here) to give
extra noise reduction with stationary images and to
improve the colour transients [41. This gives an addi-
tional improvement in the quality of the displayed
picture.

We should mention that all of the television signals
referred to in fig. 19 are interlaced. The non -interlaced
signals that we encountered in the theoretical treat-
ment earlier were only introduced to simplify the des-
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cription. In practical signal processing there is no
explicit need for non -interlaced signals.

Compatibility of HD -MAC with standard MAC

As we can see from the block diagram of fig. 19,
an HD -MAC signal can be presented directly to a 
standard MAC receiver on reception. Because of the
vertical filtering that has been performed on the
HD -MAC signal at the transmitting end, the picture
quality in the vertical direction will be better than for
reception of an 'ordinary' MAC signal, for there can
now be no aliasing in the vertical direction. On the
other hand, there are a few slight degradations in
quality. First, there is an increase in line flicker. This
is caused by the fact that in HD -MAC there is less
attenuation at the high vertical frequencies (up to
3122 c/ph). Because of this, however, the correspond-
ing frequency components in the periodic repetitions
that are responsible for line flicker (see the points C in
fig. 10b) are stronger. Also, because of the subsam-
pling of the HD -MAC signal in the horizontal direc-
tion, aliasing is introduced into the luminance signal Y

play. This can be explained with the aid of fig. 17. If
the HD camera signal shown there were to be con-
verted in accordance with the specifications that apply
for the standard MAC system into a signal of type
625/2:1/50, then we would require the following
sequence of successive lines:

U1, Us*, V5, V7*, U6, Un*, V13, V15*,

instead of the present HD -MAC sequence

U6*, V5, V6*, U9, U13*, V13, V17*,

Half of the colour information is therefore slightly
displaced (by two lines) in the vertical direction. The
degradation this introduces when an HD -MAC signal
is displayed on a standard MAC receiver is very slight,
however.

Quality comparisons

To permit a general comparison to be made be-
tween various television signal standards, we have col-
lected the leading parameters of a number of existing
and proposed television system in Table I. Besides the

Table I. A comparison of the leading parameters of a number of television systems.

TV system Time -compression
factor

Aspect
ratio

Equivalent
bandwidth (MHz)

Number of pixels

Horizontal Vertical

Y U,V Y U,V Y U,V Y U,V

PAL 1 1 4:3 3.7 1.0 370 100 290 230

MAC
{ 35%42

3

5
4:3 and 16:9
4:3 and 16:9

5.6
6.7

2.8
1.6

560
670

280
160

290
290

144
144

3 4:3 and 16:9 16 8 800 400 520 260HD -MAC { 53//42
5 4:3 and 16:9 20 5 1*1 1000 250 520 260

MUSE ci (**1 C2 1**1 16:9 22 7 1000 330 520 260

[*1 Because of the nonlinear operations carried out in the 'Colour -Transient Improvement' this
value is in fact larger.

[**1 c2ici = 4.

in the frequency range above 3.5 MHz (see fig. 15).
Since this distortion is not compensated in the stan-
dard MAC receiver, it introduces - as close observa-
tion reveals -a barely noticeable, rapidly moving dot
pattern comparable with the 'dot crawl' found in the
existing NTSC television system, but it is less annoy-
ing, because its structure is almost twice as fine. More-
over, it is not present in unpatterned areas but only in
`textured' areas.

The processing of the colour -difference signals U
and Vin the HD -MAC system also introduces what is
really a very small error in a standard MAC dis-

time-compression factors and the aspect ratio, we
have shown the equivalent bandwidths of the signals

U and V (for stationary images). We have also
shown the number of pixels for the same signals in the
horizontal and vertical directions (NH and Nv). These
numbers relate to the active part of each line period
and the active fraction of all the lines (see also the
small print on p. 204 and p. 207). The Table mentions
the MUSE signal [141, which we have not mentioned

1141 Y. Ninomiya, Y. Ohtsuka and Y. Izumi, A single channel
HDTV broadcast system - the MUSE, NHK Laboratories
Note No. 304, 1984 (12 pp.).
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previously, of the type 1125/2:1/60. This has been
zealously promulgated by the Japanese broadcasting
organization NHK. At first sight the figures for MUSE
and HD -MAC are comparable. However, the fact
that the MUSE signal is compatible with no other sig-
nal (and so is not evolutionary in nature), swings the
balance irrefutably in favour of HD -MAC.

The introduction of the HD -MAC system at the
transmitting end makes it possible to change over
gradually to better receivers at the receiving end, with-
out existing equipment becoming unusable. Four
gradations in quality can be distinguished here:
 reception with a standard MAC receiver;
 improvement of reception by the addition of (for
example) a horizontal comb filter to eliminate the dot
crawl resulting from subsampling;
 reception with a fairly simple HDTV receiver, in
which use is made of movement detection and switch-
ing between inter -field signal processing and intra-
field signal processing;
 reception with an advanced HDTV receiver, in which
for example a movement vector is used and infor-
mation about this is transmited via the MAC/packet
multiplex.

After all that we have said it should be abundantly
clear that the HD -MAC system opens the way to a
compatible and therefore smooth and attractive evolu-
tion towards HDTV.

Summary. As the dimensions and the light intensity of television
receivers increase, the limitations of the existing television systems
(NTSC, PAL and SECAM) become more obvious, and the need
grows for a new system, known as high -definition television (HDTV).
This must offer an increase in the resolution, a reduction in the
interaction between colour and luminance information, an increase
in the aspect ratio and stereophonic sound with 'hi-fi' quality. It is
ultimately of vital importance here that a compatible system is
chosen, so that existing equipment can still be used and the viewer
can experience a gradual ('evolutionary') progress of television
quality through the gradual acquisition of new equipment. The
MAC system (MAC means Multiplexed Analog Components)
recently standardized for use in satellites and cable systems will per-
mit such an evolution. This article describes - by way of example -
how various advanced signal -processing operations at the trans-
mitting end will provide an 'HD -MAC' signal. This signal is suit-
able both for reception with standard MAC equipment, and for
reception with a special HD -MAC set that can display a picture of
HDTV quality. The signal processing required is described with the
aid of one-, two- and three-dimensional spectra. Separate attention is
paid to the transmission of moving images and colour information.
The article concludes with the description of a complete HD -MAC
television system, a discussion of the compatibility of HD -MAC
and standard MAC and a quality comparison for various television
systems.
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1937 THEN AND NOW 1987

Television projection tubes

Even before World War II, when
television was still in its infancy, Philips
Research Laboratories were working
on projection television to give larger
pictures (e.g. 40cm x 50cm) than the
screen of the largest cathode-ray tube.
To obtain the sharpest pictures the elec-
tron beam in the projection tube was
focused magnetically instead of elec-
trostatically; also, so that existing optical lenses could
be used, the front of the projection tube was curved to
match the image -field curvature of the optical lens
(black -and -white photo) E*1.

In 1987 the technical requirements demanded of tele-
vision projection tubes are much more onerous. Colour
pictures are produced by three separate tubes - one
for each primary colour - which have to work in close
cooperation; the diagonal dimension of the projected
picture should be about 1 m or even larger; to keep the
complete receiver compact the projection tube should
have a rectangular front face and a large internal de-

flection angle. For high -definition television (HDTV)
- soon to be with us - the requirements will be even
more onerous.

Recent research has led to the projection tube as
shown on the colour photo. The electron beam is again
focused electrostatically through the application of a
new electron -optical principle. This includes the use of
a special type of pre -focus lens in the electron gun, to
give the very high resolution required. The screen is al-
most rectangular, about 8.5 cm x 11 cm, and the total
length is 25cm.
E*1 from Philips Technical Review, August 1937.
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Selecting quartz for resonators

J. C. Brice and W. Koelewijn

A chain is only as strong as its weakest link. In an electronic device or system that 'weakest
link' is the worst component, of course, and we therefore have to give due attention to the
manufacture of even the humblest component. Our care and concern must go right back to the
selection of the raw material. This will often determine the performance of the component
- so our choice must be soundly based. The article below discusses the criteriafor selecting

quartz for resonators.

Devices which require accurate timing or well-
defined frequency features contain quartz resonators
to meet these requirements. Without these resonators
the use of colour television, mobile radio, telephone
systems etc. would not be as widespread as it is now.
In order to achieve satisfactory yields of devices meet-
ing high technical specifications, it is necessary to se-
lect the best available raw material. The reasons for
selecting a particular type of quartz and the method
by which selection can take place are described in this
article. Three simple tests appear to be sufficient for
an accurate selection. First we shall briefly go into the
physical background of the quartz resonators.

Materials with the crystal symmetry of quartz (three-
fold symmetry axis) or a lower degree of symmetry
show piezoelectric behaviour. As a result of a mechan-
ical distortion of a quartz crystal in a specific direc-
tion, electrons and nuclei are moved by different
amounts. Thus a positive charge appears on one face
of the crystal and a negative charge on the opposite
face. The inverse effect - an applied voltage resulting
in a mechanical distortion - also occurs. An alternat-
ing voltage produces cyclic deformation. At resonant
frequencies this exchange of electrical and mechanical
energy can be significant. A quartz resonator is a plate

Dr J. C. Brice has recently retired from Philips Research Labora-
tories, Redhill, Surrey, England; Ing. W Koelewijn is with the
Elcoma Division, Philips NPB, Doetinchem, the Netherlands.

of piezoelectric quartz cut in appropriate directions so
that its natural resonance occurs at a particular well-
defined frequency. Piezoelectricity in quartz only oc-
curs if the mechanical distortion is in a direction that
is not parallel to the threefold symmetry axis of the
crystal. This implies that plates that are to be used as
resonators must be cut according to this condition.
Research into the possible orientations of the crystals
revealed that some specific orientations resulted in res-
onators with frequencies that are independent of tem-
perature [11, a desirable feature in view of the wide-
spread use of these devices. Specifications usually call
for errors in the cutting direction of less than 0.01 °.

Resonators are characterized by the electrical quali-
ty factor Qe , the fundamental frequency of the me-
chanical distortion in response to an applied alterna-
ting voltage divided by the half -width of this response
(see fig. 1). The great advantage of the quartz resona-
tor is that it is nearly lossless so that it can have a very
large electrical quality factor Q, . This means that the
resonance is very sharp. Typical coil -and -capacitor
circuits have la < 200, while quartz crystals can have
a Q, up to several million but typically in the range
10000 to 100000. The resonant frequencies f of a
quartz plate are determined by its thickness: f = nc/t,
where n is an odd integer, c is the velocity of sound in
quartz and t is the thickness of the plate. Since maxi-
mum frequency deviations of no more than 1 ppm are
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commonly requested, it must be possible to obtain
crystals with well-defined thicknesses. The actual
shape of the plate and the strain in the material also
have an influence on the resonant frequencies.

Plates with the correct orientation and thickness are
made in the following manner. Quartz is obtained
from suppliers in batches consisting of a number of
bars grown in one process. The crystal bar is oriented
using an X-ray technique and then sawn in parallel -
sided plates which are lapped to a thickness slightly
greater than required. By way of an etching process
damaged material is removed from the surface and
the required thickness is attained. The electrodes nec-
essary for applying the voltage are added by evaporat-
ing electrode material on the faces of the plate. These
electrodes have an influence on the resonant frequen-
cy eventually reached. During the evaporation of the
electrode material on the crystal the resonant frequen-
cy is monitored. Evaporation is stopped when the de-
sired frequency is attained. Fig. 2 shows a diagram of a
plate and the electrodes together with the shear motion
as a result of the applied voltage.

The features of the crystal that, apart from the
shape and the thickness, determine its frequency and
its electrical quality factor Q, are related to the crystal
structure. It is therefore reasonable to expect that
purer material gives better devices. Until 1955 only
natural quartz was used, giving a yield of 10 to 30%.
Since that date synthetic quartz has been available giv-
ing considerably higher yields. This is mainly due to
the fact that synthetic quartz, as a result of its con-
trolled growth, is easier to cut in the correct orienta-
tions, thus giving less waste material.

Our approach to the problem of establishing selec-
tion criteria has been to a large extent statistical. With
the help of the results of experiments done by many
colleagues we have assessed the performance of devices
made from quartz with known characteristics, and so
identified the material parameters (purity and perfec-
tion) which affect device performance and the interre-
lations between these parameters in the quartz avail-
able (21. Since suppliers use different growth processes
and different sources of raw material, we also consid-
ered the data for each supplier separately besides the
overall trend. The necessity for this approach will be-
come evident later (see fig. 9). Obviously data for a
particular supplier show less spread than an overall
distribution. However, overall trends are useful: they
tell us what happens if we choose our supplier at ran-
dom and change our choice from time to time.

Synthetic quartz is almost universally specified by
an infrared quality factor QR. This quality factor is
inversely related to the extinction coefficient a* due to
hydrogen absorption. The latter is determined by

measuring the transmission in a quartz sample with
parallel polished surfaces at wavelengths where hydro-
gen absorbs energy from the infrared beam. We really
determine the total extinction coefficient in this way

fo

zlf

Fig. 1. Plot of the mechanical distortion S of a quartz plate in
response to an applied alternating voltage of frequency! The fun-
damental frequency of this plate is fo and Of is the width of the
response at half the maximum value of the response. These quanti-
ties determine the electrical quality factor Qe(=

quartz plate

electrodes

motion

Fig. 2. A schematic representation of a simple device structure. The
shaded area indicates the upper electrode; the lower electrode is
indicated by a dashed line. In the lower part of the figure, the shear
motion as a result of an applied voltage on the electrodes is in-
dicated.

[11

[21

J. C. Brice and W. S. Metcalf, Quartz -crystal resonators using
an unconventional cut, Philips Tech. Rev. 40, 1-11, 1982.
We received much help from our suppliers who provided us
with many samples of material which is not normally commer-
cially available. For some of our experiments, we needed par-
ticularly good and particularly imperfect samples. Data from
these non -representative samples are, of course, excluded from
statistics which show what is usually available. In total we in-
vestigated samples from 15 suppliers.
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Fig. 3. Overall median impurity concentrations C as a function of
QIR. The data are for the z -zone of crystals. Material grown on
other faces is much less pure. For any supplier the distribution of
log C at a given QIR-value is approximately Gaussian.
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Fig. 4. Overall median dislocation density ND as a function of the
infrared quality factor QIR (continuous line and crosses). For any
supplier the logarithm of the dislocation density has a Gaussian dis-
tribution. Results for the two most extreme suppliers are indicated
by dashed lines.

but by doing reference measurements at nearby wave-
lengths the contribution due to hydrogen absorption
can be established separately 131. The parameters we

have investigated (purity, dislocation density, strain,
homogeneity) will be shown as a function of QIR.

Fig. 3 is a plot of the median (41 purity of the
samples as a function of QIR (lower axis) or the equiva-
lent hydrogen content (upper axis). Data from all the
suppliers in the investigation have been used. High
QIR corresponds to fairly pure material. The figure
shows the major impurities (lithium, aluminium and
sodium), which together with iron, are the only impur-
ities known to be harmful. Other impurities show the
same form of variation. Different suppliers have distri
butions of purity which differ from these data by fac-
tors of two or three, and different batches from one
supplier at different QIR-values also show similar
differences. However, the worst results differ by less
than a factor of five from the median. By experience
we learnt that impurities at levels less than 10 atomic
ppm usually have negligible effects on devices. At
higher levels, aluminium together with sodium can
adversely affect yields of very -high -frequency devices:
they change the etching characteristics so that very
thin plates become porous. Lithium in high concentra-
tions affects device stability 111 and iron decreases the
radiation resistance of devices used in high -radiation
environments.

Fig. 4 shows the variation of overall median dislo-
cation densities as a function of QIR. Different sup-
pliers' results can differ appreciably from this average
behaviour. Data from all the suppliers in the investi-
gation have been used. High dislocation concentra-
tions are disastrous in three ways. First, high densities
of dislocations reduce the yield of high -frequency
devices (61. Second, they make the material brittle, as
discussed below, and third they reduce the perfor-
mance of low -frequency devices. (Dislocations affect
device performance by scattering the acoustic waves.
Scattering is significant when the wavelength exceeds
the distance between dislocations. Low -frequency -
devices are therefore particularly affected.) This is
shown in fig. 5, where the median equivalent series re-
sistance of devices is given as a function of the dislo-
cation density.

The correlation between dislocation density and QIR
is not easily explained. What is found is that the den-
sity varies with the hydrogen content to the power of
2.5. The factor of proportionality varies with the sup-
plier. Dislocations involve breaking bonds in the lat-
tice and broken bonds can be terminated by hydro-
gen, so we might expect a linear relation (ND cx CH).
Some dislocations come from the seed crystals but
most originate at inclusions (31. Thus apparently
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either the number of inclusions rises rapidly or, more
probably, one inclusion results in a number of dis-
locations. Of course several mechanisms may operate
simultaneously and the relation may be more com-
plex than ND c< (CH) 2.6.
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-- No
Fig. 5. A plot of the median equivalent series resistance R of devices
as a function of dislocation density for 1.3 Mhz devices. An oscil-
lator can be represented as an LC -circuit with a resistance in series.
The quality factor la of the device decreases with increasing equiva-
lent resistance R. High dislocation densities imply a high R and
thus a low Q.
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Fig. 6. Breaking strain CB (left-hand axis) and the temperature shock
A T (right-hand axis) as a function of QIR. Samples were placed in a
hot bath at a temperature TB for 30 minutes and then transferred
quickly to a cold bath at Tc. The samples of one batch were tested
with increasing temperature difference OT= TB - Tc. The infrared
quality factor QIR was measured for each sample.

80°C

AT

70

60

50

40
3x106

In the course of fabrication devices are subjected to
various stresses. It is therefore useful to know some-
thing about the strength of the material used. Strength
in a brittle material like quartz is a fairly complex con-
cept. The stress (force per unit area) required to break
a plate depends on the surface finish. A plate with a
perfect surface requires a fairly large stress to break it.
In a perfect plate we have to nucleate a crack. In an
imperfect plate we only have to extend an existing
crack, which is much easier. Because we know the
elastic constants of quartz, we can measure the break-
ing strain, rather than the breaking stress. We meas-
ured this strain by applying a thermal shock. We
heated crystals in a water bath so that they were uni-
formly hot and plunged them into a cooler bath. If we
cool them very rapidly by A T °C the surface contracts
an amount aAT, where a is the thermal expansion co-
efficient. The corners are under a rather larger tension
(about three times the tension at the surface) so that
cracks nucleate most easily there. The result obtained
is shown in fig. 6. The correlation is clear but we were
able to show that the dislocation density is also impor-
tant (51. The importance of the breaking strain be-
comes obvious when we consider figs 6 and 7. Fig 7
shows the yield of unbroken 0.5 mm thick plates in a
production process.

Yc
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Fig. 7. Yield Yc of unbroken 0.5 mm thick plates in a production
process as a function of QIR. The data are for plates made with
reciprocating slurry saws. When rotating wheels are used, yields are
worse i53. Note that the graph was drawn on probability paper so
that the scale of Yc varies in a nonlinear manner.
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[3]

[4]

[5]

For a detailed description of our procedure for measuring the
infrared quality factor see: J. C. Brice, Crystals for quartz
resonators, Rev. Mod. Phys. 57, 105-146, 1985.
If the results found are written as a list in order of increasing
numerical value, then if the list has an odd number of entries,.
the median is the one in the middle. If the list has an even num-
ber of entries, the median is the average of the middle two. The
median value is exceeded by half the sample and is often more
meaningful than the arithmetic mean. Consider a sample con-
taining the values 0.5, 0.7, 0.9, 1.0, 1.3, 1.5, 10. The median is
1.0 but the mean is about 2.3.
J. C. Brice, The specification of quartz for piezoelectric de-
vices, Proc. 38th Ann. Frequency Control Symp., Philadelphia
1984, pp. 487-495.
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We believe that during our processing procedures
we expose the plates to stresses equivalent to the strain
produced by a 50 °C shock. We therefore subjected
every bar (46 000 in total) in a number of batches to a
50 °C thermal shock. Fig. 8 gives the results that we

100 %

Pc

1 10

1

0.1

15 2 25
-QIR

3x 106

Fig. 8. The probability Pc that a bar will break with a 50 °C shock
as a function of the mean QIR of the batch. Up to 30% of bars with
QIR < 1 million survive a 50° shock. The crosses represent the
results from normal batches and the circles represent the results for
batches which contained noticeable numbers of deformed bars. The
point marked A is taken from fig. 6. It is the value of QIR for which
AT= 50°. A batch with a mean OR of this value would have a
failure rate of 50%.
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Fig. 9. The variation of QIR in batches as a function of batch mean
QIR. In this figure AQ is the standard deviation of QIR in a batch.
Curve A is for the supplier giving the greatest uniformity. Curve B
is for the supplier referred to in fig. 8. Note that the data are actual
variations of QIR. Because we measure OR in three independent
ways we know the experimental errors absolutely (51 and can
therefore eliminate their effect before presenting the data.

found. In this figure the crosses represent the results
from normal batches and the circles represent the re-
sults for batches which contained significant numbers
of deformed bars. Clearly, these batches contain a
significant excess of bars which break with a 50 °C
shock (on average they contain 6 times as many bars
which break).

Fig. 8 uses a batch mean QIR to describe the mat-
erial. For this to be meaningful, we also need to know
how the QIR of individual bars in a batch vary. These
data are given for two suppliers in fig. 9.

The final piece of statistical evidence that we need
to know is how homogeneous the crystals are. When
we look at this we find that only in one direction is
there an appreciable variation. Parallel to the z-axis
of the crystals, the hydrogen content decreases as we
move outward from the seed. Fig. 10 gives the data for
two suppliers in the form of a graph of the gradient of
a*, the extinction coefficient, as a function of QIR.
Data for most of the other suppliers lie between these
two curves.

The results of our experiments show a qualitative
relation between the infrared quality factor on the one
hand and the other parameters of interest (impurity
concentration, dislocation density, strain and homo-
geneity) on the other. The best yield of the production
process will be reached if quartz with a high infrared
quality factor (QIR> 2 million) is used. All the other
requirements are then automatically satisfied.

In selecting our material we take the following line.
First of all, every bar from each batch is inspected vis-
ually. We reject bars which contain clusters of inclu-

da*
dz

2 3x106

QIR

Fig.10. The gradient of as (the extinction coefficient) in the z -direc-
tion as a function of the batch mean QIR. For A and B see caption
of fig. 9.
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sions large enough to be visible with the naked eye or
which are grossly misshaped. Then we determine QIR
for a small number of the remaining bars of each
batch. The exact number depends on our knowledge
of the suppliers' production process. If we believe
that we know the standard deviation of QIR values in
the batch (i.e. the appropriate curve on fig. 9) we can
manage with a very small number (between 3 and 6
bars from a batch of 1000 or more). If we know noth-
ing about the production process more bars should be
examined, but only rarely do we need more than 12.
Finally, every batch is subjected to a 50 °C thermal
shock test on a 100% basis. For this test we have a
tentative reject level of 10% but we have seen only
one batch which had more than 10% breaking and a

QIR over 2 million. Batches passing the tests can be
used to make devices to very tight technical specifica-
tions with high yields (95%).

Summary. To meet the high specifications usually required, quartz
resonators must be made from quartz of a high quality. In this article
the different aspects of this quality are discussed and the outcome
of the investigations into the selection criteria are reported. Three
simple tests appear to be sufficient for an accurate selection. Every
quartz bar is inspected visually for gross defects and is exposed to a
temperature shock of 50 °. For a small number of bars the infrared
absorption at a wavelength where hydrogen absorbs infrared light
is determined. Thus an infrared quality factor is assessed. Bars that
do not show gross defects, do not break as a result of the tempera-
ture shock and come from a batch with a mean infrared quality fac-
tor of 2 million or more, can be used to make devices with the re-
quired technical specifications in production processes with high
yields.
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Looking at interfaces

F. Meijer

The address below was delivered by Dr F. Meijer at his inauguration on 7th March 1986 as
Visiting Professor of Heterogeneous Catalysis at the University of Leiden. In his address
Prof. Meijer does not confine himself to his own special field, but gives us, in a light-hearted
style, a refreshingly relative view of the science of interfaces. The more objective sphere of the
research he discusses includes measurement methods such as TEM and STM, which now ap-
proach or even reach the limit where atoms can be observed individually.

The concept of interface

Interface is a word that springs readily to the lips of
technical people nowadays. The Oxford Dictionary
gives the following two meanings of interface:
`surface forming common boundary between two
regions',
`place or piece of equipment where interaction occurs
between two systems'.

Both definitions are germane to my use of the word
in the title of this inaugural address. The first defi-
nition brings out the essential aspect from which
interface phenomena must be studied: the 'common
boundary'. The second aspect, the interaction, the
`place where interaction occurs', follows immediately
from this. The two aspects of the interface interact
with one another.

A great deal goes on at interfaces.
In interface chemistry this includes all chemical

reactions in heterogeneous systems. Heterogeneous
means that there are two or more phases: a solid and a
gas, or a solid and a liquid, or two different solids in
contact with each other.

Corrosion, for example, such as the rusting of the
metal of your car, is a chemical reaction at the inter-
face of metal and humid air. Another phenomenon of
practical importance is the adhesion between different
materials, the adhesion of paint to a metal, or the ad-
hesion of a metal film on a plastic substrate, as in the
case of the Compact Disc. The word adhesion immed-
iately brings out the concept of interaction.

There is also the very important field of hetero-
geneous catalysis, which concerns chemical reactions

Prof. Dr F. Meijer is a Director of Philips Research Laboratories,
Eindhoven and a Visiting Professor at the University of Leiden.

at the interface of a gas or liquid with a solid, the
catalyst. I shall return to this subject presently.

In physics and engineering the interface plays the
leading role in the working or processing of a material;
turning on a lathe, grinding, polishing, sputtering are
all actions that take place at the interface. A sculptor
is an artistic interface mechanic. He shapes the work
at the interface between the tool and the stone. In a
sense one might speak of the interaction between the
sculptor and his material.

In the medical world the successful implantation of
prostheses in the body, such as artificial hip joints and
substitute arteries, depends to a very great extent on
the interface between implant and body.

The word interface has also entered the language of
electronics, defined as 'place or piece of equipment
where interaction occurs between two systems', for
example the interface between two computers or be-
tween a computer and a terminal. One of these two
systems can be a human being, giving us the man/
machine interface and the concept of 'user -friend-
liness'. The social sciences have also discovered the
word interface and will undoubtedly add to its conno-
tations.

There are many kinds of interface, and something
usually happens at them - and that 'something' is
worth examining more closely. 'Taking a closer look'
is the subject of this address.

However, before I confine myself to a few examples
of 'looking at interfaces' in chemistry and physics, I
should say something about the interfaces between
these disciplines. According to the secondary -school
text -books there is a distinct difference between chemi-
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cal and physical phenomena. In the first kind the
molecules change in composition, in the second kind
they do not. This is a characteristic example of a
boundary between chemistry and physics - an artifi-
cial boundary. Nature did not itself create the separa-
tion between chemistry, physics and engineering. Man
required it for classification. However, now that we
are penetrating deeper and deeper into natural phe-
nomena and understand more about them, the lines
of demarcation between the old disciplines are rapidly
becoming less distinct, and indeed they are often a
nuisance. Between interface chemistry and interface
physics there is no dividing line to be drawn. Nowa-
days we draw other dividing lines, for example be-
tween low -energy physics, the world in which atoms
are the building blocks, and high-energy physics, the
world contained within the atomic nucleus.

Heterogeneous catalysis

There is a direct connection between looking at in-
terfaces and the subject of my own discipline 'hetero-
geneous catalysis'. What is heterogeneous catalysis?

A catalyst is a substance that speeds up a chemical
reaction, without itself being consumed in the pro-
cess. In heterogeneous catalysis the catalyst is a solid
surface, while the reaction partners are in the gaseous
or liquid phase. The chemical reaction does not take
place in the gaseous or liquid phase, or only to a very
slight extent, but the reaction is vastly accelerated if
the reaction partners, the reacting molecules, meet at
the surface.

The surface acts as a meeting place. You might
compare it with a marriage bureau, where men and
women enter alone and leave in pairs or as married
couples, whereas the bureau, the catalyst, remains
unaffected. The reaction does not take place in the
outside world, but at the surface, the interface, the
barrier is lowered and the reaction is able to take place
there. To understand how this works, it must be pos-
sible to measure and look at the interface. The prob-
lem here is that one should really look at the system
actually working during the reaction. This is a consid-
erable scientific challenge.

Catalysis is of considerable economic importance,
because it opens up reaction routes that give faster
reactions, can work at lower temperatures and can be
more specific, that is to say cause fewer side -reactions,
less fuss.

In addition to the familiar fields of catalysis in the
bulk -chemicals industry and in biochemistry (en-
zymes) a completely different and interesting field has
emerged: the growth of thin films on a substrate that
acts as a catalyst. A gaseous mixture is conducted

over a surface in a state (temperature and pressure) in
which it does not react in the gaseous phase, but does
react at the substrate surface, and in such a way that
the reaction product remains on the substrate in the
form of a closely defined thin layer, or film. The sur-
face of each newly formed layer catalyses the subse-
quent reaction and the layer can continue to grow
from the gaseous phase. This process is known as che-
mical vapour deposition, CVD, and has come into
such wide use that in some quarters anyone using the
process is said to be `CVDing'. An example of the
process is the growth of thin layers of silica by the
reaction SiC14 + 02 7±- SiO2 + 2C12.

Other applications are to be found in many areas,
ranging from the application of extremely hard coat-
ings to tools to the growth of single -crystal layers on
semiconductors for integrated circuits and lasers. In
general, the keywords in catalytic reactions are: subtle
molecular reaction mechanisms, which take place at
interfaces. This brings me back to my theme: 'looking
at interfaces'. The catalyst here can take all manner of
forms, from very small grains on a carrier material to
crystalline solids with 'large' surfaces.

The examples I have chosen relate to interfaces
where one side is a solid and the other can be solid,
liquid or gaseous, with 'vacuum' as a special case.

Clean surfaces

The simplest interface can be produced in a hypo-
thetical experiment if I draw a line on a sheet of white
paper and write the word 'solid' on one side of it. The
other side is empty and represents an ideal vacuum,
absolute 'nothingness'. This does not imply, however,
that absolutely nothing happens there. The atoms at
the surface of the solid are not surrounded in the same
way as their friends deep inside the solid. These outer
atoms will therefore have different bonds, with differ-
ent bond lengths, and they will therefore occupy dif-
ferent positions and have a different electron struc-
ture, causing changes in all kinds of chemical and
physical properties: chemical properties such as chem-
ical reactivity and physical properties such as effective
optical constants. The interface does not react with
the vacuum, but on the vacuum.

As soon as we take a step towards reality and break
away from the theoretical line on the sheet of paper,
we see that the interface becomes more complicated.
There is no such thing as an ideal vacuum; it is really a
very greatly reduced gas pressure, which we describe
as ultra -high vacuum. The pressure is in fact 10-12 to
10-16 atmospheres. Figures like this do not mean
much except to the vacuum specialist. A vacuum with
a pressure of 10-13 atmospheres would therefore be
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better described, I think, as something one can buy
for about 5000 dollars per litre (a stainless -steel shell
with pumps) and as a situation in which an atom at
the surface of a solid inside this vacuum will only col-
lide with a gas molecule once every three hours. Many
of these collisions will cause a chemical reaction, and
the surface of the solid will very slowly become
`dirty'. There is time enough, however, to look at it in
the clean state.

To look at such surfaces we need measurement
methods that provide specific information about the
outer atomic layers. Investigations of this kind were
first started in the late fifties. They made use of the
strong interaction between low -energy electrons or
ions and a solid. Scattering, reflection, emission and
diffraction of such particles give specific information
about the surface but not about the bulk material be-
neath it, because the particles cannot penetrate into
the bulk and then emerge again to bring information
back to the detector. Examples are Low -Energy Elec-
tron Diffraction (LEED), Secondary -Ion Mass Spec -

Fig. 1. The diffraction pattern of low -energy electrons (38 eV) ob-
tained from a clean (111) silicon surface. The very bright reflections
correspond to a structure that would be expected from the arrange-
ment of the atoms inside the crystal. In between there are weak re-
flections at 1/7 the spacing of the bright reflections. The fainter re-
flections show that the unit cell at the surface is 7 x 7 times larger
than the unit cell corresponding to the atomic arrangement in the
rest of the crystal. Diffraction micrographs such as this led to the
proposal in 1959 of a model with the 7 x 7 structure for the surface
of clean silicon, as shown in fig. 2.

trometry (SIMS), and Electron Energy -Loss Spectros-
copy (EELS) [11. These methods give information
about atomic arrangement, atomic species and molec-
ular structure.

The use of these measurement methods relies on a
relatively high vacuum, since the electrons and ions
cannot travel freely in a gaseous atmosphere or a liquid.
This gave a considerable impetus to research on solid/
vacuum interfaces. Surfaces in vacuum could be de -
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Fig. 2. Diagram of the atomic arrangement in the (111) surface of
annealed silicon (the 7 x 7 structure). The diagram shows the arran-
gement for a minimum deviation of the positions of the atoms, cor-
responding to a diffraction pattern as in fig. 1, with open circles for
the normal positions and filled circles for the deviant positions (2]

fined more exactly, and vacuum -measurement meth-
ods became available, especially for those with gener-
ous budgets.

Many very interesting effects were found, and the
phenomenon of 'surface' became much better under-
stood. The snag was, however, that the research had a
strong bias towards the use of model systems. The in-
itial optimism that the model system could be trans-
lated into a real system was frequently followed by
disappointment.

For instance, the adsorption of oxygen on an atom-
ically clean single -crystal silicon surface provided little
information about the growth of thin oxide layers in
the processes for making transistors and integrated
circuits. You might compare this to some extent with
the situation in which a creature from outer space finds
himself on receiving instructions to study the behav-
iour of human beings on the surface of the Earth. His
attempts to do so are so hampered by clouds, rain,
wind and mist that instead he writes a voluminous re-
port on his study of two astronauts in vacuum on the
surface of the moon. His conclusion is that the most
important human activity is picking up stones and
putting them into numbered sacks. The moral of this
tale is that with good observations you can still be
completely wide of the mark if you elevate your model
system to the status of reality.

A familiar example of a solid/vacuum interface
where the changes with respect to the bulk were di-
rectly observed is the surface of silicon. As long ago
as 1959 it was demonstrated, from the diffraction of
low -energy electrons, that the 'clean' silicon surface
was a 'reconstructed' surface, and in fact recon-
structed in a very complicated manner (fig. 1) [21. The
unit cell on the silicon (111) surface was found to be
7 x 7 times larger than that of the bulk. This means that
the atoms in the surface layer arrange themselves dif-
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Fig. 3. A recent STM micrograph of the (111) surface of annealed
silicon, in which the separately observable silicon atoms exhibit the
7 x 7 structure, where the dashed white line represents one unit cell.
The dimensions of this unit cell were derived in 1959 from diffrac-
tion results, but this arrangement of the atoms could not be unique-
ly predicted from the experimental information. (Made available by
courtesy of J. E. Griffith, J. A. Kubby and R. S. Becker of AT&T
Bell Labs, Murray Hill, NJ, U.S.A.)

ferently, so that the regularity repeats only after seven
atomic spacings (fig. 2). The lattice -work pattern has
become a pattern of large diamonds. The frustrating
aspect of the method was that, while it was very
simple to observe the 7 x 7 structure, the theory was
inadequate - and still is - for determining the new
atomic positions, for understanding how exactly the
49 atoms in the large diamond -shaped unit cell are ar-
ranged, whether atoms are missing or additional ones
are present, and so on.

This gave researchers a free hand to devise models,
and through the years there were no lack of imagina-
tive proposals. Fierce debates were heard at congresses
and no one was able to prove that he or she was right
while no method was available that could make the
atoms at the surface directly visible. The breakthrough
came in 1983, when the results of Scanning Tunnelling
Microscopy [31 were published, a novel method, to
which I shall return presently. The microscope scans
the surface 'on an atomic scale', resulting in a relief
map of the surface, on which the individual atoms are
visible. It turned out that one of the many structures
proposed was reasonably in agreement with this 'di-
rect' observation (fig. 3). The matter now seems to be
settled, although even with this method there are still
a few reservations about the interpretation, particu-
larly on the part of those who have a different model
in mind.

As yet, however, there is not a single practical appli-
cation to be found for this specific knowledge of the
silicon surface, except of course for the manufactur-
ers of surface analytical equipment, who display the
Si(111)-7 x 7 structure as a distinguishing feature on
their publicity material. The immediate utility of the
elucidation of such a structure is rather the better un-

derstanding of matters such as the behaviour of elec-
trons in solids. Clean surfaces present theoreticians
and experimenters with a problem they can really exer-
cise their talents on.

The understanding achieved does not have to be
specifically applicable. It provides the broad substruc-
ture that technical applications will be able to extend.

Measurement methods

The ideal measurement method

In my discourse so far I have shown that 'clean' sur-
faces in vacuum can readily be studied, but that they
are not entirely satisfactory as models of the reality.
Looking at 'true' interfaces calls for different methods
of measurement. What would the ideal method look
like?

The ideal measurement method would not disturb
the interface, and would determine the chemical com-
position and molecular structure along it, in the x- and
y -directions, and in the z -direction as a function of
the distance from the interface. The ruler for measur-
ing x, y and z has divisions in angstroms.

The main problem is the requirement that the meth-
od of measurement should be non-destructive. This
means that the interface must not be disturbed either
in the preparation of the specimen or during the meas-
urement itself. The measurement must be made in situ.

If this requirement is left out, a great deal can be
done at present. I shall touch briefly on two methods
that provide information on an atomic scale, but are
limited in this non-destructive, in situ aspect.

TEM

The first method that will 'observe' on an atomic
scale is Transmission Electron Microscopy (TEM).
High-energy electrons are fired through a thin speci-
men and form an image. Diffraction can also occur
and the resultant diffraction image can be interpreted
as an image of the atoms.

There are two methods of looking at an interface
with TEM. For solid/gaseous or solid/liquid interfaces
the solid has to be made thin enough for the electrons
to pass right through it; this implies a thickness of a
few dozen microns. The specimen is then introduced
into the vacuum of the microscope and the solid side
of the interface is observed. In the second method,
which is used primarily for solid/solid interfaces, a
cross-sectional specimen is made; this is again ex -

[1]

[2]

[3]

H. H. Brongersma, F. Meijer and H. W. Werner, Philips Tech.
Rev. 34, 357-369, 1974.
R. E. Schlier and H. E. Farnsworth, J. Chem. Phys. 30, 917-926,
1959.
G. Binnig, H. Rohrer, C. Gerber and E. Weibel, Phys. Rev.
Lett. 50, 120-123, 1983.



224 F. MEIJER Philips Tech. Rev. 43, No. 8

tremely thin, and the interface now runs like a line
through the surface of the specimen.

An example of the first method is an examination of
the nucleation of a surface with palladium, so that an-
other metal, such as copper, can be catalytically grown
on the surface. The palladium nuclei are observed on
a titanium -oxide layer a few microns thick. The tita-
nium oxide itself is supported by a silicon -nitride film
about ten microns thick 141. The nuclei consist of a few
hundred palladium atoms (fig. 4). The crystal structure
and the distances between the atoms can be determined

and the arsenic hydride. The crystal is built up layer
upon layer.

The results of the synthetic activity can be analysed
afterwards by TEM. The specimens, slices of material
perpendicular to the interface, are etched to make them
extremely thin, so that the electrons can pass through
the specimen and form an image. The TEM micro-
graphs show layers with a resolution of one atomic
layer, and even the step in the interface of one atomic
layer can be seen. TEM measurements of this kind
provide useful information about the CVD process.

Fig. 4. Left: TEM micrograph of a metallic nucleus consisting of no more than a few hundred pal-
ladium atoms (obtained on a titanium -oxide layer a few microns thick, supported by a silicon -
nitride film a few tens of microns thick). It can clearly be seen that the nucleus has a crystalline
structure, in which the familiar effect of 'twinning' has taken place (the mirror plane corresponds
to the direction of the arrows). Right: TEM diffraction micrograph of the nucleusi51.

from the diffraction of the electrons. In this example
it was concluded that what was observed was indeed
metallic palladium with the normal crystal structure.
A palladium particle of a few hundred atoms behaves
like a piece of metal. In some cases, especially after
oxygen adsorption, an expansion of the lattice of 5 to
10% could be measured [51. This information is im-
mediately relevant to the understanding of the cata-
lytic action.

Another example is to be found in semiconductor
materials. Beautiful micrographs have been made of
cross -sections of epitaxial layers of GaAs and A1GaAs

.., [6](fig. 5) , where metal-organic compounds were used
to grow successive monoatomic epitaxial layers on a
substrate surface.

`Epitaxiar means that the crystal lattice continues
from one composition, GaAs, to the next, A1GaAs.
The metal -organic compounds, such as trimethyl gal-
lium, dissociate on the surface and the gallium atom
arrives at exactly the right place in the crystal lattice.
The same thing happens with the triethyl aluminium

Transmission electron microscopy has aspects of
the ideal measurement method. It does however re-
quire an elaborate preparation technique, followed by
measurements in vacuum. Still pictures are obtained
after the event, rather than a cinematographic record
of events as they take place. The method tells us a
good deal about the solid side of the interface, but
hardly anything about the chemical structure of the
molecules that react with the surface of the catalyst.

STM

Another method I shall touch on briefly, after TEM,
is Scanning Tunnelling Microscopy, STM, a relatively
new method with resolution on an atomic scale.

Electrons from the surface of a specimen tunnel to-
wards a very sharply defined point of metal, located at
a distance of a few angstroms. The tunnelling current
depends very closely on the distance between surface
atom and metal point. By scanning the surface with
the point, at a constant tunnelling current, in the x -,y -
and z -directions, an atomic topograph is obtained.
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The method depends entirely on the fantastic
mechanical precision with which the metal point can
be manipulated in the sub -angstrom range. In this
way, for instance, the 7 x 7 structure mentioned earlier
of the silicon surface has been observed.

The STM method is used in vacuum, but in principle
it can also be applied in a gaseous atmosphere or even
in a liquid. The method has certain aspects of the
`ideal' measurement method, but it will never be pos-
sible to use it on solid/solid interfaces. Nor is it likely
that it can be used to follow the reactions directly at

boundary faces. One of the principal advantages of
this is that we can then study dynamic phenomena, re-
actions taking place at interfaces. In this respect there
is still nothing that even approaches an 'ideal' method.
Likely methods include those that use 'light', X-rays
or acoustic vibrations.

The interesting thing about optical methods is that
photons, unlike the electrons and ion beams I was dis-
cussing just now, interact very little with matter. In
methods that use electrons or ions, however, the sur-
face sensitivity is a direct result of the strong interac-

Fig. 5. TEM micrograph of a cross-section of epitaxial layers of GaAs (dark layers) and AlAs.
The resolution is never less than two atoms: Ga and As or Al and As. The crystal lattice continues
uninterrupted at the transition from one composition to the other, and here and there a step in the
interface of one atomic layer can be seen [61.

interfaces. TEM and STM are examples of highly ad-
vanced measurement methods that provide informa-
tion about the atomic structure from surfaces. These
methods and various other analytical techniques, each
with their own strengths and weaknesses, have un-
doubtedly led to a better understanding of interface
phenomena. More scientific challenges have still to be
met, however, and much research of practical rel-
evance remains to be done.

Non-destructive measurement methods

It seems to me that a field still lies fallow for non-
destructive measurements on interfaces. With such
measurements, interfaces can be observed without
first separating them, without having to make two

tion with matter, and this has the disadvantage that
the measurements have to be performed in a vacuum,
since the electrons and ions are scattered in air or any
other medium. With light rays (or, to be more accur-
ate, electromagnetic radiation in certain wavelength
ranges) there is no such limitation, yet specific informa-
tion about the interface can nevertheless be obtained
in addition to the signal that comes from the bulk. We
can explain this in general terms with an example.
141

151

181
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A light ray is reflected when it encounters an optical
change. This need not be associated with energy ab-
sorption; even the clearest non-absorbent glass reflects
sun -rays. The reflected light ray contains information
about the interface, because the interface is different,
is different from the bulk. A nice example of this is the
reflection of light at the surface of a silicon crystal.
Silicon has a cubic crystal structure and is therefore
optically isotropic, that is to say it behaves identically
in all directions. The surface, on the other hand, is
anisotropic because of the fact that it is a surface. In a
recent experiment 171 measurable changes in the reflec-
tion coefficient were observed by rotating the surface
around the axis perpendicular to the surface. These
changes must be due to optical anisotropy and there-
fore contain direct information about the surface, be-
cause the bulk material below it is optically isotropic.

Optical reflection techniques - ellipsometry is a
good example - can provide precisely that informa-
tion about the interface in operation, in situ. The ellip-
sometric method measures changes in both the ampli-
tude and the phase of the light upon reflection. This
may be compared by an interference method, and el-
lipsometry is therefore extremely accurate in showing
thin layers at an interface. The resolution in the z -di-
rection easily approaches the range of monoatomic
layers. In the reaction of a clean silicon surface with
oxygen and many other molecular species it has been
possible to demonstrate the presence of coatings of
0.01 of a monolayer, that is to say one oxygen atom
for every hundred atoms on the silicon surface (81E91.
In the x- and y -directions the resolution is not in the
atomic range but in the range of square millimetres to
square microns, the limit being set by the wavelength
of the light. The ellipsometer is therefore eminently
suited for studying reactions of flat interfaces, as for
example in CVD. There are also interesting examples
of oxidation reactions on solid/solid interfaces in semi-
conductor technology that have been studied by ellip-
sometry because it was possible to 'look inside' (b0]

The speed of the method is now about a hundred
measurements per second, which is sufficient for meas-
uring many reactions on interfaces. Ellipsometry
makes use of spectroscopic capabilities. Measurements
can be made in the near ultraviolet, in the visible and
the near infrared. A logical but experimentally difficult
extension into the infrared range of molecular vibra-
tions has not yet been achieved.

I shall conclude this somewhat more detailed ac-
count of ellipsometry with the comment that here, too,
there is strength in combination. A combination of
the in situ measurement of dynamic effects by ellipsom-
etry with an 'atomic micrograph' subsequently ob-
tained by means of transmission electron microscopy

or with a 'molecular structure micrograph' obtained
by means of EELS can bring us quite a bit closer to
the ideal measurement method.

Without further explanation, so that only the initi-
ated will be completely in the picture, I will just men-
tion a few other methods that are of interest, or could
be, for non-destructive investigations on interfaces.
 Surface -enhanced Raman scattering and infrared
reflection spectroscopy, which can provide informa-
tion about molecular structures.
 Fluorescence and phosphorescence of probe mole-
cules E111, where the optical effect is sensitive to the
immediate environment of the molecule, for example
network rigidity in polymers. Many new developments
are afoot in optical spectroscopy. It is very likely that
the spin-off from these developments will be useful in
interface studies, in both ordinary and nonlinear op-
tics. There are prospects of in situ measurements in
the X-ray wavelength range as well.
 Extended -X-ray absorption fine structure or EXAFS
for short, which provides information about atomic
distances in matter, including amorphous substances.
The application of EXAFS in the study of rhodium
catalysts in their reaction environment is yielding
spectacular results E121. In particular, measurements
have been made of reversible reactions of the rhodium
particle with carbon monoxide, in which the rhodium -
rhodium -bonds were broken and then restored after
removal of the carbon monoxide. To get some idea of
such a catalyst particle you have to think in terms of a
fragment consisting of 10 to 20 atoms.

Conclusion

In my address I have sought to emphasize that,
while much is already known about interfaces, the
step from model system to the reality still calls for a
great deal of fundamental research. 'Looking at inter-
faces', using methods in which destructive preparation
techniques and a high vacuum are not required, is a
field that is open to interesting, advanced and applied
research.

Teaching at the university first concentrates on the
things that are known: the theory, the facts, the
existing experimental methods. By doing research the
student then learns to use this knowledge actively and
creatively. The impending curtailment of the duration
of undergraduate studies in the Netherlands must not
lead to an impoverishment of that essential experience
in actually doing research.

This brings me naturally to another very interesting
interface, the interface between University or Poly-
technic and Industry, or more generally the Employer.
For the student this interface is the transition from the
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past to the future. Nor must this interface be a mere
common boundary; here again interaction is essential.

It is in everyone's interest that the man or woman
who leaves the university should occupy the right pos-
ition in working life, in the job that exactly matches
his or her interests, capacity and education. These
three parameters are not numbers, they are not scalar
quantities, but vectors, directions in which develop-
ment can take place at the proper rate.

In crossing the interface between university and in-
dustry these vectors must not suffer abrupt changes.
This can best be guaranteed if the interface is both a
'common boundary' and the 'place where interaction
occurs', as in the dictionary definitions.

Looking for a place in working life involves a
choice of options, a choice by the job -seeker and the
employer. The chance of making the right choice is
greatest if the job -seeker has a realistic idea of what
he or she wants. This idea is one that must be formed

D. E. Aspnes, J. Vac. Sci. & Technol. B 3, 1138-1141, 1985.
R. J. Archer and G. W. Gobeli, J. Phys. & Chem. Solids 26,
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F. Meijer and G. A. Bootsma, Surf. Sci. 16, 221-233, 1969;
F. Meijer and G. A. Bootsma, Philips Tech. Rev. 32, 131-140,
1971.
J. B. Theeten, D. E. Aspnes, F. Simondet, M. Erman and
P. C. Mfirau, J. Appl. Phys. 52, 6788-6797, 1981.
This will be the subject of a forthcoming article in this journal.
H. F. J. van 't Blik, J. B. A. D. van Zon, T. Huizinga, J. C.
Vis, D. C. Koningsberger and R. Prins, J. Am. Chem. Soc.
107, 3139-3147, 1985.

during the years at university, and tried out and
tested. It will also help the employer to assess a candi-
date's suitability for a particular kind of work.

The thread running through my address has been
the concept of 'interface'. Looking at interfaces will
greatly help us to understand the interactions we find
there, and armed with this knowledge we can actively
influence these interfaces. So we can prepare an effi-
cient catalytic surface, improve the adhesion between
materials, combat corrosion - and even provide chem-
istry students with the knowledge that will fit them for
a job in industry.

'Looking at interfaces' may still be far from fully
optimized, but methods both existing and new appear
to offer many prospects of further progress.

Summary. The text is based on the address delivered by the author
on 7th March 1986 at his inauguration as Visiting Professor of
Heterogeneous Catalysis at the University of Leiden. After discus-
sing the 'interface' concept, heterogeneous catalysis and clean sur-
faces, he mentions as the characteristics of the ideal measuring
method a resolution of the order of atomic distances and the capa-
bility of performing non-destructive measurements in situ. Methods
treated that show the first characteristics are TEM and STM. Meth-
ods exhibiting the second characteristic are those that depend on
light, X-rays or acoustic vibrations, with special emphasis on ellip-
sometry. Combining both types of method should give even better
results.
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Automatic segmentation of speech into diphones

J. P. van Hemert

With the advance of automation the number of people who transact business directly with the
public is steadily declining. It is becoming increasingly common, for example, to draw money
from automatic cash dispensers. In such situations the customer has to carry out instructions
given by the machine. Usually the instructions appear on a screen, but sometimes they are
spoken. In such a case the number of instructions that can be given is limited. A method of
producing spoken instructions just as freely and flexibly as text on a screen consists in joining
small speech segments together and making them audible. This article describes the prepara-
tion of the 'library' of segments (diphones).

Introduction

Speech has been with us since time immemorial.
And today, even in situations where it is possible to
communicate in some other direct way, e.g. with a
keyboard and display screen, many people will still
prefer the spoken word. One possible reason for this
is that people can then make other 'observations' -
visual ones, perhaps - while they talk or listen. On
the other hand, communication between man and ma-
chine usually requires a keyboard and a display. At the
Institute for Perception Research ways and means are
being studied of bringing one direction of this two-way
communication, the output from machine to man, in-
to the form of speech. Speaking machines will have
many useful applications in the future. Much time can
be saved, for example, by using a spoken set of in-
structions instead of a printed one when setting up
complex equipment. In situations, too, where eyes
and hands are already occupied and actions have to be
performed on the basis of new information, that in-
formation can best be presented in the form of spoken
messages (as for instance in the CARIN system (11).

Ir J. P. van Hemert is with the Institute for Perception Research,
Eindhoven.

Many systems with speech output depend on the
use of complete messages spoken -in beforehand. The
system would be more flexible and offer wider pros-
pects if the spoken messages could be built up from
smaller units, in the same way as written language.
The units constitute the basic elements of what might
be called a 'speech alphabet', by analogy with the al-
phabet of written language. A system with such a col-
lection of basic elements would bring an unlimited vo-
cabulary within reach.

Before going into our choice of the basic elements
for the speech alphabet, we shall first take a look at
natural speech and indicate possible divisions of the
speech signal. Speech is a succession of audible air-

CARIN is an automobile navigation and information system
comprising a Compact Disc player, a position -determining
system and a computer. It uses geographical information stored
in digital form on a Compact Disc to the CD -I (Compact Disc
Interactive) standard. The system takes this geographical in-
formation and the destination entered by the driver, and maps
out a route. It then uses the position -determining system to
guide the driver to his destination. The directions are given as
spoken instructions (at present they are complete sentences
spoken -in beforehand, but they will probably be derived from
synthetic speech in future). CARIN will be the subject of a
forthcoming article in this journal.
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pressure .differences that are generated by the human
speech -production system (vocal cords, mouth cavity,
nasal cavity and pharynx). Fig. 1 shows an example of
a speech sound recording. The mouth and nasal cav-
ities and pharynx (the vocal tract) can be regarded as a
resonant cavity that is excited by the periodic vibra-
tion of the vocal cords into the voiced elements of
speech (e.g. the vowel [a:]) or by turbulences that oc-
cur at constrictions in the vocal tract (e.g. the sibi-
lant [s]). This excitation can be characterized by three
parameters: the amplitude, which is connected with
the loudness of the signal, a parameter that indicates
whether the sound is voiced or unvoiced [21 and the
source frequency at which the vocal cords vibrate.
The resonant cavity can be characterized by the centre
frequencies and the bandwidths of the formants, i.e.
the resonance peaks in the transfer, function. The
source frequency is found in the fine structure of the
spectrum, the formants in the envelope. The spectrum
of speech up to a frequency of 5 kHz usually contains
five formants, so that the resonant cavity can be
described by ten parameters [2] , the five centre fre-
quencies and the corresponding bandwidths.

In principle, synthetic speech can be generated by
specifying the behaviour of the thirteen parameters as
a function of time. But this requires a large number of
complicated rules, some of them as yet unknown. In
practice, this approach is difficult and the speech
quality is poor.

Another possible way of generating synthetic
speech consists in joining together (`concatenating')
fragments of natural speech. In its simplest form this
amounts to the auditory presentation of complete
messages spoken -in beforehand, as mentioned before.

0 500 1000 ms

Fig. 1. The speech signal, showing the pressure changes as a func-
tion of time, for the nonsense word `nenaanene' spoken by the test
subject. At A and B, for example, the speech signal changes, where
there is a transition between two sounds.

More scope is then offered by concatenating separate
words to form complgte sentences. But if all conceiv-
able speech utterances are to be possible with such a
system, an enormous list of words will be necessary.
We can limit the volume to some extent by using syl-
lables instead of words as our basic units. But even
then, we still require a quite substantial 'library' of
basic units. The library can be reduced to the mini-

mum if we take as our units the smallest segments of
speech that still carry differences in meaning, the
phonemes [s1. To maintain the fluent character of
speech, however, it is then necessary to generate the
transition from each phoneme to the next by sets of
rules that are difficult to establish.

We have no need of such rules if we take diphones
as our basic units. A diphone is a brief segment of
speech that contains the last part of one phoneme, the
transition, and the first part of the next phoneme.
(Fig. 2 shows the phonemes and diphones contained in
the word `spoon'.) The number of basic units is now

symbols

phonemes

diphones #s Sp

spoon

Pu
un n#

I I
immediately middle of n
before the

burst
middle of s 20ms after

start u

Fig. 2. An example of the location of the diphone boundaries in the
word 'spoon'. After the phoneme boundaries have been deter-
mined, the diphone boundaries are fixed by rules. The first diphone
is the transition from silence [ # ] to [s], the next one from [s] to [p],
and so on.

larger, but we do not need to add any rules for the
transitions. The Dutch language for example contains
some forty phonemes. A library of diphones thus con-
sists of some 1600 basic units. For each of these di -
phones a parameter representation must be available
in the speech alphabet. The individual diphones of
this library can be joined together to produce words
or sentences.

A diphone library can be obtained in the following
way. Tape recordings are made of a large number of
words, which are spoken by a selected speaker. The
list of words is compiled in such a way that it contains
all the possible combinations of speech sounds. Four -
syllable nonsense words may often be used, such as
`nenaanene' [nana:nana] and `pepaapepe' [papa:papa],
in which the second syllable has to provide the di -
phones. The procedure is as follows. The words are
digitized at a sampling rate of 10 kHz, and then the
parameters mentioned above are determined and
stored as a continuous series in a memory. This is used
for generating (resynthesizing) a new speech signal.
The phoneme boundaries are determined from the
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parameter values and by listening to the resynthesis.
These boundaries are thus established non -automati-
cally. The diphone boundaries are then calculated
from the phoneme boundaries, using a set of rules.
The rules for positioning the diphone boundaries are
different for each phoneme. In vowels the diphone
boundary is located at a fixed time after vowel onset.
The reason for this is that a vowel in natural speech is
not affected, or only slightly, by the consonant im-
mediately preceding it, but it is affected by the conso-
nant immediately following it. The duration of a
vowel is thus deterined by the phoneme following the
vowel; see for example fig. 2, where the boundary
between the [pu] and the [un] diphone is located 20 ms
after the start of the [u]. In plosives [b], [d], [p], [t]
and [k] the diphone boundary is located immediately
before the burst and in all other consonants it is posi-
tioned in the middle of the phoneme. These rules are
used for determining the diphone boundaries. The
parameters between the boundaries are stored in the
diphone library.

This non -automatic method of building up a di-

phone library is tedious and time-consuming. A Dutch
diphone library has been prepared in this way for one
speaker (B.A.G. Elsendoorn) [4] . The quality of the
synthetic speech produced by concatenating diphones
from this library is fairly good. There is a need for
diphone libraries for more languages and more speak-
ers for each language. (Although there are consider-
able differences between the diphone libraries for
different languages, the principle for the concatena-
tion of diphones can be used for various languages).
The procedure described above has to be repeated,
however, for each language and for each speaker.
This is why efforts have been made to find an automa-
tic method of preparing diphone libraries from recor-
dings of spoken words. Besides the time argument
there is a second reason for researching automatic
segmentation. An automatic method may be expected
to yield a final result that is more easily reproducible
and more consistent than that of a non -automatic
method.

In the rest of this article we shall consider a number
of possible methods of automatic segmentation into
phonemes, from which the diphones are then calcu-
lated from a set of rules, and it will be shown that a
combination of two such methods gives a satisfactory
result.

Automatic segmentation into phonemes

Segmentation methods described- in the literature
can be classified into two groups. On the one hand
there are the methods that look for recognizable fea-
tures in the speech sound, such as the boundaries be-

tween more or less steady-state parts of the speech sig-
nal. In the methods of this kind no use is made of the
fact that the word to be segmented is known. There is
therefore no phonetic identification, that is to say no
attempt to link a phoneme with the associated seg-
ment of the signal. On the other hand there are meth-
ods that make the division on the basis of the cor-
respondence between the speech utterance and a
known reference pattern of each sound in the speech
utterance. Both methods have their advantages and
disadvantages. When a method of the first kind is used
the boundaries between the segments are relatively ac-
curately defined, but the segments delimited by two
boundaries are not provided with any phonetic identi-
fication. A method of the second kind does not in
practice appear to meet the requirements imposed by
a speech -synthesis system for the accuracy of the
boundaries [5] . We shall first consider the method of
the first kind that we are using. It will then be shown
how satisfactory results can be achieved by combining
this method with a method in which use is made of
reference patterns.

Segmentation into steady-state segments

In general the behaviour of the acoustic properties
of speech sound as a function of time is rather unpre-
dictable. Nevertheless, it is possible to identify `steady-
state' [61 segments of the speech signal, which is usual-
ly portrayed in terms of the pressure changes as a
function of time. Fig. 1 shows the speech signal of the
nonsense word `nenaanene'. At the points A and B,
for instance, transitions can be seen between two
steady-state segments. The transitions are also visible
in the spectral composition of the signal at the
different times.

The sounds are either 'voiced' or 'unvoiced', depending on the
vibration of the vocal cords during articulation. All the vowels
and the consonants [m], [n], [I], [b], [g] and [d] are voiced, and
the plosives [p], [t] and [k] and the fricatives [s] and [f] are un-
voiced. See also: J. 't Hart, S. G. Nooteboom, L. L. M.
Vogten and L. F. Willems, Manipulation of speech sounds,
Philips Tech. Rev. 40, 134-145, 1982.
In phonetic script phonemes are written as follows: short vowels
with the associated letter (e.g. [w] as in 'mat', [o] as in 'rot'
etc.), long vowels with the associated letter plus a colon (e.g.
[a:] as in 'father', [3:] as in lawn, etc.), consonants are also
represented by the associated letter (e.g. [p] as in 'put', [f] as in
'find' etc.). The a as in 'ago' is indicated by [a], the 'ur' as in
`turn' by [a:], [#] indicates silence and [2] the glottal stop.
More information about phonetic representation will be found
in most bilingual dictionaries.

141 B. A. G. Elsendoorn and R. J. H. Deliege, A speech synthesis
system using diphones: a portable communication aid for the
speech impaired, Proc. Eur. Conf. on Technology & Commu-
nication Impairment, London 1985.

151 L. R. Rabiner, A. E. Rosenberg, J. G. Wilpon and T. M. Zam-
pini, A bootstrapping training technique for obtaining demi-
syllable reference patterns, J. Acoust. Soc. Am. 71, 1588-1595,
1982:

[6] These parts of the signal are not truly steady-state. The shape
of the curve changes, but not so much as the relative change
between the segments.

[2]
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0 1 2 3 4

f
Fig. 3. The spectra (the amplitude A as a function of frequency)) as determined every 10 ms from
the speech signal of the word `nenaanene'. In most spectra five maxima can be recognized. These
are the formants, and their heights and positions vary with time. These signals give the basis for
dividing the utterance into steady-state parts.

Fig. 3 shows a number of 'pictures' of the ampli-
tude spectrum at intervals of 10 ms. The formants, the
peaks in the spectra, are subject to changes. The centre
frequency and the bandwidth vary with time. With
the aid of such a representation, amplitude spectra at
intervals of 10 ms, the utterance can be divided into
steady-state segments. Two spectra belong to the same
steady-state segment of the utterance when they re-
semble each other to some extent. We must therefore
indicate a measure of the similarity between the spec-
tra. To do this we proceed as follows. We determine
the extent of the similarity between two spectra by cal-
culating the correlation between them. This correla-
tion co is defined as:

(sr  sj)

Os'  si)(si 
(1)

where (si  Sj) f:kliz W(f)sr(f)si(f)df, the scalar
product of the spectra sr and sj, where f is the frequen-
cy and W(f ) the spectral weighting function that ap-
proximates to the sensitivity of the human ear. This
spectral weighting function is given by:

0 if 0 < f < 200 Hz

W( f ) = 1 if 200 < f < 1000 Hz
1"f

if f > 1000 Hz.

If two spectra are identical, the correlation co is
equal to 1. But as the similarity of the spectra dimin-
ishes, the more co will differ from I. The correlation
co between the ith spectrum and the ten neighbours
on both sides (i - 10 < j <i + 10) is shown schemati-

cally in fig. 4. The curve has a maximum 1 at j = i.
After choosing a threshold value ct we can identify a
segment belonging to spectrum i as the series of
successive spectra (from ib to i5) whose correlation
with spectrum i is greater than the threshold value ct.
The boundary between two segments is established in
the following way. For all segments we determine the
`centre of mass' mi, which is defined as:

E - co

m'-rbre
(2)

E (0,- co
j' ib

Cif
Ct

0 10 m
*

20

Fig. 4. Diagram representing the correlation co, the correlation
between the spectra of the ith ( = 12) spectrum and thejth spectrum
(j goes from 2 to 22). The ith and thejth spectra belong to the same
steady-state segment of the speech utterance if the correlation be-
tween the corresponding spectra is greater than ct. In this schematic
example the spectra j= 9 ( = ib) to j = 18 ( = Ie) belong to the same
steady-state segment. The 'centre of mass' ml (see text) is also indi-
cated in the figure.
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The distance di from spectrum i to the centre of mass
mi of a segment is used for establishing the boundar-
ies: di = mi - i. Exactly how this is done can be seen
by referring to the example given in fig. 5. For our
nonsense word `nenaanene' we have a representation
of the speech signal, the correlations cid between the
spectra, and the distance function di. For all i, the
curve ci,j gives the correlation between spectrum i and
the other spectra j in this speech utterance. From
i = 14 to i = 24 the correlation curve changes only
slightly. Near i = 25 we find a transition, and then the
maximum of cid moves to larger j -values. The centre
of mass of the curve is indicated by a short vertical line.
The short horizontal lines indicate the distance di
from spectrum i to the centre of mass mi of the corre-
lation curve. This distance is also plotted at the bot-
tom of the figure. The zero crossings of the distance
function from plus to minus are all close to the centre
of a steady-state segment. The zero crossings from
minus to plus are close to a transition, and are taken
as the boundaries between two steady-state segments.

a

b

# n a n n a n a #

0

i=12

14
Ci

16

18

20
22

24

26
28

500 1000 ms
t 1

0

2
d,

1°
-2

L

0

50 100

50 100
j

Fig. 5. The speech signal (a), the correlation cid for a part of the
speech signal (b) and the distance function d, (c) derived from the
correlation. The lines indicating the phoneme boundaries derived
from the zero crossings (from - to +) of the distance function are
extended to the speech signal.

The nth boundary determined by this method is called
gi,n. We shall return to this later.

Phoneme boundaries have been determined in this
way for a number of nonsense words. A comparison
of these results with results obtained non -automati-
cally shows that the phoneme boundaries have been
fairly accurately determined. It can happen, however,
that some boundaries are not found or that a pho-
neme is divided incorrectly into more than one seg-
ment. The number of incorrectly determined bound-
aries is so small, however, that this method can be used
in an automatic segmentation program. For our real
purpose, the segmentation into diphones, however,
we do have to know which segments and phonemes
correspond. In the following subsections we shall see
how segments are given their phonetic identification.
We shall also consider which boundaries have to be
ignored or included to obtain the correct number of
phonemes in an utterance.

Segmentation with the aid of reference patterns

In the division into steady-state segments as dis-
cussed in the previous subsection, we did not establish
which steady-state segments and phonemes cor-
respond. We do however know how many phonemes
there are in the word to be segmented, and which ones
they are. We can use this information to identify the
steady-state segments. This can be done, for instance,
by connecting the successive steady-state segments
with the phonemes in the sequence occurring in the
word to be segmented. This does not always work,
however. There are some phonemes, the diphthongs
(e.g. [ei], [ou], [ai]) and the plosives (e.g. [b], [d], [t]),
that consist of two more or less steady-state sections.
Furthermore, errors can be introduced by determining
too many boundaries or too few. It is therefore neces-
sary to ascertain whether the spectra of a steady-state
part of the utterance do indeed correspond to the
spectra of the intended phoneme. The procedure we
follow for this is now described.

The word to be segmented is split into 'spectral
states'. Most phonemes correspond to one spectral
state; only the diphthongs and plosives correspond to
two spectral states. We characterize each spectral state
by a spectrum that we obtain from a series of spectra
corresponding to the phoneme. We shall call these
spectra the reference spectra. Next we compare the
spectra of the speech utterance (we shall call these the
test spectra) with the reference spectra of all the states
that occur in the speech utterance. We do this in the
same way as described in the previous subsection, by
determining the correlation between the reference
spectra and the test spectra. Let us illustrate this by an
example. The word `nenaanene' mentioned earlier
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contains ten spectral states: the silence before the
word [ # ], the phonemes [n], [a], [n], [a:], [n], [a], [n],
[a] and the silence after the word [ # ].

Fig. 6 shows the reference spectrum n for each of
these spectral states and the correlation of all the
test spectra i with the different reference spectra. The
correlation is high if the test spectra closely resemble
the reference spectra. The correlation of all the test

f

n

a

11

CI:

n

i

Cim

t

1#1144 MI I fa/ liNINIAlirr1ii.11[*1

921 92.9

Fig. 6. The spectral states, the associated reference spectra n and the
correlation cia between the reference spectra and the test spectra in
the word `nenaanene'. The arrows below indicate the boundaries
g2,, as determined subject to the condition that the total sum of
the correlations between the boundaries must be as large as pos-
sible. A is the amplitude, i the test spectrum and f the frequency.

spectra i with a reference spectrum n shows - depen-
ding on the number of times the spectral state occurs -
a number of regions where the correlation is high. The
correlation curve of the reference spectrum of the [n],
for example, has four such regions, one for each occur-
ence of the [n] in the word. In principle, this spectral
information can be used as the basis for segmenting an
utterance. The spectral variability of speech is so great,
however, that the correlation between the test spectra
and a reference spectrum can always be lower than the
correlation with other reference spectra, which would
give the corresponding spectral state a zero duration.
To prevent this, restrictions are imposed on the dura-
tion of each spectral state. The minimum and maxi-
mum durations of each spectral state are estimated by
measuring the duration of a number of 'realizations' of
that state.

We can now formulate a rule for the segmentation.
The word to be segmented contains N spectral states
and is available in the form of I test spectra. The last
test spectrum associated with the nth spectral state we
call gn . The boundaries gn for n = 1 to (N - 1) are the
free parameters that have to be determined. The
boundary go is set at the start of the speech utterance
and the boundary gN is set at the end: go = 0 and
gN = I. The free parameters have to be determined in
such a way that the resemblance between reference
and test spectra is as close as possible, subject to the
condition that the duration of each spectral state must
lie between the associated minimum and maximum
values (min and max,,). This requirement is formu-
lated as:

N g,,

max E E (4)
g,, n=1 i=g_1+1

with the condition min < gn - gn -1 < max . This
maximization can be performed by 'dynamic pro-
gramming' [7]. The results of these calculations can be
found in the last graph of fig. 6. This shows parts of
the correlation curves between the boundaries calcu-
lated as described above. The spectral state is also
shown. In general, the inaccuracy in the determina-
tion of the boundaries by this method is too great for
our purpose (see also fig. 10). In the next section we
shall see that this method can however be used for
generating the phonetic identification for the seg-
ments with steady-state properties, as obtained by the
method described in the previous section.

Combination of the two methods of segmentation

Table I shows the advantages and disadvantages of
the two automatic segmentation methods discussed
earlier. It can be seen that the methods are more or
less complementary. It is therefore logical to combine
the two methods in such a way as to retain the advan-
tages of each and avoid the disadvantages. This can
be done by using the determination of the segment
boundaries of the first method (which is accurate) and
the phonetic identification of the second method. For

Table I. The advantages and disadvantages of the two automatic
segmentation programs.

Advantages Disadvantages

First method accurate determination
of boundaries

too few boundaries
or too many

phonetic identification
not known

Second method correct number of
boundaries
phonetic identifi-
cation known

boundaries not
accurately determined
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a

this we need an algorithm that combines the boundar-
ies determined by both methods. This implies that any
extra boundaries found by the first method are omit-
ted, and that any boundaries not found are inserted.

Fig. 7 shows the results of both methods once
again. Fig. 7a gives the spectra of the nonsense word
`lelaalele' [lala:131a]. The distance function di is shown
along the time axis, with the boundaries gi ,,, derived
from it (first method). The boundaries determined by
the second method (g2,,,) can be seen in fig.7 b. This
figure only gives the reference spectra that we used for
determining these boundaries. Note that there is a
considerable difference between the actual spectra
(fig. 7a) and the steady-state 'caricature' of them ob-
tained by the second method (fig. 7b). The distance
function di and the boundaries gi,n derived from it are
again shown along the time axis. At some places the

Fig. 7a) The spectra of the word `le-
laalele' (the amplitude A as a function
of frequency f at successive times).
Segmentation into steady-state parts
is done with the aid of the distance
function d, (equations 1, 2 and 3).

000ms The distance function d, and the
boundaries gi a to gi,9 derived from
it are shown along the time axis. b)
The boundaries g2a to g2,9 are found
with the second automatic segmenta-
tion method. The diagram shows,
between two boundaries, the refer-
ence spectra with which the spectra
give the maximum correlation at the
associated times (equation 4). Simply
placing these reference spectra in se-
quence gives a picture (and also a
sound) that is different from that of
(a). The distance function di and the
boundaries gi a to giaj derived from
it are also indicated. The boundaries
determined by the two methods do
not correspond with one another
everywhere.

boundaries and g2,,, are different. The boundaries
closest to one another, gi,n and g2,n, are linked. The
final location of the boundaries is derived from the
first method and the phonetic identification from the
second method. A diagrammatic representation of
this procedure is given in fig. 8. The link between two
boundaries is represented as a dashed line. The link-
ing of the boundaries can be continued until a number
of boundaries remain that cannot be linked without
the dashed lines crossing. The dashed lines must not

`Dynamic programming' is a mathematical procedure for sol-
ving an optimization problem. The solution is reached in
different stages, in each of which a number of decisions can be
made. The method can be efficiently programmed. More infor-
mation can be found in books such as:
0. I. Elgerd, Control systems theory, McGraw-Hill, New York
1967;
R. E. Bellman, Dynamic programming, Univ. Press, Prince-
ton, NJ, 1957.
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cross because the sequence in which the segments have
to be found is fixed. The boundaries gi that cannot
be linked are omitted. The boundaries g2, that can-
not be linked are retained. The final location of these
boundaries is derived from the second method. In the
other cases, in which the boundaries can be linked,
the final location of the boundaries is derived from
the first method.

Fig. 9 shows an example of the segmentation ob-
tained with the two methods combined, showing the
boundaries ultimately established in the speech signal.

1st method 91,1 97,2 91,3 91,4

2'd method 921 g2.2 g2,3

91 = g1,1 g3 = 91,4 95 = g2,5

g2 91,2 94 91.5 .96 = g7.6

9,.s 91,6

g2.1 g2,5 92,6

Fig. 8. A stylized example of the algorithm that combines the boun-
daries found by the two automatic segmentation methods. The up-
per vertical lines indicate the boundaries found by the segmentation
into steady-state segments (gi,1 to g1,6) and the lower vertical lines
give the results of the reference method (g2,1 to g2,6) The bound-
aries are linked by dashed lines in such a way that the total length of
all the dashed lines has the minimum value. The dashed lines must
not cross. The final results for the phoneme boundaries are also
shown.

di

V

Ht

C i n --".
1 a 1 a: 1 _a l a It

Fig. 9. The distance function d the speech signal and the correla-
tion c,,,, between the spectral states [ # ], [I], [a], [I], [a:], [1], [a], [I],
[a], [ht] and the spectra for the word `Ielaalele'. The phoneme
boundaries finally determined are shown in the speech signal.

Synthetic speech built up from diphones

The methods discussed above have been pro-
grammed on a VAX 11/780 computer. These pro-
grams have been used to make diphone libraries for
Dutch, German and British English. The diphones are
stored in parametrized form in these libraries. All
possible speech utterances can be made audible by
retrieving the appropriate diphones from the library,
concatenating and synthesizing them. An example
will be given to illustrate the final result. Fig. 10 shows
the behaviour of the parameters as a function of time
for the simple sentence 'The sun rises.' The parameter
values of the diphones are shown in sequence. To
make the synthetic speech more natural the source
frequency is added by means of a set of rules [8]. In
this example the stress is on the word 'sun'. At the
boundaries between the diphones (vertical dashed
lines) there are occasional discontinuities. These are
not usually audible in the synthesis made by means of
this parametrization. Before considering the result of
an evaluation made by subjects who listened to a
number of such synthesized utterances, we shall first
look at a comparison of phoneme boundaries obtained
by automatic and non -automatic means.

The phoneme boundaries of a number of words were
determined by the usual non -automatic method, the
second method and the two automatic methods com-
bined. The results of these determinations are com-
pared in fig. 11. The figure shows the percentage of
phoneme boundaries for which the difference between
the automatically and non -automatically determined
boundaries is less than or equal to a particular mul-
tiple of 10 ms (the time interval between two spectra).
Assuming that the non -automatically determined
boundaries are somewhere near what we need for our
purpose, we find that the results obtained by combin-
ing the two automatic methods give a definite improve-
ment. If the required accuracy is set at 30 ms, 96% of
all phoneme boundaries are correctly determined.

The agreement between automatically and non -
automatically determined phoneme boundaries does
not in itself show that the library of diphones ob-
tained automatically is useful in practice for generat-
ing synthetic speech. Information about this can be
obtained by asking subjects to assess the intelligibility
and quality of the synthetic speech. A Dutch -language
version of a diphone library has been used for this
perceptual evaluation. Constant -pitch syntheses were
therefore made of 320 words of one or two syllables
from both the 'automatic' and the 'non -automatic'
diphone libraries. Syntheses of both types were played
in random order to seven subjects, who were asked

On J. 't Hart and R. Collier, Integrating different levels of intona-
tion analysis, J. Phonet. 3, 235-255, 1975.
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Fig. 10. Example of a concatenation of diphone parametrizations from the 'automatic' diphone
library. From top to bottom: the sentence `The sun rises.', the corresponding phonemes, the cor-
responding diphones, the mean amplitude G of the speech signal, the value of V/UV- unvoiced
is shown black, voiced white - the source frequency F0 in the voiced parts of the sentence, the
centre frequency F,, and the Q (quality factor) Qk (k = 1 to 5) of the five formants that character-
ize the resonant cavity. The centre frequency is indicated by a horizontal dash. The Q, which is in-
versely proportional to the bandwidth, is indicated by a vertical dash through the corresponding
value of Fk. The value of the source frequency does not depend on the concatenation of the di-
phone parametrizations but has been added. The vertical dashed lines indicate the boundaries be-
tween the successive diphones.

which word they had heard. The subjects could also
evaluate the quality of the synthetic speech by award-
ing points. The scores are presented in Table II. It can
be seen that the 'automatic' diphone library is certain-

100 % -

80 -

60

40

20-

0

96% 97% 98%
95%

86%

65%

53%

-75%;
82%

88%
91% 94%;

0 10 20 30 40 50 ms
dev.

Fig. 11. The percentage of 'automatic' phoneme boundaries that
deviate by less than an indicated multiple of 10 ms from the `non-
automatic' phoneme boundaries. The dashed lines with the cor-
responding percentages indicate the results of the second method,
the continuous lines give the results of the combination of the two
methods. In total 979 phonemes boundaries were determined in 90
words.

ly no worse than the 'non -automatic' one. Although
this does not prove that the automatic segmentation
always gives better results, it does show that 'automatic'
diphone libraries can compete well with 'non -auto-
matic' ones. In view of the other advantages, auto-
matic segmentation is preferable to non -automatic
segmentation. The fact that words are misunderstood
in an intelligibility test is not solely attributable to
erroneous segmentation of speech into diphones, of

Table II. Results of the perceptual evaluation. Altogether 320
words were synthesized from both the `automatic' and the `non-
automatic' libraries. Seven test subjects were asked to identify the
spoken word. The subjects were also able to give their evaluation of
speech quality.

Dip hone set

`automatic' `non -automatic'

Percentage of words wrongly
understood by everyone

Percentage of words wrongly
understood by at least one
person

Total percentage of wrong scores
(100% corresponds to 7 x 320
words)

2%

29%

9.5%

3%

35%

12.5%
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course. Errors of analysis, the way in which the syn-
theses are made, the nature of the equipment, discon-
tinuities and other factors all come into the picture.

The evaluation of the quality of the speech by
different subjects is difficult to bring to a common de-
nominator because their judgement is subjective. It
can however be concluded that six of the seven sub-
jects considered the quality of the syntheses made
with the 'automatic' diphone library to be better than
that of the syntheses made with the 'non -automatic'
diphone library.

One aim of the investigation, to shorten the time it
takes to prepare a diphone library from which syn-
thetic speech of good quality can be produced, has
been achieved. The segmentation of the speech utter-
ances into diphones, which is a part of the process,
can now be done in a fraction of the time that a 'non-
automatic' method would have required. Synthetic
speech built up from diphones obtained in this way
will in future be subjected to further perceptual eval-
uation. An effort will also be made to improve various

details of the method. The strategy described can be
used to build up a diphone library in less time than be-
fore. The availability of high -quality diphone libraries
for more speakers and more languages could in future
lead to promising applications, such as multilingual
talking dictionaries and dialogue systems.

Summary. Systems in which synthetic speech is generated often use
a library of sound transitions (diphones) as units for forming words
in the same way as the letters of the alphabet are used for writing.
The libraries are built up by extracting these units from spoken text.
This can be done automatically by a combination of two automatic
methods. In the first method, boundaries can be placed in words at
positions where one steady state changes into another one. In the
second method the sounds in a word are compared with reference
patterns of particular sounds, and the phonetic identification is
assigned to the segments determined by the first method. The
second method is also used for correction if too many boundaries
or too few are found. The boundaries obtained in this way are not
very different from the results obtained by non -automatic methods.
With these methods diphone libraries can be built up in a fraction
of the time that would be required with a non -automatic method.
Evaluation by test subjects of synthetic speech built up from
`automatic' diphone libraries is certainly no worse than that of
synthetic speech built up from 'non -automatic' diphone libraries.
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1937 THEN AND NOW 1987

Transmitting valves

Fifty years ago the TA 20/250 transmitting triode was the largest transmit-
ting valve in the Philips production range; see the photograph at the upper
right N1. This valve was 1.40 m high, and could supply a continuous -wave
output power of 65 kW or a peak pulse power of 260 kW. The electrode sys-
tem in this type of transmitting valve took the form of concentric cylinders,
with the cathode at the centre and the anode at the outside. The heat dissipa-
tion was greatest at the anode, which was therefore force -cooled by a current
of water.

The TA 20/250 transmitting triode was used in long -wave broadcast trans-
mitters, since the valve could only be used at relatively low frequencies
(1 MHz and below) because there was glass insulation between the electrode
connections and the electrode system was relatively long. (The length of the
electrodes should be small compared with the wavelength of the transmitted
signal.) The water-cooled anode could dissipate a maximum of 100 W/cm2.

Triodes that will provide very high powers are still produced today, and
their construction remains very much the same. The largest type in the present
range has a continuous -wave output power of 500 kW and a peak pulse power
of 2 MW. The height of this valve is 0.80 m; see the valve at the back in the
lower photograph. The heat transfer has
been greatly improved, so that the length
of the electrode system need only be less
than half that of the TA 20/250 transmit-
ting triode of 1937. This and the ceramic
insulation with very low dielectric losses
make these valves useful at considerably
higher frequencies, so that they can be
used - in tetrode form - in short-wave
broadcast transmitters at frequencies up
to 30 MHz. As triodes they are also used
for heating plasmas in controlled nuclear
fusion. The frequency of about 100 MHz
then used is equal to the cyclotron
frequency of the ions in the plasma.

The two valves at the centre of the
lower photograph are air-cooled, the
other three are water-cooled. Because
the water cooling is very efficient the an-
ode can dissipate a maximum of about
1000 W/cm2. The high heat transfer has
been achieved by the use of special grooves
on the outside of the anode.

From Philips Technical Review, April 1937.
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Black -cobalt coating for solar collectors

B. Vitt

The efficiency of a solar collector can be improved considerably by using an absorber plate
with a black -cobalt coating which is spectrally selective. Until recently, making suitable coat-
ings was mainly an empirical process. The article below describes an investigation into the fun-
damental properties of such coatings. The results can be used successfully to optimize coatings

for high -temperature applications.

Introduction

In a solar collector, an absorber plate with a black
coating is used to convert the solar energy into thermal
energy. The heat collected is transferred to a circulat-
ing medium (e.g. water or oil) and can be used for a
variety of purposes, e.g. for space heating or in indus-
trial processes. Various measures can be taken to com-
pensate for the increase in thermal radiation losses at
the plate when it is operating above ambient tempera-
ture. These include a concentration of the solar ener-
gy by reflectors and lenses, and a reduction of convec-
tion and conduction losses by evacuation of the col-
lector tube. The efficiency of the energy conversion
can be improved further by using a spectrally selective
black coating which has a high absorptance for solar
radiation, i.e. at wavelengths shorter than about
2.5µm, and a small emissivity for thermal radiation at
longer wavelengths.

Several materials have been investigated for this
application [h1. As a part of the Philips activities on
evacuated solar collectors (2] an efficient black -cobalt
coating was developed in our laboratories. An electro-
plating process was used to successfully apply this to
the inside walls of silver -coated glass tubes in an ex-
perimental collector (21 131. Later on, a quantity -pro-
duction process was developed at the Philips Plastics
and Metalware Factories in Eindhoven for deposition
on copper -coated steel plates. These were used in the

Dr B. Vitt is with Philips GmbH Forschungslaboratorium Aachen,
Aachen, West Germany.

commercial Philips evacuated tubular collector, in
which the heat gained by the absorber is extracted
efficiently via a heat pipe (41.

The efficiency and life of a solar collector depend
strongly on the selective properties and stability of the
black coating. In the vacuum environment of an evac-
uated tube there is no stability problem as long as the
collector is designed for 'load' temperatures no higher
than 150 °C. However, in view of the good selective
properties of cobalt coatings a modification of the col-
lector design seems to be possible in a way that allows
efficient production of process heat in the high -tem-
perature range of 150 to 250 °C (51. In this case stag-
nation temperatures of more than 350 °C can arise,
requiring extended knowledge of the long-term stabil-
ity of the coating under such conditions.

During our investigations cobalt coatings were de-
posited on various steel substrates. The samples were
characterized chemically and optically, with emphasis
on the stability properties at elevated temperatures in
various atmospheres [61. In addition, the effect of the
substrate on the optical properties and stability was
investigated. The results have been related to the col-
lector performance. It was found that coatings well -
suited for high -temperature applications can be ob-
tained on smooth substrates, after sufficient annealing
and outgassing in an inert atmosphere.

In this article we first deal with the structure and
chemical composition of the coatings. Next we shall



Philips Tech. Rev. 43, No. 9 BLACK COATING FOR SOLAR COLLECTORS 245

discuss their optical properties and their behaviour in
non -inert atmospheres. Finally we shall show how the
coating properties affect the collector performance.

Structure and composition

For the investigations on the structure and composi-
tion black -cobalt coatings were prepared on different
steel substrates previously coated with a thin infrared
reflecting copper film. The substrates are designated
as smooth, medium or rough, corresponding to sur-
face roughnesses of less than 0.05, 0.1 or 1 re-
spectively. The electroplating was carried out at room
temperature with a solution containing 25 g/1 of cobalt
chloride (CoC12) and 25 g/1 of potassium thiocyanate
(KSCN), at a pH -value of 4.5. The current density
was 1 A/dm2 and the electrolytic thickness of the de-
posit, expressed as the charge transferred per dm2,
was varied up to 500 C/dm2.

The structures of the deposits were characterized by
scanning electron microscopy (SEM) as well as by
transmission electron microscopy (TEM) for samples
which had been made sufficiently transparent to elec-
trons. Like similar electrolytic coatings, the deposits
exhibit a rather inhomogeneous and porous structure,
depending on the deposition conditions and the rough-
ness of the substrate. SEM micrographs of two coat-
ings on substrates with different roughness are shown
in fig. 1. The nucleation conditions on the smooth
substrate obviously lead to a denser and more compact
deposit.

Annealing at 350 °C and 450 °C introduces a signifi-
cant change in the surface structure, and this is accom-
panied by a decrease in the coating thickness. This de-
crease amounts to 25070 after the 450 °C step and is re-
lated to a partial decomposition and to the observed
emission of considerable amounts of H2O and CO2.
In addition to showing that the structure is inhomoge-
neous, TEM micrographs indicate that the material it-
self is built up inhomogeneously from a granular dis-
tribution of particles in a solid matrix of filling mater-
ial. The particles seem to vary in size from 2 to 10 nm.

Coating material removed from the substrate was
found to be ferromagnetic. This indicates the presence
of a cobalt -rich phase, since common cobalt com-
pounds such as oxides and sulphides are paramag-
netic. This interpretation is supported by energy -dis-
persive X-ray fluorescence analysis during SEM and
TEM, giving an average atomic cobalt/sulphur ratio
of 10:1. Infrared reflection spectra reveal the presence
of OH- and C032- ions, pointing to a significant
amount of Co(OH)2 and CoCO3. X-ray diffraction
does not show any detectable lines, so the deposits are
either amorphous or polycrystalline with very small

Fig. 1. SEM micrographs showing that a cobalt coating of 30 C/dm2
on a smooth substrate (a) is much denser than that on a rough
substrate (b).

particle sizes. However, after inert annealing at 250 °C
diffraction lines of crystalline CoO are obtained. These
lines are intensified on annealing in air. For some
samples that were annealed at 350 °C the formation of
Co8SS was detected.

These observations were correlated with a quantita-
tive chemical analysis of coatings of maximum thick-
ness of about 10 gm. The percentages by weight ob-
tained for the elements Co, S, 0, C and H were con -
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[6]

[6]
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Table I. Composition of a black -cobalt coating before and after
inert annealing at 450 °C. For simplicity the cobalt -sulphur com-
pound is shown as CoS.

Element or
compound Before annealing After annealing

Co 62.7 63

CoS 9.6 10

Co(OH)2 18.8

CoC08 8.3

Co0 27

Residue 0.6

verted into molecular ratios, as given in Table I. In
view of the TEM results and the ferromagnetic prop-
erties it is unlikely that the composition given cor-
responds to a homogeneous alloy. From energy -dis-
persive X-ray fluorescence analysis it can be shown
that the spatial distributions of Co and S are highly
correlated. An inhomogeneous model may therefore
be more reasonable, which accounts for a granular dis-
tribution of small CoioS particles in a matrix mainly
consisting of the 'filling materials' Co(OH)2 and
CoCO3.

As would be expected, Co(OH)2 and CoCO3 de-
compose on annealing in an inert atmosphere, leading
to the formation of CoO and the emission of H2O or
CO2. The emission of some CO, H2, H2S and SO2
may also become significant at higher temperatures.
However, the decay of the sulphur content in the
samples is very limited below 450 °C. These results
show that the coatings should be carefully outgassed
at 450 °C before using them in vacuum collector tubes.
Table I gives the approximate composition after such
a heat treatment. Vacuum annealing at even higher
temperatures should then result in a porous layer con-
sisting of cobalt metal plus some mol.% of CoO.

Optical properties

An important quantity in characterizing an absorb-
er plate for solar collectors is the 'solar absorptance' a,
which is defined as the fraction of the incident solar
power absorbed by the plate. Another important
quantity is the thermal emissivity e, which is the radi-
ated power density divided by the power density radi-
ated by an ideal black surface at the same temperature.
To obtain solar collectors with a high efficiency, a
should be as large as possible and g as small as possible.

These properties were evaluated for coatings of
different thickness by measuring the reflection spectra
in the infrared wavelength range (2.5 - 50 gm) and in
the solar wavelength range (0.3 - 2.5 gm). Fig. 2 shows
the spectra for coatings on smooth steel substrates on

which 1 gm of copper had been electroplated from a
cyanide solution. The spectra exhibit pronounced in-
terference structures, which shift towards the infrared
with increasing thickness. Analysis of the maxima and
minima reveals that the geometrical thickness is pro-
portional to the plating time or the electrolytic thick-
ness. This holds at least as far as the 500 C/dm2 sample,
for which a geometrical thickness of 10 ± 1 gm was
determined by microscopy. The spectra also demon-
strate that the requirements of a high absorptance in
the solar wavelength range and of a high infrared re-
flectance (low thermal emissivity) are only met by
coatings with an electrolytic thickness not exceeding
about 30 C/dm2.

The spectra of fig. 2 can be described by using unique
wavelength -dependent functions for both the refrac-
tive index n and the absorption index k. Computer sim-
ulations were found to fit the measured spectra very
well, except for short wavelengths (A < 0.8 gm) and
for the vibrational OW and C032- peaks 171. The ap-
propriate optical functions are shown in fig. 3. Where-
as n increases monotonically with , k decreases from
the high value at short wavelengths. However, in the
infrared there is an increase in k, which is almost the
same as the increase in n, indicating some metallic be-
haviour. This increase in k implies that thick coatings
are not transparent in the infrared (see also fig. 2). In
spite of the combination with a reflecting metal film, a
thick black -cobalt film is therefore more like a black-
body radiator than a selective radiator.

The n and k functions also provide a fairly satisfac-
tory description of the directional thermal emissivity
go, obtained by radiometric measurements of the heat
emitted at different values of the angle 0 with respect
to the normal to the surface. If go is expressed as a
function of sin20, an expression for the hemispherical
emissivity eh can easily be derived:

eh = f 80 d(sin2 0).
0

Results for coatings at 127 °C are shown in fig. 4. It
can be seen that the coating thickness is the most im-
portant parameter for the directional emissivity. For
thicker coatings the shape of the curve for go differs
increasingly from the shape for the uncoated copper
surface. The ratio eh/el of the hemispherical emissiv-
ity to the emissivity along the normal first increases
from the value of 1.3 for uncoated copper to a maxi-
mum of about 1.9 and then decreases to values close
to 1. The increase in the high -angle emission with very
thin coatings is due to the increased optical pathlength
at higher angles. For coatings of 60 C/dm2 or more
the emission characteristics of a weakly absorbing
dielectric (81 are obtained.
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Fig. 2. Measured reflectance R plotted against wavelength d in the
infrared (a) and the solar wavelength range (b), for black -cobalt
coatings with different electrolytic thickness D. For comparison the
reflectance of an aluminium film (Al) is also given. The dashed
curves refer to calculations made using wavelength -dependent func-
tions for the refractive index and the absorption index, and
assuming a proportional relation between electrolytic and geomet-
rical thickness (500 C/dm2 corresponds to 10 gm). The interference
maxima and minima of order m are also indicated. On increasing
thickness, the reflectance in the near infrared decreases strongly and
the interference maxima and minima shift to longer wavelengths.
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Fig. 3. Refractive index n and absorption index k of black -cobalt
coatings as a function of the wavelength A. Whereas n increases
monotonically with A., there is a minimum for k at about 2.5 gm.
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Annealing in high vacuum results in two significant
changes in the optical properties. After annealing at
350 °C the reflection spectra reveal a significant in-
crease in k for wavelengths between 1 and 15 gm, to
an almost constant value of about 0.35. This effect is
accompanied by a reduction in thickness of several
per cent. A subsequent treatment at 450 °C has no
measurable effect on k, but a thickness reduction of
25% is now observed which remains constant even af-
ter annealing for more than 24 hours.

The effect of annealing on the reflectance in the
solar wavelength range is shown in fig. 5 for a coating
of 14 C/dm2. The mean value for the solar absorptance
still exceeds 90% for a sample annealed at 450 °C. It is
important to note that the infrared emissivity of this
sample is essentially the same as for a non -annealed
sample, since the increase in infrared absorptance is
almost exactly compensated by the reduction of 25%
in the coating thickness. If the coatings are assumed
to be homogeneous with compositions as given in
Table I, a decrease in thickness of 33% would be ex-
pected. However, the annealing is associated with
changes in the porous structure, as has been demon-
strated by SEM micrographs.

The considerable influence of the substrate rough-
ness on the morphology of the coatings (fig. 1) has sig-
nificant consequences for their optical properties.
This is illustrated in fig. 6, which shows the directional
emissivity for coatings of different thicknesses on var-
ious substrates. The emission characteristics of the
uncoated substrates are found to be very similar, but
171 See for example R. A. Nyquist and R. 0. Kagel, Infrared

spectra of inorganic compounds, Academic Press, New York
1971.
H. C. Hottel and A. F. Sarofim, Radiative transfer, McGraw-
Hill, New York 1967.
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in the case of the coated samples the substrate rough-
ness has a pronounced effect, especially for coatings
of 30 C/dm2. In this case the hemispherical emissivity
at 133 °C may vary by more than a factor of two. This
can be mainly attributed to an enhanced porosity of
the coating on rough substrates, which is associated
with an increased thickness.

1 0.500C1dm2
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Fig. 4. Directional thermal emissivity e0 at 127 °C as a function of
sin2O for two series of black -cobalt coatings. The continuous
curves were obtained from measurements on coatings with different
electrolytic thickness D. The dashed curves refer to calculations for
different values of the geometrical thickness d. For coatings of
thickness up to 60 C/dm2 the directional emissivity differs increas-
ingly from that of an uncoated copper surface (D = 0 C/dm2). The
thicker coatings have an emissivity that is characteristic of a weak
absorber.
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Fig. 5. Effect of vacuum annealing on the reflectance in the solar
wavelength range, for a cobalt coating of 14 C/dm2 on smooth steel
coated with 5 gm of bright copper. Annealing for 24 h at 350 °C
(dashed curve) results in an appreciable decrease in reflectance as
compared with the non -annealed coating (dotted curve). After
annealing for a further 24 h at 450 °C (continuous curve) the
original near -infrared reflectance is almost completely restored.

A number of results are summarized in fig. 7, where
the normal and hemispherical infrared emissivities are
given as a function of the electrolytic thickness. Be-
cause of the broadband infrared absorption of the
black cobalt, the coating thickness is the most impor-
tant parameter for the emissivity. The same is true for
the solar absorptance, which is also shown in fig. 7.
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Fig. 6. Directional thermal emissivity 60 at 133 °C plotted against
sin20 for black -cobalt coatings of different electrolytic thickness D.
The substrates used are rough (R), medium (C) or smooth (S) and
they are coated with 1 gm of copper from a cyanide solution (Cu) or
5 gm of bright copper (Cu*). It can be seen that the coating
thickness is the most important parameter for the directional
emissivity.
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Fig. 7. Solar absorptance a (at room temperature) and the thermal
emissivities el and eh (both at 133 °C) as a function of the
electrolytic thickness D for the samples of fig. 6. The properties of
the substrate have a much smaller effect on a than on el and et.
The best results are obtained on a smooth substrate with 5 gm of
bright copper, giving a = 93% and eh = 5% for a cobalt coating of
14 C/dm2.
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However, whereas the emission properties depend sig-
nificantly on the substrate properties, the solar ab-
sorptance is much less affected. The requirements of a
high solar absorptance and a low infrared emissivity
are best met with a coating thickness of 14 C/dm2 on
a smooth steel substrate coated with bright copper. In
this case the solar absorptance is as high as 93% and
the hemispherical emissivity at 133 °C is as low as 5%.

Performance in a non -inert atmosphere

A thin black -cobalt coating changes considerably
when exposed to air at elevated temperatures. For
example, during a one -hour anneal in air at about
250 °C its colour changes from black to a golden or
brownish hue, with a marked reduction in the solar
absorptance. SEM micrographs show that the coating
is still present, and that its morphology is unchanged.
The formation of a more transparent coating is due to
the oxidation of the cobalt particles to CoO, as has
been demonstrated by X-ray diffraction. Further ex-
posure to air leads to the formation of the grey -black
oxide Co304193 and an oxidation of the reflecting
copper film, giving an increased infrared emissivity.

Coatings with reduced solar absorptance were also
obtained after annealing under poor vacuum condi-
tions (= 1 Pa) at higher temperatures (350 °C) and
longer exposure times. The resulting reflectance in the
solar wavelength range is shown in fig. 8 for a coating
of 14 C/dm2. For comparison, the spectra before an-
nealing and before coating are also shown. Absorp-
tion data for CoO [103 were also used to calculate the
spectrum for an oxidized coating. The resulting curve
is close to the one measured after annealing, which
confirms the above assumptions.

Annealing at 450 °C in a poor vacuum ( 1 Pa)
may lead to severe degradation of the surface, related
to the quality of the copper film. Fig. 9 shows SEM
micrographs of two surfaces with such a degradation.
Both contain outgrowths which can be observed at
different stages of the growth. X-ray diffraction and
X-ray fluorescence analysis indicate that these out-
growths consist of crystalline y-Fe203. This oxide has
a broadband infrared absorption [71 and the arrange-
ment of the outgrowths also forms a resonance struc-
ture for the infrared wavelengths. This degradation
can therefore be responsible for values of the emissiv-
ity which are between the value for black cobalt and a
b)1

I 1 01

The formation and properties of this oxide have been
described by several authors, including:
T. Tanaka, Jap. J. Appl. Phys. 18, 1043-1047, 1979;
and C. Choudhury and H. K. Sehgal, Sol. Energy 28, 25-31,
1982.
I. G. Austin, B. D. Clay and C. E. Turner, Optical absorption
of small polarons in semiconducting NiO and CoO in the near
and far infra -red, J. Phys. C 1, 1418-1434, 1968.

1

R
4

0.5

0

Cu*

Cu*+ coo

350°C , 24'h

z

0.5 1.0 1.5 2.0 2.5pm
A

Fig. 8. Effect of annealing for 24 hat 350 °C in poor vacuum I Pa)
on the reflectance of a black -cobalt coating of 14 C/dm2 in the solar
wavelength range. The dotted curve refers to the bright -copper
reflector, the lower dashed curve and the continuous curve to the
cobalt coating before and after annealing. The strong increase in
reflectance can be simulated fairly well. The upper dashed curve
was calculated for 0.26 gm of Co0 on bright copper.

Fig. 9. SEM micrographs of two coatings, showing the effect of
annealing for 24 h at 450 °C in poor vacuum, with an insufficient
coating of copper on the steel substrate. For a cobalt coating of
60 C/cjm2 on 1 gm of cyanidic copper (a) large outgrowths are
formed. For a coating of 14 C/dm2 on 0.5 gm of cyanidic copper
(b) many outgrowths of different sizes are observed.
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Fig. 10. Micrographs of polished cuts of two coated steel substrates
with different copper films, after annealing under the same condi-
tions. The degradation (a) found with the sample of fig. 9b does not
occur when the substrate is coated with 5 um of bright copper (b).
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The infrared reflection spectra of some annealed
copper films on steel substrates are shown in fig. 11.
The thinner films exhibit a low reflection in the near
infrared and characteristic Fe203 peaks at long wave-
lengths. The 5-µm film, on the other hand, gives a
high infrared reflection which is not very different
from that of a reflecting aluminium film.

Effect on collector performance

Some ten years of experience of the use of black -
cobalt coatings in the Philips evacuated collector
tubes [21-141 has now been accumulated. In recent col-
lector designs the maximum absorber temperature is
about 250 °C. Further optimization may however
allow increased stagnation temperatures, especially if
an optimized coating is used. In such a case, the coat-
ing will have to withstand temperatures of up to
350 °C. Our present results indicate that an optimized
coating, carefully annealed at 450 °C under inert con-
ditions, has sufficient stability to maintain a high tube
efficiency for more than fifteen years.

AI

511m Cu*

1 pm Cu

0..5pm Cu

Fe203

2.5 3 4 5 6 7 8 9 10 15 20
A

Fig. 11. Infrared reflection spectra of steel substrates coated with various copper films, after an-
nealing for 24 h at 450 °C in poor vacuum. An insufficient coating results in too low an infrared
reflectance and vibrational Fe203 peaks due to a partial oxidation of the steel. With 5 gin of
bright copper the reflectance is very like that of a reflective aluminium film.

value close to 1, the emissivity of an ideal black -body
radiator.

To explain this degradation, it is assumed that the
steel of the substrate is attacked by oxygen or OFF
groups via the semipermeable copper film, which is
0.5 or 1µm thick in the examples of fig. 9. The Fe203
formed by the oxidation is transported to the surface
via tunnels in the copper film, as can be seen in the
micrograph of fig. 10a. Chemical attack by oxygen
or water and the resulting degradation can however
be avoided by using a 5-p,m film of bright copper;
see fig. 10b.

30 4011m

The most important characteristics for the collector
performance - the solar absorptance a and the ther-
mal emissivity E - both increase with coating thick-
ness Ell] . The thickness dependence of the solar ab-
sorptance a and the hemispherical emissivity Eh at
127 °C (400 K) for optimized coatings can be ex-
pressed as

a = 0.975 - 0.815 exp( -0.22D),
eh = 0.022 + 0.0016 D + 4.5 x 10-5D2,

where D is the electrolytic thickness in Cidm2. The in-
crease in the thermal emissivity with temperature for
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various thicknesses is illustrated in fig. 12. The calcu-
lated curves are also shown, made with the assump-
tion that the dielectric properties of the coating are
temperature -independent in this range. The emissivity
increases linearly with temperature, and the slope y
(i.e. the temperature coefficient) increases linearly
with the coating thickness:

ch(D,T) = ch(D, 400 K) + y(D) x (T - 400 K),
y(D) = (1.52 D - 6.65) x 10-5

for D > 7 C/dm2. These results can be explained by
the shift of the Planckian radiation distribution to
shorter wavelengths and the reduction in the near
infrared reflectance with increasing thickness (fig. 2).

The results obtained were used for the evaluation of
the collector performance. This was done for an im-
proved version of the Philips VTR 361 solar collector
tube [41, which has an aluminium reflector. The calcu-
lations were based on a validated model for evacuated
tubular collectors [51.

The collector efficiency Pi is defined as the power de-
livered to the heat -transfer fluid (e.g. water or oil) in
the collector system divided by the incident radiant
power. The useful power delivered to the heat -trans-
fer fluid is equal to the power Qa absorbed by the
plate less the thermal loss Qt, whereas the incident
radiation power is given by the solar irradiance GT
(in W/m2) multiplied by the aperture area A (in m2)
of the collector, so that:

(Qa - OVA Gr.

The ratio Qa/AGT is referred to as the conversion
efficiency rio, and QM is proportional to the overall
heat -transfer coefficient Ui (in W/m2K) and to the
average difference A T between the fluid temperature
in the upper heat pipe of the collector [41 and the am-
bient temperature. The efficiency can therefore be ex-
pressed as

= r7o - PLA AT/GT,

where F' 1) is a dimensionless factor to take ac-
count of the heat resistance between absorber and
heat -transfer fluid.

In fig. 13 the calculated values of the conversion
efficiency '7o and the heat -loss coefficient F'Ui are
shown as a function of the coating thickness for 'vari-
ous values of A T. The collector efficiency for any oper-
ating conditions can be obtained from these curves
and the above equation.

The heat -loss coefficient F'Ui is found to increase
considerably with increasing coating thickness. Its
temperature dependence is determined both by the T4
radiation law and by the temperature dependence of
the emissivity itself. For an adequate conversion

efficiency rio, a minimum electrolytic thickness of
about 8 C/dm2 is required. It should be noted that a
performance with Pio > 0.70 and PU1 < 1 W/m2K is
possible for low -temperature applications (AT= 50 K).
In high -temperature applications (A T 200 K) 17o can

E

020

0.15

0.10

005

0
300 400 500K

T

Fig. 12. Temperature dependence of the thermal emissivity el for
black -cobalt coatings with different electrolytic thicknesses D (con-
tinuous curves) and calculated for different geometrical thicknesses
d (dashed curves). It is seen that el depends linearly on the absolute
temperature T, and that the slope increases for thicker coatings.
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Fig. 13. Calculated performance of a solar collector (VTR 361 tubes
with heat pipe and an aluminium reflector). The conversion
efficiency lo and the heat -loss coefficient F'Ul (see text) are plotted
against the electrolytic thickness D of optimized coatings for differ-
ent values of the average difference A T between the heat -transfer
fluid temperature in the upper heat pipe and the ambient temperature.

[11] General information on the use of solar energy can be found
in: J. A. Duffle and W. A. Beckman, Solar engineering of ther-
mal processes, Wiley, New York 1980.
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still be as high as 0.60 or more, with FICA = 1.20
W/m2K.

These performance results can be converted into an-
nual efficiencies by a simple method E51. The values
were calculated for climatic conditions characteristic of

0.8

AT = K

Ti

t 0.6-

0.4

M

20 30 Cldm2

Fig.14. Annual efficiency n of a Philips evacuated tubular collector
as a function of the electrolytic coating thickness D, calculated for
two different European climatic zones (S Southern Europe, M Cen-
tral Europe) and for different values of the mean operating tem-
perature difference A T. The optimum coating thickness can be
derived for a given application with a known value of A T.

two European climatic zones; see fig. 14. Obviously,
different coating thicknesses should be used:
15 C/dm2 for low -temperature applications and
10 C/dm2 for high-temperatpre applications. In the
latter case annual efficiencies of more than 20% are
possible in a sunny climate with permanent operation
at A T = 200 K.

Valuable contributions to the work described here
were made by our colleagues at the laboratories in
Aachen and the Philips Plastics and Metalware Fac-
tories in Eindhoven.

Summary. In the evacuated receiver tubes of a solar collector an
absorber plate with a spectrally selective black -cobalt coating is
used for reducing the thermal radiation losses. The influence of the
substrate roughness and annealing conditions on the structure and
composition of the coatings greatly affects their high -temperature
stability and thermo-optical properties. The most suitable coatings
for high -temperature application are obtained on smooth sub-
strates after vacuum -annealing at about 450 °C. The optimum elec-
trolytic coating thickness for the required optical selectivity is gen-
erally less than 30 C/dm2, depending on the intended temperature
range in the collector. The stability of optimized coatings seems to
be sufficient for use in solar collectors designed for high -tempera-
ture applications (150-250 °C).
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Research on television glass

D. M. Krol and R. K. Janssen

The mass production of glass has long been a stronghold of empiricism, but science is now an
increasing presence. Much of the initiative for this comes from the Central Glass Laboratory,
set up in 1957, and from Philips Research Laboratories. Following on from an earlier study at
Philips Research Laboratories on the 'fining' of glass, described previously in this journal, at-
tempts have been made to obtain a scientifically based understanding of a wider field of the
glass -formation processes, including both melting and fining. The glass compositions used in
these studies were made as close as possible to those used in practice.

Introduction

The average home in the western world contains a
television set. The glass for the picture tube is as likely
as not made in a Philips pressed -glass works. Against
this background and the fact that glass also forms an
indispensable component for many other Philips prod-
ucts, it is not surprising that studies on glass are re-
gularly reported in this journal W.

The glass for picture tubes is generally formed in a
continuous process by subjecting a mix of raw materi-
als to a treatment in which the temperature varies with
time in a special predetermined pattern121. The mix
for this application consists of alkali metals and
alkaline -earth metals combined as oxides and carbo-
nates, SiO2, A1203 as feldspar and a number of speci-
al additives, and cullet. The temperature -time treat-
ment takes place in furnaces constructed from separ-
ate, but closely fitting, blocks of refractory material.
A diagram of a widely used version of such a furnace,
which can contain 300 tonnes of glass, is shown in
fig. 1; fig. 2 is a view of the interior of such a furnace.

The mix is delivered via the 'batch hopper' B to the
`melting end' M. This is where the glass -formation
reactions take place. The molten glass produced flows
through the 'working end' Wvia feeders Fto the glass -
processing machines. After the glass has been formed
in the 'melt' phase at about 1350 °C and has become
completely fluid, the melt initially contains large
quantities of gas bubbles; at this stage the composi-
tion of the melt is still highly inhomogeneous in other
Dr D. M. Krol, formerly with Philips Research Laboratories, Eind-
hoven, is now with AT&T Bell Labs, Murray Hill, New Jersey,
U.S.A.; Ing. R. K. Janssen is with Philips Research Laboratories,
Eindhoven.

Fig. 1. Diagram of furnace for the production of glass for television
picture -tube screens. B batch hopper. M 'melting end'. W 'working
end'. F feeder. The air above the glass melt is heated by burners
(not shown). The temperature is held at about 1350 °C in the melt-
ing end, and allowed to fall to about 1000 °C for shaping. The way
in which the temperature is allowed to vary between these two final
values has a considerable effect on the quality of the glass pro-
duced. The regenerators R preheat the air with heat derived in part
from the flue gases. A furnace such as this can contain 300 tonnes
of glass, with a production of 90 tonnes a day.

(11

12]

See for example the issue devoted entirely to glass: Philips
Tech. Rev. 22, 281-341, 1960/61, and the recent article: A.
Kats, Glass - outline of a development, Philips Tech. Rev. 42,
316-324, 1986.
See for example: G. E. Rindone, Glass Ind. 38, 489-528, 1957;
J. Stanek, J. Non-Cryst. Solids 26, 158-178, 1977.
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Fig. 2. Looking into a glass furnace at the Philips glassworks in Aachen, West Germany. The mix
enters the furnace through the three openings on the left of the furnace, to form the 'sandbanks'
further along in the 'river' of molten glass. The furnace is 7 m wide and 15 m long, and contains a
glass melt about 1 m deep. Above is one of the burners that melt the mix at a temperature of about
1350 °C.

respects. As the melt continues to flow through the
furnace, the bubbles disappear in a 'fining' process,
and the melt becomes more homogeneous. Finally,
the temperature decreases slowly to about 1000 °C,
and the shaping processes can be started. The glass re-
mains in the furnace for about 50 hours on average.

Among the special additives included with the raw
materials, the fining agents are particularly impor-
tant; they are often antimony compounds in combina-
tion with NaNO3. The cullet, which always accounts
for a fairly large proportion of the ingredients, is
added to reduce the process temperature. In an earlier
study at Philips Research Laboratories it was shown
that Raman spectrometry can be extremely useful for
studying the fining of glass [31, largely because the
presence of both crystalline and liquid compounds
can be established with this method. This study was
performed on a glass system obtained by melting
70 molgo of Si02 and 30 molo/o of K2 COs; only two
or three different compounds are produced in the
glass formation in this system.

In this article we describe new investigations at
Philips Research Laboratories on the formation of
glass, with particular relevance to glass for colour tele-
vision screens. Since we wanted to start with a more
realistic glass composition than in the previous study,
which implied that the experiments would be more
complex, we split the investigation into two parts: we
investigated the melting stage and the fining stage sep-
arately. For the investigations on the melting stage we
used a glass composition that is indeed closer to the

actual composition of the television glass: 15Na2CO3-
10BaCO3-75Si02, but is certainly not the same as the
composition used in practice (see page 257). In the
composition we used the amount of Na corresponds
to that of the sum of all the alkali metals, the amount
of Ba to that of the sum of all the alkaline -earth metals
and the amount of Si02 to that of all the Si02 +
A1203 in the actual composition.

The only other constituent of the mix that we in-
cluded in the study was the NaNO3. We did not in-
clude the fining agent antimony, assuming that its ac-
tion would only be observable in the fining stage.
With these restrictions, we endeavoured to follow all
the conversions by using laser -Raman spectrometry.

In the investigations on the fining stage we chose a
type of glass corresponding so closely to the glass used
in practice that it was no longer practical to use
Raman spectrometry, because of the complexity of
the spectra. In this study we have confined ourselves
to the effect of the fining agent, antimony, with special
attention to the effect of the Sb8+/Sb5* ratio, which we
considered relevant. We determined this ratio by
potentiometric titration and emission spectrometry.

Investigation of the melting stage

Measurements on samples consisting entirely of raw
material

In our first series of investigations we wanted to ob-
tain a picture of the variety of phases, both crystalline
and amorphous, that can arise in a relatively 'realistic'
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glass composition during the melting as a function of
temperature and time. To start with we therefore sub-
jected samples consisting of the raw materials Nas CO3,
BaCO3 and a -quartz (i.e. without special additives) to
temperatures between 700 and 1400 °C for periods of
5 minutes to 16 hours, and then quenched them to
room temperature. Fig. 3 gives a number of Raman
spectra for the samples treated in this way 141. The
sharp peaks correspond to crystalline phases, the
broad bands to amorphous phases or - at higher
temperatures - to liquid phases. The identification of
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Fig. 3. Raman spectra of mixes consisting of 15 mol% of NaCO3,
10 mol% of BaCO2 and 75 mol% of Si02 that have been heated for
different times and at different temperatures (shown top right) and
then quenched to room temperature. The intensity Ir is shown as a
function of the wave number Nin arbitrary units; at the four lowest
temperatures it is also shown with a unit five times as large (Ir')

these peaks and bands was done largely with the aid of
compounds we made specially for the purpose ( Table l).
Table II indicates the temperature range in which the
various compounds can occur.

These Tables lead us to the following conclusions:
 Up to 800 to 900 °C the spectra chiefly originate
from crystalline phases - produced in solid-state
reactions. A significant amount of the raw material
SiO2 (about half) has already been used up in solid-
state reactions at 800 °C.
 Above 1000 °C all the spectra are due to liquid
phases, with the exception of a -quartz, which has
been dispersed in the melt in crystalline form.
 As the temperature increases there is a 'condensa-
tion', in which silicates with an increasing content of
silicon are formed. At 700-800 °C the silicates are
mainly ortho- and pyrosilicates, at 850 and 900 °C
they are mainly meta- and disilicates.

The influence of NaNO3

From the results of a Raman -spectrometric investi-
gation in which NaNO3 was also involved (51 (fig. 4a
and b) it was found that the addition of NaNO3 to the
raw materials mentioned above led to a more rapid
formation of the same reaction products in the temper-
ature range around 700 °C, where the solid-state reac-
tions are dominant; when the samples are heated at
1000 °C, with and without NaNO3, the spectra are
identical.

We have been able to confirm the first result by a
study in which the effect of heating for an hour at
700 °C with NaNO3 was compared with the effect of
heating for 16 hours at 700 °C without NaNO3 (fig. 5).
In spite of the much longer heating time fewer reaction
products were formed in the sample without NaNO3.

Since the NaNO3 is only found to have an effect in
the temperature range where solid-state reactions are
dominant, its action could possibly come about be-
cause it assists the formation of a liquid phase below
700 °C. In this liquid phase Na2CO3 and BaCO3 in
the dissolved state would be able to react more quickly
with a -quartz than they would in the solid state.

Since no data are available about the phase diagram
of the system Na2CO3-NaNO3-BaCO3, we have tested
this assumption about the action of NaNOs by heat-
ing a mix of these substances, in the correct propor-
tions, to 700 °C. This mix did indeed go into the liquid
phase at this temperature. .

Investigation of the fining stage

In studying the very complex fining action the fol-
lowing three points should be borne in mind:

a) The glass melt contains impurities in the form of
bubbles; in addition to nitrogen and water from the
atmosphere the melt always contains large quantities
of the CO2 generated in the solid-state reactions. Since
the purpose of the fining is to remove all the bubbles
from the glass, it is important that the solid-state reac-
tions should be fully completed before the fining mech-
anism comes into action.

b) The fining mechanism is brought into action by
the conversion of Sb3+ from the added fining agent into
Sb3+ with the formation of oxygen, which rises to the
surface in the form of bubbles. This oxygen forma-
tion at the same time aids the growth of the other bub-
bles present in the glass, which also rise to the surface.

[8]

[4]

[81

See for example H. Verweij, Philips Tech. Rev. 40, 310-315,
1982.
A more detailed account of this investigation is given in:
D. M. Krol and R. K. Janssen, J. Physique 43 (Colloque C9),
C9/347 -C9/350, 1982.
A more detailed account of this investigation is given in:
D. M. Krol and R. K. Janssen, Glastech. Ber. 56K, 1-6, 1983.
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Table 1. Position and intensity of the Raman lines of a number of crystalline compounds that we
prepared, for the identification of the Raman spectra we measured. The position is indicated by
the wave number in cm'. Lines of intensity greater than 90% of the intensity of the strongest line
are shown in red, intensity values between 70% and 90%, 30% and 70%, 10% and 30%, 5% and
10%, and between 0 and 5% are indicated by the letters S, M, W, VW and F, respectively. A dash
indicates that the compound could not be obtained in a sufficiently pure form to give a good
Raman spectrum.

Compound Position and intensity of Raman line

Na2CO3
Raw BaC05
materials

188W
139M

1770F

700VW 1080
154M 224VW

1432F
691W

1770F
1060 1423F 1508F

a -quartz 128M 206W 264VW 356VW 395F 402F 465

698F 795F 807F 1067F 1083F 1162F

Ortho- Na4SiO4
silicates Ba2SiO4 370VW 498W 522VW 823 860W 888VW 914W

Pyro- Na6Si207 535VW 597W 842 881VW 919M 1028M
silicates Na2Ba2Si2 07 300VW 320W 363W 376W 507VW 614VW 820

883VW 912M 946VW 993VW 1080W

Meta - Na2Si05 400W 586W 971 1020VW
silicates BaSi05 312M 396W 407W 535VW 548VW 600S 928VW

965 1062W
Na2 BaSi2 08 266VW 290W 366VW 391W 479VW 520VW 554VW

631S 891VW 897W 958 1000M 1056W

Ba2Sis Oa
Ba5Si5021 288W 312W 502W 536M 550M 614W 926W

1067
BasSi5013

Di - a-Na2Si205 312VW 391W 502M 968VW 1016W 1061M 1076

silicates fl-BaSi205 269VW 292VW 316W 333W 476VW 535M 1078

Na2Ba4Si10 026 273W 298W 321W 348W 463W 508M 573M
1081

Tri-
silicates

Na6Si5019
Na2Si8 07

357W 413W 494 540M 792VW 1061? 1130W

Table II. The distribution of the phases shown in the Raman -spectrometric investigation of the
system 15Na20-10BaC05-75Si02 in the temperature range from 700 to 1400 °C.

T (°C)
t (h)

700
1 16

800
1 16

850
I

900
1 16 1

1000
1 16 1

1100
1 16

1200

1 1

1400
1 1

Ortho-
silicates

Na4SiO4
Ba2SiO4 (x) x x x

Pyro-
silicates

Na6Si207
Na2Ba2 Si2 07 x x x x x x x

Meta-
silicates

Na2Si05
BaSi05
Na2BaSi06

(x)
x
x

x
x

x x x x

Ba2 Si2 02
Bafi Si8 021 x x x

Di-
silicates

BasSi5015

a-Na2Si205
fl-BaSi205
Na2Ba4Siio025

x
x

x
x

x
x

x

Tri-
silicates

NaeSi5019
Na2Si507

a -quartz
a-crystobalite

x x x x x x x x x
(x)

x
x

x
x

x
x

x
x

Liquid
di- or tri-
silicates

x x x x x x x x x x
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500 1000 1500 2000 cm'
N

Fig. 4. As fig. 3, but here the spectra shown below originate from samples with added NaNO3.
The peaks here have been identified as originating from a -quartz (short black vertical line),
Na2CO3 (black dashed line); BaCO3 (red line), Ba2SiO4 + Na2Si2O7 (red dotted line), BaSiO3
(blue line) and liquid disilicate (blue dashed line).

c) At the end of the fining stage the glass melt only
contains small bubbles, which mainly consist of oxy-
gen. If the temperature decreases, the oxygen in these
bubbles goes into solution again in the melt, so that
the bubbles are 'reabsorbed'.

In our study of the fining stage 161 we have worked
with a glass composition that was very close to the
composition used in practice: the raw -materials mix

Ir

III 1 11 1 1 1

111 1 11 1 1

AIL
11 11 11 1! 1 1

1

111 700°C

1h 700°C
NaNO3

76h 700°C

0 500 1000 1500 2000 cm'
N

Fig. 5. As in fig. 4, but here the sample without NaNO3 has been
heated again for a further 16 hours (below). Heating for one hour
with NaNO3 (centre) is always found to produce more reaction
products than heating for 16 hours without NaNO3.

that we prepared consisted of Si02, A1203, K2CO3,
Na2CO3, MgO, CaCO3, SrCO3, BaCO3 in mole per-
centages of 72, 2.2, 4.9, 10.15, 2.15, 2.1, 0.15 and 5.6
respectively. Although earlier investigations included
Sb203, we did not use this now little -used material.
Instead we used 0.1 mol'o of NaSbO3.H20, which is
also used in practice. We also added 0.65 molo7o of
NaNO3.

These samples were heated for 30 minutes, 10, 20 or
200 hours at various temperatures and then quenched
to room temperature. With this realistic glass compo-
sition, as we mentioned earlier, Raman spectrometry
is no longer the preferable method for studying the
reactions. We confined ourselves to following the
change in the equilibrium of the redox couple
Sb3+/Sb5+, by determining the quantity of Sb3+ ions
by potentiometric titration and the total amount of Sb
(SbT) by emission spectrometry.

Some results are given in Table III. On increasing
the temperature, the oxidation-reduction equilibrium
evidently shifts towards Sb3+, which leads to the de-
sired formation of oxygen. This seemed to indicate
that at temperatures above 1000 °C equilibrium would
be reached after only 10 hours. However, further in-
vestigation showed that this conclusion was not justi-
fied. It was found, for example, that on heating at
1200 °C for a much longer period, 200 hours, the
equilibrium continued to shift, with the Sb3+/Sb5+
ratio changing from 0.58 (after heating for 20 hours)
to 0.67 (see also Table IV).

[61 A more detailed account of this investigation is given in:
D. M. Krol and P. J. Rommers, Glass Technol. 25, 115-118,
1984.
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Table III. The ratio Sb3+/SbT for 'raw -materials samples' as a func-
tion of the temperature T to which they have been subjected for
0.5, 10 or 20 hours.

(°C)T

Time

0.5 h 10 h 20 h

900 0.011 ± 0.006 0.018 ± 0.009 0.030 ± 0.004

1000 0.029 ± 0.015 0.100 ± 0.008 0.107 ± 0.009

1100 0.14 ± 0.02 0.28 ± 0.02 0.32 ± 0.02

1200 0.45 ± 0.03 0.60 ± 0.04 0.58 ± 0.04

1300 0.62 ± 0.05 0.79 ± 0.05 0.76 ± 0.05

1400 0.75 ± 0.05 0.89 ± 0.06 0.87 ± 0.06

1500 0.84 ± 0.05 1.00 ± 0.07 0.93 ± 0.06

Table IV. The ratio SballSbT for three types of sample that we
used; temperature and time for the treatment are given in the Table.

Types of sample
Temperature

1000 °C 1200 °C 1400 °C

Raw materials 0.67 (200 h) 0.58 (20 h)

Cullet 0.95 (200 h) 0.94 (20 h)

Powdered cullet
4 x 20 h 0.76 0.69 0.95

Powdered cullet
5 x 20 h 0.67 0.69 0.95

Our explanation for this is that the oxidation/reduc-
tion ratio Sb3+/Sb6+ is determined by two processes:

02 (bubbles)
v1 4"

Sb5+ (glass) + 02- (glass) iT.1 02 (glass) + (1)

02 (atmosphere)

First of all an equilibrium with the oxygen in the bub-
bles becomes established at a relatively high rate v
and an equilibrium with the oxygen in the furnace at-
mosphere only becomes established later, at a much
slower rate v2.

Indications that this hypothesis is correct have also
been found in another part of the investigation, where
we were particularly interested in studying the effect
of the addition of cullet.

We made `cullet samples' from glass that had been
obtained by melting the raw materials described ear-
lier at 1500 °C. The standard procedure was then fol-
lowed with these 'ordinary cullet samples': heating to
temperatures between 900 and 1500 °C and quen-
ching. With the 'powdered cullet samples' this proce-
dure was modified by repeating the heating and cool-
ing in, periods of 20 hours, pulverizing the sample
again after each cooling.

For the powdered cullet samples we were able to
establish that at temperatures of 1200 °C and above
there was no further change in the Sb3+/SbT content,
so that it may be assumed that an equilibrium with the
oxygen in the atmosphere is attained at these tempera-
tures after this treatment (Table IV). The value of
Sb3+/SbT found at 1200 °C is then indeed found to be
just as high as the value measured for the 'raw -
materials sample' at the same temperature after the
lengthy treatment for 200 hours.

The values of Sbs*/SbT that are found as a func-
tion of temperature and time for an 'ordinary cullet
sample' are however very different (fig. 6 and
Table IV). In this case the Sb3÷/SbT content at each
temperature has a value in the region of 0.95, i.e. the
sample maintains the equilibrium value that it acquired
in the initial melt at 1500 °C.

In our view the explanation for this difference is
that the oxygen that is necessary for the reoxidation
of Sb3+ to Sb5+ in the non -powdered - massive -
cullet sample has to travel a much longer diffusion
path than it does in the powdered sample. This seems
reasonable because even after 200 hours the diffusion
length of 02 at 1200 °C is only 4.4 x 10-2 cm, and thus
negligibly small compared with the dimensions of the
sample. In the powdered cullet sample the oxygen that
will diffuse into the interior is present around each sep-
arate grain.

This result explains the well-known practical result
that the fining agent does not work properly if too
much cullet is added to the mix.

Similarly, in the raw -materials sample, if it was only
the oxygen from the surrounding atmosphere that was

1.0

0.8
Sb3. ISbt

t 0.6

0.4

0.2

1000 1200 14 00 1600°C
T

Fig. 6. The ratio SballSbr for 'raw -materials samples' (crosses) and
`powdered cullet samples' as a function of the temperature to which
the samples have been subjected for 20 hours.
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significant, then there would be no reason for expect-
ing that the effect of temperature would result in a no-
ticeable shift of the Sb3*/Sb5+ couple, since this
shift would be determined by the very slow oxygen -
diffusion process. In the raw -materials sample, how-
ever, as we have seen, there is the possibility of oxy-
gen occurring in the form of bubbles in the melt, with
a partial oxygen pressure of 1 bar. This is a higher
oxygen pressure than is reached in the equilibrium
state of the powdered cullet sample (0.2 bar). This
means that in the raw -materials sample the Sb3+/Sbi,
ratio will be lower than in the powdered cullet (cor-
responding to a high pot (glass)) for relatively short
melting times (20 hours). From Table IV and fig. 6 we
have been able to show that the ratio Sb9+/Sb5+ at
1200 °C (after 20 hours) is equal to 1.4 ± 0.2 for a
raw -materials sample. For a powdered cullet sample
this value is 2.2 ± 0.6.

If in the equilibrium expression

K' - [Sb31(p02)i

[S1351

we use the value pot = 0.2 for the powdered cullet
sample, then with the Sb3+/Sb5+-values given above
for the raw -materials sample we find a po2-value of
0.5 bar. In view of the experimental uncertainties in
the starting points for the calculation, this value
agrees reasonably well with the value of 1 bar as-
sumed earlier.

The influence of NaNO3

Finally, we shall say a few words about the
influence of NaNO3, which, as our results also indi-
cate, becomes evident at the fining stage.

At a temperature of about 550 °C the NaNOs de-
composes accompanied by the formation of oxygen.
This means that the oxygen concentration (or more
accurately, the oxygen activity) in the glass melt will
be increased, and this will happen before it does so
under the influence of the equilibrium shift of the
redox couple Sb3+/Sb5+. It will therefore also increase
the temperature at which this shift commences (fig. 7).
In principle, such an increase in the temperature has
the beneficial effect that the formation of oxygen can
be 'put off' until the formation of CO2 has been fully
completed.

Sb3lSbt

1.0

a5

0
900 1500°C

T

Fig. 7. The ratio Sb8*/SbT for raw -materials samples as a function
of the temperature to which the samples have been subjected for 20
hours, at varying values of the initial oxygen activity (increasing in
the direction of the arrow).

An increase in the initial oxygen concentration by
the decomposition of NaNO3 has the additional ad-
vantage that less oxygen has to be produced for the
melt to be saturated. In this way, therefore, the NaNO3
contributes to the formation, growth and ascent to
the surface of the oxygen bubbles and consequently to
the removal of the bubbles of CO2, N2, etc.

It is very significant that these are the particular
bubbles that are removed, because they are not re-
absorbed when the temperature is reduced. And it can
be seen from the reaction equation (1) why the re-
maining oxygen bubbles are indeed absorbed in this
case.

Our relatively simple equation therefore helps to
explain the empirically well-known beneficial action
of the combination of NaNO3 and Sb on the forma-
tion of bubble -free glass.

Summary. The chemical conversions in the melting stage of glass of
the composition 15Na2CO3-10BaCO3-75Si02 have been investi-
gated with the aid of laser -Raman spectrometry. Below 1000 °C a
number of different crystalline compounds are formed, whose sili-
con content increases with increasing temperature. Between 1000
and 1400 °C the melt consists of liquid disilicates or trisilicates, con-
taining dispersed crystalline a -quartz. The oxidation/reduction
equilibrium of the fining agent antimony in glass whose composi-
tion closely corresponds to that of television glass has been studied
by potentiometric titration and emission spectrometry. A reaction
equation can be written that gives a good description of this behavi-
our. The possible influence of NaNO3 and cullet on the formation
and fining of television glass has also been investigated.

1200



260 Philips Tech. Rev. 43, No. 9, 260-268, Sept. 1987

A mobile system for image bulk storage

L. H. Guildford and B. D. Young

There are many kinds of video signals besides those from television. Many other kinds of sys-
tems produce images from sensors; they range from infrared surveillance systems to X-ray
diagnostic equipment. Sometimes it is essential to be able to record signals for later analysis
off -site. This requires far more elaborate equipment for image bulk storage than an ordinary
video recorder. Recently at Philips Research Laboratories hardware and software have been
developed to cope with the many possible eventualities. The instrumentation is in fact a com-
plex system that constitutes a complete transportable laboratory.

Introduction

Television cameras, night -viewing systems, infrared
surveillance systems, ultrasound systems, radar, sonar,
X-ray diagnostic equipment - these all produce im-
ages from sensor systems. The images have to be pro-
cessed for simple display, to activate further systems
or perhaps to provide a better understanding of the
observations or of the operation of the actual system.

Experiments in real-time image processing with
such systems are often desirable, but there are prob-
lems. The actual scene itself may be unique and eco-
nomically unrepeatable, taking place in difficult en-
vironmental conditions. The image might for example
be due to a low -flying aircraft detected and tracked
by infrared sensors in unusual weather conditions. It
could come from an X-ray medical investigation,
where the patient's discomfort should be kept as brief
as possible.

It is therefore highly desirable to record the video
information from the sensors on the spot. Then the
images can be recreated, studied and processed at will
later. The recording must be such that high -quality
unadulterated video information from the sensor
system is readily available.

Ultimately there are various options: the informa-
tion may be viewed directly as a two-dimensional pic-
ture, plotted as a graph or perhaps used as the basic
data for the recognition of a characteristic pattern (an
`object signature') to trigger automatic reaction by a
system.

L. H. Guildford, M.I.E.R.E., was formerly with Philips Research
Laboratories, Redhill, Surrey, England; B. D. Young, B.Sc.,
A.M.LE.E., is with these laboratories.

Collecting and recording the video signals from
different types of sensor systems requires a sophisti-
cated image bulk store with the appropriate equip-
ment for preprocessing and postprocessing. Such a
storage system including all the ancillary hardware
forms the subject of this article. The system is designed
for monochrome (`black and white') images only.

Image signal characteristics

Some of the sensor systems listed above will present
information as a signal that is compatible with the in-
ternational CCIR standards for television Ell . Others
make use of more unusual scene -scanning formats. In
general these will be line -scanning structures based on
rectilinear formats (as in television, but with different
parameter values), radial line scans (as in radar) or
vertical line scans swept horizontally to produce a 360°
`cylindrical' scan for omnidirectional surveillance.

The signals from the sensors will often be in analog
form, sometimes with synchronization pulses inter-
leaved with the video signals proper, thus producing
composite waveforms. Sometimes, however, video
and synchronization signals are provided on separate
connections. Digitized signals supplied directly from
the sensors will become more common in future. This
means that our system for image bulk storage must be
capable of dealing with both analog and digital signal
formats and with a wide variety of scan -synchroniza-
tion signals.

However the signals from the sensors are to be dis-
played or used, certain operational parameters always
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Fig. I. Basic functional diagram of the mobile system for image bulk storage. The system consists
of a number of subsystems that can be interconnected in a variety of ways to suit the particular
needs of the user. All signal processing is basically digital. Analog video signals are therefore first
converted to digital and back to analog after processing. The actual image bulk store is a 24 -track
tape recorder. An electronic frame store and a computer -compatible tape recorder are also avail-
able. For synchronization purposes special encoder and decoder circuits have been designed. The
entire system is controlled from the system -control computer.

have to be established and maintained for recording
and analysing the information.
 A zero reference level for the video signal (the
`black level'). This can be either absolute or related to
the scene.
 The dynamic range for the signal from the sensors.
This is normally expressed as the range between the
black level, as a reference value, and the peak level
representing white.
 The resolution of the signal. Two kinds of resolu-
tion are significant: the spatial resolution in terms of
the number of picture elements (pixels) or samples
within a given image region, and the amplitude reso-
lution in terms of signal-to-noise ratio, minimum de-
tectable signal or number of bits per sample.
 The system characteristics of the overall system
from the output of the sensors to the point of meas-
urement. They should be linear and the corresponding
frequency response should be as flat as possible.

For infrared systems the dynamic range of the
video signal can be greater than 60 dB (an amplitude
ratio of 1000:1, requiring at least 10 bits per sample),
but mostly a dynamic range of 48 dB (an amplitude
ratio of 250:1, requiring at least 8 bits per sample) is
sufficient.

For monochrome television signals a sampling rate
of about 12 MHz is necessary. In processing the sig-
nals of other image -sensing applications of interest
sampling rates as high as 18 MHz can occur, especial-
ly when two or more signals are combined in time -

to external
digital signal

processor

division multiplex to allow a number of different sen-
sor devices to view the same scene simultaneously.

All the normal scan formats produce some degree
of 'dead time' in which no video information is pro-
duced. For instance, the scanning formats used with
standard television systems allow approximately 20%
of the time for scan flyback. Infrared scanners with
optomechanical scanning often produce as much as
50% of dead time. By storing and reformatting the in-
coming information, the effective bandwidth required
of a recording medium can be reduced. It is also pos-
sible to reduce the amount of storage required per
frame, if the information relating to the dead times is
kept to the absolute minimum.

System requirements

From the outset we wanted our system for image
bulk storage to meet the following basic require-
ments.
 It must make a high -quality record of incoming
images.

It must enable the replay of recorded information at
the original recording speed and at various much lower
speeds.

[11 Report No. 308-2, Characteristics of monochrome television
systems, Proc. XIIth CCIR Plenary Assembly, Vol. V, pt. 2,
New Delhi 1970 (published by the ITU, Geneva 1970);
Report No. 624-2, Characteristics of television systems,
Recommendations and reports of the CCIR, Vol. XI, pt. 1,
Broadcasting service (television), ITU, Geneva 1982.
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Fig. 2. System configuration for storing standard analog television signals. After analog prepro-
cessing and A/D conversion the sync encoder replaces the conventional sync information by digi-
tal information for both synchronization and image -identification purposes. The signal is then
stored in the image bulk store. On replay individual frames are stored in the frame store. They can
be transferred to the computer -compatible tape recorder for further off-line processing or they
can be viewed on a monitor after D/A conversion and appropriate postprocessing. Connections
intended for synchronization purposes are indicated by dashed lines. The system
from a computer terminal via the system -control computer and the system -control bus.

It must be possible to obtain still pictures (`frozen
frames'), so that information can be examined frame
by frame.

It must include a computer -compatible tape record-
er (with 1 /2 -inch tape) for recording a selected still
picture. Recorded images can then be analysed off-
line by an external computer, manipulated as required
within that computer and replayed at will for further
use.
 The hardware of the complete system must be self-
contained and transportable.

Now that the image signal characteristics, described
in the previous section, are known the basic function-
al diagram of fig. 1 can be derived; it shows the indivi-
dual modules required. Because the main functions
are executed digitally any analog video input signal is
first preprocessed and converted to digital. Similarly
any analog video output signal is obtained from the
system after digital -to -analog conversion and post -
processing. The heart of the system consists of three
storage media:
 an electronic store that can contain two television
frames at a time,
 an image tape recorder, which constitutes the actual
image bulk store, and

 a computer -compatible tape recorder that serves as
an output device enabling external processing later,
e.g. on a mainframe computer.

As we are dealing with video signals, synchroniza-
tion is an important aspect of the interaction of input
devices, output devices and storage media. Two separ-
ate units indicated by 'sync encoder' and 'sync deco-
der' are provided for this purpose.

The system -control computer is used to set up and
monitor all operations.

System architecture

The modules of fig. 1 are deliberately shown without
interconnections; depending on the particular appli-
cation of the system the modules may be connected in
many different ways. For instance, the frame store
may be placed either before or after the bulk store
or not used at all. There are many possible config-
urations to suit the user's needs, both for recording and
replaying television or non-standard image formats.
All modules have therefore been made plug -com-
patible at their interfaces so that they can easily be
patched together to produce a great variety of record-
ing and replay functions.
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One specific system configuration with its intercon-
nections is shown in fig. 2. This configuration can be
used for processing a standard analog television signal.
After preprocessing, A/D conversion and sync encod-
ing the signal is recorded digitally in the bulk store.
On replaying the video recording the signal passes
through the sync decoder, is reformatted in the frame
store and after subsequent D/A conversion and post -
processing is replayed on a television monitor. Alter-
natively individual frames may be selected for detailed
examination on the monitor or recorded on the com-
puter -compatible tape recorder.

Some particular features of this configuration are:
 the monitor can display either the original or the re-
played video signal;

Fig. 3. System hardware under test in the laboratory. From left to
right: preprocessing and postprocessing rack with monitor; system -
control computer and computer -compatible tape recorder; 24 -track
digital image tape recorder (the actual image bulk store); electronics
of digital image tape recorder in combination with sync encoder
and sync decoder; electronic frame store control console.

Fig. 4. The system hardware installed in a container forms a mobile
laboratory.

Fig. 5. Loading the mobile laboratory on to a transporter.

 the image bulk store can be by-passed, which means
that the system can be set up and tested without actu-
ally running the bulk tape;
 when incoming signals are being recorded, the re-
play circuits are also operational permitting the re-
corded information to be continuously monitored.

An impression of the actual hardware can be ob-
tained from figs 3 to 5. In fig. 3 a laboratory arrange-
ment for testing is shown. All modules and some ad-
ditional equipment for heating, lighting, power sup-
ply, dust filtering etc. have been installed in a thermal-
ly insulated container (fig. 4). The resulting mobile
laboratory is transportable as can be seen from fig. 5.

Now let us consider the operation of the individual
modules in some more detail.

System modules

The preprocessor

The input signal to the preprocessor (fig. 6) is as-
sumed to be an analog video signal with a peak -to -
peak amplitude of 1 V and with the zero level corre-
sponding to 'black' (it is 'black -level clamped'). The
chief tasks of the analog preprocessor are to remove
and separate the synchronization signals, to normalize
the remaining video signal to the range ( - 0.5 V, 0.5 V)
and to generate clock pulses for the A/D conversion.
(By normalizing the video -signal amplitude and re-
moving the synchronization signals before A/D con-
version, the input range of the A/D converter is fully
exploited.) The preprocessor also comprises the anti-
aliasing filter that is required to prevent 'fold -over'
distortion in the A/D conversion 121. The sampling

121 See for example pp. 135-136 in: A. W. M. van den Enden and
N. A. M. Verhoeckx, Digital signal processing: theoretical
background, Philips Tech. Rev. 42, 110-144, 1985.
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times for the A/D converter are determined by the
clock pulses which can be made to appear regularly
between 1 and 1024 times during each line time. The
output samples (each corresponding to one pixel) have
the form of binary words consisting of 8 bits in paral-
lel. The maximum sampling rate is 15 MHz.

In the preprocessor the composite sync signal that is
stripped from the incoming video is separated into a
line sync signal that has a short pulse at the start of
each line and a frame sync signal that has a long pulse
at the start of each television field.

The sync encoder

The main task of the sync encoder is the insertion
of digitally encoded sync information (the 'sync code
block') into the stream of video samples to be pre-

IF:1V

analog video

.0.5V+

NORM

EXTR

FILTER

CLOCK

The image bulk store

The heart of our system is the image bulk store. It is
a commercially available 24 -track digital magnetic tape
recorder capable of recording and replaying binary sig-

Typical sync code block structure

A typical 16 -byte sync code block is shown in fig. 7. The 16 bytes
are numbered 0, 1, 2, ..., 15 and the 8 bits of each byte are numbered
0, 1, 2, ..., 7. The pattern of zeros and ones for bit 0 is the same for
each sync code block; bits 1, 2 and 3 constitute the 48 -bit frame title.
The combination of bits 4 to 7 of bytes 2, 6, 10 and 14 yield the
frame number (in this case: 0101 1000 0111 0000 = 22640). In all
the other bytes the bits 4 to 7 are 'inverted reflected' versions of bits
0 to 3. They carry redundant information for error checking.

8 -bit
pixels

clock
line sync

preprocessor

SYNC frame sync

SYNC
ENCODER

video samples
("pixels")

sync
code
block

:8 bits

to image
bulk store

Fig. 6. Block diagram of the main circuits that are active during recording in the configuration of
fig. 2. NORM+ EXTR circuits for normalization of the video signal amplitude and extraction of
sync signals. FILTER anti-aliasing filter inserted in front of the A/D converter. CLOCK + SYNC
tunable clock generator determining the sampling rate of the A/D converter ( = pixel rate) and
generator of line -sync signals and frame -sync signals.

sented to the image bulk store. The sync code block
consists of 16 successive 8 -bit words (`bytes') that can
easily be inserted between the 8 -bit video samples.
This is done at the beginning of each line period. One
part of the sync code block (16 bits) is always the same
and characterizes the occurence of the block. A second
part (16 bits) represents a frame number; an increase
of this number by one indicates the start of a new
frame. A third part (48 bits) can be used in an arbit-
rary way for identifying a series of frames and is the-
refore called the `frame title'; these titles can be keyed
in from the system -control computer. The remaining
48 bits are redundant and can provide added protec-
tion against errors.

frame number: 0101 1000 0111 0000 ( ...22640)

bit 7 1 0 1 1 1 0 0 1 1 0 1 1 1 0 0 1

number
5 0 0 0 0 0 0 0 1 0 1 1 1 0 0 0 0 frame number

5 O 0 1 1 1 1 0 1 0 0 1 0 0 0 0 1 check bits
4 0 0 0 1 0 1 1 1 0 0 0 0 0 0 0 1

3 1 1 0 0 1 0 1 0 1 1 1 1 1 1 1 0

2 1 1 0 0 0 0 0 0 1 1 0 1 1 1 1 0 frame title

1 1 0 1 1 1 1 0 1 0 1 0 1 1 0 1

0110010,1101010,1,010,0,1,0,0 } flag bit

0 7 2 3 4 5 6 7 8 9 /0 11 12 13 14 15

-I. byte number

Fig. 7. Typical sync code block consisting of 16 bytes of 8 bits.
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nals at rates from 0 to 3.3 Mbit/s on each track. As our
video samples (`pixels') consist of 8 bits three samples
can be recorded in parallel and we can accomodate
9.9 x 106 video samples per second in a straightfor-
ward way. By exploiting the 'dead times' that occur in
almost any video information (p. 261) we can increase
the effective recording rate. The incoming video samples
are therefore stored and reformatted frame by frame
in the frame store before recording. The inverse pro-
cess must then be applied on replay.

The sync decoder

When the sync decoder is presented with an 8 -bit
parallel data stream from the image bulk store on re-
play, it will look for sync codes as described above. If
a code block is detected the sync decoder will issue a

8 bits:

from image
bulk store

SYNC
DECODER

r
8 -bit

pixels

line sync

frame sync

1

L

tronic
frame
store

ceed certain preset thresholds that allow for some tape
drop -outs that might occur in a code block. Once the
sync code block has been detected, the detector is in-
active for almost the entire estimated duration of a line
period (`temporal filtering' or 'time windowing'). A
time window is applied to the frame synchronization
in a similar way.

Individual frame selection

To provide the ability to select any particular frame for storage in
the frame store a comparator circuit in the sync decoder can be pro-
grammed to search for a specific frame number. On detection of
this number, frame -sync generation is inhibited, thus preventing
further updates of the frame store. This facility is particularly use-
ful when a set of sequential images is required for off-line analysis
on a mainframe computer.

8 -bit
pixels

FILTER

COMP
SYNC

frame sync
clock'

SYNC
GEN

MIX

postprocessor

CLOCK

Fig. 8. Block diagram of the main circuits that are active during replay in the configuration of fig. 2.
CLOCK tunable clock generator determining the pixel rate. SYNC GEN generator of line -sync
signals and frame -sync signals. COMP SYNC circuit for generating composite sync signal and
blanking signal. MIX circuit for combining the analog video signal (obtained after D/A conver-
sion and lowpass filtering) with the composite sync signal and the blanking signal. The postpro-
cessor can be connected directly to the sync decoder (dashed lines) when the frame store is not
used.

line sync pulse, and if an increment of the frame num-
ber by 1 is observed a frame sync pulse is generated
(fig. 8).

Initially the sync decoder is programmed from the
system -control computer via the system -control bus
with the frame title of the required frame. In the de-
coder the correlation between the actual incoming data
stream and the reference title is examined continu-
ously. This is done at the full sampling rate (hence at a
rate of 9.9 MHz). The redundant bits in the sync code
are also checked. The results of these two measure-
ments need not yield 100% agreement, but should ex-

ry

to monitor

The frame store

The frame store is one of the key components that
makes the overall system so versatile; it can be posi-
tioned at many different locations in the system confi-
guration for performing many kinds of buffering and
reformatting operations. As a consequence the frame
store itself is a rather complicated subsystem, and only
its most important features will be mentioned here.

The frame store (fig. 9) is a dedicated piece of hard-
ware, designed at our Laboratories. It is a random-
access memory (RAM) with a capacity of approxi-
mately half a million 12 -bit words (as our pixels are
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represented by 8 -bit words, 4 bits of each word are not
actually used at present). The memory is organized
into two separate pages that can each store 512 x 512
12 -bit words. Each page constitutes a complete video
frame. In the fastest addressing mode (the 'linear ad-
dressing mode') data words can be written into the
store at a rate of 18.6 MHz and read out at a maxi-
mum rate of 15.6 MHz.

To achieve independence between read and write
accesses, the store has individual read and write ports
serviced by their own address generators.

The frame store has a single -board microcomputer.
Its control console provides the user with local, stand-
alone operation of the frame store for manual data
entry and control of the address generators. The
microcomputer is also connected to the system -con -

read
sync
0

pixels
IN

RAG RAP

ternal sequential access to all 16 segments gives a
theoretical maximum overall update rate of 20 MHz.
For this sequential access 4 bits are required both at the
input and at the output of the 16 segments; to com-
pensate for the internal delay in the segments a small
`read segment delay' is provided as indicated in fig. 9.

As the operation of the dynamic memory is asyn-
chronous to the memory accesses, extensive data buf-
fering is employed at the input and output parts of the
memory (not shown explicitly in the figure).

The postprocessor

The final operations necessary for obtaining a com-
mon composite video output signal from our system
are performed in the postprocessor (fig. 8). These in-
clude both analog filtering, required for signal recon-

4 -bit
segment number

0

write
sync

CC

WAG WAP

19 -bit
address

12 -bit
data word

32k
12 -bit words

segment

19 -bit
address

OP

SBMC

16 segments

o
pixels
OUT

system control bus

Fig. 9. Frame -store schematic diagram. The store consists of 16 parallel segments of dynamic
memory, each segment comprising 32k of 12 -bit words. RAG read address generator. RAP read -
access port. WAG write address generator. WAP write -access port. RSD read segment delay. OP
output port. SBMC single -board microcomputer. CC control console.

trol bus, interpreting and controlling communication
between the system computer and the frame store. By
programming the correct sequences of addresses used
in writing and reading, we can let the frame store
perform many types of formatting operations on
the stored video information.

The frame store itself is built up from 16 parallel
segments, each comprising 32k ( = 215) 12 -bit words
of dynamic memory. In each segment a combined
read/write cycle can be performed in 800 ns corre-
sponding to a maximum update rate of 1.25 MHz. In-

struction after D/A conversion, and the insertion of
combined line and frame -sync signals into the video
signal. The postprocessor therefore has a pixel clock
generator and various circuits for generating the cor-
rect sync and blanking signals. When the frame store
is used, the reading process of the store is 'slaved' to
the sync signals of the postprocessor (while the writing
process is under the control of the sync decoder). If
the frame store is not used, the synchronization of the
postprocessor can be slaved to the sync decoder (indi-
cated by dashed lines).
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The system -control computer

The system -control computer is a commercially
available piece of hardware (Texas Instruments 990/4)
that gives the user control over many of the program-
mable features of our image bulk -storage system.
Among these are the following facilities:
 choice of master -clock frequency between 873 kHz
and 25 MHz;
 programming of address patterns for the frame
store;
 choice of sync code, including the 48 bits for frame
titles;
 transfer of video data from the frame store to the
computer -compatible tape recorder or vice -versa;
 execution of various types of tests on parts of the
system;
 storage on computer disk of particular system
parameter settings that can be used for setting up the
system or examined on print-out.

Application examples

From the many possible applications of our image
bulk -storage system we have chosen one particular
example that clearly demonstrates a number of im-
portant features. The picture information that we
start with in this case originates from a system called
IRSCAN. This is an omnidirectional (360°) infrared
surveillance system that has a vertical angle of view of

180°

120

1 2 3

a

1

2-.
3

512

b
1 512

h

A
120

360°

16384

Fig. 10. a) Scanning format in the omnidirectional infrared surveil-
lance system IRSCAN. There are 16 384 vertical scanning lines in
each complete rotation (360°). At A/D conversion 120 pixels are de-
rived from each line. p pixel number, 1 line -scan number in the
IRSCAN system. b) After storage in the (512 x 512) -pixel frame
store and reformatting, a part of the IRSCAN image can be dis-
played on a monitor using the standard horizontal scanning for-
mat. The blue area in the upper drawing is then represented as the
blue area in the lower diagram. v vertical address number of the
frame store corresponding to the line number in standard tele-
vision, h horizontal address number of the frame store determining
the horizontal position on the standard television monitor.

4°. It uses a vertical line -scanning pattern comprising
16 384 lines in one complete rotation, which takes
0.5 s. This scanning format is symbolically repre-
sented in fig. 10a.

Our storage system can be used to replay pictures or
parts of pictures from this surveillance system on a
standard television monitor for analysis. Each vertical
line in the IRSCAN signal is first converted into 120
pixels, each represented by an 8 -bit word. Before re-
cording on the image bulk -store tape recorder, each
group of 120 pixels is augmented by a sync code block
containing information about the line number and the
particular azimuth scan number.

On replay, any part of an IRSCAN picture con-
sisting of 512 lines (blue area in fig. 10a) is written into
the frame store while a vertical line addressing format
is used. For read-out from this store a horizontal line
addressing format is used, corresponding to a stan-
dard television scan. In this way the contents of the
frame store can be displayed in the blue area of the

Fig. 11. An application of the image bulk -storage system. Here two
optically coincident infrared images from the IRSCAN system are
combined on one television screen. The upper image displays infor-
mation obtained at wavelengths of 8 to 14µm; the lower image rep-
resents wavelengths of 3 to 5 pm.

television screen, schematically represented in fig. 10b.
(In practice certain operations related to the usual
interlacing also have to be incorporated into the ad-
dressing format of the store.) In the frame store parts
of different pictures can also be combined for simulta-
neous display, permitting the comparison of different
pictorial aspects.

Some practical results are shown in figs 11 and 12.
In fig. 11 two coincident infrared images of the same
scene are shown one on top of the other on one
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Fig. 12. Sometimes it is very useful to compare images obtained
from the same scene by different methods using the image bulk -
storage system. Here an optical image (top) and an infrared image
(bottom) of the same outdoor scene are displayed simultaneously
on two monitors.

screen. The upper image has been made with an infra-
red detector for wavelengths of 8 to 14 p.m, the lower
image with a detector for wavelengths of 3 to 5 gm.
The upper image is saturating on highlights due to ex-
cessive temperature differentials in the scene.

A second example is given in fig. 12. The upper
photograph shows an ordinary video image of an out-
door scene and the lower photograph shows an infra-
red picture of the same scene; useful information can
often be gathered from a comparison of such pairs of
images.

Summary. Often the value of image signals obtained from sources
such as TV cameras, night -viewing systems, infrared sensors, ultra-
sound systems, X-ray equipment and so on, is increased consider-
ably if the images can be recorded faithfully for later analysis or pro-
cessing. Unfortunately the signal characteristics (e.g. the scanning
format) in all these cases can vary greatly. To cope with this variety
a versatile system for image bulk storage has been designed around
a standard 80-Mbit/s 24 -track digital tape recorder. The images can
be reformatted either before or after recording by means of an
electronic frame store. Images can be replayed on a standard TV
monitor or copied on to a computer -compatible magnetic tape for
further off-line processing on a mainframe computer. A control
computer manages system operation. The application of a sync -
block coding scheme permits easy identification and selection of in-
dividual images. The image bulk -storage system constitutes a com-
plete transportable laboratory housed in a standard (6.7 m x 2.4 m)
shipping container.
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The microprocessor -controlled CM12/STEM
scanning -transmission electron microscope

U. Gross, F. J. M. Mescher and J. C. Tiemeijer

Continuous technological innovation in electron optics, mechanical engineering, electronics
and vacuum engineering have earned Philips a leading position in the market for transmission
electron microscopes. A recent invention is the Twin objective lens, which makes it possible to
switch quickly from a transmission image to an image produced by scanning the specimen
with the electron beam. In the latest microscope, the CM12ISTEM scanning -transmission
electron microscope, ease of operation has been considerably increased by the addition of
microprocessor control. This microscope gives images that show that the microscope has a line
resolution of 0.14 nm in the transmission mode and a point resolution of 1 nm in the scanning
mode.

Introduction

The classical transmission electron microscope, as
developed in the early thirties by Ernst Ruska and
others, is comparable, in the geometry of the ray pat-
tern, with a photographic enlarger or a slide projec-
tor. The extremely thin specimen is illuminated from

Dr U. Gross, Ir F. J. M. Mescher and Ing. J. C. Tiemeijer are with
the Philips Industrial and Electro-acoustic Systems Division, Eind-
hoven.

an electron source by means of one or more condenser
lenses. The subsequent lenses produce a magnified
image on a fluorescent screen, which converts the elec-
tron image into a visible image. The electron image
can be recorded on photographic material.

The motivation for using electrons instead of vis-
ible light is of course to improve the resolution. Elec-
trons at an energy of 120 kV are equivalent to electro-
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magnetic radiation at a wavelength A of about
3.4 x 10-3 nm.

The wavelength A is given by the relation

h
A=

112emoV"

where h is Planck's constant, e the charge and mo the rest mass of
the electron, and V* a corrected value for the accelerating voltage
V, taking account of the relativistic change of mass. V* is given by
the relation

e
V* = V(1 + V),

2moc2

where c is the velocity of light. A useful expression, which does not
take the relativistic change of mass into account and is valid for
accelerating voltages lower than about 100 kV, is:

1.23
A - nm,

1/17

where the accelerating voltage V is in volts.

The wavelength in an electron microscope is thus
about 100000 times smaller than in an optical micro-
scope. The resolution of an electron microscope, how-
ever, is not 100000 times better M. This is because
the resolution is not merely proportional to the wave-
length; it is also inversely proportional to the aperture
angle of the objective lens. In an electron microscope
the aperture angle has to be very much smaller than
that of an optical microscope. The main reason for
this is the need to minimize spherical aberration. The
magnetic lenses that are combined to form the column
of a modern electron microscope always have a
positive spherical aberration, which means to say that
the lenses are stronger for peripheral rays than for
rays at the centre. Spherical aberration, unlike most
other lens errors, cannot therefore be corrected.

It is perhaps interesting to illustrate the structure of
a classical electron microscope by referring to a
photograph and diagrams of the first microscope that
Philips put on the market: the EM 100 of 1950; see
fig. 1 [21. This microscope had one condenser lens and
four image -forming lenses. These were a considerable
improvement at the time, because the addition of a
`diffraction lens' made it possible to observe an ordi-
nary image and an electron -diffraction pattern one af-
ter the other. This diffraction pattern related to a very
small part of the specimen, selected by means of an
SA diaphragm (SA for 'selected area'). The principle
was due to Prof. J. B. le Poole and was for a long time
the only way in which information about local crystal
structures could be obtained in a transmission elec-
tron microscope [13.

a

ES

CL

OL

d I

OD

C

SAD

Fig. 1. a) The EM 100 transmission electron microscope, which
Philips put on the market in 1950. (This microscope had a horizon-
tal column to facilitate observation of the fluorescent screen.)
b) The ray diagram for observing a highly magnified image of the
specimen. ES electron source. CL condenser lens. OL objective
lens. DL diffraction lens. IL intermediate lens. PL projector lens.
FS fluorescent screen. The lenses with the cross -hatched coils are in
operation. S specimen. OD objective diaphragm. c) The ray dia-
gram for observing an electron -diffraction pattern. SAD selected -
area diaphragm. f focal length of the objective.

Fig. 1 b shows the important part played by the ob-
jective diaphragm OD, which is located at the back
focal plane of the objective lens. It intercepts elec-
trons that are scattered in the specimen, and is a use-
ful aid for varying contrast in the image. Fig. lc shows
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that, with parallel illumination of the specimen, a
diffraction pattern is formed at the back focal plane
of the objective. To obtain an image of this diffraction
pattern the objective diaphragm must be removed.
This diaphragm does have to be used, however, for
producing an ordinary image. If the aperture of the
diaphragm coincides with the image of the electron
source formed by the electrons transmitted through
the specimen, not scattered in the specimen (fig. lb),
the image formed on the screen is called a bright -field
image. This image, which is the one normally used,
has contrasts different from those in a 'dark -field'
image. A dark -field image is obtained by tilting the il-
luminating beam in such a way that the aperture of
the objective diaphragm coincides with the image of
the electron source formed by electrons that have
been scattered over a defined angle in the specimen.

Philips transmission electron microscopes have
undergone continuous improvement in the last 30
years 131. While there have been a number of more
gradual modifications and refinements, the emergence
of another type of electron microscope, the scanning
electron microscope, has considerably accelerated the
evolution of transmission electron microscopes. Experi-
ence gained with scanning electron microscopes E41
developed mainly for scanning the surface of large
specimens with a narrow electron beam - and with
electron microprobes [51 - developed primarily for
wavelength -dispersive analysis of X-radiation from
large specimens with a crystal spectrometer - has led
to the realization that additional information could be
obtained in a transmission electron microscope by
scanning the specimen.

In the seventies this resulted in the development of
a 'STEM' accessory unit for the Philips transmission
electron microscope (STEM is an acronym for Scan-
ning -Transmission Electron Microscope). With this
electronic unit the electron beam can be made to
`write' a rectangular raster across the specimen. The
electron gun of a cathode-ray tube in the STEM unit
is controlled by a signal from a detector, and pro-
duces an image on its screen in which the contrast is
obtained by techniques different from the conven-
tional methods. Fig. 2 shows the detectors that are
available for these techniques. The signals from the
different detectors originate from:
 high-energy electrons back -scattered from the speci-
men (BSD),
 low -energy electrons produced by secondary emis-
sion in the specimen (SED),
 X-rays emitted by excited atoms in .the specimen
(EDX),
 non -scattered transmitted electrons (BFD),
 scattered transmitted electrons (DFD),

 transmitted electrons of specific, selected energy
(EELS).

It should be noted that this evolution from a clas-
sical transmission electron microscope (TEM) to a
scanning -transmission electron microscope (STEM)
does not mean that the 'ordinary' scanning electron
microscope (SEM) has become redundant. An SEM
has its own specific range of applications, for the in-
vestigation of much larger and thicker specimens.
Very often the SEM can also be used for wavelength -
dispersive analysis of X-radiation, whereas a STEM

EB

SED

DFD
BFD

V/// A EELS

BSD

EDX

Fig. 2. Schematic representation of the detectors around the speci-
men and in the projection chamber. The detectors are mainly used
when the instrument is used as a scanning -transmission electron
microscope (STEM). EB electron beam. SED secondary -electron
detector. BSD back -scattered electron detector. EDX detector for
energy -dispersive X-ray analysis. BFD bright -field detector, for
non -scattered transmitted electrons. DFD dark -field detector, for
scattered transmitted electrons. EELS electron -energy -loss spectros-
copy detector, for transmitted electrons sorted by energy; see also
fig. 9.
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can only perform an energy -dispersive analysis with a
solid-state detector. In scanning a specimen, however,
a STEM will give a better resolution than that of most
SEMs, since it has a finer beam, which is not broad-
ened so much in the thin specimen.

The first Philips transmission microscopes of the
EM 400 series appeared on the market in 1975. These
microscopes have a column that facilitates the addi-
tion of a STEM accessory. The column has two con-
denser lenses and five image -forming lenses. The large
number of lenses provided more facilities for elimina-
ting chromatic magnification errors, radial distortion
and image rotation. In addition, a cross -over point
could be created for all the geometric ray patterns at a
fixed position just beneath the final lens. It was then
possible to use a diaphragm with an aperture of
200 gm cross-section, to separate the column from the
projection chamber, where the fluorescent screen and
the photographic material are located. In this arrange-
ment an oil -free ion -getter pump can maintain a clean
vacuum in the column and in the emission chamber,
containing the electron source. This, and the use of

Fig. 3. The EM 420 transmission electron microscope complete
with all accessories. The Dewar vessel immediately to the right of
the column contains liquid nitrogen for cooling the energy -disper-
sive X-ray detector (EDX in fig. 2); below this and to the right is the
electronic unit for displaying the X-ray spectrum. On the extreme
right is the STEM unit. This, like most other accessory units, is in-
tegrated into the latest electron microscope, CM12/STEM; see
fig. 4.

metal bellows instead of rubber rings, meant that a
very clean environment could be created for the speci-
men and the filament. Consequently there is very
little contamination of the specimen by hydrocarbons
and the filament has a long life. Another advantage of
these microscopes is that they no longer have to be
mechanically aligned, since the alignment is done with
correction coils.

In 1978 the Twin objective lens was introduced 163.
A microscope with this objective can easily be switched
from a broad beam for normal images to a narrow
beam for scanning images and analyses. Switching
between broad beam and narrow beam does not
change the heat flow in the objective, so that there is
hardly any change in its dimensions. Nor is it neces-
sary to change the polepieces. The objective has so
much space between the polepieces that there is room
for detectors and for a maximum specimen tilt
through an angle of ± 60 °. Since the distance be-
tween the specimen and the X-ray detector is there-
fore small, more of the X-radiation emitted by the
specimen can be intercepted and measured. The large
tilt angle is useful for crystallographic electron -dif-
fraction analyses.

The Twin objective is a modified immersion objec-
tive of the Riecke and Ruska type, with the specimen
half -way between the polepieces. The specimen is
located at the common focal plane of the two lenses
formed by the magnetic field between the polepieces.
Added to the immersion objective is a `minilens',
which acts as a third condenser lens. A special mag-
netic configuration allows the minilens to be switched
off optically by simply reversing the current in the as-
sociated coil. This explains the high stability of the
Twin objective. By making the mini -condenser lens
optically inactive or active the minimum cross-section
of the 'spot' at the specimen can be made either
1.5 nm or 0.04 gm. The smaller spot is called the
`nanoprobe' spot and the larger one the 'microprobe'
spot.

With its Twin objective, a STEM unit and various
detectors a Philips transmission -electron microscope
can be used for a wide range of analyses. It can also
produce transmission and scanning images of high
resolution. Fig. 3 shows the EM 420 microscope com-
plete with all the accessory units for various purposes.
Although the microscope is highly versatile and is vir-
tually a complete laboratory in itself, its use requires a
thorough knowledge of electron optics and analysis
techniques. The complexity of an electron microsope
with all these additional facilities is clear from the
number of controls - 250 in all.

Recently Philips have introduced the scanning -
transmission electron microscope type CM12/STEM,
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a

shown in the photograph of fig. 4a. In this instrument
all the features of the EM 420 in fig. 3 are integrated,
and all the electronic circuits are controlled by a
microprocessor. This microprocessor guides the user
to the various features available -a very useful facil-
ity. The microprocessor first offers the user, via the
control screen (see fig. 4b), a choice of the modes he
can work with, where a mode is a setting with a particu-
lar ray pattern. All the necessary operations are then
carried out in an interactive dialogue with the user.
The user requires less expertise in electron optics, and
can now concentrate more closely on his investiga-
tions. In each mode the values of currents in the cor-
rection coils can remain stored in the microprocessor's
memory. If the user wishes to depart from the pro-
grammed settings, he can adjust the lens currents to

MI SO*6.1 NG

Mr, allEIIIIIMM

Mil SCAN SF

Mill
SCAN Sr OF

IMnMi CONFIGURATION

MODE GELS, ,

TEN

TEN LOW DOM

NANO PROSE

ROCKING SEAN

MICRO ROSE SCAN

NANO PROSE SCAN

POET SPECIMEN a

FREE LENS CX1N7ROL

Ow

Fig. 4. a) The CM12/STEM scan-
ning -transmission electron micro-
scope, which is much easier to operate
than the microscope in fig. 3. On the
left in the lower panel is the control
screen for communication between
user and the microprocessor - the
heart of the instrument. The upper
control panel contains two monitor
screens, which display the STEM
images. On the extreme right is the
`videoscope', an accessory that dis-
plays the brightness variation for one
image line. b) Close-up of the control
screen, with 'soft keys' on either side;
the user uses these to communicate
his requirements to the control soft-
ware.

suit his own requirements. Since there are no longer
any fixed electrical connections between the controls
and the electronics, there are far fewer manual con-
trols. Consequently the CM12/STEM electron micro-
scope is almost as easy to operate as the EM 100 in
fig. 1, but it offers many more facilities and the resolu-
tion is incomparably better.

We shall now take a closer look at the electron -
optical aspects of the instrument, dealing first with the
Twin objective and then with the various modes. Then
we shall touch briefly on the microprocessor control
system. Finally, we shall demonstrate the features of
the CM12/STEM with some micrographs of very dis-
similar specimens.

161 The Twin lens is patented; the number of the patent in the
United States is 4306149.



278 U. GROSS et al. Philips Tech. Rev. 43, No. 10

The electron optics

Fig. 5 shows a schematic cross-section of the col-
umn with emission chamber and projection chamber.
The illumination system consists of the electron gun
with filament and (electrostatic) Wehnelt lens, two
condenser lenses, the minilens and the upper half of
the objective lens. The last two lenses also act as a
condenser lens and form part of the Twin objective,

TL
SB

PTSD-
DL

IL

PV
FC
SF
PC
MS

P

Fig. 5. Cross-section of the microscope column. EC emission cham-
ber. EG electron gun. A anode. GA deflection coils for electron -gun
alignment. GV valve for separately venting the emission chamber.
Cr first condenser lens. C2 second condenser lens. BT beam -
deflection coils above the specimen. CD condenser -diaphragm
holder. TL Twin -objective lens. The mini -condenser lens is not
shown (see fig. 7). SB block for accommodating the `goniometer'
(not shown); the goniometer permits the specimen in the specimen
holder to be displaced. PT deflection coils below the specimen. SD
SA diaphragm holder. DL diffraction lens. IL intermediate lens. Pi
first projector lens. PD partition diaphragm. P2 second projector
lens. PV valve for separately venting the projection chamber.
FC film camera. SF fluorescent screen, for accurate focusing with a
binocular magnifier. PC plate camera. MS fluorescent screen for
observing the image through lead -glass windows in the projection
chamber P, see also the title photograph. IGP ion -getter pump.

which we shall return to presently. The image -forming
system consists of the lower half of the objective lens,
the diffraction lens, the intermediate lens and two pro-
jector lenses.

At various positions in the column there are correc-
tion coils, which correct the beam for errors due to
geometric imperfections and material inhomogene-
ities. The correction coils consist of:
 stigmator coils, for eliminating beam astigmatism,
and
 deflection coils; these correct errors in deflection but
their main function is to alter the direction of the
beam so that it writes a rectangular raster across the
specimen, for example.

The stigmator coils are oriented radially and ar-
ranged in sets of eight with an angle of 45° between
them, as shown in fig. 6a. The deflection coils are com-
bined in groups of four at 90° spacing. Two of these
groups placed one above the other can produce a
wide range of deflections in two perpendicular planes
through the optical axis, as illustrated in fig. 6b, c and
d. Two coils are shown from each group of four; the
beam deflection is only shown in one plane through
the optical axis. The correction coils free the user
from the need for mechanical adjustment of the lenses.

At various positions in the column there are dia-
phragms that are adjustable in position and inter-
changeable, with a choice of four different sizes.
These are:
 the condenser diaphragm, in the illumination sys-
tem;
 the objective diaphragm, just beneath the specimen
in the back focal plane of the lower half of the objec-
tive lens; and
 the SA diaphragm, in the image -forming system.
The column also contains fixed diaphragms, whose
aperture cannot be changed. There is also a partition
diaphragm (PD in fig. 5) of 200 gm cross-section, as
mentioned earlier, which separates the vacuum in the
column from that in the projection chamber. Water
vapour from the photographic material and oil va-
pour from the diffusion pump and backing pump,
which are connected to the projection chamber, are
thus prevented from contaminating the specimen and
reducing the life of the filament. The vacuum in the
emission chamber and specimen chamber are main-
tained by a 'dry' ion -getter pump, i.e. one that re-
quires no oil for its operation.

The specimen is placed in a specimen holder, which
is slid through a vacuum lock into the specimen stage
or `goniometer'. The specimen can then be displaced
in two directions at right angles to each other over an
area of 2 mm by 2 mm and also tilted through a
maximum angle of ± 60° about an axis in the plane
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Fig. 6. The correction coils. a) A set of eight stigmator coils, used
for correcting beam astigmatism. The diagram shows how an ellip-
tical cross-section of the beam is changed into a circular cross-
section by currents i and - i in four of the eight coils. The magnetic
lines of force are shown red. b) Deflection coils that not only cor-
rect errors in the beam direction but also cause the illuminating
beam to describe a line across the specimen, as illustrated here sche-
matically. (The deflection of the beam shown corresponds to a di-
rection of the field and hence of the coils perpendicular to the plane
of the drawing; the coils as shown are thus rotated through 90°; this
also applies to c and d.) c) In this mode of energization the beam
rotates about an imaginary pivot point PP above the coils. d) The
same situation, but now with the pivot point below the coils. In cer-
tain modes, e.g. the dark -field mode with conical illumination, PP
is in the specimen.

of the specimen. The special feature here is that this
axis intersects the optical axis in every position of the
specimen. This is referred to as a 'eucentric' move-
ment of the specimen. The advantage is that the tilt
axis always appears to go through the centre of the
image on the user's screen. In addition to the standard
specimen holder there are special specimen holders in
which the specimen can be rotated, stretched, cooled
or heated, and can always be tilted.

The Twin objective lens

In modern electron microscopes the specimen is
not situated above the objective lens but inside it. The
lens system is known as an immersion objective. In
the symmetrical immersion objective proposed by
Riecke and Ruska the specimen is situated exactly
half -way between the polepieces . Such a lens is a
`condenser objective' (81, with the part of the magnet-
ic field above the specimen acting as a condenser lens
and the part of the field below it as an image -forming
lens. In an analogy with ordinary optics we can think

of a strong biconvex glass lens, which is cut in half
perpendicular to the optical axis. The two identical
halves are then moved away from each other through
a distance of twice their focal length, and the speci-
men can then be considered to be located in the com-
mon focal plane between them.

The Twin objective lens is a symmetrical immersion
objective to which a condenser lens, the minilens, has
been added; see fig. 7 193 . The minilens is situated im-

Fig. 7. The Twin objective lens (61. PS polepieces. FC ferromagnetic
core, including the coils OC. BT and PT deflection coils above and
below the specimen S. MC mini -condenser coil. RR reluctances.
VT stainless -steel tubes, enclosing the vacuum for the electron
beam. The goniometer (not shown) is located between the coils OC;
there is therefore another partition between the vacuum and these
coils. In the left-hand half of the figure the minilens is not active; in
the right-hand half it is. The blue magnetic lines of force are pro-
duced by a current in the coils OC. Because of their curvature, these
lines of force form a positive lens both below and above the speci-
men; see also fig. 8. The red lines of force are the result of a current
in the coil MC. In the right-hand half the red lines of force and the
blue lines of force together form the mini -condenser lens, because
of their curvature. In the left-hand half the current in MC is re-
versed, so that the red and blue lines of force counteract each other,
causing the mini -condenser lens to become optically inactive here.

[7]

[8]

[9]

W. D. Riecke and F. Ruska, A 100 kV transmission electron
microscope with single -field condensor objective, Proc. Int.
Cong. on Electron Microscopy Vol. 1, Kyoto 1966, pp. 19-20.
J. R. A. Cleaver, The choice of polepiece shape and lens op-
erating mode for magnetic objective lenses with saturated pole -
pieces, Optik 57, 9-34, 1980.
K. D. van der Mast, C. J. Rakels and J. B. le Poole, A high
quality multipurpose objective lens, Proc. Cong. on Electron
Microscopy Vol. 1, The Hague 1980, pp. 72-73.
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mediately above the polepieces of the objective and
can be switched on or off (i.e. made optically active or
inactive), depending on the required mode of opera-
tion. Normally, switching a lens off interrupts the cur-
rent through the lens, which means that the beat -flow
conditions are changed, and hence the dimensions.
Near the specimen, however, the dimensions have to
be highly stable, so that changes in heat flow are not
permitted. The minilens is switched on and off opti-
cally without causing fluctuations in heat flow, by
means of a special magnetic configuration in which
the minilens is de -activated by reversing the current in
the appropriate coil.

In this magnetic configuration the magnetic flux of
the objective lens is split in such a way that about 50%
of the action of the minilens is based on this flux and
50% on the flux from its own coil. In the left-hand
half of fig. 7 the two fluxes in the 'air gap' of the
minilens oppose one another. The resultant flux in the
air gap is therefore zero and the minilens is optically
inactive. In the situation shown in the right-hand half
of fig. 7 the current in the coil of the minilens has been
reversed, and the two fluxes in the air gap reinforce,
so that the minilens is optically active. The flux of the
objective lens is split by including an additional reluc-
tance around the coil of the minilens. This reluctance
and the 'air gap' of the minilens are formed by rings
of non-magnetic material, such as aluminium or
copper.

The unmodified symmetrical immersion objective is
particularly suitable for making very small spots on
the specimen. Fig. 8a shows the ray diagram for the
smallest spot, the nanoprobe spot, used for scan
images and for analyses. Here the electrons move par-
allel to one another between the second condenser
lens (C2) and the condenser part (Ou) of the objective.
An incidental advantage of this objective is that there
is a relatively large amount of space between the pole -
pieces. A disadvantage of a symmetrical immersion
objective without an additional condenser lens, how-
ever, is that when the instrument is used as a TEM the
objective is less suitable for parallel illumination and
defocused illumination, i.e. with the spot on the speci-
men slightly out of focus.

Fig. 8b shows that these disadvantages have been
overcome by the addition of the minilens (Cm). When
this lens is energized so that its focus coincides with
that of the condenser part (On) of the objective, the
result is a `telecentric' optical system. The special fea-
ture of such a system is that a parallel incident beam
leaves the system still as a parallel beam. Fig. 8b
shows that, in spite of the presence of the converging
lens Cou just above the specimen, parallel illumination
of the specimen is nevertheless obtained. If the con -

C2

0u
S
01

a

d

C

E DX

Fig. 8. The main operating conditions of the Twin objective lens.
C2 second condenser lens. C. mini -condenser lens. O. condenser
lens formed by the magnetic field above the specimen S. 01 image -
forming lens produced by the field below the specimen. a) Ray dia-
gram when the smallest possible spot - the nanoprobe spot - is
formed on the specimen. C. is not in operation. b) Ray diagram
for parallel illumination of the specimen. C. and Ou together form
a telecentric system. c) Ray diagram when C2 is energized in ano-
ther way, producing a larger spot - the microprobe spot - on the
specimen. d) The detectors and holders that have to be accommo-
dated between and in the polepieces near the specimen; see also cap-
tion to fig. 2. SH specimen holder, which can be tilted through an
angle 0 about an axis TA perpendicular to the plane of the drawing.
OD holder for four different objective diaphragms.

denser lens C2 is energized in another way a larger
spot than the nanoprobe spot is produced on the
specimen - the microprobe spot; see fig. 8c. Fig. 8a, b
and c show three important modes of operating with
the Twin lens. The ray diagrams are limiting cases for
a large number of variations, e.g. with a defocused
spot or with incompletely parallel illumination of the
specimen.

The specimen is thus placed half -way between the
polepieces of the objective lens, since with the easily
switched mini -condenser lens a strong lens immediate-
ly above the specimen is no handicap. Fig. 8d shows
that the relatively large free distance above and below
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the specimen is used for accommodating a holder for
four different objective diaphragms, the detectors for
back -scattered electrons and emitted X-rays, and also
for tilting the specimen holder through the largest
possible angle. The detector for secondary electrons,
which has an electrode at a potential of 10 kV to col-
lect electrons with an energy of less than 50 eV, is ac-
commodated in a radial hole in the upper polepiece.
The specimen must be tilted:
 for investigating crystal structures with the aid of
diffraction patterns;
 for making stereo micrographs, i.e. micrographs
with opposite angles of tilt, but otherwise identical;
 for making series of micrographs with different tilt
angles, from which a computer can reconstruct three-
dimensional images, e.g. of biological macromole-
cules; and
 for obtaining maximum signals from the X-ray de-
tector.
There is sufficient space for the X-ray detector to be
mounted close to the specimen. The solid angle at
which the detector 'sees' the specimen is therefore
relatively large, and this also means that a strong sig-
nal is obtained from the X-ray detector, so that selec-
tive energy -dispersive analysis of the specimen is pos-
sible.

The designers of the objective described here were
confronted with two conflicting requirements: they
could have either a large space between the polepieces
or a high resolution. Scaling down the polepieces re-
duces the space available, but gives a higher res-
olution because the spherical and chromatic aberra-
tions will be smaller. On the other hand, a relatively
large space between the polepieces gives a slightly
lower resolution. The dilemma was resolved by making
two versions of the objective lens, the Twin lens and
the Super -Twin lens. In the first version the emphasis
is on a large tilt angle, in the second on a high resolu-
tion with high magnification. Table I lists the focal
distance, spherical and chromatic aberration, point
and line resolution, minimum spot diameter and tilt
angle for the two objectives.

Table I. Focal length f, constants C, for spherical aberration and
C, for chromatic aberration1103, minimum spot diameter d, point
resolution Rp, line resolution R1 and maximum tilt angle 9 for the
Twin and Super -Twin objectives.

Twin Super -Twin

f 2.7 mm 1.7 mm
C, 2.0 1.2
C,
d

2.0
2.0 nm

1.2
1.5 nm

Rp 0.34 nm 0.30 nm
R1 0.20 nm 0.14 nm
9 ±60° ±15°

Operating modes

With the versatile Twin lens and the deflection coils
above and below the specimen the CM12/STEM
microscope offers a large number of optical settings
or modes. In this section we shall look at the most
important of these modes, classified by the nature of
the energization of the deflection coils.

The illumination of the specimen corresponds in
general to fig. 8a, b or c, i.e. illumination with the
nanoprobe spot, a parallel beam or the microprobe
spot. The spots may be slightly defocused to cover a
larger area of the specimen. We note in passing that
the deflection coils above the specimen can also be
used as a focusing aid with a standard TEM image, by
energizing the upper coils with a square -wave voltage
and situating the pivot point PP in the specimen, as
shown in fig. 6d. The user then sees two images, and
the image -forming system is correctly focused when
the two images coincide. This 'wobbling' illumination
procedure considerably simplifies the focusing [101.

Modes with no dynamic energization of the deflection
coils

These modes include the conventional TEM modes.
They consist of a high -magnification mode TEM-HM
and a low -magnification mode TEM-LM. In the
TEM-HM mode the objective is always energized and
most of the other image -forming lenses are energized;
the image is focused by varying the current through
the objective. In the TEM-LM mode the objective is
only weakly energized, so that really the diffraction
lens is the first image -forming lens. The image is
therefore focused by varying the current through the
diffraction lens. With central illumination a bright-
field image is obtained, and with tilted illumination a
dark -field image. In the latter case the electrons that
are not scattered in the specimen are intercepted in
TEM-HM by the objective diaphragm. In tilted illu-
mination the deflection coils above the specimen are
therefore statically energized.

An image of the electron diffraction pattern at the
back focal plane of the first image -forming lens can be
obtained both in the TEM-HM and in the TEM-LM
mode. The other image -forming lenses are then ener-
gized so as to produce an image corresponding to this
focal plane on the fluorescent screen. In the TEM-HM
diffraction mode the SA diaphragm (see fig. 5) can be
used to select a part of the ordinary image of the speci-
men for closer investigation of the crystal structure.

Element analysis can be carried out in the nano -

probe mode. Since the spot at the specimen is extreme-
ly small (fig. 8a and Table I) it is then possible to ana-

[10] C. E. Hall, Introduction to electron microscopy, McGraw-
Hill, New York 1953.
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lyse the X-radiation originating from a very small part
of the specimen. Here the energy -dispersive X-ray de-
tector EDX is used; see fig. 8d. The energy distribu-
tion of the X-radiation permits qualitative and quan-
titative analysis of the elements in the specimen.

Sensitive specimens can be analysed in the low -dose
mode. This can be done for ordinary micrographs,
diffraction micrographs and even with STEM, which
will be discussed below. The procedure is as follows.
At low electron density and low magnification an in-
teresting part of the specimen is identified. The speci-
men is not displaced further and with high magnifica-
tion and at the normal electron density - which
might cause local damage to the specimen - a part
next to the interesting part is observed; the image is
then focused. During this procedure the deflection
coils above and below the specimen are energized stat-
ically (fig. 6b), in such a way that the lateral displace-
ment of the beam above the specimen is compensated
beneath it. Finally, without energizing the deflection
coils and without refocusing, the actual exposure on
the photographic plate is made. The interesting part
of the specimen that produces the image then lies on
the optical axis of the microscope again.

Diffraction patterns can be obtained not only in the

parallel beam but also by using a convergent beam.
According to W. Kossel and G. Mollenstedt this gives
a CBED pattern (CBED is the abbreviation for con-
vergent -beam electron diffraction) built up from
`patches' instead of points ill I . The patches have a
structure that carries additional crystallographic in-
formation. The use of a convergent beam in diffrac-
tion has the further advantage of providing informa-
tion about a very small part of the specimen.

An important mode for users who wish to depart
from the programmed settings for electron -optical
experiments is the free -control mode. In this mode the
user can vary the currents through the separate lenses
as he wishes.

Modes with the upper deflection coils dynamically
energized

The upper deflection coils are mainly used when the
instrument is used as a scanning -transmission electron
microscope (STEM). The spot then describes a rec-
tangular pattern across the specimen, and the video
signal supplied to one of the monitors on a control
panel (fig. 4) is modulated by a detector signal. The
detectors situated above the specimen can be seen in
fig. 8d. Their output signals correlate with the number
of secondary electrons, the number of back -scattered
electrons or the X-ray intensity. Fig.9 shows that a
signal can also be used that correlates with the number
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Fig. 9. Ray diagram for use of the microscope as a STEM, using the
detectors in the projection chamber; see also figs 2 and 5. I imaging
lenses below the objective. The grey, red and blue beams corre-
spond to different positions of the spot, which describes a line
across the specimen S. The beams defined by the continuous lines
are not scattered in the specimen; they all pass through a circular
area CA in the back focal plane of Oh. The beams defined by the
dashed lines are scattered at a particular angle in the specimen; they
all pass through an annular area AA, which is concentric with CA.
A STEM bright -field image can thus be obtained with the signal
from detector BF, and a STEM dark -field image with the signal
from detector DF. In the EELS detector electrons with a high kinet-
ic energy are not deflected so much in a magnetic field perpendic-
ular to the plane of the drawing as electrons of low energy. The
electrons can thus be sorted by energy. ES exit slit of the detector.
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of electrons transmitted through the specimen.
Fig.10a shows the corresponding ray diagram when
the nanoprobe spot is used.

Fig. 9 demonstrates the advantages of a symmetri-
cal immersion objective when the instrument operates
as a STEM. When a parallel beam is incident on the
condenser part (Ou) of the objective a parallel beam
emerges from the objective part (01), since the speci-
men is located in the common focal plane. In addition
to non -scattered beams there are also scattered beams
emerging from the objective. All the non -scattered
beams pass through the same circular area in the back
focal plane of the objective part. All the beams scat-
tered at a particular angle pass through an annular
area concentric with the first one. The special feature
is that these areas do not move when the spot travels
across the specimen.

Since the lens system forms an image of both the
circular area and the annular area, it is in general
possible to measure the intensities of transmitted
non -scattered and scattered beams. This is done with
the detectors BF and DF in the projection chamber
(fig. 9). The corresponding video signals produce a
STEM bright -field image or a STEM dark -field image
on a monitor. The transmitted electrons can also be
sorted by energy with an EELS detector (EELS stands
for electron energy -loss spectroscopy); we shall return
to this presently.

In the SEM and STEM modes a choice can be made
between high -magnification (HM) and low -magnifica-
tion (LM) modes. In the S(T)EM -HM mode the nano-

probe spot (fig. 10a) is used, with the fineness of the
raster pattern on the specimen adapted to the size of
the spot. In the S(T)EM -LM mode a coarser pattern
and a much larger spot are used. This is done by swit-
ching off the objective and focusing the illuminating
beam with the condenser lens C2 (fig. 5).

Another mode is the TEM dark -field mode with
conical illumination. The incident beam is tilted over
a preset angle (fig. 6d) and then rotated continuously
about the optical axis. On a photographic plate a kind
of superimposition of dark -field images is obtained,
since all the azimuthal angles of the illuminating beam
are described. The advantage of this is that more de-
tails can be seen in the image than in an ordinary
dark -field image, since the details are illuminated
from many more directions.

Modes with the lower deflection coils dynamically
energized

In the SCIM mode (SCIM: scanning in imaging)
the image of the specimen is scanned with the aid of
the lower deflection coils, see fig. 10b, making use of
detector BF in the projection chamber. In the SCID

ri
ILJ

a C

Fig. 10. Ray diagrams in different modes, when a) only the
deflection coils above the specimen b) only the deflection coils
below the specimen, and c) the deflection coils above and below the
specimen are used. The ray diagram in (a) is the one used for the
nanoprobe spot in STEM. The ray diagram in (b) is the one used
for scanning the specimen from below; the signal from detector BF
(fig. 9) can then be converted into a video signal for one of the moni-
tors. The ray diagram in (c) is the one used in the low -dose mode,
when the coils are statically energized. When the coils are dynamic-
ally energized, this is the ray diagrams for use as a STEM with the
EELS detector; see also fig. 9. The deflection of the beam above the
specimen is then compensated below it.

mode (SCID: scanning in diffraction) the image of the
diffraction pattern is treated in the same way. In these
forms of scanning, the image of the specimen or the
diffraction pattern moves across the detector. The re-
sult presented on a monitor is comparable with an
ordinary TEM micrograph. The advantage of this
procedure is that the video signal can be processed
electronically. If the analog video signal is converted
into a digital signal with an A/D converter, the signal
can also be processed numerically.

Modes with the upper and lower deflection coils
dynamically energized

In the EELS detector (fig. 9) the electrons trans-
mitted through the specimen are deflected through an

G. Mollenstedt, Uber die chromatischen Verluste von Elektro-
nen beim Durchtritt durch Materie, Optik 9, 473-480, 1952;
G. Thomas and M. J. Goringe, Transmission electron micros-
copy of materials, Wiley, New York 1979;
M. N. Thompson, A review of TEM microdiffraction tech-
niques, Philips Electron Opt. Bull. EM 110, 31-39, 1977;
J. W. Steeds, Convergent beam electron diffraction, in:
J. J. Hren, J. I. Goldstein and D. C. Joy (eds), Introduction to
analytical electron microscopy, Plenum, New York 1979,
pp. 387-422.
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angle of about 90° in a magnetic field. The angle of
deflection depends on the energy of the electrons:
high-energy electrons are deflected less than those
with low energy. At a particular current through the
magnetic coil the electrons passing through the output
slit have a particular energy, so that the electrons at
the input of the detector can be sorted by energy by
varying the current. These electrons always have to
pass through the aperture in the partition diaphragm
(PD in fig. 5) below the second projector lens, which
separates the vacuum of the column from that of the
projection chamber. At the input of the EELS detec-
tor, however, the electrons must all have the same di-
rection. If the EELS detector is to be used for making
a STEM micrograph, the deflection due to the upper
deflection coils must therefore be compensated by an
equal and opposite deflection due to the lower deflec-
tion coils; see fig. 10c. The ray diagram is comparable
with that in the low -dose mode, but there the deflec-
tion coils are not used dynamically but statically.

The control system

The user communicates with the instrument by
means of controls that adjust quantities such as cur-
rents in lenses, deflection coils and stigmator coils and
d.c. voltages in the electron gun. As a result a picture
appears on the screen in the projection chamber,
photographic material is exposed or an image is
formed on a monitor screen. In earlier microscopes
there were fixed connections between almost every
coil or electrode in the microscope column and one or
more controls on the control panels. This meant that
there were very many manual controls, and the user
had to be thoroughly familiar with the consequences
of varying any particular current or voltage.

The new microscope discussed here has some man-
ual controls and a control screen for communication
with the user; see fig. Ila. The screen shows the mode
the instrument is operating in and the settings of vari-
ous optical parameters. On each side of the screen
there are eight controls, called 'soft keys', whose
function is determined by the control software. The
information on the screen, which is called a 'page', in-
dicates the function of these soft keys; see fig. lib.
The other controls on the control panels do not in gen-
eral have any fixed connection with the microscope
column either. When a control is operated, it delivers
one or more electrical pulses, which are converted into
a command to the control software. The controls are
therefore usually associated with a function. The
principal functions are magnification, image bright-
ness and focus. In addition to the soft keys there are
two 'ordinary' controls whose function is not fixed
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Fig. 11. The user communicates with the instrument by means of
a) the controls on the panels and b) the soft keys on either side of
the control screen. Information displayed on the screen includes the
name of the mode in which the microscope is operating and the
parameter settings.

but can be changed. These are the multifunction con-
trols, which are mainly used for alignment of the mic-
roscope column; their function is indicated by the
pages relating to the alignment procedure.

The control software guides the user to his goal
-a micrograph or an analysis - via the pages on the
screen and the controls on the panels. The user does
not therefore need to know as much about the optical
structure of the instrument as he did with previous in-
struments. Fig. 12 gives an idea of the hierarchy of the
pages that the user can call to the screen. The figure
gives four levels. (The particular pages shown refer to
a simpler version of the microscope, with a limited
range of mode options.)

The page from level 1 shows a menu with four op-
tions. If the user selects the option MODES, the
screen then shows the page MODE SELECTION
from level 2. The menu now gives options for the
modes that are available with the particular version of
the instrument, and the option CONFIGURATION,
which shows a page that displays the features of the
instrument. (This page shows here that the user has
placed an electron gun with a tungsten cathode, not
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an LaB6 cathode, in the microscope.) The pages at
level 3 associated with the various modes show at the
centre the settings of parameters such as the 'high ten-
sion' and spot size. The functions of the sixteen soft
keys are indicated on the left and right. If the user
presses the soft key PARAMETERS, the screen dis-
plays the relevant page of level 4. This indicates the
options selected for the parameter values (dark
against a light background) and the options still open
(light against a dark background). Options previously
selected can be changed by pressing one of the two
soft keys on the appropriate line. The user can return
to a page at the preceding level by pressing the key
READY at the bottom of the screen; see fig. 11b.
Light -emitting diodes (LEDs) indicate whether this
key or other keys are 'active'.

The heart of the control system is a 16 -bit micro-
processor, the INTEL 8086. To gain computing speed
and accuracy this microprocessor works in conjunc-
tion with a numeric data processor, the INTEL 8087.
This can process floating-point numbers between
8.43 x 10-37 and 3.37 x 1038 to an accuracy of seven
decimal places. The 8086 microprocessor processes
the commands given by the user or by sensors with the
RMX 88 operating system. The operating system en-
sures that the commands are dealt with virtually in
real time. All the computed results are transmitted
every 15 ms in order of importance, under the control
of an external clock signal. The two processors and
the input and output units interact via an IEEE 796
bus system. The 8086 processor communicates with
the various electronic circuits through a bus system
that we have designed. This bus system is insensi-
tive to interference (from high -voltage flashover for
example). This insensitivity is largely due to the use of
optical couplings.

As an example we shall show, with reference to
fig.13, how the current in the deflection coils above
and below the objective is controlled. In general this
current is equal to the sum of a direct current used for
correcting the beam direction and a sawtooth alter-
nating current used for scanning. The current in the
deflection coils must be very accurately controlled to
avoid unacceptable movement of the image.

The circuit for generating the current through the
deflection coils is designed in such a way that a digital
signal from the control system is multiplied by an
analog signal in two digital/analog converters. In one
digital/analog converter the digital signal DDC is mul-
tiplied by an accurate direct voltage Vref. In the other
digital/analog converter the digital signal DAC is mul-
tiplied by an accurate sawtooth voltage VsT. Multi-
plication can be performed in four quadrants, so that
for example two negative signals multiplied together

FBA

A

PA

Fig. 13. Diagram of the current control in a set of deflection coils
above or below the objective. MDAC multiplying digital/analog
converters. DDc and Dikc digital signals from the control system.
Vref accurate direct voltage. VsT accurate sawtooth voltage.
FBA feedback amplifier. PA power amplifier. Both amplifiers are
part of a control network that includes the deflection coils. The
value of the current i in these coils is fed back as a voltage across a
resistor R.
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Fig. 14. STEM results displayed on the two monitor screens. Images
are indicated by hatching. The same images have the same direction
of hatching; coarser hatching indicates higher magnification.
a) One image or two images on each screen or on each half of the
left-hand screen. An image can be projected into the other image at
a different magnification. Fig. 19 shows an example for the choice
given schematically at the lower right. b) One image or two images
on the left-hand screen only. The right-hand screen displays the
brightness variation of one line as a curve. The curve may also be
displayed on the `videoscope', fitted to the microscope as an acces-
sory; see fig. 4a.
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give a positive signal. The product signals are then
added. The result acts as a reference signal in a con-
trol network, which includes a feedback amplifier and
a power amplifier. The power amplifier supplies a cur-
rent i to the deflection coils. The value of the current
is fed back into the control network as a voltage
across a resistor.

The period of the sawtooth voltage VST in fig. 13 is
between 1 and 1000 ms, or is equal to the line period
in one of the television standards. The amplitude of
the analog sawtooth signal is digitally calibrated
by the control system every time the microscope is
switched on. Because of this automatic calibration the
advantage of digital electronics - accuracy - is com-
bined with that of analog electronics - speed.

In the STEM modes the video signals for the two
monitors (see fig. 4a) are derived from one or more
detector signals. The video signals are the result of
such operations as amplification, switching, mixing
and filtering. These operations have to take place in a
large bandwidth (up to 10 MHz) without the occur-
rence of noise or distortion due to overloading. This
difficult problem has been solved by means of con-
stant -current -source technology, also used in high -
frequency oscilloscopes. The signal from the detectors
is converted into a current that appears to come from

0.235nm

a (111)

0.204 nm

(200)

a source with an infinitely large internal impedance.
There are two channels for video signals, so that the
two monitors can be operated separately. The chan-
nels can also be combined in a variety of ways, and
different magnifications can be selected for the moni-
tors. One screen may be divided into two halves, so
that each half shows the signal from one channel; see
fig. 14a. If required, a monitor can display the video
signal of one line as a curve; see fig. 14b.

Some results of investigations made with the micro-
scope

To conclude, we shall illustrate the versatility of the
CM12/STEM microscope with a number of micro-
graphs of different specimens, made in different
modes. The corresponding page on the screen is
shown with each picture. Fig. 15 is a TEM micrograph
of a gold particle vacuum -evaporated on a film of
amorphous carbon. Twinning structures are visible in
the gold particle. The micrograph was made with the
Super -Twin objective at a magnification of about
8 x 106. More important than the magnification is the
resolution achieved. The spacings of the (1T1) planes
and the spacings of the (11T) planes in the crystal lat-
tice (the value is 0.235 nm) appear to be visible. Since

DETECTORS
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INT LIMIT

TEM BRIGHT FIELD

M 8201a

HT 120kV
spot 2 700nm

tocusstep 1

defocus -98 lnm

plate auto
meter 0 0 s

cop no H341
stock 21
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MEASURING
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Fig. 15. a) TEM bright -field micro-
graph of a gold particle evaporated
on to a film of amorphous carbon.
Images of this kind are generally used
for demonstrating the resolution of a
transmission electron microscope.
The spacings of some of the lattice
planes are indicated in the picture;
the series of points are interference
patterns, so that it cannot be said
that atoms are visible. The total mag-
nification factor of the micrograph
here is about 8 x 106. b) The corres-
ponding page. The magnification
shown corresponds to the magnifica-
tion on the screen in the projection
chamber. A `Scherzer contrast' has
been used here, i.e. the image is defo-
cused until the phase contrast reaches
a maximum as judged by a particular
criterion written into the control pro-
gram.
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the intersection of these planes with the plane of the
micrograph is 'visible' - in fact, interference patterns
are observed - there is also an indication of the inter-
section with the (200) planes, whose spacing is

0.204 nm.
Fig. 16 shows a TEM dark -field micrograph of the

same amorphous carbon film with gold particles, but
now at a lower magnification. For comparison fig. 17
shows a TEM dark -field micrograph with conical illu-
mination of the same specimen, made with the tilted
beam rotating continuously about the optical axis.
More particles are visible in fig. 17 than in fig. 16, be-
cause for fig. 16 the specimen was illuminated from
one direction only. In the case of fig. 17 the illumina-
ting beam passed through all possible azimuthal angles.

Fig. 18 shows a CBED pattern, where the illumina-
ting beam converges so as to make the spots of the
diffraction pattern overlap completely. The resulting
complicated pattern (111 gives information about the
symmetries in the crystal structure, here of single -
crystal silicon with [111] orientation. Observation of
the cubic structure of silicon in the [111] direction
reveals a 120° symmetry. The specimen is locally 100
to 200 nm thick. This was achieved by ion -etching a
silicon wafer a few microns thick until it was so thin
that a small hole appeared in it. The diffraction micro-
graph corresponds to a 'wedge' of material next to the
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Fig. 18. a) Micrograph of a CBED
pattern (CBED: convergent -beam
diffraction pattern1111) of single -
crystal silicon. Because of the 11111
orientation of the specimen surface a
120° symmetry can be observed.
b) The corresponding page.
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Fig. 19. a) STEM -HM micrograph of latex spheres. Gold has been
evaporated on to the specimen from one direction. On the left-hand
half of the screen there is a bright -field image, on the right-hand
half a dark -field image. The image on the right is projected into the
left-hand image at a different magnification. b) The corresponding
page.
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Fig. 20. a) STEM -HM micrograph of crocidolite fibres. To confirm
that we are dealing with asbestos, the length/breadth ratio d1 /d2
was determined. This ratio was calculated by the software and
shown in the micrograph. AO, Al and A2 are reference points for
the measurement. The micrograph also gives the measured lengths
of d1 and d2, corrected for the magnification, and the angle be-
tween d1 and d2. b) The corresponding page, also with the meas-
ured results. c) Spectrum taken with the energy -dispersive X-ray
spectrometer, showing the peaks for the elements that are character-
istic of crocidolite. The three peaks on the right are a second Fe
peak and Cu peaks, originating from copper in the specimen gauze.

hole. Micrographs of this kind are very useful in the
study of silicon since dopants show up as changes in
the pattern.

Fig. 19 shows a STEM -HM micrograph of tiny
spheres of latex. To obtain a shadow effect, gold was
evaporated on to the specimen from one direction.
The gold particles on the specimen are comparable
with those in figs 15, 16 and 17. Specimens of this type

Fig. 21. SCID micrograph (SCID: scanning in diffraction) of a
MoO3 crystal. a) Image on the monitor screen, which is comparable
with an electron -diffraction micrograph taken with one of the two
cameras in the projection chamber. b) Almost the same image, but
now with an extra vertical deflection for each line, which is propor-
tional to the brightness in (a). The relative brightness, and hence the
relative value of the detector signal, can thus be measured in the
image. c) The corresponding page.

are widely used in scanning electron microscopy for
checking the resolution. The left-hand half of the
monitor screen shows a bright -field image, the right-
hand half a dark -field image. The image on the right
was projected at a different magnification into the
image on the left. The method of splitting the screen
corresponds with that shown on the lower right in
fig. 14a.
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Fig. 20 shows how the presence of asbestos, whose
harmful effects are well known, can be demonstrated.
Fig. 20a is a STEM -HM dark -field micrograph of
fibres of blue asbestos (crocidolite), one of the most
harmful forms of asbestos. Crocidolite has the
formula Na2_xCa0.5.,(Mg,Fe213+,.5.Feitxsi8 022 (OF)2
The micrograph also presents the result of a method
of measuring the dimensions of one of the fibres. A
distance in the image can be defined by positioning a
cross -wire, pressing a button, then repeating this at
another setting. In this micrograph, and also on the
page in fig. 20b, the length and breadth of the fibre are
displayed, with their ratio and the angle in degrees
between the directions of measurement. The length/
breadth ratio, which should be at least 3, is extremely
important in the characterization of asbestos. The
measurement of this ratio and fig. 20c, which shows
the spectrum measured with the energy -dispersive
X-ray detector, confirm that this is a micrograph of
crocidolite. (The three unnamed peaks on the right of
fig. 20c are a second Fe peak and two peaks due to Cu
in the gauze supporting the specimen.)

Fig. 21 shows SCID micrographs of single -crystal
molybdenum oxide (Mo03). The monitor image in
fig. 21a is comparable with a normal diffraction pat-
tern. One of the bright spots is the zero -order image

of the electron source; the other spots are images of
higher order. The distance between the spots is a
measure of the lattice constant of the crystal. Fig. 21 b

shows the monitor image obtained when the detector
signal is not used for modulating the intensity of the
electron beam in the monitor tube but for producing
extra vertical deflection of the beam. In this way the
relative value of the detector signal can be measured
in the monitor image. The changeover between this
picture and the previous one is not made via the page
on the control screen, as in fig. 21c, but by means of a
key.

Summary. The CM12/STEM electron microscope has a Twin ob-
jective and microprocessor control. With this special objective it is
possible to switch over quickly from a conventional TEM mode,
with a direct image of the specimen or diffraction pattern on a flu-
orescent screen in the projection chamber, to a STEM mode, where
the specimen is scanned by the illuminating beam and a detector
signal is converted into a video signal for one of the monitors.
Because of the special magnetic configuration of the objective,
which includes a mini -condenser lens, this switch -over produces
hardly any change in the heat -flow conditions in and around the
polepieces. The CM12/STEM is very much easier to operate than
other microscopes because the microprocessor guides the user to
the various operating modes and features by providing information
on a control screen. The use of 'soft keys' and multi -functional
controls on the panels keeps the number of manual controls rela-
tively small. Micrographs demonstrate the resolution and some of
the many features of the instrument.



292 Philips Tech. Rev. 43, No. 10,292-302, Nov. 1987

Noise due to optical feedback in semiconductor lasers

B. H. Verbeek, D. Lenstra and A. J. den Boef

Wave reflection of signals into a device in which they are amplified can have considerable
effects on its operation. A typical example is acoustic feedback with a microphone. An effect
not so well known, but just as undesirable, is the fluctuation in the optical power of a laser be-
cause of reflected radiation. Since reflected radiation is an essential feature in many applica-
tions of semiconductor lasers, that radiation may lead to problems in the laser cavity.

Introduction

After the construction of the first working lasers in
the early sixties, there was much speculation about the
potential uses of the new radiation source. They ranged
from 'science -fiction' applications to machining aids
and distance measurements. While many of the uses
envisaged at that time have since materialized, no-one
could then have foreseen the scale on which lasers
would be used in a wide variety of consumer products
as well as in scientific equipment. Semiconductor lasers
are used today as light sources in optical communica-
tions and in Compact Disc and LaserVision players.
A problem that can arise in such applications is the
fluctuation in intensity that can occur if radiation is
reflected back into the laser cavity. Some aspects of
this optical feedback will be dealt with in this article.

Laser action is based on stimulated emission, a pro-
cess in which a photon of energy hv stimulates elec-
trons that are in an energy state E1 to return to a state
of lower energy E2, with the emission of a photon
such that E1 - E2 = hv; see fig. 1. The emitted pho-
ton has the same energy and phase and moves in the
same direction as the original photon, and in its turn
can cause further stimulated emission. To obtain the

Dr B. H. Verbeek and Ing. A. J. den Boef are with Philips Research
Laboratories, Eindhoven; Dr D. Lenstra is with the Department of
Physics at Eindhoven University of Technology.

highest possible stimulated emission the photons are
reflected back and forth through the material a num-
ber of times from two reflecting surfaces. These reflec-
ting surfaces define the boundaries of the laser cavity.
(Since we shall refer to an external feedback reflector
later, we shall call this cavity the internal cavity.) The
two reflecting surfaces allow some of the radiation to
pass through, giving a beam of coherent radiation
that only contains energy at the frequencies that lead
to constructive interference on repeated reflection (the
longitudinal modes). A necessary condition is that
there should be more electrons available in the high
energy level than in the low one (population inver-
sion). This condition can be met in a number of ways.
In a solid the population inversion can be brought

E2

J\A/
hv

Fig. 1. Laser action can occur when the energy level E1 of the atoms
or molecules of a material contains more electrons than the lower
energy level E2. An incident photon of energy hv = E1 - E2 causes
the emission of a second photon with the same energy and phase as
the original photon.



Philips Tech. Rev. 43, No. 10 NOISE IN SEMICONDUCTOR LASERS 293

about by intense light flashes. In a gas it results from
collisions with accelerated electrons or with fast mole-
cules or atoms. The inversion in semiconductor lasers
is achieved by injecting charge carriers into a pn junc-
tion.

Briefly, the operation of a semiconductor laser is as follows; see
fig. 2. A current in a pn junction in a direct Ell semiconductor causes
electrons to flow from the conduction band in the n -type material
towards the conduction band in the p -type material. These elec-
trons can recombine with holes in the p -type material, with the
emission of photons. Above a certain current stimulated emission
occurs. The optical power of the laser can be directly controlled by
varying the current.

Semiconductor lasers are now more and more widely used in var-
ious kinds of business and professional applications. This is be-
cause they are small and robust, are not so expensive as other types
of lasers, and are easy to use.

An important application of semiconductor lasers
is in information read-out in Compact Disc and Laser -
Vision players. In these players the laser light is focused
on the reflecting layer of the disc. The information is
contained in the disc in the form of pits with a depth
of about 11 (A is the wavelength of the laser light).
The intensity of the reflected light is detected by one
or more photodiodes. The pattern of the pits on the
disc is represented in the detector signal by the
difference in intensity between the light reflected from
the bottom of the pits and the light reflected from the

n

a b

F
E
Et,

Fig. 2. The position of the energy level with the lowest energy in the
conduction band E, and the energy level with the highest energy in
the valence band E, , showing the population of these bands near a
pn junction (schematic). a) When there is thermal equilibrium be-
tween the conduction and valence bands the population of the ener-
gy states by electrons and holes can be indicated by a single Fermi
level F. b) If a voltage is applied across the junction, the correspon-
ding energy levels in the p -type and n -type material come closer to-
gether. The energy barrier is now so small that the charge carriers
can cross the junction. The thermal equilibrium between the bands
is now disturbed and the population of the bands can no longer be
indicated by a single Fermi level. If the current that starts to flow
through the junction is not too high, an equilibrium still exists in
each separate band and the population of the levels can be represen-
ted as shown. This causes population inversion in a region around
the pn junction and stimulated emission can occur.

surface of the disc. Because of interference, the light
reflected by the bottoms of the pits is less intense than
the light reflected by the surface of the disc. The de-
tector signal therefore approximates to a rectangular
waveform with two levels. In spite of precautions,
some of the reflected light arrives at the output reflec-
tor of the laser (optical feedback) rather than the de-
tector. This radiation can affect the laser action in the
internal cavity, producing fluctuations in the intensity
of the laser light. These fluctuations can be large
enough to distort the intensity pattern of the light re-
flected from the disc, introducing read-out errors. To
avoid these problems it is necessary to understand the
mechanisms involved in this unwanted feedback.

This article describes our experimental and theoret-
ical work on these problems. First we shall discuss the
structure and characteristics of the laser without feed-
back. We shall then deal with the subject of optical
feedback, making a distinction .between coherent
feedback and incoherent feedback: We make this dis-
tinction because the feedback radiation may not nec-
essarily be coherent with the radiation in the laser cav-
ity. If the feedback is coherent (at low feedback lev-
els) a good theoretical description of the behaviour of
the laser can be obtained. In this article we shall main-
ly confine ourselves to coherent feedback, with a brief
mention of some of the effects encountered in incohe-
rent feedback.

Laser structure

In the introduction we touched briefly on the prin-
ciple of the semiconductor laser with a pn junction in
a semiconducting material (`homojunction laser').
Structures of this type give laser action above a rela-
tively high threshold current, which gives problems
with overheating. Laser action can be obtained at a
much lower current when the pn junction consists of
two different semiconducting materials. For this rea-
son lasers have been developed that consist of two lay-
ers of different composition 121, known as ' double-
heterojunction lasers'. There are many structures and
materials in use, depending on the characteristics re-
quired for a particular laser application. The structure
of the laser we have used in our investigations is the
one used in Compact Disc and LaserVision players. In
[11

[21

Semiconductors can be either direct or indirect. The direct type
is appropriate for laser action. This terminology indicates that
the optical transitions between energy bands can take place di-
rectly, i.e. without the need for an extra impulse quantum of
momentum, as required in indirect semiconductors.
See J. C. J. Finck, H. J. M. van der Laak and J. T. Schrama,
A semiconductor laser for information read-out, Philips Tech.
Rev. 39, 37-47, 1980, and G. A. Acket, J. J. Daniele,
W. Nijman, R. P. Tijburg and P. J. de Waard, Semiconductor
lasers for optical communication, Philips Tech. Rev. 36,
190-200, 1976.
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this section we shall take a brief look at the operation
and characteristics of a laser with this structure. The
problems that arise due to optical feedback are also to
be found in many other laser structures, however. The
results and the descriptions of these problems have a
much wider relevance than for this special laser struc-
ture alone.

A cross-section through this structure is shown in
fig. 3. The laser action is excited in layer A, the active
layer, which consists of p-A10.14Ga0.86As. This layer
is sandwiched between two A10.45Ga0.55As layers, one
p -type and the other n -type. (Since the Ga atoms in a
GaAs lattice can be replaced by Al atoms without
causing distortions or stresses in the lattice, it is rela-
tively easy to make perfectly matching layers of
different material.) Because of the difference in the
aluminium content of the active layer and the bound-
ary layers, the refractive index in the active layer is
larger and the band gap is smaller than in the two ad-
jacent layers. The band gap is the difference in energy
between the lowest level of the conduction band and
the highest level of the valence band. The energy -band
diagram for this layer structure can be seen in fig. 4.

This structure of layers of semiconducting material
is essentially that of an ordinary diode. When a volt-
age is applied across the diode in the forward direc-
tion the electrons of the n -type material and the holes
of the p -type material move towards the active layer.
Here both types of charge carriers are confined by the
energy barriers AZ, and A Ec. Holes and electrons can
only disappear from this active layer by radiative re-
combination (AZ, and A Ec are larger than the mean
thermal energy of holes and electrons). Laser action
in the diode starts when the current through the active
layer is high enough to cause population inversion
and the photons resulting from the radiative recombi-
nation can cause sufficient stimulated emission to
compensate for the optical losses in the laser (the
`lasing' condition). To meet this condition the radia-
tion has to be enclosed in a resonant cavity. This is
effected in the y -direction by the difference in refrac-
tive index mentioned earlier. In the z -direction there is
a step in the refractive index at the cleavage planes of
the crystal, where about 30% of the radiation is reflec-
ted back into the laser cavity. The cavity boundary in
the x -direction is formed by inserting a current -isolat-
ing layer of n -GaAs. The pnp structures on either side
of the groove in this layer ensure that the current is
limited to the groove, so that it is the only place where
population inversion occurs. Since the laser light is
present not only in the active layer but also in both
boundary layers and even in a small zone of the cur-
rent -isolating layer, there is a small step in the refrac-
tive index (5 x 10-3) in the x -direction at the position
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Fig. 3. Cross-section through the layer structure in a laser with a
double heterojunction. A substrate S of p -GaAs contains, one above
the other, a current -isolating layer B, a cladding layer G0, an active
layer A in which the laser action is produced, a cladding layer G.
and a top layer T, to which contacts can be applied. The V groove
in the current -isolating layer ensures that the current injected into
the structure in the y -direction is confined in the x -direction.
Dimensions and compositions of the different layers are indicated
in the figure. The laser light is generated in the grey area and propa-
gates in the z -direction. The length of the layer structure in the
z -direction is much greater than the transverse dimensions of the
structure.
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Fig. 4. Schematic representation of the band structure in the layers
G0, A and Gn of the laser. A current in the y -direction causes elec-
trons in the conduction band of the n -type material to be pumped
towards the active layer. Because of the energy difference tEn be-
tween the conduction bands of the active layer and the boundary
layer G0, the electrons are confined. In an analogous way, holes
collect in the active layer. Holes and electrons can only disappear
from the active layer by recombination. Under the action of inci-
dent photons a coherent beam of radiation is thus produced.

of the V groove. As a consequence, light is optically
confined in the x -direction as well.

The four layers are grown on a substrate of p -GaAs
and this structure is then covered with a top layer of
n -GaAs. These layers facilitate the application of con-
tacts. As aluminium oxidizes easily, it is not easy to
apply good metal contacts to A1GaAs.

A current in this structure in the y -direction pro-
duces radiation. Fig. 5 shows the light output in the
active layer as a function of the injection current. Up
to a certain current value there is only spontaneous
emission. The radiated power, the number of photons
formed by recombination of electrons and holes, only
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Fig. 5. Optical power P of the laser as a function of the current J.
The spectrum of the laser is shown for a number of current values.
a) Spontaneous -emission spectrum, b) multimode spectrum, c)
single -mode spectrum.

increases slowly with the number of electrons injected
into the active layer. When the injection current
reaches a threshold value 4, there is population inver-
sion and stimulated emission can occur. Above this cur-
rent the power increases strongly with current. At low
currents the power is emitted in a fairly broad wave-
length range (about 1 nm) close to 780 nm. When the
current reaches a value well above the threshold current,
the laser emits at a single sharply defined wavelength
(single -mode behaviour with coherent radiation).

Optical feedback, experiments

In the applications of semiconductor lasers we have
mentioned, the intensity or the laser power plays an
important part, because it is the variation in the laser
power reflected by the disc that contains the informa-
tion to be read out or transmitted. This is why it is so
important that the intensity of the laser is sufficiently
constant for the intentional variations to be observed.

In a laser with no feedback there are various pro-
cesses that cause fluctuations in the power. In the first
place, there are small fluctuations in the laser power
that are inherent in the process of radiative recombi-
nation (spontaneous emission). This noise contribu-
tion is fairly small and causes few problems, because
it is constant above the threshold current. In addition,
small changes in the input signal, the injection cur-

rent, affect the output signal or the laser power. Vari-
ations in the temperature of the laser structure also
affect the laser power. It is therefore essential to keep
the injection current and the temperature of the laser
structure as constant as possible I31. But even if all
these conditions are satisfied, there may still be marked
fluctuations in the laser power, if some of the laser
radiation is reflected back into the internal cavity.
This can happen to some extent when information is
read from a Compact Disc or LaserVision disc and
when a laser is connected to an optical fibre for com-
munications purposes. Depending on the amount of
radiation reflected back to the internal cavity and on
the phase difference between the reflected radiation
and the radiation in the laser, the optical field can be-
come perturbed, giving large fluctuations of the laser
power. We have studied this effect in the experimental
arrangement described below (see fig. 6).

An image of the laser radiation (the 'spot') is

formed by two lenses L1 and L2 on the feedback reflec-
tor M, which simulates a reflecting element such as a
plate or the end of a fibre. The amount of feedback
(the feedback fraction r) can be determined with the
aid of filters located between the laser and the feedback
reflector. The phase of the feedback radiation can be
varied by moving the feedback reflector M and the
lens L2. A part of the laser beam is split off by a beam
splitter B for measuring the spectrum, the power, the
noise and the coherence of the laser radiation.

The output power and the spectrum of the laser de-
pend on the current through the laser structure (see
fig. 5). We shall have to take this current dependence

4
Lint Lex t

laser

B L1

MA

L2

I

Fig. 6. Diagram of an experimental arrangement for determining
fluctuations in the laser power. An image of the laser light is pro-
duced by two lenses L1 and L2 on the feedback reflector M. The
feedback fraction can be varied with the aid of filters placed be-
tween the two lenses. The phase of the feedback radiation can be
varied by moving the feedback reflector M and the lens L2. A part
of the laser beam is extracted through a beam splitter B for measur-
ing the spectrum, the noise, the coherence, the wavelength and the
power (MA).

1[31 In our experiments we do indeed keep the temperature of the
laser structure as constant as possible. In systems containing
lasers a feedback loop with a photodiode controls the injection
current of the laser to give constant output power.
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into account if we want to study the fluctuations in the
laser power as a function of the feedback parameters.

The laser power is measured with a P -I -N diode.
The output signal of the diode is split to give a mean -
value term (.<P>) and a fluctuating term (AP(0). In
the experimental arrangement the root -mean -square
value of AP(t), V <(AP(t))2>, is determined in a
band of about 3 kHz at a frequency of 200 kHz. The
modulation index 143 m is defined as the ratio of this
r.m.s. value to the mean value <P>. In fig. 7 this
modulation index is shown as a function of the cur-
rent through the laser structure for a number of values
of the feedback fraction. The phase of the feedback
radiation is varied by moving the feedback reflector
through a range of a few wavelengths. In this way min-
imum and maximum values for the modulation index
are found. Fig. 7a shows the modulation index for a
laser with no feedback. In general terms, the modula-
tion index decreases with the injection current above
the threshold value. (With no feedback the laser power,
the d.c. component of the diode signal, increases while
the fluctuations, the a.c. component of the diode sig-
nal, remain constant.) The abrupt change in the laser
power at the threshold current appears here as a change
in slope. Just above the threshold current there is a
peak in the modulation index. It follows from wave-
length measurements that this occurs at the current at
which the laser ceases to emit at more than one wave-
length (multimode behaviour) and starts to emit at a
single wavelength (single -mode behaviour).
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Fig. 7. The modulation index as a function of the injection current c>
for different values of the feedback coefficient (r= 0, 0.02, 0.2 and
2%). In these measurements the length of the external cavity is
varied through a range of a few wavelengths. In this way maximum
and minimum values are found for the modulation index.
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As feedback is increased (figs 7b to d) we see that
the modulation index at this current value increases.
Further above the threshold current the noise also in-
creases with increasing feedback (figs 7b and c). Wave-
length measurements show that the laser does not
really operate in a single mode in these circumstances
but that radiation at a single wavelength is alternated
with radiation at other wavelengths. These are not the
wavelengths determined by the length of the internal
cavity. The separations between the possible wave-
lengths are in fact much less than the separations be-
tween the laser modes. The fluctuations in the intensity
of the laser radiation arise because the laser jumps
from mode to mode, and these fluctuations account
for the higher modulation index.

At even higher feedback fractions (r = 2%) the
modulation index above the threshold current, al-
though larger than with no feedback, is no longer so
strongly phase -dependent. Wavelength measurements
show that the laser spectrum has a number of stable
modes. At this feedback value, however, there is a
distinct increase in the noise near the threshold cur-
rent. In the applications we are concerned with here,
in which lasers are operated well above the threshold
current, this contribution to the noise is not signifi-
cant. In what follows we shall not therefore consider
the threshold noise, and will take a closer look at the
noise at low feedback levels, as can be seen in fig. 7b
and c.

At a current above the threshold value the laser
without feedback emits virtually monochromatic
radiation. The wavelength of the radiation is one of
the possible wavelengths determined by the length of
the internal resonant cavity. The introduction of the
feedback reflector has the effect of producing a second
resonant cavity that also has a number of laser modes.
The wavelengths of these modes are determined by
the length of the external cavity and come between the
wavelengths of the internal modes (see fig. 8). The
presence of the external modes may cause laser light
to be generated at a different wavelength from the
wavelength corresponding to the internal mode. What
happens depends on two factors, the amount of feed-
back and the difference in wavelength between an in-
ternal mode and the nearest external mode. Roughly
speaking, as the feedback increases, the closer the ulti-
mate wavelength becomes to one of the external
modes. The wavelength difference between internal
and external modes can be very precisely controlled
by small variations in the position of the feedback re-
flector. With a symmetrical adjustment - i.e. with
the internal mode exactly midway between two exter-
nal modes - and sufficient feedback, the laser wave-
length can go towards that of either of the modes. The
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Fig. 8. Diagram showing the relative positions of the possible wave-
lengths of a laser with feedback. With no feedback the laser oper-
ates at one of the wavelengths indicated as laser modes. These
wavelengths are fairly widely spaced. The effect of the feedback is
that the wavelength at which the laser ultimately operates is a suit-
able compromise between a wavelength close to a laser mode and
one that is close to an external mode.

actual 'choice' is not important here. We should note,
however, that there is a particular feedback value at
which the laser finds it hard to 'choose' between the
two alternatives. The wavelength then oscillates at
random between the two extremes, thus producing a
great deal of noise.

Fig. 9 shows how the wavelength and power of the
laser radiation change as a function of the phase of
the feedback radiation, for three values of the feed-
back. The amount of radiation fed back is indicated
by a dimensionless parameter C, which will be dis-
cussed later. If little radiation is fed back (fig. 9a) the
variation in wavelength is small. If there is more feed-
back (fig. 9b) the effects are more pronounced. At even
higher feedback values the laser wavelength may
change so much that there is laser action on external
modes (fig. 9c).

The effects that occur (corresponding to the results
of fig. 9a, b or c) when there is feedback of laser radia-
tion in the internal cavity are determined by the value
of the feedback and the matching of the internal and
external cavities (i.e. how close the external modes are
to the wavelength of the laser without feedback).

[4] Determining the modulation index is a method of measuring
the noise in a band of a particular bandwidth B. Another pos-
sible measure of the noise is the Relative Intensity Noise
(RIN), which is the amount of noise per unit frequency,
defined as <AP2(v)> 1 <P> 2. If the noise is white, i.e. inde-
pendent of frequency, the relation between the two quantities
is: m = RIN x B .
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Fig. 9. The change in frequency (Af ) and the relative power change (AP/Po) of the laser radiation
as a function of the phase (coot) of the feedback radiation for three values of the feedback. The
factor C takes account of both the feedback fraction and the matching between the external and
internal laser cavities. As C increases the feedback increases. a) C= 0.32. b) C= 0.62. c)C= 1.25.

Both conditions can be described by a single param-
eter C, which takes account of the amount of feed-
back and the length of the external cavity. (It will be
shown in the next section that there is a theoretical
basis for the definition of such a parameter.)

The system parameter C contains the product of the feedback
factor y and the transit time T of the radiation in the external cavity,
and also a term connected with the change in the refractive index of
the laser material because of the change in the concentration of
charge carriers. The feedback factor is defined as:

y =.r
21d, eft

(1 - R)1/=. , (1)

where c is the velocity of light, Id, eff the effective length of the inter-
nal cavity, R the fraction of the radiation reflected by the laser
reflectors in the internal cavity, r the fraction of the radiation re-
flected by the feedback reflector M, and f the fraction of the feed-
back radiation that actually arrives in the internal cavity of the laser.

r

WnT

It appears that there can be a maximum in the noise of
the laser power for three values of this parameter (see
fig. 10). The first maximum appears at C = 1. (This
corresponds to a feedback fraction of only about
0.01% in the geometry of the arrangement used in
fig. 8.) This maximum appears because the laser can-
not choose between two symmetrical alternative
wavelengths, as described above.

The second maximum appears because the laser
jumps between more than two external laser modes
(`mode hopping'). If the feedback is increased again
there is also mode hopping between the internal laser
modes (the third maximum). In this case the noise level
is much higher than at lower feedback values because
more modes are involved in the process. Finally, there
is a stable situation in which the laser emits simultane-
ously at several wavelengths and a higher but constant
noise level is present.
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Fig. 10. The amount of noise Es] as a function of the parameter C
(which takes account of the feedback and the matching between the
external and internal cavities). Varying the phase of the feedback
radiation gives a maximum value of the noise (continuous curve)
and a minimum value (dashed curve). The figure also shows the re-
gions where there is mode hopping between several external laser
modes (e.m.h.), the regions where there is coherence collapse (c.c.),
and the regions where there is mode hopping between laser -cavity
modes (m.h.). Beyond the third maximum the laser gives a multi -
mode spectrum.

In principle the effects that cause the noise peaks
can be described in the same way. In all cases the noise
arises as a result of mode hopping in the laser. In the
situation where the second maximum appears, there
are only external modes, whereas in the situation
where the third maximum appears there are both in-
ternal and external modes.

In the next section we shall give a theoretical des-
cription of the first situation (corresponding to the ap-
pearance of the first maximum). It will be seen that
the results calculated from this theory for the phase -
dependence of the wavelength and the power agree
with the experimental results.

The behaviour of the laser with high feedback is in reality more
complicated than indicated above. The wavelength measurements
show that in addition to the mode hopping of the laser between more
than two wavelengths determined by the external and internal cavi-
ties, there is a marked broadening of the laser line. The linewidth,
which amounts to a few tens of MHz at low feedback, increases to
about 20 GHz. The coherence length of the laser (which is inversely
proportional to the linewidth) has therefore decreased enormously
(by a factor of 1000). We call this effect 'coherence collapse'. The
feedback radiation is no longer coherent with the radiation pro-
duced in the internal cavity. Both the change in the linewidth, and
the fact that the noise is independent of the length of the external
cavity lead to the conclusion that the phase relation between the
feedback radiation and the radiation in the internal cavity has been
completely distorted. The parameter C has no further significance
in this region, and strictly speaking the scale in fig. 10 ought to be
replaced from C=- 5 by a scale that only shows the feedback fraction.

Optical feedback, theory

Two important quantities for laser action in the act-
ive layer are the light intensity and the associated con-
centration of charge carriers. Statements about laser

power and changes in it can be made if we know how
these two quantities depend on the parameters of the
laser cavity (refractive index, dimensions) and the cur-
rent injected into the active layer. We shall examine
the situation in a laser that emits monochromatic
radiation, i.e. where the current in the active layer is
greater than the threshold current.

The concentration of electron -hole pairs n(t) in the
active layer may change for three different reasons. In
the first place the number of electron -hole pairs de-
creases as a result of spontaneous recombination. The
number of electron -hole pairs that disappear per unit
time in this way is inversely proportional to their
mean lifetime Ti. The second process that causes
electron -hole pairs to disappear is stimulated recom-
bination. This number (of pairs that disappear in this
way) is proportional to the intensity P of the radiation
field in the active layer. Finally, electron -hole pairs
are generated by the passage of a current through the
active layer. The resulting change in concentration is
JI qd, where J is the current, q the electronic charge
and d the thickness of the active layer. Equation (2)
expresses the change in concentration of electron -hole
pairs due to all three processes:

dn(t) n(t)
- GA(n(t))P + J . (2)

Tidt qd

The second term in this equation contains the intensi-
ty gain GA, which in turn depends on the concentra-
tion of electron -hole pairs.

The change in the radiation field in the active layer
can be described by considering the amplitude E of
the optical field as a function of time. The light inten-
sity in the cavity is equal to 1E I 2 . There are three con-
tributions to the change in the field amplitude. The
first is proportional to the gain GA(n(t)), the second
to the constant losses that arise because radiation
leaks from the cavity, To, and the third is proportio-
nal to a dispersion factor GD (n(t)) that takes account
of the refractive -index variations due to variations in
the concentration of electron -hole pairs. If there is
any feedback radiation returning to the internal cavity
after a time -r, the equation contains a further term
that takes the feedback factor (y) and the phase (coot)
of this radiation into account. The equation for the
change in the amplitude of the optical field is:

dE(t)
=

dt 1 [GA(n(t)) -To + iGD(n(t))] E(t)

+ yE(t - 0 . (3)

The factor a appears in this equation because we are
interested in the amplitude of the field here, whereas
the expressions between brackets relate to the power.



300 B. H. VERBEEK et al. Philips Tech. Rev. 43, No. 10

The angular frequency of the laser with no feedback is
coo. The quantity coot, which occurs in the exponent
in (3), is the feedback phase referred to earlier. In this
treatment we neglect multiple reflections. This is
justified because the feedback factor y is very small in
the experiments that our model is intended to describe.

We assume that the system without feedback is in a
stable state characterized by an intensity Po, an
electron -hole pair concentration no and an angular
frequency coo. We thus have:

GA(no) = ro,GD(no) = 0 and
no-= - ['o Po + . (4)

q

In a situation where there is feedback we can linearize
the gain GA and the dispersion GD around no:

. GA(n) = To + - no), GD(n) = 11(n - no). (5)

This linearization permits us to express equations (2)
and (3) that describe our model in terms of param-
eters that represent the situation with no feedback:

d

dt
[n(t) - no] =

1- + V7)[n(t) - no] - ro [P ( t) - Po], (6)

dE(t) -
dt

log - il)[n(t) - no]E(t) + yE(t -1-)ewor. (7)

We can thus describe the interaction between the
optical field and the charge carriers by two inter-
related differential equations, (6) and (7). If these can
indeed describe our experimental results as discussed
in the previous section, then they must permit single -
frequency solutions that are stable under certain con-
ditions. Closer examination [53 of our equations
shows that such solutions do exist and that they are of
the form E(t) = Vexp(iA co t) and n(t) = n where P,
if and Aco are independent of time. The frequency
shift A co resulting from the feedback, the power P
and the concentration of charge carriers It are charac-
terized by:

&DT = Csin[00 - (coo + &Or], (8)

P = Po + 2y(Po +
Tl To - 2y cos(coo + Aco)t-

1 cos(coo + Aco)r

2yPo .//ft= Po + cos(coo + Aco)r) , (9)
To - 1

2y
= no - cos(coo + Aco)r. (10)

The constant C (= yrIcos00, where tan 00 = ti/0 in
these solutions indicates the extent to which the intrin-
sic behaviour of the laser (frequency etc.) changes be-
cause of the feedback. We find in this parameter the
feedback factor y, the transit time r of the radiation
through the external cavity, and a quantity cfto that de-
pends on the laser material and the structure of the
laser. This justifies the introduction of the parameter
C in the description of the experimental results (see
page 297). We can compare the measured and theore-
tical behaviour of the frequency and power as a func-
tion of the phase of the feedback radiation if the
equations (8), (9) can be solved for the quantities Aco
and P as a function of the phase coot. The power P
has a cosine dependence on the phase of the feedback
radiation (see eq. (9), subject also to the condition
that the diode losses To are much larger than the value
of the feedback factor y). A closer examination of the
stability of the solutions shows that there are two
different regions. If C<1, i.e. if there is little feedback,
there is only one solution for Aco, but if C >1 there
are more possibilities, which can be related to external
modes.

In fig. 11 the solutions of equations (8) and (9) are
shown as Acor ( a measure of the frequency shift) and
cos(Aco + coo)r (the power variation apart from a
constant pre -factor) as a function of the phase coot for
a number of values of C. The continuous lines give
the stable solutions and the dashed lines give the un-
stable solutions. In these calculations the ratio of the
imaginary part to the real part of the refractive index,

is equal to - 4, a value close to the last known ex-
perimental value and characteristic of semiconductor
lasers. This results in a value of - 76° for 00, so that
Aco and P are represented as a function of coot by
practically the same curves, but with opposite sign.
Low values of C give a single stable solution
(C= 0.5). If C=1, both curves have a vertical slope at
a particular value of the phase. At higher feedback
levels (C= 3) there are three possible values for the
power and the frequency shift in a particular phase
range. As the phase goes through this range in both
directions a hysteresis loop is described as indicated
by the arrows. Laser action (stimulated emission) only
occurs if the solution is stable. If small temperature
and current fluctuations lead to an unstable solution,
the laser jumps to the next stable solution. If C in-
creases, more stable solutions become possible and
the behaviour of the laser becomes more complicated.

We can determine the fluctuations in the power as a
function of the phase by calculating the derivative of
the power with respect to that phase. This is justified
for the low -frequency fluctuations we are concerned
with here (the frequency of the fluctuations in our ex-



Philips Tech. Rev. 43, No. 10 NOISE IN SEMICONDUCTOR LASERS 301

AP

0

- -7rI2 0 7112

(dor

-7r -71-12 0 7112
Wor

7r

dwr
At 2

I 0

-2

-7rI2 0 it/2 ir 37r/2
(dor

Fig. 11. The frequency shift Awl- and the power P as a function of the phase coot of the feedback
radiation for different values of the parameter C.

periments is less than about 106 Hz. The calculation
shows that most of the fluctuations will be in the
neighbourhood of C= 1.

The calculated and measured results agree well. The
feedback in the experiment can be calculated from a
comparison of measured and calculated curves by de-
termining C for the experimental curve. This is found
to agree well with the feedback value as determined
from the physical characteristics of the experimental
arrangement (such as reflection coefficients of the laser
and the feedback reflector and the length of the exter-
nal cavity). It follows from the theoretical analysis
that we can expect a large amount of noise in the vicin-
ity of C= 1, which corresponds to the results of the
experiments. The theory does not account for the large
amount of noise indicated in fig. 10 for higher values
of C; the parameter C cannot be used in the same way
in this range since the linearization that we performed
in equations (4) and (5) is no longer justified.

Tackling the noise problems

The good agreement found between the results of
the experiments and the theoretical calculations indi-
cate that we have gained a better understanding of the
processes that are responsible for noise in the intensity
of the laser radiation. But this does not mean that we
have solved the problem introduced by this noise in
the applications mentioned here. We can however in-
dicate the conditions in which the operation of the
laser will be least affected by noise. This is the case,
for example, when the laser shows multimode behav-
iour (see fig. 10), which can arise in various ways. The
noise level is then constant, although a little higher

than if there is no feedback. This can be taken into ac-
count by making the differences in intensity that con-
tain the information substantially larger than this
constant noise level.

In the first place, multimode behaviour of the laser
can be obtained by providing high feedback. The
effect of this is to reduce the threshold current and to
increase the noise around the threshold (see fig. 7d).
This presents no new problems because the lasers are
operated well above the threshold current. Secondly,
multimode behaviour can be induced by high -fre-
quency modulation of the injection current. A third
way of inducing multimode behaviour in the laser is
to modify the structure of the laser. The laser we have
described here is one whose characteristics are be-
tween those of a 'gain -guided' laser (with an optical
gain profile), and an 'index -guided' laser (with a step
in the refractive index). This implies that the laser cav-
ity is partly formed by differences in the refractive in-
dex of the materials forming the layers of this struc-
ture. A laser of the gain -guided type, in which the cav-
ity in the x -direction is defined by making only a
restricted region suitable for the passage of current,
gives multimode behaviour and therefore no noise
problems arise. The threshold current of a gain -
guided laser is higher, however, than in the laser
structure discussed in this article. This higher thresh-
old current introduces further problems connected
with cooling and laser life. The beam quality of a
gain -guided laser is also poorer because of astigma-

E51 More information about these calculations can be found in
O. A. Acket, D. Lenstra, A. J. den Boef and B. H. Verbeek,
The influence of feedback intensity on longitudinal mode
properties and optical noise in index -guided semiconductor
lasers, IEEE J. QE -20, 1163-1169, 1984.
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tism. Consequently there is sufficient inducement in
practice to use lasers with characteristics between
those of the two types.

Another way of minimizing noise is to design a laser
structure in which the system parameter C has the
lowest possible value. Small values of C (<1) result in
a low noise level; see fig. 10. The small value of C can
be obtained, for example, by increasing the feedback
of the laser reflectors (C is proportional to 1 - R; see
equation (1)).

In some applications noise is largely avoided by
using lasers with reflectors that return nearly all the

radiation into the internal cavity (R = 1), or lasers
that are forced into multimode behaviour by modula-
tion of the injection current.

Summary. Fluctuations in the optical power of semiconductor
lasers can arise because of radiation returning to the laser cavity
after reflection from a surface outside the cavity. These fluctuations
are undesirable in many applications in which information is opti-
cally transmitted as variations in laser power. Experiments and cal-
culations have been carried out to gain a better understanding of
the ways in which these fluctuations are affected by the various laser
parameters. Experimental and theoretical results agree well. Condi-
tions can now be indicated in which there is very little variation in
laser power as a result of feedback of optical power.



Philips Tech. Rev. 43, No. 10, Nov.1987 303

1937 THEN AND NOW 1987

Permanent magnets
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Although permanent magnets have been used for
many centuries - in the compass -a good model for
explaining ferromagnetic behaviour has only been
available since the beginning of the twentieth century.
This was when it was first understood that magnetic
material consists of small domains of magnetic mo-
ments all pointing in the same direction, and that the
domains could change their orientation by the move-
ment of a 'Bloch wall' (see the illustration E.3 at the
top left). With a better understanding of magnetism,
it became possible to control the microstructure of
alloys and oxides of the ferromagnetic elements -
iron, cobalt, nickel - so that their (BH)m-values
were ten or twenty times those of the classic magnet
steels. `Ticonal G' from 1937, Terroxdure II' from
1954 and `Ticonal XX' from 1956 were all results of
such work at Philips on the perfection of magnetic
materials (see the two electron micrographs on the
right, taken in perpendicular directions in `Ticonal
XX').

Later on, elements from the rare-earth group were
applied, as well as the traditional ferromagnetic el-
ements. This led to the discovery of SmCo5 in 1968
and Nd2Fe1413 in 1983. Philips are about to apply the
latter material in the pick-up of the CD player.

A striking picture of the progress during the last
twenty or thirty years is obtained by comparing the
load (the brass rods, colour photo) that the various
kinds of magnets, of the same dimensions, can sup-
port if they levitate at the same distance above an
`opposite pole'.

`Ticonal' does not appear in this picture, since its
best features, the combination of a high saturation
magnetization and a small coercivity (just the oppo-
site of Terroxdure', which has a low saturation mag-
netization and a high coercivity), do not show to their
best advantage in such an experiment.

L From Philips Technical Review, August 1937.
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Metastable phases and thermodynamic equilibrium

J. J. van den Broek and A. G. Dirks

The hardening of steel is one of the oldest and best-known processes in which a metastable
crystalline phase occurs. A supersaturated solution of carbon in iron is formed, and the asso-
ciated crystalline structure is called martensite. Metastable amorphous phases in metal alloys
have been the subject of keen interest in recent years because of their interesting properties,
which arise because they have no regular atomic order and no grain boundaries. The occur-
rence of metastable phases, either amorphous or crystalline, can in many cases be predicted
from the tendency of every system to seek a minimum of the Gibbs free energy. For predic-
tions of this kind the familiar phase diagram, which applies to a state of stable equilibrium,

can be a valuable aid.

Introduction

Until about 1934, when amorphous metal was first
successfully produced from the vapour phase, only
the crystalline form of metals was known. Technical
applications of amorphous metal did not emerge until
the seventies, when it became possible to produce this
material in the form of a metallic ribbon. The method
consisted in rapidly cooling metal in the liquid state
by squirting it on to a copper wheel rotating at high
speed. It seemed likely that the absence of preferred
directions for the magnetic moment would give metals
with better magnetic properties, and that the absence
of grain boundaries would yield metals of much
greater strength [11 .

Amorphous metals have not yet become as widely
applied as first seemed likely. In the past fifteen years,
however, there has been renewed interest. This is part-
ly due to the emergence of a new application in the
form of thin films for magneto -optical recording 121.
These films are made by evaporating the components
on to a cooled substrate, so that atomic disorder is
`frozen in' [3] . Another innovation has been the intro-
duction of mechanical alloying, which can be used, it
appears, to permit the economical use of amorphous
metal for exceptionally strong mechanical compo-

Ir J. J. van den Broek and Dr A. G. Dirks are with Philips Research
Laboratories, Eindhoven

nents. In this method the constituents are ground to a
fine powder and then intimately mixed [41. An indus-
trial application announced recently is the use of
amorphous metal ribbon in transformer cores. The
losses are lower, so that energy can be saved and the
transformers can be much smaller.

Amorphous metals are always metastable, which
means that a fairly significant disturbance, such as a
sudden increase in temperature, can make the metal
become crystalline. Evaporation from the vapour
phase can produce both metastable amorphous alloys
and metastable crystalline alloys. We have even been
able to make homogeneous mixtures of metals that
are normally so immiscible that two phases occur
both in the solid state and even in the liquid state (like
oil in water) [61.

According to the laws of thermodynamics a system
at constant temperature and pressure tends towards
an equilibrium state with a minimum of the Gibbs
free energy [61 . The Gibbs free energy G is defined as:

G = U -TS + pV, (1)

where U is the internal energy, T the absolute temper-
ature, S the entropy, p the pressure and V the volume.
The quantity U+pV is called the enthalpy (H). In all
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known metal alloys at room temperature the Gibbs
free energy of the amorphous phase is greater than
that of the most stable crystalline phase, i.e. the phase
with the lowest Gibbs free energy. This explains why
an amorphous phase is always metastable. If the mo-
bility of the atoms at room temperature is insufficient
to cause the amorphous structure to become crystal-
line, the amorphous structure can maintain itself.

The phase diagram, an invaluable aid in phase the-
ory, shows the phases that occur at different tempera-
tures and compositions (fractions) of the compo-
nents. These phases are the various crystalline phases,
the liquid phase or phases and sometimes the gas
phase. The phase diagram is directly related to the
(G, x) diagram, which gives the Gibbs free energy G at
a given temperature for the various phases as a func-
tion of the mole fraction x . N. Saunders and A.P.
Miodownik have also pointed out that the (G, x)
diagram can often be used for predicting whether
metastable phases will occur [81, especially for alloys
that have been made by depositing the components on
to a cold substrate from the vapour phase. The mobil-
ity of the atoms is then usually so low that the homo-
geneous distribution due to the evaporation remains
unchanged. At a particular composition the phase ob-
tained is the one that has the lowest Gibbs free energy,
provided that the crystal structure is not too com-
plicated to form on the cold substrate. As a rule, then,
two separate phases do not occur, although this often
happens when a state of stable equilibrium is reached.

The difficulty with predicting metastable amor-
phous and crystalline phases from the (G, x) diagram
is that for most combinations of metals the diagram
is not known and is also difficult to calculate [91.
A method of approximation for predicting amor-
phous phases, which requires no calculations, is
known from phase theory [71. In this method the loca-
tion of a composition region where amorphous alloys
may occur is given by extrapolating liquidus curves in
the phase diagram. If the phase diagram of an alloy
system is known, this method soon gives a result, and
is just as useful for making predictions as the (G,x)
diagram.

In the rest of the article we shall first consider the
phase diagram and its relation to the (G, x) diagram.
We shall then show how metastable phases can be pre-
dicted with the (G, x) diagram. Next, we shall deal
with the prediction of amorphous phases with the aid
of the phase diagram. Both methods will be illustrated
by practical examples. Finally we shall look at the
complicated phase relationships that can arise in a
transition region between a state of stable thermo-
dynamic equilibrium and a state of metastable equi-
librium.

The phase diagram and its relation to the (G, x)
diagram

First of all we shall recall the basic principles of the
phase diagram. Fig. 1 shows a (G, x) diagram and the
phase diagram for two metals A and B that are com-
pletely soluble in each other in the liquid and solid
states [71, e.g. silver and gold. (The mole fraction x is
the ratio of the number of atoms B to the total num-
ber of atoms in the mixture.) The complete mutual
solubility is connected with the identical crystal struc-
tures of pure gold and silver and the virtually identical
atomic radii of both elements. In mixed crystals silver
and gold atoms can therefore be substituted for one
another in any mixing ratio.

The shape of the curves in the (G,x) diagram for the
various phases depends on the temperature T, since
[1]

[2]

[3]

[4]

[8]

[8]

[7]

[8]

[8]

J. Kramer, Uber nichtleitende Metallmodifikationen, Ann.
Phys. 19, 37-64, 1934;
R. Hilsch, Amorphous layers and their physical properties, in:
V. D. Frechette (ed.), Non -crystalline solids, Wiley, New York
1960, pp. 348-373;
F. E. Luborsky (ed.), Amorphous metallic alloys, Butter-
worths, London 1983;
P. Duwez, Structure and properties of alloys rapidly quenched
from the liquid state, Trans. Metall. Soc. 60, 607-633, 1967;
K. H. J. Buschow, Research on amorphous alloys, Philips
Tech. Rev. 42, 48-57, 1985.
J. W. M. Biesterbos, Properties of amorphous rare earth -
transition metal thin films relevant to thermomagnetic record-
ing, J. Physique 40 (Colloque C5), C5/274-05/279, 1979;
M. Hartmann, B. A. J. Jacobs and J. J. M. Braat, Erasable
magneto -optical recording, Philips Tech. Rev. 42, 37-47, 1985.
S. Mader, Metastable alloy films, J. Vac. Sci. & Technol. 2,
35-41, 1965.
R. B. Schwarz and W. L. Johnson, Formation of an amor-
phous alloy by solid-state reaction of the pure polycrystalline
metals, Phys. Rev. Lett. 51, 415-418, 1983;
E. Hellstern and L. Schultz, Amorphization of transition
metal Zr alloys by mechanical alloying, Appl. Phys. Lett. 48,
124-126, 1986;
A. W. Weeber, K. van der Meer, H. Bakker, F. R. de Boer,
B. J. Thijsse and J. F. Jongste, The preparation of amorphous
Ni-Zr powder by mechanical alloying, J. Phys. F 16, 1897-
1904, 1986.
A. G. Dirks and J. J. van den Broek, Metastable solid solu-
tions in vapor deposited Cu-Cr, Cu-Mo, and Cu -W thin films,
J. Vac. Sci. & Technol. A 3, 2618-2622, 1985;
J. J. van den Broek, A. G. Dirks and J. L. C. Daams, Phase
relationships in binary alloy thin films, Proc. Int. Symp.
Trends and New Applications in Thin Films, Strasbourg 1987,
pp. 421-425.
J. D. Fast, Entropy in science and technology, Philips Tech.
Rev. 16, 258-269 and 298-308, 1955.
J. L. Meijering, Phase theory, Philips Tech. Rev. 26, 12-26
and 52-60, 1965.
N. Saunders and A. P. Miodownik, The use of free energy vs
composition curves in the prediction of phase formation in
codeposited alloy thin films, CALPHAD 9, 283-290, 1985;
N. Saunders and A. P. Miodownik, Thermodynamic aspects
of amorphous phase formation, J. Mater. Res. 1, 38-46, 1986.
The enthalpy H can be calculated with the aid of A. R. Miede-
ma's models. Since the term TS in eq. (1) for the Gibbs free
energy is small at room temperature, these models can some-
times be used for determining the Gibbs free energy.
See: A. R. Miedema, The atom as a metallurgical building
block,Philips Tech. Rev. 38, 257-268, 1978/79;
A. K. Niessen and A. R. Miedema, The enthalpy effect on for-
ming diluted solid solutions of two 4d and 5d transition
metals, Ber. Bunsenges. Phys. Chem. 87, 717-725, 1983;
A. R. Miedema, P. F. de Chatel and F. R. de Boer, Cohesion
in alloys - fundamentals of a semi -empirical model, Physica
100B, 1-28, 1980.
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Fig. 1. Principles of the phase diagram. a) A (G,x) diagram, the
Gibbs free energy G as a function of the mole fraction x of B in the
mixture of A and B, at a temperature T= T1, GL Gibbs free energy
of the liquid phase L. Gs the same, for the solid phase S. xi, and xs
boundaries of the composition range where, in stable equilibrium,
there are two phases, the liquid phase and the solid phase. In this
range the Gibbs free energy for a given mole fraction follows from
the common tangent of the (G,x) curves. The enlarged diagram at
the top shows that the Gibbs free energy G of a mixture of two
phases (G1 AL) and (G2,x2) at a fraction x follows from the line
connecting the corresponding points. In a state of stable equilib-
rium the appropriate combinations of G and x lie on the common
tangent. b) The phase diagram for two elements that are completely
soluble in each other both in the liquid state and the solid state. The
corresponding (G,x) diagram shown in (a) applies at a temperature
T1. The phase diagram can be thought of as being formed from a
number of (G,x) diagrams at different temperatures. The region
L+S is two-phase.

the Gibbs free energy G is a function of temperature,
of course; see eq. (1). Fig. la shows the (G, x) diagram
for a temperature Ti higher than the melting point of
pure A and lower than that of pure B. At this temper-
ature, A with little B is liquid, B with little A is solid.
To the left of the point where the curves intersect, the
liquid phase has a lower Gibbs free energy than the
solid phase. The liquid phase is therefore more stable
here. On the right the same is true for the solid phase.
In a state of stable equilibrium there is a composition
region near the intersection point of the two (G, x)
curves where the solid and the liquid phases form a
two-phase mixture. The boundaries xL and xs of this
range follow from the location of the points of con-
tact with the common tangent. In stable equilibrium
the Gibbs free energy of the two-phase mixture is de-
termined by the point on the common tangent that
corresponds to the mole fraction x of the alloy under
consideration.

It can be seen from the inset in fig. la that the common tangent of
the (G, x) curves must be drawn to find the Gibbs free energy of a
mixture in the range xi, <x <xs. Suppose that at a fraction x a
liquid phase forms with Gibbs free energy Gi and fraction x1 and a
solid phase with 02 and x2. The Gibbs free energy of the mixture of
liquid and solid is then found for the fraction x by drawing a
straight line between the points (xi ,Gi ) and (x2,G2)171. The Gibbs
free energy of the two-phase mixture is lower than that of homoge-
neous liquid or homogeneous solid solutions of the same composi-
tion. However, of all the possible lines that connect points on the
curves, the common tangent to the curves at the fractions xi, and xs
represents the lowest Gibbs free energy that is possible for inter-
mediate fractions.

The stable equilibrium at a temperature Ti can be
described as follows; see fig. la. Mixtures that are rich
in A are liquid when x<xL. Mixtures that are rich in
B are solid when x>xs. Mixtures with xi, <x <xs
consist both of a liquid of mole fraction xi, and of
single-phase solid solution of mole fraction xs. Accor-
ding to the 'lever' rule, the amount of solid solution
varies from 0% at x=xi, to 100% at x=xs.

The phase diagram corresponding to the system A -B
in fig. la is shown in fig. lb. There is a region, indi-
cated as L+ S, in which the liquid and the solid phases
coexist. The boundaries of this region are given by the
contact points of the common tangents of pairs of
curves in (G, x) diagrams at different temperatures, as
demonstrated for the temperature Ti . In region S there
is a single phase of solid solutions which, unlike pure
A or pure B, do not have a melting point but a melting
range. The phase diagram describes a state of stable
thermodynamic equilibrium.
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Fig.2 gives a (G,x) diagram and the phase diagram
for a multiple eutectic system A -B in which com-
pounds A2B and AB2 occur. The structures a, /3,
and 6 of pure A, pure B, and the two compounds
respectively are different, so that at low temperatures
only phases of nearly pure A, nearly pure B or a com-
pound occur. In the (G,x) diagram, which cor-
responds here to a temperature (T2) with solid phases
only, curves are shown for the Gibbs free energies Ga,
Gp, Gy and Go. Here again, the common tangents of
the (G, x) curves are shown, resulting in three broad
two-phase regions in the phase diagram. Crystal
structures of the compounds A2B and AB2 only form
at the virtually fixed ratios A/B of 2 and 1/2, at which
the atoms A and B occupy fixed places in the crystal
structures. Examples of systems with compounds are
copper -zinc, samarium -cobalt and nickel -zirconium.
We shall return to the system nickel -zirconium pres-
ently.

a

T

T2

G

0.33 0.67
x

0.33
A2B

0.67 x
AB2

1

B

Fig. 2. a) A (G, x) diagram and b) the phase diagram for a multiple
eutectic system A -B with compounds A2B and AB2. The crystal
structures of pure A and B are indicated as a and /3, and those of
the compounds as y and 8. G,,, Gp, G7 and Go are the Gibbs free
energies of the various structures. The (G,x) diagram relates to a
temperature T2. +y, y + S+/3, a +L, L+y, y+L, etc. are two-
phase regions. L liquid phase.

Predicting metastable phases with the aid of the (G,x)
diagram

In determining two-phase regions with the aid of
the common tangent of (G,x) curves it is assumed
that the atoms possess so much mobility that the two
phases with different structures and mixing ratios are
in fact formed. After rapid cooling from the liquid
phase or deposition from the vapour phase (we shall
use the term 'quenching' for both processes) this
mobility is sometimes so small, however, that the
separate phases cannot form. In such cases, therefore,
there is no point in drawing the common tangent.
Saunders and Miodownik have pointed out that in-
stead of two separate phases a single phase occurs,
which is usually the phase that, according to the (G, x)
diagram, has the smallest Gibbs free energy [81.

This is illustrated in fig.3. For the system A -B the
(G, x) diagram in fig. 3a shows curves for the crystal
structures a, fl and y. Fig. 3b shows the phases that
are formed in a state of stable equilibrium. On either
side of the two-phase region a+/3 there are single-
phase regions a and /3. The structure y is not formed,
because the (G, x) curve lies above the common tan-
gent of the curves for Ga and Gp. Fig. 3c applies to a
situation after quenching. The boundary of the re-
gions a and /3 is defined by the point where the cor-
responding curves in fig. 3a intersect. It is assumed
that no phase y is formed; this may be the case if it is
difficult for crystallization nuclei to form or if the
crystallization nuclei grow too slowly, e.g. because
the structure is too complicated. If the phase y does
form, we have the situation shown in fig. 3d. There
are then three single-phase regions, whose boundaries
are given by two intersection points in fig. 3a.

The probability that a third metastable phase, either crystalline
or amorphous, will be formed in addition to a and )3 increases with
the area of the grey -shaded region in fig. 3a between the two curves
and their common tangent. This area is large, for example, when
element B does not 'fit' so well into the structure a of element A,
since the difference GaB-Ge will then be greater. This is the thermo-
dynamic background to the 'structural difference rule'Emi

We can illustrate the theory above with data from
Saunders and Miodownik [81. Fig.4a shows how the
composition range for an amorphous phase is deter-
mined for the nickel -zirconium system. The continu-
ous curves give the Gibbs free energy G at room tem-
perature as a. function of the fraction x for different

[101 B. X. Liu, Ion mixing and metallic alloy phase formation,
Phys. Stat. Sol. A 94, 11-34, 1986.
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crystalline phases and for the liquid phase. The small
squares relate to the amorphous material. It can be
seen that there is a relatively large difference between
the Gibbs free energy of the amorphous phase and
that of the liquid phase. This is a little surprising, since
the usual assumption is that they are just about equal.
The difference is probably a consequence of some
short-range ordering of the atoms in the amorphous
phase. The points marked + indicate the minimum
Gibbs free energy for different compounds of Ni and
Zr; see the phase diagram in fig. 4b 1111. The atoms
do not have sufficient mobility for these compounds
to be formed, however, so that we can disregard these
points. The range where the amorphous phase would

a

d

a 13

0
A

a 13

0
A

0
A

I

,I

x B
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-11.- X

be expected follows from the points where the curve
for this phase intersects that for the face -centred cubic
structure.

Fig. 4c shows the very broad amorphous range (Sa)
found in this way, together with the results of experi-
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Fig. 3. a) (G,x) diagram at room temperature for the system A -B
with phases a, /3 and y. GAB and GB Gibbs free energy of B with the
respective structures /3 and a. b) The phases at room temperature in
a state of stable equilibrium as a function of the different mole frac-
tions x. The single-phase composition ranges are indicated. The
two-phase range, whose location follows from the common tangent
in (a), is shown by horizontal hatching. c) The same situation, but
now for 'quenching' from high temperature. There are now only
two single-phase composition ranges, whose separation is given by
the intersection point of the curves for a and /3 in (a). It is assumed
that the structure y does not form, for example because it is too
complicated. d) The situation if the structure y actually did form.

x Zr

Fig. 4. a) The (G,x) diagram (81 at 25 °C, and b) the phase dia-
gram rill for the system Ni-Zr. hcp hexagonal close -packed struc-
ture. bcc body -centred cubic structure. fcc face -centred cubic struc-
ture. Ghcp, Gbec, Gfcc and GL Gibbs free energy of these structures
and of the liquid phase. The points indicated by squares relate to
amorphous material. The points marked by + are the minima of
(G,x) curves not shown (see fig. 2a) for the various compounds in-
dicated in (b). c) Composition ranges in which amorphous material
can be found after quenching. Sa the (theoretical) range that is
given by the points in (a) where the curve for amorphous material
intersects the curve for the fcc structure. Bu the range found experi-
mentally by Buschow1121. Sc the range found experimentally by
Scott 1131,
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ments. The ranges Bu were found at our Laboratories
by K. H. J. Buschow; they are the result of quenching
from the liquid phase on a rapidly rotating wheel 1121.
The ranges Sc, found by M. G. Scott and presented in
a review article by H. A. Davies, are also the result of
quenching from the liquid phase, but with a different
technique [131. The agreement between the theoreti-
cally predicted range and the results of experiments is
satisfactory. It should be remembered here that high
accuracy cannot be expected in predictions of this
kind, since the (G, x) curves are no more than approxi-
mations and because the cooling rate during quen-
ching determines the phases that are actually formed.
We shall return to this point later.

The method described can also be used for predic-
ting metastable crystalline phases as well as amor-
phous phases E81 . We shall illustrate this with the
copper -chromium, copper -molybdenum and copper -
tungsten systems, which we have investigated. These
metals have such poor miscibility in one another that
two phases are formed even in the liquid state. We
have also investigated the copper -cobalt system; these
metals only have poor miscibility in the solid state 18].
On a substrate at room temperature we deposited thin
films of these metal alloys from the vapour phase in
different proportions and found broad - metastable
- single-phase regions that were separated by fairly
narrow two-phase regions, as shown in fig. 5. (If the
substrate had been cooled well below room tempera-
ture, these two-phase regions would have been even
narrower, giving the situation illustrated in fig. 3c.) In
a state of stable equilibrium, i.e. not after quenching,
these alloys always consist of two phases for all com-
positions, the two phases being the pure metals.

The location of the two-phase regions that form the
limits of the single-phase regions should again follow
from the intersection points of the (G, x) curves. Since
these curves are not known in this case, we had to de-
termine the location of the intersection point in a com-
plicated and rather roundabout way. We plotted the
energy of formation instead of the Gibbs free energy
as a function of the mole fraction x. The energy of
formation is the part of the Gibbs free energy that is
necessary to make the metals alloy. The only contri-
bution to the energy of formation we took into ac -

(111 P. Nash and C. S. Jayanth, The Ni-Zr (nickel -zirconium) sys-
tem, Bull. Alloy Phase Diagrams 5, 144-148, 1984.

(12] K. H. J. Buschow, Short-range order and thermal stability in
amorphous alloys, J. Phys. F 14, 593-607, 1984.

(13] H. A. Davies, Metallic glass formation, in: F. E. Luborsky
(ed.), Amorphous metallic alloys, Butterworths, London 1983,
pp. 8-25.

(14] See: L. Kaufman and H. Bernstein, Computer calculation of
phase diagrams, Academic Press, New York 1970. LGlatt is re-
ferred to here as 'lattice stability'; the values of O Glatt in fig. 5
for pure Cu, Cr, Mo, W and Co in the various crystal lattices
are derived from this.

count was A Glatt, which is a measure of the stability
of the metal in the crystal lattice 1141. The energy re-
quired for the physical mixing is practically indepen-
dent of the crystal structure and was not therefore
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Fig. 5. a) The contribution OGtatt to the energy of formation as a
function of the mole fraction x for the systems Cu-Cr, Cu-Mo and
Cu -W. A linear relation is assumed between the points at x= 0 and
x= 1. The horizontally hatched regions at the top of the figure rep-
resent the two-phase composition ranges we found experimentally.
These ranges separate broad metastable single-phase ranges with
the fcc and bcc structures. The single-phase ranges were found after
quenching from the vapour phase. The location of the two-phase
ranges corresponds reasonably well to the intersection point of the
(A Glatt, x) lines. b) The same, for the system Co -Cu, in which cobalt
has the hcp structure.
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considered. Pure chromium, molybdenum and tung-
sten always have a body -centred cubic structure in
their stable modification; see fig. 5. In these three
metals, however, the fcc structure is unstable. Pure
copper does have a stable fcc structure, but the bcc
structure is unstable. In agreement with this, the

Glatt of the bcc structure in copper is 6 kJ/mol higher
than for the fcc structure. In chromium, molybdenum
and tungsten, on the other hand, the A Glatt of the
bcc structure is lower than that of the fcc structure.

We have assumed that the A Glatt of the metals in-
vestigated is a linear function of the mole fraction. If
we therefore draw lines connecting the points for the
A Glatt of the pure metals, we find that the intersection
points of the (A Glatt, x) lines for Cu with Cr, Mo or
W, and for Co with Cu, agree reasonably well with
the locations of the two-phase regions that we found.

Predicting amorphous phases from the phase diagram

The phase diagrams of many combinations of two
metals, or of metals with metalloids, are known and
available in handbooks. This is not so for diagrams in
which the Gibbs free energy G is plotted as a function
of the mole fraction x, at least not for all the crystal-
line and amorphous phases that can occur in a par-
ticular combination. This means that prediction of
metastable phases from the (G,x) diagram usually re-
quires calculation of the Gibbs free energy for differ-
ent fractions and phases. The method is therefore
fairly laborious.

Our method, in which direct use is made of the
phase diagram, is much less laborious since it requires
no calculations. Fig. 6 shows how the method is used
for predicting an amorphous phase for the nickel -zir-
conium combination in fig. 4. Since at a high quench-
ing rate there is little likelihood of compounds (usually
with a complicated crystal structure) being formed,
we ignore the central part of the phase diagram. This
leaves us mainly with the two-phase regions of the vir-
tually pure elements with liquid, and with the liquid
phase L between them. The liquidus curves are then
extrapolated. If the extrapolated curves do not inter-
sect at a temperature above room temperature, they
form the limits for a composition range in which a
metastable equilibrium of the liquid or the amor-
phous phase can exist. We thus find a composition
range for the amorphous phase for Ni-Zr at room
temperature that corresponds reasonably well with
the ranges in fig. 4c.

For the actual formation of an amorphous phase
the rate of cooling from the liquid phase must be high-
er than a certain critical quenching rate. For a given
composition the critical quenching rate increases with
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Fig. 6. The phase diagram can be used to determine the mole frac-
tions at which an amorphous phase would be expected after
quenching, in this case for the system Ni-Zr (see also fig. 4). a) The
central part of the phase diagram is not considered because, in gen-
eral, no compounds will be formed during quenching. The liquidus
curves of the almost pure elements are extrapolated to room tem-
perature. b) The composition range in which an amorphous phase
can be expected; the range is bounded by the extrapolated curves.

the difference between the solidification temperature
of the crystalline phase and the glass temperature of
the amorphous phase. The glass temperature is the
temperature at which the viscosity of the undercooled
liquid produced by the quenching has increased to
such an extent that it can be said to be an amorphous
solid. In quenching from the liquid phase with a rota-
ting wheel a quenching rate is reached that is 109 K/s
at the most. In deposition from the vapour phase on
to a substrate that is kept at room temperature, a
quenching rate of about 1012 K/s can be calculated
from energy considerations. The method used by Scott
(see fig. 4c) was probably quenching of molten metal
between rollers; the quenching rate that can be reached
in this method is not so high, about 107 K/s. This ex-
plains why Buschow did find amorphous material at
the fraction x = 0.5, where the solidification tempera-
ture of the compound NiZr is high, whereas Scott did
not. At x = 0.22, where the compound Ni7Zr2 has an
even higher solidification temperature, both Buschow
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and Scott failed to find amorphous material. Presum-
ably they would have done so if they had used the
method of deposition from the vapour phase.

In research aimed at finding suitable ferrimagnetic
materials for magneto -optical recording, many com-
binations of elements have been investigated at our
Laboratories for the occurrence of amorphous
phases (21. The results of this work by J. W. M.
Biesterbos and A. G. Dirks are presented in fig. 7a
and b. They relate to combinations of iron and cobalt
with yttrium and rare earths. The amorphous films
were produced from the vapour phase. The advantage
of this kind of amorphous material for magneto -
optical recording is that the magnetic -compensation
temperature can be accurately adjusted by varying the
composition in a wide range. If we started from
crystalline material of the combinations mentioned
above, which can form compounds, we would be
confined to fairly narrow composition limits cor-
responding to the phase diagram.

The usefulness of our method for predicting an
amorphous phase is illustrated for gadolinium and co-
balt in fig.8. The result agrees reasonably well with
the experimentally determined range in fig. 7b. The

b
0

Gd
05 --x Co

Fig. 8. Prediction of the composition range of an amorphous phase
for the system gadolinium -cobalt; see also figs 6 and 7. a) Extrapo-
lation of the liquidus curves in the phase diagram. b) The range
thus found.

other ranges in fig. 7 can also be predicted with phase
diagrams, though not so accurately.

Amorphous (metastable) phases are known for
most combinations of zirconium with 3d transition
metals, e.g. nickel and zirconium; see fig. 4. It did not
prove possible, however, to produce amorphous chro-
mium -zirconium. Fig. 9 shows that this can also be
explained from the phase diagram. In Cr-Zr, unlike
Ni-Zr (see fig. 6) there is no question at all of a range
with a metastable liquid phase that extends to low
temperatures: the extrapolated liquidus curves inter-
sect each other at a point at about 1000 °C - far
above room temperature.

The transition from stable thermodynamic equilib-
rium to a metastable equilibrium

When the substrate is not kept at room temperature
during deposition from the vapour phase, but at a
higher temperature, the term quenching is not so ap-.
propriate. In this situation transitional states can oc-
cur between the stable thermodynamic equilibrium
and a metastable equilibrium. The effect of the
substrate temperature Ts has been investigated by
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Fig. 9. The extrapolation of the liquidus curves in the phase dia-
gram of the system zirconium -chromium. It can be seen from this
that it is almost impossible to obtain amorphous Zr-Cr by quench-
ing, since the intersection point of the extrapolated curves is at
about 1000 °C.

H. T. G. Hentzell et al. for the system aluminium -
nickel in the range 0.4 < xNi < 1 [151. The complicated
phase diagram for this system can be seen in fig. 10a.
The phases found by Hentzell et al. as a function of
the substrate temperature are shown in fig. 10b. The
intersection point of the curves at 300 K is the result of
our own work, involving vapour deposition on an un-
heated substrate for varying nickel content and in-
vestigation of the structures by X-ray diffraction and
transmission electron microscopy.

At Ts >700 K the results of Hentzell et al. agree rea-
sonably well with the phase diagram. At 300 K <Ts<
700 K the mobility of the atoms is on the one hand too
low for a stable equilibrium to be reached, but on the
other hand too high for a metastable equilibrium to
be 'frozen in'. In this transitional region the phase re-
lations are determined by a combination of atomic
mobility and the tendency of the system to seek a
minimum Gibbs free energy. This can lead to unex-
pected situations, because the three-phase region
/3' +a' +fcc in fig. 10b could not exist in a binary sys-
tem in thermodynamic equilibrium.

At Ts <300K the a' phase is not present, possibly
because the mobility of the atoms is insufficient for
this phase to occur. There are then only two broad
single-phase regions: that of the fcc structure of pure
nickel and that of the # ' structure, which corresponds
to the (cubic) structure of caesium chloride. The mole
fraction that corresponds to the boundary of the two
single-phase regions is in agreement with the location
of the intersection point of the (A G,x) curves for the
fcc and /3' structures; see fig. 10c. We do not need to
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Fig. 10. The effect of the substrate temperature T, in quenching
from the vapour phase for the system aluminium -nickel. a) The
phase diagram. c, 8, fi ' , a' and fcc crystal structures. b) The phase
relationships as a function of the substrate temperature (151. (The
intersection point of the lines at room temperature is the result of
our own research.) If T, is equal to room temperature, there are two
single-phase regions. c) The energy of formation AG as a function
of x for the structures 13' ,'a ' and fcc at room temperature. The
structure a' is not formed at room temperature because it is too
complicated; the corresponding curve is therefore shown dashed.
The intersection point shown corresponds to the boundary of two
single-phase regions on quenching. This agrees well with the results
in (b). d) Left: bright -field micrographs, right: electron -diffraction
patterns, made with a Philips transmission electron microscope at
two different mole fractions x of the Ali,Nix film deposited from
the vapour phase. The diffraction patterns are clearly different.
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consider the curve for the phase a' , since this phase,
as noted, is not formed at room temperature.

The boundary of the single-phase regions also fol-
lows from the micrographs in fig. 10d of structures
with x = 0.60 and 0.70; these micrographs were made
with a Philips transmission electron microscope. The
bright -field pictures show an almost identical grain
structure, consisting of extremely fine crystallites. The
electron -diffraction patterns reveal that there has been
a definite change in the crystal structure.

[151 H. T. G. Hentzell, B. Andersson and S. -E. Karlsson, Grain
size and growth of Ni-rich Ni-Al alloy films, Acta Metall. 31,
2103-2111, 1983.

The results in fig. 10 demonstrate that, when the
substrate temperature changes during the deposition
of thin metal -alloy films from the vapour phase, there
are three separate temperature regions:
 a region at high substrate temperature, where the
location of the phases corresponds reasonably well to
the phase diagram;
 a region at low substrate temperature, where the
boundary of wide and largely metastable single-phase
regions corresponds to the intersection point of the
relevant (AG,x) curves, and
 a region at intermediate temperatures with fairly
complicated phase relationships, since on the one
hand the system tends towards a stable thermody-
namic equilibrium and on the other hand the mobility
of the atoms is limited.

Summary. There is a growing interest in amorphous phases, for one
reason because of the application of thin films of amorphous metal
in magneto -optical recording. The phase diagram, which applies
for a state of stable thermodynamic equilibrium, can often be used
to predict whether an amorphous phase - invariably metastable -
will occur in a binary system. This is so, for example, in combina-
tions of iron or cobalt with rare earths, from which amorphous
films have been deposited from the vapour phase to see whether
they can be used as a medium for magneto -optical recording. The
occurrence of metastable phases - either amorphous or crystalline -
can also be predicted from the (G,x) diagram, in which no account
need be taken of the (G,x) curves of phases that cannot occur owing
to limited atomic mobility. The phase that does form on quenching
is the one that has the lowest Gibbs free energy G at a given compo-
sition. If the substrate is kept at a higher temperature than room
temperature during deposition from the vapour phase, fairly com-
plicated phase relationships arise in a transitional region between a
state of stable thermodynamic equilibrium at high temperature and
a region of metastable equilibrium at room temperature.
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CARIN, a car information and navigation system

M. L. G. Thoone

Whatever we think of the car, it is now a part of modern life. At the very least it is useful for
getting from A to B. In fact, however, this is not always so easy. We have to be able to read
the road map and we need to know where we are. Planning the most economical route can
also present problems, particularly if we are unexpectedly held up during the journey. A team
at the Philips Project Centre at Geldrop, in the Netherlands, are just rounding off their work
on prototypes of an electronic vehicle -guidance system called CARIN (an acronym for Car In-
formation and Navigation System). During the journey CARIN speaks through a speech syn-
thesizer to tell the driver which road to take at crossings and road junctions. Before the jour-
ney the system also plans the best route, finding a way round traffic delays. In the design of
CARIN the vast storage capacity of the CD -I (Compact Disc Interactive) was of inestimable
value for recording the digitized map data.

Introduction

In a car it is the passenger sitting next to the driver
who usually has to navigate: plan the route, read the
map, relate actual position to the map, and give direc-
tions to the driver. The passenger performs these
tasks with varying degrees of success, and we all know
that any inadequacies of performance can lead to dis-
harmony. Perhaps more serious than this is that mis-
takes in planning and following a route can mean that
greater distances are travelled than is necessary. For
professional road users, such as police, fire brigades,
delivery and freight services, ambulances and taxis,

Ir M. L. G. Thoone, formerly with Philips Research Laboratories,
Eindhoven, is now with the Philips Consumer Electronics Division.
He is the leader of a combined team (from the Research Labora-
tories and the Consumer Electronics Division) working on the
GARIN project. Various members of this team made valuable con-
tributions to this article.

economic route planning and good vehicle guidance
can give substantial savings. This is certainly so if the
guidance helps drivers to avoid traffic delays by an
early change of route. All this can become reality if
the `navigator"s tasks are taken over by an electronic
computer -controlled system. Electronic navigation
and information systems are well established in mar-
ine and aviation applications. Car and electronics
manufacturers are now trying to develop systems that
are suitable for automotive applications.

Almost all of the car navigation and information
systems now known to be operational have the dis-
advantage that they do not have a suitable medium
for storing topographical information. Some of the
systems also require substantial investments in 'infra-
structure', such as beacons for radio range finding.
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Nor are most of the systems very user-friendly, since
the driver has to enter the starting position and
desired destination as a map grid reference ill .

At the Geldrop Project Centre, which is part of
Philips Research Laboratories, a car navigation and
information system that does not have these disadvan-
tages is now being developed in cooperation with the
Philips Consumer Electronics Division (21. The system,
called CARIN (Car Information and Navigation
System), plans the best route, guides the driver with
the aid of a speech synthesizer, periodically deter-
mines the position of the vehicle, selects an alternative
route if there are coded digital radio signals reporting
traffic obstructions, and can also give tourist informa-
tion; see fig. 1. The special feature of CARIN is that it
uses a highly efficient medium for storing digital data,
the Compact Disc. The version used for CARIN is the
CD -I (Compact Disc Interactive), specially developed
for storing audio, video and computer data for con-
sumer applications. This new medium is also ideally

less than that of a magnetic -tape cassette; about a
second as compared with about a minute. (The access
time is longer, however, than that of a semiconductor
memory; the problems connected with the non -negli-
gible access time of the Compact Disc will be dealt
with later in this article.)

The units that are carried in the car are:
 an on -board computer for controlling and proces-
sing the information, containing a semiconductor
main memory with a capacity of 1 Mbyte (8 Mbit);
 a Compact Disc player with amplifier and loud-
speakers;
 sensors for determining the position of the vehicle
(if wheel sensors are fitted for an antilock braking
system (ABS), it may be possible to use them for some
aspects of position determination);
 an electronic speech synthesizer;
 a simple keyboard; and
 a small flat liquid -crystal display (LCD); for show-
ing a simplified map of the next intersection.

Fig. 1. The interior of a car fitted with the CARIN vehicular guidance system. The car was de-
signed by the British firm I.A.D. (Industrial Automotive Design), of Worthing, West Sussex.
The prototype is the result of ideas for 'the car of the not too distant future'.

suited for the storage of topographical information.
The amount of digital data that can be stored on one
Compact Disc is vast: 4800 Mbit. The storage capac-
ity of the largest semiconductor memory of the dy-
namic -RAM type (Random -Access Memory) as yet
available is far less: 1 Mbit. The storage capacity of
one Compact Disc corresponds to 150000 typed A4
pages, or - and this is important for navigation sys-
tems - to the detailed topographical information for
a medium-sized country. The access time is also much

These units complete the basic CARIN system. Other
units can also be added:
 a touch -screen graphic display for interactive con-
sultations of map data for a larger area;
 a special car radio that receives messages about traf-
fic delays, road hazards, etc. and inputs them to the
system; and
 an interface with sensors present in the car for mon-
itoring the status of oil temperature and pressure,
vehicle lighting, and fuel.
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The driver can only consult the map data on the
touch screen when the car is stationary. The keyboard
is used for entering the starting position and destina-
tion, and any special requirements. The driver does
not have to enter a map reference, but can simply
specify the names of countries, towns and streets,
since lists of such names are stored with their map
references on the Compact Disc. The computer calls
the required application programs from the disc, cal-
culates an efficient route from the starting position to
the destination, and ensures that the information re-
quired for following this route is read from the disc
and stored in the main memory. Then the player can
be used for playing music again. During the journey
the driver is guided by spoken directions from the
speech synthesizer, such as 'take first turning left',
`fork right', 'take first exit at roundabout', and 'we
have arrived'. The information on the small flat dis-
play gives extra support. In CARIN the emphasis is
on auditive guidance for the driver, for reasons of
traffic safety.

The principle of the vehicle -locating procedure is as
follows. Sensors that measure the number of revolu-
tions of the non -driven wheels provide information
about the distance travelled and changes in the direc-
tion of the vehicle. An electronic compass, which
measures the direction of the vehicle in relation to the
Earth's magnetic field, gives information about the
heading. The computer uses both kinds of informa-
tion to periodically calculate the location and size of
an area in which the car is located with a certain prob-
ability. This area is compared with the topographical
information in the main memory. Since the car should
be on a road whose data is stored in the memory, this
comparison determines the part of the road where the
car is located. This procedure is continuously re-
peated. The positioning error with this method is
about 20 m. In later generations of CARIN we also
intend to make use of a satellite navigation system
called GPS (Global Positioning System), due to be-
come operational in the nineties (31.

The European Broadcasting Union has recently
reached agreement on RDS (Radio Data System), a
system that can be used to transmit digital data at a
rate of 1200 bits/s in a free frequency band within the
FM broadcast signal. RDS will be introduced in many
West European countries within the not too distant
future [41. In future versions of CARIN, if the system
receives an RDS message about traffic delays or road
obstructions, it will calculate the time to reach the
affected position. If the received message says that the
obstruction will have disappeared within that time,
the route will remain unchanged. If the obstruction
will still be there, CARIN will then calculate a route

that bypasses the obstacle and gets the car to its des-
tination in the shortest possible time.

In the rest of this article we shall first consider the
method of digitizing map data. Then we shall look at
the navigation problems, and see how vehicle location
can be improved with the aid of the stored map data.
Next we shall consider some aspects of the storage of
digital information on a Compact Disc, with special
attention to the partitioning and optimum arrange-
ment of the topographical information. Finally, some
aspects of the data management will be considered.

Digitizing the map data

In modern cartography some of the topographical
information is now processed digitally. Two methods
are used, the raster scanning method and the vector
method. In the raster scanning method a map is div-
ided into picture elements (pixels), say 0.1 mm by
0.1 mm. The colour of each pixel is represented by a
digital code. To digitize the map of Amsterdam (cov-
ering 14 km by 12 km), for example, on a scale of
1/15000, a storage capacity of 375 Mbit is required for
the raster scanning method [21. In the vector method,
as we use it, the axes of the roads are approximated by
straight-line segments, which each represent a
`vector'. This method requires far less storage capac-
ity. Digitized in this way the map of Amsterdam oc-
cupies 1 Mbit, based on the assumptions made in the
first article of note [2]. If other information is added
to the purely topographical data, such as the names of
streets and general information about filling stations
and restaurants, etc., this will require a further 1 Mbit
of memory. As we noted earlier, the Compact Disc
has a capacity of 4800 Mbit, so that more than 1000
maps like the map of Amsterdam can be stored on
one disc.

Fig. 2 illustrates the digitization procedure we use in
our vector method. The road network is translated
[1]

[2]

[3]

[4]

W. Zimdahl, Guidelines and some developments for a new
modular driver information system, Proc. IEEE Vehicular
Technol. Conf., Pittsburgh, PA, 1984, pp. 178-182;
H. Friedl, Guidance of vehicle traffic flows - ALI, Radio
Elektron. Schau 51, 266-269, 1975;
D. J. Jeffery, Options for the provision of improved driver in-
formation systems: the role of micro -electronics and informa-
tion technology, Proc. IEE Colloquium on Vehicular Route
Guidance, London 1985, pp. 1-3.
M. L. G. Thoone and R. M. A. M. Breukers, Application of
the Compact Disc in car information and navigation systems,
SAE Int. Cong. and Exposition, Detroit, Mich., 1984, Tech.
Paper 840156;
M. L. G. Thoone, L. M. H. E. Driessen, C. A. C. M. Hermus
and K. van der Valk, The car information and navigation sys-
tem CARIN and the use of Compact Disc Interactive (CD -I),
SAE Int. Cong. and Exposition, Detroit, Mich., 1987, Tech.
Paper 870139;
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IEEE 71, 1187-1192, 1983.
Main characteristics of a unified European VHF Radio Data
System, Doc. Gt RI 290, Eur. Broadcast. Union (EBU), 1982.
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into a graphic structure of points connected by
straight-line segments. The position of each point is
given as the coordinates of a map reference, i.e. as
(x,y)-coordinates in a rectangular system. (In a next -
generation system these could be geodetic coordi-
nates.) There are two kinds of points, called nodes
and intermediate points. A node can be:
 a point where at least three segments meet (1);
 an intersection with the edge of the map or with
some other artificial boundary (2);
 an intersection with an administrative boundary (3);
 the end of a cul-de-sac (4); or
 a point where one or more items of data for a street
change, for example its name or the type of road sur-
face (5).
All other points are called intermediate points. They
are found at a bend in a road or they are used to ap-
proximate the curvature of a road by a number of seg-
ments, like the points 11 and 12 in fig. 2. The succes-
sion of points in a sequence that starts and ends at a
node is called a 'chain'. In the figure, 1, 12, 11 and 5
form a chain, and so do 1 and 4, 1 and 3, and 2 and 5.

The graphic structure formed by the various chains
can be regarded as the 'skeleton' of the digitized map.
`Attributes' can then be added to the skeleton, such as:
 street names;
 classes of road: motorways, trunk roads, secondary
roads and limited -access roads;
 directions of one-way streets.

At the start of a journey (and perhaps during the
journey as well) some of the map data on the Com-
pact Disc has to be read and stored in the main mem-
ory. It is therefore important to partition the data and

MB
2

54

/

4 /

//

.

/ \.

1 /
/
/

Fig. 2. Vector method for digitizing information from the map. The
axes of roads are approximated by line segments that connect points
whose position is fixed by the coordinates of map references. 1 to 5
nodes. At node 5 the condition of the road surface changes. 11, 12
intermediate points. MB map boundary. CB local -government
boundary. The segment 1-4 is a cul-de-sac. Points 1, 12, 11 and 5
form a 'chain'.

arrange it on the Compact Disc in such way as to give
short access times. The CARIN project group have
made extensive studies of the problem of the optimum
method of data storage, since agreement on proper
standards here is of considerable importance to
Philips. The theories of the management of topo-
graphical information use the topological concepts of
the 0 -cell, the 1 -cell and the 2 -cell [5]. The numbers 0,
1 and 2 represent the 'dimension' of a cell. In our case,
0 -cells correspond to nodes, 1 -cells to chains and
2 -cells to areas within joined -up (concatenated) chains;
see fig. 3. We shall deal with this in more detail at the
end of the article.

Fig. 3. Some concepts from topology[61. 1 to 6 0 -cells (nodes). a to
h 1 -cells (chains). A to C 2 -cells (areas inside concatenated chains).

Vehicle location

General equations

The electronic navigation system of CARIN has to
obtain a 'fix' for the vehicle at regular intervals, say
every five metres, by dead reckoning. This amounts to
determining the centre of the Vehicle Location Prob-
ability Area (VLPA), the area in which the vehicle is
most likely to be travelling, with a probability of, let
us say, 95%. The coordinates of this centre are xn and
yn for the n-th dead -reckoned fix. (The y-axis points
towards geographic north.) The navigation system
takes the coordinates x,, and yn and calculates new
coordinates xn+1 and yn+i from the equations

and

Xn+i = xn + on sink (on+1 + On) (la)

Yn+1 = yn 0,1 cos .1 (On+1 + On)) (lb)

where On represents the distance travelled between the
nth and the (n + 1)th fixes, and On and ¢n+1 represent
the headings of the vehicle with respect to geographic
north at the nth and the (n + 1)th fixes.
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The periodic dead -reckoning of a fix requires peri-
odic measurement of the heading and the distance
travelled. As noted earlier, the car has sensors for
this: an electronic compass and two wheel sensors or
`odometers'. These measure the number of revolu-
tions of non -driven wheels about their axes. We shall
now take a closer look at these sensors and at the pro-
cessing of the signals they produce.

The sensors

Both the electronic compass and the wheel sensors
contain transducers that convert a magnetic flux into
a voltage. The transducers are made by Philips Valvo,
and their type number is KMZ10. They are based on
the magnetoresistance effect, an effect in which the re-
sistance of certain materials depends on the angle be-
tween the direction of the current and that of the mag-
netization [61. The effect is strongest in ferromagnetic
material. The transducer is therefore made from a
large number of strips of a nickel -iron alloy. The
strips are connected in four groups to form a Wheat-
stone bridge; see fig. 4a.

When the external magnetic field is zero, the pre-
ferred direction of magnetization of the strips in
fig. 4a will be along the longitudinal axis. This corre-
sponds to the x-axis. The angle between the direction
of the current and the magnetization, and hence the
value of the resistance, changes when a magnetic field
is applied in the y -direction. The change in resistance
as a function of this field -strength Hy is approximately
parabolic, as shown by the dashed curve in fig. 4b. If
Hy = 0 for such a curve, the output signal of the
transducer for a small change in Hy is very weak. This
problem is solved by applying a structure of conduct-
ing material to the strips so that the angle between the
direction of the current and the magnetization at
Hy = 0 is equal to 45°; see fig. 4c. The relation estab-
lished in this way between the strength of the external
field and the change in resistance is approximately
linear in a fairly wide range, as shown by the continu-
ous curve in fig. 4b. The maximum sensitivity of such
a transducer is about 0.1 mV per A/m at a supply volt-
age of 5 V.

The electronic compass may contain three such
transducers for the magnetic field. They measure the
components of HE, the strength of the terrestrial
magnetic field, in three orthogonal directions. For the
moment only the components HE sin On and HE cosOn
are of interest. (In future we shall use the vertical
component to determine the gradient of the road.) HE
is about 15 A/m. Measurements of such a weak mag-
netic field are very difficult because of the slow varia-
tion of the output signal, due to temperature changes.
An answer to this problem is to convert the output

a

0.5

0

b

0 1

H,/Ho

Fig. 4. a) The interior of a KMZIO magnetic transducer (a Philips
Valvo product); three of these can be used in the electronic com-
pass. The transducer measures magnetic fields via the magneto -
resistance effect. The transducer is composed of ferromagnetic
strips, connected to form a Wheatstone bridge (shown schemat-
ically in blue). b) The relative change in the resistance of a strip in
(a) as a function of the ratio of the magnetic field -strength in the
y -direction to a reference field -strength Ho (61. The dashed curve re-
lates to an untreated strip. The continuous curve, which is a straight
line over much of its range, is applicable if a structure of conductive
material is applied to the strip. c) A strip treated in this way. The
grey areas correspond to conductive material. In the regions in be-
tween these areas the angle between the current I and the magneti-
zation is 45° for Hy = 0.

signal of the transducer into a 'square -wave' signal.
This is done by periodically changing the direction of
magnetization in the transducer strips by energizing a
coil around the transducer with alternate positive and
negative pulses of current. Synchronous demodula-
tion of the rectangular voltage then converts it into a
direct voltage, with none of the low -frequency com-
ponents that interfered with the original signal.
161

16]

S. Lefschetz, Introduction to topology, Princeton Univ. Press,
Princeton, N.J., 1949.
W. J. van Gestel, F. W. Gorter and K. E. Kuijk, Read-out of a
magnetic tape by the magnetoresistance effect, Philips Tech.
Rev. 37, 42-50, 1977.
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Transducers of the same type are used for meas-
uring the number of revolutions of the non -driven
wheels. Fig. 5 shows how two transducers are mounted
in relation to a strip bonded to the inside edge of a
wheel rim. The strip is permanently magnetized so
that the magnetic field is radial and alternately in-
wards and outwards, and so that 26 periods of the
magnetization, each of length p, correspond to a rota -

Fig. 5. Principle of a wheel sensor. ST permanently magnetized
strip. p length of the period of the radial magnetization. wR
peripheral velocity of the strip; co angular velocity, R radius. Tr1
and Tr2 magnetic transducers; see fig. 4. The output signal is
approximately sinusoidal with a period T = p/wR. The phase dif-
ference between the output signals from the two transducers is T/4
and is positive or negative, depending on the direction of rotation
of the wheel. E1 circuit that converts the signals into square waves.
E2 circuit that derives pulse trains of period T/4 from the two
square waves. D circuit that decides whether a positive or negative
value should be assigned to the pulses. C1 counter that supplies a
binary number zL (zR), which is a measure of the angular displace-
ment of the left-hand (right-hand) wheel. (The circuits are digital
except for El.)

tion of the wheel through 360°. The spacing of the
transducers is p14. The figure also shows how the
transducer signal is electronically processed. When
the wheel is turning, the transducers each supply an
approximately sinusoidal signal, with a 90° phase
difference between the two signals. The direction of
rotation of the wheel determines which of the two sig-
nals leads in phase. The sinusoidal signals are ampli-
fied and converted into square -wave voltages. These
are transformed into a pulse train in such a way that
one wheel revolution corresponds to 4 x 26 = 104
pulses. At the same time the decision is made as to
whether each pulse should be positive or negative.
Finally, a binary number zL is produced, which is a
measure of the angular rotation of the left-hand wheel
with respect to the previous dead -reckoned fix. In the
same way a binary number zR is produced, which is a
measure of the angular rotation of the right-hand
wheel.

Values for the quantities an and 0,, defined in equa-
tions (1 a) and (1 b) are found from the measured re-
sults from the sensors. The distance travelled 6,, and
the change in heading or - 0,7_1 are determined with
the aid of the wheel sensors by using the equations:

and

On -
104

(ZL + ZR)ItR

n
1w

- zR)7 R

52S

(2)

(3)

where R is the wheel radius and S the track width. The
heading measured by the electronic compass is de-
noted by Ø. A weighted mean of the measured values
for the heading is given by:

Aor + Bok
A + BOn - (4)

where A and B are weighting factors. Now we shall
discuss a relatively simple way of obtaining a value
for On that is virtually free from interference.

Combining the measured values for the change in
heading

We have seen how the signal from the electronic
compass and the difference signal from the wheel sen-
sors can both provide a measure for the heading of
the vehicle. The compass signal supplies an absolute
value of the heading relative to magnetic north; the
wheel signal supplies a relative value with respect to
the initial value of the heading. The signals must thus
be made comparable. Both signals are also subject to
interference because of the way in which the signals
have been obtained. The difference signal from the
wheel sensors has a slow drift due to differences in
tyre pressure and wear, and so on. The compass signal
contains very fast fluctuations due to the magnetic
fields of other vehicles, steel bridges, structural metal
in buildings, and tramlines. The compass signal also
has a constant error due to the magnetic field of the
steel body of the car; see fig. 6.

Fig. 7 shows how the two signals for the heading are
corrected and the interfering signals removed. In the
computing unit C2 the successive numbers of pulses zL
and zR from the left-hand and right-hand wheels are
converted into a signal Ow, which still contains an un-
wanted low -frequency component. In the computing
unit C3 the effect of the car's own magnetic field is
eliminated from the signals for HE cos° and HE sin0.
This is done by calculating the equation of a circle of
best fit in the diagram for HE cos 0 as a function of
HE sin0 (see fig. 6) for a large number of measured
results. Next, C3 calculates the signal Oc for the head-
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ing. The values of Ow and Oc are each multiplied by a
constant factor to make them comparable with each
other in magnitude. The signal Ow is then passed
through a highpass filter and the signal Oc is passed
through a lowpass filter. Both filters have the same
cut-off frequency A. The interfering components are
almost completely removed in the filters.

The special feature of our method is the continuous
adjustment of the cut-off frequencyfc of the filters by
the control unit R. The interfering components in Ow
and Oc are measured in R during a certain period of
time by subtracting the mean value from the signals.

HE cos 0

a

HE sin

b

Fig. 6. a) The component HE cos0 of the Earth's magnetic field HE
as a function of the component HE sin0; 0 heading of the vehicle.
The graph is a recording, made during a journey, of measurements
made with two magnetic transducers in the electronic compass.
Theoretically the measured points should lie on a circle with centre 0.
The best -fitting circle, however, has M as its centre, because of the
effect of the magnetic field of the vehicle. The other deviations are
due to external magnetic fields from passing vehicles, steel bridges,
electrical cables and so on. b) Photograph of such a recording, com-
bined with the interior of an electronic compass with two trans-
ducers (see also fig. 4).

ZL J,ZR
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Fig. 7. Processing the signals zL and zR from the wheel sensors and
HE sin0 and HE cos0 from the electronic compass. C2, Cs, C4
computing units. FU filter unit. In C2 the signals zL and zR are con-
verted into a signal Ow for the heading. In C3 the compass signals
are converted into a signal OC comparable with 0w. HP highpass
filter. LP lowpass filter. j cut-off frequency of the two filters. R
control unit that continuously controls the magnitude of A, by
measuring the r.m.s. value of the interfering components in Ow and
OC. After addition, the resultant signal 0 is periodically converted
into values x and yn for the coordinates of position, with aid of the
sum signal from the wheel sensors.

The root mean square (r.m.s.) value of each of the in-
terfering signals is then determined. If the r.m.s. value
of the interference in Ow is large, fc is increased; if this
r.m.s. value is large for Oc, thenfc is reduced. Finally
the two filtered signals are added together. Setting the
value of fc also weights Ow and Oc as in equation (4).
The computing unit C4 calculates coordinates of pos-
ition xn and y,, from samples of the signals and from
the sum signal of zL and zR, which is a measure of the
distance travelled ôn. This calculation makes use of
equations (la) and (lb). The corrections described are
not executed with samples of analog signals, but are
derived from calculations with binary numbers, so
that analog/digital converters are used where re-
quired. The calculations are made in a special com-
puter for navigation.

Improving the dead -reckoned fix from map data

Errors in the fix arrived at by dead reckoning may
be divided into systematic and random errors. The
magnitude of systematic errors is essentially predic-
table, and they can be eliminated from the results of
the measurements by calibration. Random errors can-
not be eliminated by calibration.
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Once the system has been installed in a car, several
calibrations are necessary. First the car is driven
around a closed loop for the compass to be calibrated.
The effect of the car's magnetic field is then eliminated
and the transducers are matched to each other. The
computer does this by fitting an imaginary circle (a re-
gression circle) to a diagram resembling the one in
fig. 6. Then the car is driven along a straight line, so
that the wheel sensors can be calibrated by setting the
difference signal equal to zero and comparing the sum
signal with the distance actually travelled. Such cali-
brations may also be necessary after new tyres or
snow chains have been fitted.

Calibration is also carried out during a journey.
The sum signal of the wheel sensors is then compared
with the length of map segments and the electronic
compass is calibrated as described above. The remain-
ing errors, the ones that cannot be eliminated by cali-
bration, have to be treated as random errors.

The magnitude of random errors can be estimated,
since their standard deviation can be calculated with a
fair probability from repeated measurements. The
standard deviations of the random errors in the meas-
urements of heading and distance can be obtained
from a comparison of a large number of dead -reck-
oned fixes with the actual position
magnitude of the random errors is expressed by the
dimensions of the VLPA, the Vehicle Location Prob-
ability Area. In theory this area is bounded by an el-
lipse whose dimensions are given by rules for the
propagation of random errors.

The size of the VLPA increases continuously dur-
ing the journey. The increase is abruptly interrupted
when a position correction is made, where a position
correction is a correction of the dead -reckoned fix, as-
sociated with a reduction in the uncertainty of posi-
tion. A position correction can be made when the
computer has recognized the pattern of a number of
successive fixes by comparing them with topograph-
ical information in the main memory. The procedure
used, which will now be described, requires a consid-
erable amount of computation. To keep this within
reasonable bounds, the VLPA ellipse is approximated
by its smallest enclosing rectangle.

Fig. 8 shows how the comparison of map data and
dead -reckoned fix is made. Whenever a dead reckon-
ing is made, the computer finds out which segments lie
inside the VLPA rectangle. A record of these seg-
ments is kept in the form of 'trees' of possible routes,
as illustrated in fig. 8b. The lower-case letters in the
trees refer to segments whose direction does not really
correspond to the heading of the vehicle. If such a
segment lies outside the VLPA in the next dead reck-
oning, it is removed from the tree. A position correc-
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Fig. 8. Comparison of map data with dead -reckoned fix. a) The
computer finds out which map segments lie inside a 'vehicle loca-
tion probability area' (VLPA). b) 'Trees' of possible routes result-
ing from this comparison. Segments whose direction does not cor-
respond to the heading of the vehicle are shown in lower-case let-
ters. The size of the VLPA steadily increases because of the in-
creasing uncertainty of position. The tree at VLPA 5 shows that
there are two possible routes. (In reality the successive VLPAs over-
lap each other, since their centres are typically spaced at a distance
of 5 m.)

tion (an update) is made if the computer can decide
with a good degree of certainty which of the possible
routes has been followed.

Fig. 9 shows schematically the position correction
made if the computer has recognized the pattern of
the centres of successive VLPAs as that of the seg-
ments A, C, D, F and H in fig. 8. (For clarity fewer
VLPAs are shown in fig. 8 than in fig. 9.) The dis-
tances between the segments on the map and the lines
of best fit (shown red in the figure) through these
centres give two components of a correction vector.
After the position correction the VLPA is much
smaller and grows again until the next position correc-
tion is made.

In addition to position corrections there is also a
`map -matching procedure'. This is a procedure in
which, at every dead -reckoned fix, the centre of the
VLPA is projected on to a segment inside it. If there
are two or more segments inside the VLPA, the choice
of the segment is then determined by factors such as
whether the segment is on the planned route or not, or
the correspondence between the direction of the seg-
ment and the heading. Map matching can be used, for
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Fig. 9. A position correction after the computer has recognized the
road pattern. This pattern is compared with the routes A -C -D -F -H
and A -C -E -G -H on the map, see fig. 8, and the second route is re-
jected. Best -fitting straight lines (red dashes) through the consecu-
tive centres of VLPAs yield two vectors. The resultant gives the dis-
placement of the centre of the last VLPA, and the positional uncer-
tainty immediately becomes smaller. It grows again as the distance
travelled increases.

example, to display the correct segments, nodes and
intermediate points on the LCD screen. The position
resulting from map matching is always at the centre of
the display, which therefore always corresponds to a
part of a road.

The Compact Disc as a carrier of digital map data

As mentioned earlier, we decided to use the Com-
pact Disc Interactive, or CD -I, as the storage medium
for the CARIN system. An international standard for
CD -I is being prepared. The use of a standardized
method of storage for the information has the advan-
tage that the data carriers for different navigation sys-
tems are interchangeable and that savings can be
made in research and development costs. The CD -I
storage medium was developed for consumer -elec-
tronics applications by the licensors of the Compact
Disc Digital Audio system. A CD -I can store audio
and video signals of different quality levels, combined
with computer data. The proposed CD -I standard
expresses detailed agreements relating to the storage
of computer data, coding and error -correction sys-

tems, the operating system and the connection of
peripherals. This means that discs and systems from
different manufacturers can be compatible.

In addition to digital map data, which will occupy
most of the disc, a CD -I for geographical applications
will shortly contain applications software. Examples
of this are parts of the navigation software, the route -
planning program and the driver -guidance program.
Programs can also be included that will make the
CD -I with its player in the home into a kind of inter-
active atlas. The disc can also be used for teaching
geography, if the topographical information is aug-
mented by photographs, drawings and even sound
and - with a few restrictions - moving video pic-
tures. Depending on the options available with the
hardware, it will soon be possible to plan a route at
home, study it on a video display and take a printed
copy.

In the development of a geographical CD -I, use is
made of a topographical database. The rules to be
observed in such a database are also laid down. The
database will be regularly updated by publishers of
(electronic) geographical data, and it can also be used
for other applications, e.g. for town and regional
planning, for keeping records of traffic accidents and
for processing census data. The part of the database
intended for use by CARIN is given the correct struc-
ture by a conversion program. The file thus obtained
is combined with application software and possibly
with other data. The result is then formatted to the
CD -I standard. In simple terms, this means that the
data is divided into blocks of 2 kilobytes (16 384 bits),
each with a 'header', with synchronization bits and
with bits for later error correction. After coding and
modulation (EFM: eight -to -fourteen modulation) the
data is in the correct form for writing to the disc [73.
The blocks are converted into sectors, and the address
is included in the header.

The result of these operations is that the successive
sectors form a sequence of 'channel bits'. Each '1' in
the sequence of channel bits is a land/pit or pit/land
transition in the spiral track of pits on the final disc 181.
The pattern of pits and lands is transferred to a photo-
sensitive layer on a rotating disc with the aid of a
laser. Development of this layer produces a 'master',
and the moulds for manufacturing the discs are made
from the master in a number of intermediate steps.

As noted earlier, the storage capacity of a Compact
Disc is 4800 Mbit. The main memory of the compu-

[7]

[8]

J. P. J. Heemskerk and K. A. Schouhamer Immink, Compact
Disc: system aspects and modulation, Philips Tech. Rev. 40,
157-164, 1982.
M. G. Carasso, J. B. H. Peek and J. P. Sinjou, The Compact
Disc Digital Audio System, Philips Tech. Rev. 40, 151-155,
1982.



326 M. L. G. THOONE Philips Tech. Rev. 43, No. 11/12

ter, on the other hand, has a capacity of only about
8 Mbit. While this is still a very respectable capacity
for a semiconductor memory, it is small compared
with that of a Compact Disc. The time required for
reading all the information from a disc is about an
hour. The player used in the CARIN system is an
ordinary Compact Disc player for music playback in
cars. Moving the optical pick-up in the player from
the smallest radius to the largest radius of the useful
area on the disc takes one or two seconds. It will take
less time in the later generations of players. It is not
possible to determine beforehand where exactly the
pick-up will arrive after a movement. Since it is not
possible to read 'backwards' when the pick-up has to
be moved to a particular address on the disc, the data
reading must start well before the address is reached.
This means that extra information has to be read be-
fore the correct address is found, and this takes time.
(This extra information is not transferred to the main
memory, of course.)

As explained, the access time is not negligible, and
so the data required for navigation cannot be read
from the Compact Disc at the exact moment when it is
required. At the start of a journey, therefore, all the
topographical information required for navigation is
as far as possible retrieved, read and stored in the
main memory. Since this must be done fairly quickly,
it makes sense to store the data on the Compact Disc
in the most advantageous way.

The topographical information is divided into 'par-
cels'. The information in each parcel is stored as a
`block' (or 'bucket') of data on the Compact Disc and
is distributed over an integer number of successive
sectors. Also stored on the Compact Disc is a list of
addresses, or 'directory'. This includes the address of
the first sector where a block is stored, the number of
sectors used for the block, and the coordinates of the
lines that define the corresponding parcel on the map.
A request for map data from the computer generally
means that map data is called for a rectangular area;
see fig. 10. The directory is then consulted to find out
which blocks contain information about the requested
area. The information can then be retrieved from
their addresses.

The time required for these operations can be short
if two requirements are satisfied. The map must be
divided into convenient parcels, and the correspond-
ing blocks should be stored on the Compact Disc in a
sequence that does not require too much movement of
the pick-up. The first requirement means that all the
blocks should contain about the same amount of
data, which must not be so large that the blocks re-
quested for a particular area take up too much space
in the main memory. Nor, on the other hand, should

Fig. 10. Partitioning of the map into 'parcels' - the white and grey
rectangles. When the computer requests map data from the rec-
tangle shown red, a list of addresses (the directory) supplies the
location of the sectors on the Compact Disc where the nine blocks
with information about the required nine parcels are stored.

there be so many blocks that too much space is re-
quired for the directory or that too many movements
of the pick-up are necessary. The second requirement

the map should corre-
spond to blocks close to each other on the disc. These
problems will be discussed at greater length in the next
section.

Partitioning and arranging the map data

A map should be partitioned into parcels in such a
way that the data content in each corresponding block
on the disc is about the same. Parcels will therefore be
smaller in towns than in rural areas. Several partition-
ing algorithms are known from the literature. The
algorithm we have used is known as the 'region quad
tree' (93. In this algorithm the map is continuously
subdivided into four rectangles until the information
content per parcel is smaller than a preset value; see
fig. lla. We have adapted the algorithm so that, after
the repeated partitioning, some pairs of adjacent par-
cels are joined together again to make the data con-
tent of the sum no more than slightly larger than the
preset value; see fig. 1 lb.

The problem of arranging the data blocks resulting
from the map partitioning on the disc is equivalent to

191 H. Samet, The quadtree and related hierarchical data struc-
tures, Comput. Surv. 16, 187-260, 1984.

1101 G. Peano, Sur une courbe, qui remplit toute une aire plane,
Math. Annalen 36, 157-160, 1890;
E. A. Patrick, D. R. Anderson and F. K. Bechtel, Mapping
multidimensional space to one dimension for computer output
display, IEEE Trans. C-17, 949-953, 1968.
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a

b

I

Fig. 11. Map partitioning with the 'region quad tree' algorithm193.
a) Repeated partitioning into four rectangles until the data content
in each block that corresponds to a parcel is smaller than a preset
value. b) Some of the pairs of adjacent parcels are then joined so
that the block has a data content never more than slightly larger
than the preset value. The parcels formed from these mergers are
shown grey.

translating a two-dimensional structure into a one-
dimensional structure. To solve this problem we used
`space -filling curves' whose construction was de-
scribed in 1890 by Giuseppe Peano E1o1. A space -filling
curve passes through each point in a space once only.
In our case we are working in a plane, and Peano's
construction is based on a square network of points;
the result is called a Peano curve. Points close to each

a

N

b

C

Fig. 12. Generation of a Peano curve(10. a) The two possible seed
curves for four points of a rectangular network. b) A Peano
N -curve, generated from the seed curve on the right. The curve
passes once through all 64 + 2 points of the network. c) The Peano
N -curve that connects the parcels of fig. I lc and starts at S. In the
case of a parcel formed from a summation, the centre of the first
original parcel is taken; the other parcel is then ignored.

other in sequence along the curve are also generally
close together in the plane. The converse is also usual-
ly true. A Peano curve is obtained by starting from a
`seed curve', see fig.12a. The two curves drawn
through four points of the network are the only pos-
sible seed curves of these dimensions - apart from
rotations or reflections. A Peano curve with the left-
hand seed curve is sometimes referred to as a Hilbert
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curve, and a Peano curve with the right-hand seed
curve is known as a Peano-N curve. Fig. 12b shows
how a Peano-N curve is generated. Beginning with the
four points at the lower left, blocks of 16, 64, 256
points and so on are connected up.

The Peano curve is particularly suitable for arrang-
ing the parcels resulting from region quad tree parti-
tioning. Fig. 12c shows how a Peano-N curve is gen-
erated for the map partitioning in fig. 11b. The curve
connects the centre -points of the different parcels on
the map, with S as the starting point. First of all an at-
tempt is made to describe an 'N' that contains the par-
cels whose area is a quarter of that of the map; these
are the first -degree parcels. When such a parcel has
been partitioned, an 'N' is first described through the
centres of the parcels of the second degree, and so on.
When two parcels of a particular degree have been
joined together the process continues as if they had
not been joined together. The centre of the first orig-
inal parcel is taken and that of the other one is now
ignored. The process is applied consecutively to par-
cels of increasing degree, i.e. with a smaller and smal-
ler area.

It can be seen from fig. 12c that the small parcels in
the `town area' to the right of the centre are close
together on the Peano curve. Arranging the corre-
sponding blocks on the Compact Disc in the same
sequence as the points on the Peano curve therefore
has the intended result that the retrieval of informa-
tion about adjacent areas requires little or no move-
ment of the pick-up. The algorithm we finally chose
for arranging the blocks works in a slightly different
way, but the result is the same - a relatively short
time for retrieving them.

Aspects of data management

In the previous section we
saw how the data blocks that
correspond to the parcels are
stored sequentially on a Com-
pact Disc. For efficient man-
agement of the information
read from the Compact Disc it
is most important that the in-
formation is efficiently struc-
tured inside each block. As we
saw at the beginning of this ar-
ticle, the topographical infor-
mation is built up from the co-
ordinates of nodes and inter-
mediate points. A sequence of
points starting and ending at a
node, together with the inter-

mediate points on the roadconnecting the nodes, form
a chain. The data management works with the con-
cepts of a 0 -cell, which is a node, a 1 -cell, which is a
chain, and a 2 -cell, which is the area inside a number
of connected chains. While navigating it is sometimes
necessary to retrieve information from the main mem-
ory about the chains that surround a 2 -cell. This could
be necessary if the car is no longer on a road on the
map, e.g. on a rough track, in a car park, or on private
land. The information about the chains correspon-
ding to a 2 -cell on the right or left of the 1 -cell where
the car was last travelling is then requested by the
computer. As soon as the car leaves the area of the
2 -cell, the computer can usually determine the 1 -cell
where the car is located. In the pattern -recognition

a
D

key information pointer to adjacent 1 -cell

1 xxxx c

2 xxxx b

3 xxxx h

4 xxxx h

b

key information

start node end node

2 -cell left 2 -cell rightpointer thread-
pointer

----c

pointer thread-
pointer

a .. 1 ------...L... b A D

b -xxxx 2 Ilb 3 0 A B

c xxxx 1 0 4 g D A

d xxxx 2 a . CO B D

e xxxx 6 d 5 El B D

f xxxx 3 b 5 g C B

g xxxx 4 h 5 e D C

h xxxx 4 c 3 f C A

C

Fig. 13. a) 0 -cells, 1 -cells and 2 -cells; see the caption to fig. 3. b) Schematic representation of the
list of 0 -cells forming part of the directory on the Compact Disc. c) List of 1 -cells. A separate list
for 2 -cells is unnecessary, because the thread -pointers in the fourth and sixth columns point
unambiguously to the 1 -cells that form the boundary of a 2 -cell to the left or right of a 1 -cell. The
thread -pointer at the start or at the end node is the 1 -cell calculated clockwise from the 1 -cell that
contains the node. For 1 -cell b the figure shows the method of finding the 1 -cells of the 2 -cell on
the right (B, shown red) and the 2 -cell on the left (A, shown blue). For more details, see text.
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procedure described above it may also be necessary to
request the chains for a 2 -cell.

Let us now consider the structuring of the informa-
tion inside a block. The addresses in the memory
where the data for 0-, 1- and 2 -cells are stored are
linked by means of 'lists'. Fig. 13 shows two such lists,
which relate to the parcel shown schematically in
fig. 3. (For simplicity, this parcel does not include any
roads that cross its boundaries.) The lists use ref-
erence addresses called 'pointers' and 'forwarding ad-
dresses' called 'thread -pointers', which link the vari-
ous memory locations. Fig. 13b gives a list of the
0 -cells inside the parcel. The first column contains the
designation or 'key' of the cell, the second the infor-
mation in the form of coordinates, etc., and the third
the 'pointer' to a 1 -cell that has the 0 -cell as the start
or end node. (We shall not consider here which 1 -cell
is most suitable for this.) Fig. 13c gives a list of the
1 -cells in the parcel. The columns contain from left to
right the key of the 1 -cell, the corresponding informa-
tion, the pointer and thread -pointer for the start
node, the same for the end node, and the keys of the
2 -cells located to the left and right of the 1 -cell.

The thread -pointers in the list given in fig. 13c can
be used to find out which 1 -cells enclose a 2 -cell lo-
cated to the left or right of a 1 -cell. The thread -pointer
indicates a 1 -cell which, as seen from the node, is
clockwise from the 1 -cell to which the row in the list

relates. The 1 -cells that surround a 2 -cell on the right
of a 1 -cell in the list are found by first taking the
thread -pointer of the start node of the 1 -cell and then
always taking the thread -pointer that belongs to the
opposite node of the 1 -cell indicated by the thread -
pointer. The same procedure is applied to the 2 -cell
located on the left of the 1 -cell, but starting with the
thread -pointer that belongs to the end node of the
1 -cell. This is illustrated in fig. 13a and c for the 2 -cell
located on the right (B, shown in red), and the 2 -cell
on the left (A, shown in blue) of 1 -cell b.

The structure of the data on the Compact Disc and
in the CARIN main memory is built up from many
such carefully designed links. It has enabled us to in-
crease the speed of data retrieval, yet without intro-
ducing redundancy.

Summary. The CARIN (CAR Information and Navigation) system
plans the best route and guides the driver with spoken directions
from a speech synthesizer during the journey. The system does this
by making periodic fixes by dead reckoning, with the aid of wheel
sensors and an electronic compass. The dead -reckoned fix is con-
tinuously updated by comparing it with map data read from a CD -I
(Compact Disc Interactive), which can store 4800 Mbit of digital
data. Methods have been developed for conveniently partitioning
the map data into 'parcels' and arranging the corresponding data
blocks in the most efficient sequence on the Compact Disc. An im-
portant data -management aspect is the efficient way in which the in-
formation is structured in each block: the minimum amounts of in-
formation, which correspond to the nodes and 'chains' on the map,
are linked via pointer addresses.
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Behaviour of the oxide film in MOS devices

D. R. Wolters

The MOS transistor, which contains an insulating Si02 film between silicon and gate, is an im-
portant component for the semiconductor industry. The oxide film is usually thinner than
0.1 pm, which means that the current in the silicon can be controlled effectively by the gate
voltage. The electric field -strength in the oxide film can be very high, a hundred times more
than would be possible in high -voltage cables. The charge leakage through the film must be
very small, of course and the film must not break down. With the continuing miniaturization
of semiconductor components, containing even thinner oxide films, it is becoming increasingly
difficult to meet these requirements. It is therefore important to have a detailed understanding
of the processes that take place in the film when a voltage is applied to it and to recognize the
conditions that lead to breakdown. In the article below the author describes an investigation
that he and other colleagues at Philips Research Laboratories have made into the behaviour of
the oxide film in MOS devices.

Introduction

Since the fifties the semiconductor industry has
made enormous progress in the technology of manu-
facturing electronic circuits. This owes much to the
use of silicon as the basic material. Silicon is a semi-
conductor possessing a unique combination of prop-
erties. It is particularly suitable for the manufacture
of large pure single crystals that can be processed by
sawing, grinding and polishing into 'slices' or
`wafers'. Electrical conduction in the silicon is easily
controlled and can be varied considerably by adding
appropriate dopants.

In the sixties the discovery that it was useful to
cover a silicon wafer with a thin film of silicon dioxide
(Si02), e.g. by oxidation at about 1000 °C in an at-
mosphere of oxygen or water vapour, lent consider-
able impetus to the development of 'planar' technol-
ogy. Films made in this way are dense and homogene-
ous, and they adhere extremely well to the silicon sur-
face. Because they are chemically resistant and imper-
vious, they can be used as doping masks in the manu-
facture of integrated circuits. Another useful property
is that they are good electrical insulators, which is use -

Dr Ir D. R. Wolters is with Philips Research Laboratories, Eind-
hoven.

ful for example in the stabilization of bipolar devices.
Mastery of the technique of manufacturing very pure
oxide films was particularly important in the devel-
opment of MOS transistors (MOS = metal/oxide/
semiconductor). In these field-effect transistors an
Si02 layer acts as an insulator between doped silicon
and the gate 1'l. Electrical conduction in the silicon
between the source and drain is controlled by the volt-
age on the gate. The properties of the Si02 films are
such that films thinner than 50 nm can be used. This
means that the gate in such a device can be extremely
close to the silicon to control the electrical conduction
in the silicon effectively.

The amount of charge that leaks through an Si02
film or is trapped when a voltage is applied must be
extremely small, and there must be no premature elec-
trical breakdown, which would make the device use-
less. The miniaturization of MOS devices to sub -
micron dimensions makes it increasingly difficult to
meet these requirements: thinner oxide films and
stronger electric fields are the requirements of the day.
For these and other reasons the manufacture of the
films requires extremely accurate process control. It is
also necessary to know in detail what happens when a
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voltage is applied to the film. At Philips Research
Laboratories in Eindhoven extensive investigations
have been made in recent years into the processes that
play a part in the manufacture of the films, in their
application in MOS devices and in electrical break-
down (21.

A study of the oxidation kinetics in the manufac-
ture of the film has shown that the mechanism of the
oxidation is not the same as has until recently been
assumed 131. In particular, current ideas about the
catalytic action of the water vapour present were not
really satisfactory. The distribution of radioactive
water in the films showed us that water molecules
ionize in pairs and that the resulting ions (1130+ and
OH-) travel through the oxide film. The ion migration
takes place close to the interface between the silicon
and the growing Si02 film, while the migration of
oxygen molecules takes place closer to the surface 141.

When a high electric field is applied to an Si02 film,
a certain amount of charge is always injected. Some
charge leakage is not in itself so serious, but some of
the injected charge becomes trapped and may there-
fore affect the control of current conduction in the
silicon. By accurately measuring the trapping rate and
the amount of trapped charge we have been able to
model the mechanism of charge trapping and the
nature of the trapping centres. We have accounted for
the fact that trapped charges have the effect of coun-
teracting any further charge trapping in their imme-
diate vicinity.

Charge leakage is an important factor affecting the
life of the Si02 film and hence the life of the device.
The occurrence of electrical breakdown turns out in
fact to be determined by the amount of charge that
has leaked through the film. It seems as if the leaking
charge gradually 'wears out' the film. This suggests
that the 'wear', i.e. a change in properties, starts long
before the film breaks down. The understanding thus
obtained now enables us to predict fairly accurately
when a device will start to deteriorate due to wear of
the oxide film and when it will finally break down. We
can therefore give better estimates of the useful life of
MOS devices.

In this article we shall first consider charge trapping
in an Si02 film. It will be shown that the repulsion
between trapped and injected charges is an important
factor. Next we shall look at the phenomenon of elec-
trical breakdown, examining defect -related break-
down, intrinsic breakdown (i.e. breakdown not relat-
ed to defects) and the effects of field -strength, current
and transferred charge. We shall also take a closer
look at the conditions under which intrinsic break-
down occurs. Finally, the mechanism responsible for
breakdown will be indicated.

Charge trapping

As noted above, when an electric field is applied
across an insulating Si02 film, some charge will be
injected. The current that flows through the film de-
creases after some time because some of the injected
charge is trapped. The space charge thus built up in
the film causes a distortion of the electric field at the
interface with the silicon. This has the effect of broad-
ening the potential barrier for electrons at the inter-
face between silicon and the Si02 film; see fig. 1. As a
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Fig. 1. a) Energy diagram for the transition of electrons from silicon
to Si02 in a MOS device in which the metallic layer M is at a posi-
tive potential with respect to the silicon. E., upper edge of the
valence band. Ec lower edge of the conduction band. An electron e
goes from the conduction band of silicon to the conduction band of
SiO2. At the interface the electron tunnels through the potential
barrier. b) In the presence of a negative space charge Ch, caused by
the trapping of electrons, the potential barrier becomes wider. An
electron tunnelling through the barrier therefore has to cover a
greater distance, which reduces the probability of electron injection
into the Si02 film.

(11

[2]

(31

[4]

See the special issue on MOS transistors, Philips Tech. Rev.
31, 205-295, 1970.
This investigation has been described in detail in the author's
doctoral thesis, entitled: Growth, conduction, trapping and
breakdown of Si02 layers on silicon, Groningen 1985.
A widely used model for the oxidation is described by B. E.
Deal and A. S. Grove, General relationship for the thermal
oxidation of silicon, J. Appl. Phys. 36, 3770-3778, 1965.
D. R. Wolters, On the oxidation kinetics of silicon: the role of
water, J. Electrochem. Soc. 127, 2072-2082, 1980.
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consequence, there will be less chance of electrons
`tunnelling' through the barrier, and fewer electrons
will be injected into the film. The time -dependent in-
jection and trapping of electrons can assume such
proportions that the film can no longer perform stably
and reproducibly in an electronic device. In MOS
transistors, which often operate with a high field -
strength (up to 3 x 106 V/cm), the space -charge effects
lead to instabilities and drastic changes in the switch-
ing or threshold voltage. It is therefore most impor-
tant to be able to characterize and control these
effects.

Charge trapping can usefully be studied in a MOS
capacit6r, in which the oxide film is situated between
an aluminium (or polysilicon) gate and a silicon sub-
strate. It is possible, for example, to measure the in-
crease in voltage necessary to make a constant current
flow through the capacitor. From the measured volt-
age the increase in the number of trapped charges can
be derived directly. Information about the number of
trapped charges can also be obtained by measuring
the capacitance as a function of the applied voltage
during interruptions of the injection.

In the past a first -order approximation has gen-
erally been used to describe charge trapping as a func-
tion of time (61. It was assumed that the trapping rate
was equal to the product of the electron flux, the
effective cross-section a of the trapping centres and
the number of vacant trapping centres. The electron
flux is foth/qva , where J is the current density and q
the electronic charge, with is the mean velocity of hot
electrons (in all directions) and vo the effective drift
velocity in the direction of the field gradient. The
number of vacant trapping centres is equal to the total
number of centres (N) less the number of centres al-
ready occupied (n). The trapping rate dn/dt can be ex-
pressed as:

dn/dt = J(N - n)/Qo, (1)

where Qo is qvo/avth. Integration, for a constant
value of J, gives:

4

log (dn/dt)

3

2

1

0 2 4 6 x103 s
t

Fig. 2. Logarithm of the trapping rate dn/dt for charge carriers in
Si02 as a function of the duration t of the applied voltage, for two
thicknesses d of the oxide film. The data are derived from results
reported by D. R. Young E61. The first -order approximation, which
predicts the straight lines given by eq. (2), is clearly not applicable
here.

of charge trapping can be given without any such
assumption, provided sufficient account is taken of
the repulsion experienced by injected charges from
charges already trapped (81 (81.

Effects of Coulomb repulsion

Owing to the Coulomb repulsion between injected
charges and charges already trapped, the trapping of
new charges becomes less likely in the vicinity of cen-
tres already occupied. The trapping probability will
decrease as the number of occupied centres increases.
For a simple calculation of this diminished probability
it may be assumed that an occupied centre makes a
region of volume h inactive for further trapping. The
volume in which trapping can take place is then no
longer V, the total volume of the oxide film, but
V - h. The trapping probability is thus reduced by a
factor of (1 - h/V). If n charges have been trapped,
the probability of further trapping is reduced by
(1 - h/V)". The trapping is reduced by this factor and
not by (1 - nh/V) because the various inactive regions
can overlap. Since h << V, a good approximation is:

n = N(1 - exp ( - Jt/Qo)] (2) (1 - h/V)" = exp ( - nh/V). (3)

If this relation applies, a plot of log(dn/dt) against t
should yield a straight line. In practice, however, this
is not always so; see for example fig. 2. In addition,
eq. (2) indicates that n should rapidly saturate, since
the exponential term rapidly goes to zero when
Jt> Qo. As a rule, however, no such saturation is
found.

To obtain better agreement between theory and
experiment the presence of centres of many different
kinds has been postulated in the literature 163 171. It
will now be shown, however, that a good description

This exponential factor must be included in the
expression for the trapping rate (eq. (1)), giving:

N n)
dn/dt =

J(

Q
exp ( - nh/V). (4)

For n <<N we have, after integration:

JNht
exp (nh/V) - 1 -

QoV
(5)
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Fig. 3. Number of trapped charge carriers (n) in arbitrary units
plotted against log(1+ to), see text, for different thicknesses d of the
Si02 film. These data are also derived from Young's results [61. In
all cases a straight line is found, as predicted by eq. (6).

This leads to

For Q<Q0, a good approximation is:

n = Nln(
Qo

+ 1) . (11)

Substituting eq. (8) and eq. (11) in eq. (7) shows that
the curve of lnJ against lnQ is horizontal at first for
small Q. Then lnJ decreases linearly with a slope that
is proportional to N. Beyond a saturation value (Qsat)
the curve should again be horizontal: saturation
occurs because n has become equal to N and no more
new charges can be trapped. The value of Qsat can be
deriyed from eq. (11) by putting n = N. This gives
Qsat = Qo (e - 1) = 1.7 Qo. The curve of lnJ as a
function of lnQ is shown schematically in fig. 4a.

When the Coulomb repulsion is taken into account,
analogy with eq. (6) gives the following expression
for n:

V t+ to
n =

h
- In

to
(6)

lnJ
where to = Qo VIJNh. This indicates that the plot of n
against ln(t + to) should be a straight line (81. This is
indeed found experimentally, as appears from fig. 3
for oxide films of different thickness.

This model also gives a better description of the
variation in the current with the amount of trans-
ferred charge. In general the current density J de-
pends on the electrical field -strength E1 at the interface
with the gate. To a good approximation the simple
exponential relation

J = Jo exp (Ed Eo) (7)

can be used, where Jo and Eo are constants. The value
of Et is determined by the strength E of the applied
field and by the field -strength induced by the trapped
charges:

E1 = E - nq.5ele, (8)

where _V is the mean distance of the trapped charges
from the electrode and e is the permittivity of the film.
The number of trapped charges (n) should now be
expressed in terms of the charge transferred per unit
area, defined as:

Q=f Jdt.
0

(9)

For the first -order approximation we can write, by
analogy with eq. (2):

n = N [1 - exp ( - Q/Qo)). (10)

n = -V ln(Q + 1) ,
h

Qsat

(12)

e8 - 1

ccVlh

Qsat

In Q In Q

a

Fig. 4. Schematic curve of InJ as a function of lnQ as given by the
first -order approximation (a) and after taking into account the
Coulomb repulsion between injected electrons and electrons al-
ready trapped (b); see text. The main difference is that the sloping
section in (a) is much steeper and the saturation point (Gat) is
reached much earlier than in (b).

16]

[8]

[7]

[8]

[9]

The applicability of this approximation to earlier experiments
is to some extent demonstrated in:
E. H. Nicollian, A. Goetzberger and C. N. Berglund, Avalanche
injection currents and charging phenomena in thermal Si02,
Appl. Phys. Lett. 15, 174-177, 1969;
E. H. Nicollian, C. N. Berglund, P. F. Schmidt and J. M.
Andrews, Electrochemical charging of thermal Si02 films by
injected electron currents, J. Appl. Phys. 42, 5654-5664, 1971.
D. R. Young, Electron trapping in Si02, Inst. Phys. Conf.
Ser. 50, 28-39, 1980.
See also: T. H. Ning and H. N. Yu, Optically induced injection
of hot electrons into Si02, J. Appl. Phys. 45, 5373-5378, 1974;
R. A. Gdula, The effects of processing on hot electron trapping
in Si02, J. Electrochem. Soc. 123, 42-47, 1976;
D. R. Young, E. A. Irene, D. J. Di Maria, R. F. De Keers-
maecker and H. Z. Massoud, Electron trapping in Si02 at 295
and 77 °K, J. Appl. Phys. 50, 6366-6372, 1979.
D. R. Wolters and J. F. Verwey, Trapping characteristics in
Si02, in: Insulating Films on Semiconductors, M. Schulz and
G. Pensl (eds), Series in Electrophysics, Vol. 7, Springer, Ber-
lin 1981, pp. 111-117.
D. R. Wolters and J. J. van der Schoot, Kinetics of charge
trapping in dielectrics, J. Appl. Phys. 58, 831-837, 1985.
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where Q1 = VqvaihNovth. At first sight this expres-
sion resembles eq. (11). If, after substituting eqs (8)
and (12) in eq. (7), we plot the value of lnJ against the
value of lnQ, we again obtain a curve with two hor-
izontal sections, linked by a sloping section; see fig. 4b.

However, two important differences should be
noted. The first concerns the slope of the sloping sec-
tion: this is now much smaller because it is not pro-
portional to N but to the much smaller value of V/h.
The second difference concerns the saturation point
Gat. In the model with the Coulomb repulsion, sat-
uration does not occur until the number of trapped
charges is equal to the maximum number of spheres
of volume h that can be accommodated in the total
volume V. If the spheres do not overlap, this number
is V/h. If the spheres overlap to the maximum possible
extent, this number becomes 8 V/h, which is equal to

Fig. 5. Log -log plot of the current density J measured in a MOS
device as a function of the charge transferred per unit area (Q) for
different field -strengths E. As eq. (13) indicates curves with two
asymptotes (dashed lines) are obtained: In./ is constant at low Q and
decreases linearly with lnQ at high Q.
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Fig. 6. Effective cross-section aeff for electron trapping in the Si02
film of the MOS device in fig. 5, and the effective density Neff of the
trapping centres, as a function of the applied field -strength E.
Whereas Neff is independent of E, the value of (Jeff first decreases
with E until a virtually constant value is reached at high E.

the number for the maximum close -packing (with no
overlapping) of spheres of half the radius. From
eq. (12) this means that ln((Qsatial) + 1) = 8, so that
Qsat = (e8 - 1)0 - 2980 021. The value of Qsat is

thus more than three orders of magnitude larger than
the characteristic value Qi , whereas in the first -order
approximation Gat is not much larger than the char-
acteristic value Qo for that case. Such a high value of
Qsat cannot be reached experimentally because other
effects (e.g. breakdown) can occur beforehand. When
the Coulomb repulsion is taken into account it can
therefore be seen why no saturation is found in the
range in which measurements can be made.

Results of measurements of J as a function of Q for
different applied field -strengths are shown in fig. 5.
The measured curves agree well with the expression
that can be derived from equations (7), (8) and (12):

E Vqx 1 Q
In (J/Jo)

=Eo heE0 111Q1
+

1) (13)

The curves have two asymptotes. At a low value of Q,
J is constant; from the values of J/Jo and the external
field -strength Ewe can then derive Eo. At a high value
of Q, lnJ decreases linearly with lnQ.

Eq. (13) shows that the slope of the asymptote at
high Q is VqxlheEo. Since q, e and Eo are known to a
first approximation and Tc can be equated to half the
thickness of the oxide film, the slope will give the
value of V/h, which can be seen as the effective density
Neff of the trapping centres. It has been found that
Neff does not depend on the applied field; see fig. 6.
The experimental curves of lnJ versus lnQ can also be
used for determining Qt . The value of the effective
trapping cross-section aeff can then be derived from

aeff = q/Qi. (14)

Fig. 6 shows that with increasing field -strength, the
value of creff decreases by more than an order of mag-
nitude. At high field -strengths, ow is virtually con-
stant.

We believe that the results described here will con-
tribute to a much better understanding of charge
trapping. The knowledge gained can help us to sup-
press the undesired effects resulting from charge trap-
ping in the silicon, or to control them better. The re-
sults have also put us on the track of the mechanism
that plays a major part in the breakdown of the film.
We shall now look at some aspects of electrical break-
down.

1101 D. R. Wolters and J. J. van der Schoot, Dielectric breakdown
in MOS devices, Part I: Defect -related and intrinsic break-
down, Philips J. Res. 40, 115-136, 1985.
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Electrical breakdown

When the voltage across the oxide film in a MOS
capacitor is increased, a value is eventually reached at
which the field -strength in the film becomes so great
that it breaks down 1101. The breakdown takes the
form of a sudden current surge accompanied by de-
struction of the film. This effect is also found at a lower
constant voltage if the voltage is applied for long
enough. Fig. 7a gives the current density as a function
of time measured at various field -strengths for a MOS
capacitor with a polysilicon gate. The current density
at first gradually decreases, then after a time suddenly
increases, indicating that the oxide film has broken
down. The breakdown is very rapid; it is complete in
less than 100 ns.

The effect of breakdown on the device on a micro-
scopic scale is shown in fig. 7 b. At the place where the

1 A lcm2

t 0.1

0.01

0.1
a

b

1 E . 9.9 x 105 V1 cm
2 10.3
3 10.8
4 11.0

4
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poly -Si (-)
12.5nm 5102
p -Si(*)

1 10 100 1000 s
t

Fig. 7. a) Current density J as a function of time tin a MOS capac-
itor for four field -strengths E. After a slow decrease, J suddenly
rises sharply and the film breaks down. The time to breakdown
decreases as the field -strength is increased. b) Scanning electron mi-
crograph (each dash represents 1 gm) of a failed MOS capacitor
consisting of n -doped silicon, a 40-nm thick Si02 film and a poly -
silicon gate. The gate voltage was negative and the area of the
capacitor was 0.2 mm2. At breakdown a crater was formed that
penetrated right through into the silicon. After the first breakdown
a voltage was applied to the capacitor again until it broke down
once more, and a second crater was formed.

film broke down the polysilicon has melted and a cra-
ter has formed with a diameter of 4 to 5 gm. The outer
ring of the crater consists of molten polysilicon, and
the hole in the centre extends into the silicon sub-
strate. The polysilicon often draws back from the cen-
tre of the crater, probably because of the surface ten-
sion of the molten gate material. When this happens,
the oxide film continues to act as an insulator and a
voltage can again be applied to the device until there is
a second breakdown. Then a second crater forms,
which resembles the first one (fig. 7b). The occurrence
of holes in the silicon substrate with a diameter of
1.5 gm indicates that the energy density at breakdown
is very high.

The effect of breakdown at constant current is
shown in fig. 8 for four very different current values.
The dimensions of the craters appear to be virtually
independent of the current. It can also been seen that
the craters generally form at the corners and edges of
the device. This is not so surprising, since these are the
places where the highest field -strength would be ex-
pected.

Defect -related and intrinsic breakdown

The breakdown of a MOS capacitor often takes
place at a weak spot, a defect, in the oxide film. The
defect may have been caused during manufacture by
the incorporation of impurities or by the formation of
hair -line cracks, asperities or pinholes. Defects may
also be introduced when the gate is deposited. Break-
down at a defect will occur at a lower field -strength
than intrinsic breakdown, i.e. breakdown for a film
with no defects. If there are many defects, the break-
down will occur at the weakest spot. In general, there-
fore, the breakdown field-stength will decrease as the
number of defects in the film increases.

Defect -related breakdown can clearly be distin-
guished from intrinsic breakdown in a statistical anal-
ysis of the results of tests on a large number of ca-
pacitors (NI . This analysis uses the same sort of prob-
ability calculation as would be used for the breaking
of chains at the weakest link. A test capacitor, consid-
ered as an imaginary row of capacitors connected in
parallel, will fail when the weakest capacitor in the
row breaks down. The percentage of failed capacitors
(F) is plotted on probability paper. This means that
ln [1n(1 - Fill instead of F is plotted as a function of
a variable parameter, such as the field -strength E. The
advantage of this is that it is easier to make a distinc-
tion between defect -related breakdown and intrinsic
breakdown. It also offers advantages for predicting
the behaviour of electronic devices from the results of
measurements on smaller or less complicated devices.
For example, if we have a large number of capacitors
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Fig. 8. Scanning electron micrographs (scale division 1µm) of craters formed during breakdown
of MOS capacitors for different current values: a) 10 nA. b) 100 nA. c) 1 µA. d) 10 µA. The
dimensions of the craters are virtually independent of the current. The craters usually form at cor-
ners and edges of the device.

containing defects and connected in parallel, then to a
good approximation [111:

ln( ln(1 -Fri) = c1E + lnA + c2, (15)

where A is the area of the individual capacitors, and
Cl and c2 depend on the distribution of the defects
and the number of observations.

Fig. 9 gives a plot of ln I ln(1 - F)-11 as a function
of the field -strength E for 12 000 capacitors, each with
an area of 0.02 mm2. On increasing the field -strength
a gradual rise is first observed, followed by a very
steep increase at E = 9 x 106 V/cm, where F becomes
almost 100%. From the variation of F with E it may
be deduced that in about 7% of cases the breakdown
is defect -related. The other 93% fail at practically the
same field -strength, and we can therefore assume that
these breakdowns are intrinsic.

If we now consider the capacitors in groups of say
400, we find that breakdown in a group occurs as soon

as the weakest capacitor fails. The probability of
breakdown will increase to the same extent as it would
if the area were increased by a factor of 400. The re-
sults for the breakdown distribution are also given in
fig. 9. As eq. (15) predicts, a straight line is obtained,
shifted in the vertical direction by In 400 with respect
to the curve for the single capacitors.

The defect density D can be derived from the point
where there is a sudden increase in the slope of the
curve for the single capacitors. When this point has
been reached all the capacitors with defect -related
breakdown have been detected. If the defects are ran-
domly distributed over the surface, a Poisson distri-
bution may be assumed. The probability Fk that one
or more defects will be present in an area A is then
given by:

(AD)"` exp( - AD)
Fk = L (16)

m!
m=1
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The probability of finding capacitors without any de-
fects is then:

Fk -
0!

(AD)° exp( - AD)
- exp ( - AD). (17)

Taking Fk = 7% and A = 0.02 mm2, it follows from
this that D= 3.7 x 102 cm2.

It is also possible to demonstrate indirectly that the
failures to the left of the sharp increase in the slope of
the curve are due entirely to defects. To demonstrate
this, capacitors were made with a much lower defect
density than the value given above. Fig. 10 shows that
in this case all 16000 capacitors tested failed at vir-
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Fig. 9. Lower curve: Breakdown distribution of 12000 MOS capac-
itors of area 0.02 mm2. The value of In( ln(1 - F)-.) is plotted as a
function of the field -strength E; F is the percentage of failed capac-
itors. There is a sharp increase in the curve at about 9 x 106 V/cm,
where F is about 7%. Above this value there is a very steep increase
in F and hence in 114 ln(1 - F)-1). Upper curve: Breakdown distri-
bution for groups of 400 capacitors, with a combined area of
8 mm2. As eq. (15) predicts, the points lie on a straight line shifted
by In 400 with respect to the lower curve.
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Fig. 10. Breakdown distribution for 16000 capacitors, each with an
area of 0.02 mm2. The capacitors contain so few defects that they
only give intrinsic breakdown, and all of them fail at virtually the
same field -strength.

tually the same field -strength. This points to intrinsic
breakdown as the sole reason for failure. It can be de-
duced from the absence of defect -related breakdown
that the defect density here must be less than 0.3 cm 2.

Field -dependent and time -dependent breakdown

Instead of testing with increasing field -strength, we
can also test the capacitors by applying a constant
field and then measuring the time to the moment of
breakdown, as shown in fig. 7a. This was done for
four groups of 900 capacitors on a slice on which
16 000 capacitors had first been tested with a varying
electric field. These had a high defect density because
of the incorporation of large amounts of impurities.
Fig. 1 la shows the breakdown distribution with in-
creasing field -strength. The transition to intrinsic
breakdown is found at 13 x 106 V/cm, where about
half of the capacitors fail. On the basis of this distri-
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Fig. 11. a) Breakdown distribution for MOS capacitors with a high
defect density. The arrows indicate the values of the field Eat which
time -dependent tests were carried out. b) Breakdown distribution in
time -dependent tests on capacitors of (a) for four different field -
strengths E. The sudden increases in the curves occur at about the
same value of F.

1111 E. J. Gumbel, Statistics of extremes, Columbia Univ. Press,
New York 1958.
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bution four groups of 'virgin' capacitors were tested
at constant field, for four values of E that were signifi-
cantly lower than the value for intrinsic breakdown.
Fig. 11 b shows the result in breakdown distributions
as a function of time. The curves are not only very sim-
ilar but they also resemble the distribution in fig. 1 la.

The defect densities that can be calculated from the
various changes in the slope of the curves are almost
identical. A similar correspondence between defect
densities determined from field -dependent and time -
dependent tests is also found for slices with fewer de-
fects. These results indicate that capacitors that fail
because of defect -related breakdown at a relatively
weak field will also fail in a constant field after a rela-
tively short time (and vice versa).

Other methods for applying the field to the capac-
itor can be compared in the same way. Fig. 12 gives
the distribution for constant field and for constant
current. For convenience the breakdown distribution
is shown in both cases as a function of the integrated
charge transfer per unit area (Qbd). The curves are vir-
tually coincident above a particular value of Qbd, be-
fore the change in slope. In short, the way in which
the field is applied for breakdown tests on MOS
capacitors is not important.

2
In(In(1-F)1}
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poly -Si (-)
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Fig. 12. Breakdown distribution for MOS capacitors as a function
of the integrated charge transferred per unit area (Qbd) at a constant
current of 40 µA (curve a) and at a constant voltage of 12.9 V
(curve b). Beyond Qbd values greater than 0.01 C/cm2 the curves
are virtually coincident.

Principal parameter for intrinsic breakdown

The tests on MOS capacitors indicate that the cir-
cumstances that lead to intrinsic breakdown do not
depend essentially on the method of application of the
field. This can be seen if we consider the time that
elapses before breakdown L123. The measured points
in fig. 1 la related to measurements in which the field-

strength was increased by 2 x 107 V /cm per second.
An increase in the field -strength from 11 x 106 V /cm
to 13 x 106 V /cm thus takes about 0.1 s. If the
curves in fig. llb are extrapolated to a curve for
13 x 106 V /cm, the time obtained has about this value.

The simplest method of testing is to use a constant
current, as in curve a of fig. 12. In this method the
field -strength and the time are measured, and the
charge transfer at breakdown is proportional to time.
We used this method to test a large number of capac-
itors in which there where differences in gate material,
the thickness of the oxide film (between 10 and 50 nm)
and the manufacturing process. The current density
was varied and only the intrinsic breakdown was stud-
ied. Fig. 13 gives a plot of the measured time to break-
down (tbd) as a function of current density J. For not
too high values of J, logtbd is given to a good approxi-
mation by:

log tbd = - log J + c, (18)

where the constant c is determined by the characteris-
tics of the capacitor. The total charge transferred per
unit area (Qbd) is given by:

Qbd = Jtbd. (19)

Equations (18) and (19) indicate that Qbd is deter-
mined entirely by the capacitor and does not depend
on the conditions in which the breakdown is produced.
This indicates that Qbd is the quantity that most
affects intrinsic breakdown. In other words: a capac-
itor fails as soon as a critical amount of charge has

10`5

tbd

102

1

102

10-4

166 102 102A/cm2

Fig. 13. Log -log plot of the time to breakdown (tbd) against current
density J, for MOS capacitors with differences in the gate (alumin-
ium or polysilicon), in the thickness of the Si02 film (between 10
and 50 nm) and in the manufacturing process. If the current den-
sities are not too high, straight lines with a slope of about -1 are
obtained.
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been transferred through the film, however this trans-
fer was produced.

The value of Qbd varies little in a wide range of cur-
rent densities. At very high current densities, above a
critical value Jcr, there is often a sharp decrease in the
value of Qba ; this decrease also depends on the direc-
tion of the field; see fig. 14a. If the gate voltage is neg-
ative, Jcr is much lower (by a factor of ten) and the de-
crease in Qbd is steeper than with a positive gate volt-
age. The fall in Qbd beyond Jcr is closely connected
with the change in the gate voltage ( Vbd) necessary to
keep the current constant; see fig. 14b. At moderate
current densities, Vbd increases linearly with logJ.
Beyond Jcr, however, there is either a steep rise in Vbd
(at a negative gate voltage) or a steep fall (at a positive
gate voltage). These effects are attributed to the accu-
mulation of space charge in the film, which is depen-
dent on the direction of the field. This will be dis-
cussed later.

1 C/cm2

Qbd

110

a

10

10
106

ro_O-0- Al (-1

t
Al
23nm Si02
p- Si

28 V

Vbd

26

24

b

10

10

10-4

10

10-2

1 Alcm2
J

1A/cm2

Fig. 14. a) Amount of charge transferred per unit area before
breakdown (Qbd) as a function of current density J for MOS capac-
itors with a positive or a negative voltage on the aluminium gate.
Below a critical value ./c, the current density has little effect on Qbd,
but above it there is a decrease that depends strongly on the direc-
tion of the field. b) Breakdown voltage Vbd as a function of current
density J for these two cases. Beyond J = Jcr the value of Vbd
increases sharply when the gate voltage is negative and decreases
sharply when the gate voltage is positive.
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Fig. 15. Resistance of a MOS capacitor after breakdown (Rbd) as a
function of current density J at breakdown. Beyond J = Jcr the
value of Rbd decreases sharply with J.

Another result that is closely related to the decrease
of Qbd at high current densities concerns the resist-
ance of the capacitor after breakdown (Rbd). Fig. 15
shows Rbd as a function of the current density at
breakdown. Beyond Jcr the value of Rbd falls by two
orders of magnitude. Clearly, a breakdown at J> Jcr
causes a different kind of damage from that at J < Jcr

From the results in figs 14 and 15 we can conclude
that different mechanisms enter into the breakdown
on opposited sides of J = Jo- . A model will now be
presented that gives a good explanation of the behav-
iour at both low and high current densities.

Mechanism for wear and intrinsic breakdown

The breakdown of a MOS capacitor with no defects
may be regarded as a two -stage process. The leakage
of charge first causes structural changes in the film
that ultimately result in the formation of a low -resist-
ance path between the electrodes. The capacitor can
discharge along this path. The energy released causes
permanent damage to the oxide film, as can be seen in
figs 7b and 8. The leaking charge wears out the film,
so that it gradually degenerates and finally breaks
down.

This model explains the test results described above
fairly well, especially the behaviour at moderate cur-
rent densities. The greater the leakage in the oxide
film, the sooner it will fail. How the leakage arises is
immaterial. The capacitor fails as soon as a particular
amount of charge has been transferred. We shall now
briefly consider why this is so.

Breakdown at constant Qbd

From the observation that Qbd does not vary much
at moderate currents and fields it may be deduced that

(121 D. R. Wolters and J. J. van der Schoot, Dielectric breakdown
in MOS devices, Part II: Conditions for the intrinsic break-
down, Philips J. Res. 40, 137-163, 1985.
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collision ionization 1131 and ion migration 0141 play
little part in the breakdown. Mechanisms based on the
kinetic energy of the charge carriers predict that Qbd
will be closely dependent on the injection rate and the
field -strength. The dependence on the previous history
of the device excludes mechanisms with an avalanche
type of breakdown.

So how can we explain the constancy of Qbd while
accepting that the total of dissipated energy is propor-
tional to the applied voltage? This question can only
be answered if the kinetic energy does not contribute
to the breakdown. To understand this, we have to
consider the energy of electrons injected into the Si02
film; see fig. 16. Electrons that tunnel through the po-

E,
E,

leV
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3.1eV

Si(-) Si02 11(+)

E F

Fig. 16. Energy diagram for electron transfer in a MOS capacitor.
E., upper edge of the valence band. Ec lower edge of the conduction
band. EF Fermi level of the metal. The energy gain for an electron
is much greater in the transition to the metal M than in migration in
the conduction band of Si02.

tential barrier from the silicon into the Si02 film have
a high potential energy in the conduction band. Pro-
vided the values of the electric field -strength are not
too high, the kinetic energy of the electrons in the
conduction band will be low because of interactions
with the vibrating lattice atoms (phonon interactions)
in the film. Since the interaction length is no more
than 2 to 4 nm, the energy gain in a field of 5 x 106 V/cm
will be no greater than 1 to 2 eV. The number of elec-
trons with this gain in energy will also be very small.
As the minimum energy required to break a silicon -
oxygen bond is about 4 eV, it follows that the kinetic
energy of the electrons in the conduction band is
insufficient to cause any significant damage.

The energy dissipated by the electrons becomes
considerable, however, if they are emitted into the
gate from the Si02 conduction band or if they are
trapped in centres in the Si02 film. The high energy,
the sum of the potential energy in the conduction
band and the acquired kinetic energy, is dissipated in
a distance that is short compared with the thickness of
the film. Consequently the density of the energy dissi-

pation is much higher than that of the kinetic energy
dissipation in the conduction band, which is distrib-
uted throughout the entire volume. Since all the in-
jected electrons have a high potential energy that they
must dissipate on leaving the Si02 conduction band,
the dissipation that ultimately leads to breakdown is
entirely determined by the number of injected elec-
trons. The damage produced is permanent, so that the
effect is cumulative.

Behaviour at high current densities

As the field -strength or the current density increases
the injected electrons acquire more and more kinetic
energy, while the potential energy remains virtually
constant. A field -strength could then be reached for
which Qbd was field -dependent. This might explain
the decrease in Qbd at J> Jcr (fig. 14a), except that at
a positive gate voltage the injection voltage at break-
down ( VIA) decreases instead of increasing with J
(fig. 14b).

A better explanation can be obtained if we assume
that the trapping centres in the film are regularly filled
and emptied while a field is applied to the film. At low
current densities (J < Jcr) most of the centres will not
on average be occupied. Space -charge effects will then
be negligible, and the injection of electrons will be
homogeneous over the entire area of the electrode. At
high current densities (J> .1..) the mean occupancy
of the trapping centres can be more than 50% 1121, so
that space -charge effects will be significant. This can
be seen in the effect that the direction of the field has
on the injection voltage at breakdown (fig. 14b). If
there are trapping centres close to an aluminium gate,
then at a negative gate voltage the injection of elec-
trons will be opposed by the formation of a negative
space charge. This means that Vbd becomes higher. At a
positive gate voltage a positive space charge is formed.
This stimulates the injection of electrons from the sili-
con, so that Vbd becomes lower.

For both directions of the field the injection will be
inhomogeneous at high current densities. When the
gate voltage is negative the injection will take place
mainly in regions of low space -charge density. The
current density will then be very high ,locally, so that
at such places Qbd will be reached while the amount of
injected charge is still relatively small. When the gate
voltage is positive, the injection will take place mainly
in regions where the space -charge density is high. But
this also means that J will be higher locally and that
the value of Qbd will be reached earlier.

Confirmation of the model outlined here is found
from measurements of Qbd for capacitors with dif-
ferent gates and different thicknesses of the oxide
film; see fig. 17. In the vicinity of an aluminium gate
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Fig. 17. Amount of charge transferred per unit area up to break-
down (Qbd) plotted as a function of the thickness d of the oxide film
for MOS capacitors with a polysilicon and an aluminium gate. In
polysilicon, Qbd is a hundred times higher. In both cases, log Qbd
decreases linearly with d.

more centres will be formed than in the vicinity of a
polysilicon gate. This means that the space -charge
effects will be more pronounced with aluminium, and
the film will therefore break down at a lower value
of Q. In general, Qbd decreases exponentially with
film thickness. In thicker films the trapping probabil-
ity is higher, so that the space -charge effects will be
more marked.

Wear before breakdown

There are now sufficient indications that charge
leakage causes wear. For a given amount of trans-
ferred charge, for example, breakdown will occur
irrespective of the number of current interruptions.
Cumulative damage of this nature can be considered
to be the result of the formation of a discharge pat-
tern due to the injection of electrons 1151 (16] This
pattern has a tree structure, as illustrated in fig. 18. As
the damage increases, the structure spreads, and the
tree acquires more and thicker branches. It appears
that the injected electrons by preference lose their po-
tential energy at places that have been damaged
before. The growth of the discharge pattern continues
until it forms a low -resistance path between the two
electrodes, and the capacitor discharges along this
path.

This picture is rather like the pattern produced by
rivers eroding a landscape. The mechanism for the
formation of a discharge pattern can be compared
with the erosion caused by the flowing water. That
erosion is also cumulative: the wear is not related to
the rate of flow but to the total volume of the flowing
water. Just as small streams eventually form a broad
river and leave deep traces in the landscape, so the
leaking charge wears away the insulating film and
finally destroys it.

Both the damage and the breakdown require a cer-
tain amount of energy. A simple representation of the

energy content of a charged capacitor is given in
fig. 19 in the form of a plot of the applied voltage V as
a function of the charge supplied Q. The area under
the curve is proportional to the amount of energy sup-
plied. As long as no charge leaks through the dielec-
tric, the stored charge is proportional to V. The pro-
portionality factor is the capacitance C, and the
stored energy is ICV2. Above a particular voltage ( Vi)
the curve departs from a straight line as a result of
charge leaking through the Si02 film. At a voltage V2
the stored energy is given by ICI1 ; the remainder of
the area under the curve up to Q = Q2 gives the energy
that has been dissipated in the dielectric and has been

Fig. 18. Tree -shaped discharge pattern after injection of 3-MeV
electrons into an insulator that was then earthed at a central
point [161.

1131 See the book by E. H. Nicollian and J. R. Brews, MOS (Metal
Oxide Semiconductor) physics and technology, Wiley, New
York 1982, and the articles by N. Klein:
Electrical breakdown in thin dielectric films, J. Electrochem.
Soc. 116, 963-972, 1969;
Switching and breakdown in films, Thin Solid Films 7, 149-
177, 1971;
Electrical breakdown of insulators by one -carrier impact ion-
ization, J. Appl. Phys. 53, 5828-5839, 1982.

[141 See C. M. Osburn and D. W. Ormond, Dielectric breakdown
in silicon dioxide films on silicon, J. Electrochem. Soc. 119,
591-603, 1972;
H. J. de Wit, C. Wijenberg and C. Crevecoeur, The dielectric
breakdown of anodic aluminium oxide, J. Electrochem. Soc.
123, 1479-1486, 1976.

[161 D. R. Wolters and J. J. van der Schoot, Dielectric breakdown
in MOS devices, Part III: The damage leading to breakdown,
Philips J. Res. 40, 164-192, 1985.

[161 J. G. Trump and K. A. Wright, Injection of megavolt elec-
trons into solid dielectrics, Mater. Res. Bull. 6, 1075-1084,
1971.
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Fig. 19. Schematic representation of the energy content of a charged
capacitor. The voltage V is plotted as a function of the charge sup-
plied Q. The area of a shaded region corresponds to the conser-
vatively stored energy and is equal to ICV2, where C is the ca-
pacitance of the device. Below V= V1 the value of V increases
linearly with Q: all the energy supplied is conservatively stored.
Above V= VI there is a less marked increase with Q because of
charge leakage. At V= V2 the stored energy is icyl; the remainder
of the area under the curve up to Q= Q2 gives the energy dissipated
by the capacitor. At V= Vbd , where Q = Qbd, the energy dissipa-
tion is so great that the film breaks down. The stored energy (i C Vgd)
is then released and causes permanent damage to the capacitor.

lost, most of it as heat. If the voltage is increased still
further, then at Vbd the total dissipated energy will
damage the capacitor to such an extent that break-
down occurs. The stored energy is then released and
causes the damage observed after breakdown (see for
example figs 7b and 8). The variation in the crater di-
mensions with the area of the capacitors confirms that
the damage is entirely due to the release of the stored
energy (iC

Analivy with mechanical wear

The behaviour of the oxide film in an operating
MOS capacitor can be compared with the behaviour
of solid materials under mechanical stress. In both
cases there is a force or a field that causes a displace-
ment of material in the mechanical system or a dis-
placement of charge in the capacitor. The energy sup-
plied is to some extent stored conservatively, and to
some extent lost as heat. In the conservative storage
of energy the mechanical energy is proportional to the

extension (elastic behaviour). If mechanical energy is
lost as heat, then the energy is no longer proportional
to the extension (plastic behaviour). Something sim-
ilar takes place in a capacitor: the stored energy is
proportional to the charge, until the film starts to leak
and energy is converted into heat. Beyond a certain
extension a material will often start to oppose further
extension (`stress hardening'). The analogy here is
that charged centres oppose further injection of
charge because of the Coulomb repulsion.

The collapse or fracture of material follows the
application of a short-term high stress or a lower
stress applied over a longer period (fracture due to
creep or fatigue). A dielectric film with a high voltage
across it breaks down in a very short time. At a lower
voltage it takes longer for breakdown to occur. And
just as cracks and dislocations accelerate mechanical
wear, so dielectric wear is accelerated by the presence
of defects and charges.

Finally, there is also an analogy with the behaviour
of materials subject to rapidly changing stress. A solid
material that gives considerable extension when sub-
jected to a slowly varying stress may break without
any significant extension if the rate at which the stress
is applied exceeds a critical value. Below this value the
material is considered to be ductile, above it brittle.
The deformation after brittle fracture is relatively
great. Something similar is found in the electrical
behaviour of an oxide film. Above a certain injection
rate there is a marked decrease in Qbd (fig. 14a) and
the structure of the film is altered to such an extent
that the resistance also decreases markedly after the
breakdown (fig. 15).

Summary. Charge trapping by the oxide film in a MOS capacitor
and the current flowing through it are greatly affected by the inter-
action between injected electrons and trapped electrons. If an elec-
tric field is applied to the film it eventually breaks down. This can
happen very quickly if the field -strength is high, if a large amount
of charge has leaked through the film or if there are many defects.
An important factor in breakdown is the amount of charge trans-
ferred. The mechanism for wear and breakdown is reminiscent of
the erosion of a landscape by rivers, and there is an analogy with
the occurrence of mechanical wear followed by fracture.
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1937 THEN AND NOW 1987

High -voltage rectifiers

The term 'solid-state' probably first makes us think of integrated circuits
for low -voltage applications like digital memories or microprocessors. But
there are other fields in which solid-state devices have been responsible for
radical changes.

The figure E*1 at the right shows the single-phase rectifier DCG5/30 II of
1937, for a current of 6 A and a voltage of 6 kV. This 'rectifying valve' had an
incandescent cathode and a mercury -vapour filling. The overall length was
approximately 56 cm. A mica cone at the top trapped the rising hot air to
prevent condensation of mercury in the top bulb. The ignition voltage of this
`relay valve' could be controlled by varying the voltage on the metal ring just
below the upper sphere.

In 1987 high -voltage rectifiers look rather different. The figure below shows
a modern solid-state rectifier of the type OSS9115-4A, also suitable for a volt-
age of 6 kV and a current of 6 A (with oil cooling) or 3.5 A (with air cooling).
The rectifier consists of a series circuit of four specially mounted diodes
(`diode cells'), whose operation is based on the avalanche effect. A separate
diode cell and a separate diode are also shown in the photograph. Up to 36
diode cells can be connected in series, giving rectifiers that will work up to
54 kV. The diode cells are mounted on a non-flammable triangular plastic core.
The core is assembled as desired from modules about 4 cm long, which can

each contain up to three diode
cells. These basic units are
also convenient for use in
slightly different diode con-
figurations such as voltage
doublers or full -wave recti-
fiers.

(*1 From Philips Technical Review,
April 1937.
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An optical communication system with
wavelength -division multiplexing and

minimized insertion losses

II. Multiplexing and demultiplexing

A. J. A. Nicia, C. J. T. Potters and A. H. L. Tholen

MULTIPLEXING

Two kinds of multiplexer

The symbol used in part I of this article 113 for an
optical multiplexing unit shows many of the features
of the 'butt -joint' multiplexer (fig. la), henceforth la-
belled `CM', an abbreviation stemming from direct -
contact multiplexing. This is the simpler of the two
types of multiplexer that have been developed in the
course of this system study (23 .

The first, rather striking feature is the direct con-
tact, that is to say the absence of lenses in the coupling
between the pigtails (Pi, P2) at the input and the fibre
(F) for long-distance transmission at the output (all
fibres are of the multimode type, with square -law core;
see also fig. 3a in part I).

The second main feature to be observed is the spatial
separation between the incident signals. The direction-
al separation of the pigtails that this requires implies
that each input signal (A1, ii2) has its own optical axis,
with three fixed directional coordinates, at the point
where the signals combine. The output signal (A1 +A2)
also has a fixed optical axis at this point, which in fact
is a 'spatially averaged' continuation of the optical
axes of the incident rays. The 'fixed directions' of the
various optical axes are of course not fixed in an abso-
lute sense; they refer only to fixed orientations in rela-
tion to the multiplexer unit. The angle (2a) that repre-
sents the spatial separation has a value of a few de-
grees in practice. In this respect the longitudinal sec -

Dr Ir A. J. A. Nicia and C. J. T Potters are with Philips Research
Laboratories, Eindhoven; Ing. A. H. L. Tholen was formerly with
Philips Research Laboratories, Eindhoven.

tion shown in the figure (fig. lb) is therefore evidently
more realistic than the perspective drawing.

The block diagram in fig. 1 c gives a number of fac-
tors that can be used for systematically investigating
the extent to which a ray present in Pi or P2 is accept-
able for guidance by F. As illustrated, the ray will only
be accepted for guidance when it is captured within an
input aperture cone (NAc) of F. This will be dealt
with in more detail in the theoretical section.

The number of pigtails at the input of the multi-
plexer depicted, two, is of course the smallest num-
ber. Four -channel CMs have also been made and
tested; an example is shown in the title photograph of
part I.

In the pigtails at the input the characteristic diam-
eter for signal guidance (0 in fig. 3b, part I) is smaller
than in the fibre at the output, which is advantageous
for the transmission of the radiant energy. As will ap-
pear later, the difference is insufficient, however, for
placing the collective cross-section of the pigtail cores
completely on the cross-section of the core of the out-
put fibre (compare the situation in the cross-section
TP, fig. la, c). This is therefore the case even with a
CM with only two pigtails, which makes insertion
[1]

[2]

A. J. A. Nicia, An optical communication system with wave-
length -division multiplexing and minimized insertion losses,
I. System and coupling efficiency, Philips Tech. Rev. 42, 245-
261, 1986.
A. J. A. Nicia, Wavelength multiplexing and demultiplexing
systems for singlemode and multimode fibers, Proc. 7th
Eur. Conf. on Optical communication, Copenhagen 1981,
pp. 8.1-1- 8.1-7.
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Fig. 1. a) Perspective drawing of a butt -joint multiplexer with two input pigtails (P1, P2) A1, A2
input signals. a inclination angle, giving the slope of the longitudinal polished surface of the cores
of P1 and P2. LP longitudinal plane produced by polishing; P1 and P2 are bonded here with
optical cement. F output fibre. A1 + A2 output signal. TP contact plane, also core cross-section
(it ) of F. More than 80% of the total core cross-section (2it ) of P1 and P2 contributes to
the radiation transfer in F. z optical axis of the output signal. b) Longitudinal section of the
multiplexer. c1,2,3 crossover positions where individual rays pass through the flattened area (see
the section on ray tracing). c) Calculations for ray guidance in the multiplexer. NAc input
aperture cone of F. 0 inclination angle of (acceptable) ray, which meets TP at X.
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losses at the coupling interface unavoidable. Before
comparing some theoretical estimates and measure-
ments of these insertion losses, we shall first say some-
thing about the other type of multiplexer and about
the method of fabricating both types.

In the introduction of part I the second type of mul-
tiplexing unit, the prism multiplexer (or PM), was
briefly mentioned as an example. The version shown
in fig. 2a has two pigtails (Pt, P2) at the input. In this
case there is no direct contact with the fibre (F) at the
output; situated in between are two ancillary lenses
(IL, OL) and the prism (RP), known as a roof prism,
with an obtuse apex angle.

b

P1

IL

' \

l< > \rout
dui

rout

z Xi

rio= rout - ( t - rout tan 7 ) tan ( y)

Fig. 2. a) Perspective drawing of a prism multiplexer with two input
pigtails (Pt, P2). A1, A2 input signals. F output fibre. Al + A2
output signal. IL, OL ball lenses for collimation and decollimation.
RP roof prism. b) Reconstruction of the ray diagram for the signal
Al (blue line). z optical axis, also direction of output ray, and of the
normal to the base of RP. drain deviation angle. y refraction angle.
fly focal length of the lens IL. t height of RP. The chosen 'total'
symmetry leads to Oin = (bout = y = Omin. The grey triangle, whose
apex is the point X where the ray meets RP, forms half of the
rhombus shown (partly dashed). The equations stated and the
rhombus determine the coordinates of position for the ray paths
between the two ball lenses.
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The first lens collimates the beams coming from Pi
and P2, so that the rays incident on RP, via the base,
are all virtually parallel. (Without a collimating lens it
would be impossible to combine the different beams
into a single relatively narrow beam, which is the hall-
mark of a successful multiplexing operation.) After
passing through the prism all the rays of the two
beams take the direction of the optical axis (z).

The second lens (OL) then decollimates the com-
posite beam, so that all the rays 'fit' inside the core
and the input aperture of F, allowing their capture
and further propagation. The PM, although seeming
to be more complicated than the CM, offers more
freedom in design and dimensions, since the focal
lengths of the two lenses constitute a pair of extra
parameters. Depending on the space available, they
could be made larger or smaller, rather arbitrarily.

As illustrated in fig. 2b, the prism is used in a kind
of symmetrical situation (the base being as perpendi-
cular as possible to the z-axis) with minimum devia-
tion. This means that any remaining divergence in the
input rays will cause the least perturbation of the out-
put rays, which improves the coupling of the PM to
the long-distance fibre (F in fig. 2a).

A general rule for a prism is that the sum of the angle of refrac-
tion and the angle of deviation is equal to the sum of the angle of
incidence (before the first refraction) and the exit angle (after the
second refraction). This gives:

Y + Omin = min + mom (1)

In the case of minimum deviation the angles (/). and Omit are equal,
hence:

where

cos(I (5..) + cot(i y) sin(a Amin) = nRPs (2a)

min = Omn = + amin) (2b)

The quantity nRp is the refractive index of the glass of which the
roof prism is made. The value of the refractive index depends on
the wavelength of the radiation, of course; the dependence is rela-
tively weak, however, and will therefore not be taken into account
here.

As a result of the two refractions in the path of the rays (fig. 2b)
the directions of ray and normal are interchanged. This special
symmetry implies that, in addition to the minimization condition
(Oin = moat), eq. (1) has to meet the condition:

Y = amin (2c)

Because of the extra condition, eq. (2a) in this case becomes:

nRp = 2 cos(I (2d)

so that for a given refractive index the refraction angle is also fixed
for the required path of the rays in fig. 2b.

Of course it is also possible to use a larger number
of input channels with the PM than the minimum
number considered here. In that case, however, a
modified prism is needed; for example, if the number
is doubled to four channels, a roof prism with four
facets instead of two is required. Such a prism is
shaped like a shallow pyramid with a square base,
which should not be too difficult to make.

Fabrication

The butt -joint multiplexer

The photograph (fig. 3) shows a CM of the type
with four input channels, i.e. two more than the ver-
sion used to illustrate the principle in fig. 1. Each of
the four channels is provided with a connector. The
pigtails in these channels have a core of parabolic
material, with a radius of about 16µm.

To make the multiplexer an easily interchangeable
part of the system, the output channel also contains a
connector. The pigtail to this connector and the fibre
to be connected to it for long-distance transmission
have the same parabolic profile and the same core
radius (25 µm) as well [33.

The difference between the core radii is so consider-
able that in both cases, i.e. with four input pigtails
and two, about 52 and 81 per cent respectively of their

Fig. 3. One of the butt -joint multiplexers. The version shown here,
which is about 58 mm long, is suitable for four input channels. The
output channel is in the foreground on the right. All the signal
channels are terminated in a connector141.

[3] In part I of the article the symbol F refers solely to the fibre for
long-distance transmission. Here, however, F also refers to the
output pigtail; both have identical characteristics.
A. J. A. Nicia and C. J. T. Potters, Components for glass -
fibre circuits, Philips Tech. Rev. 40, 46-47, 1982;
see also A. J. A. Nicia, Lens coupling in fiber-optic devices:
efficiency limits, Appl. Opt. 20, 3136-3145, 1981.
`Dry' means that the optical medium in the coupling device
between the fibre end faces and the nearest lenses is not an im-
mersion liquid but simply air.
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collective cross-section nevertheless remains active,
i.e. can continue to contribute to the transfer of
radiation through the contact plane - referred to as
TP in the situation shown in fig. la. Fig. 4 shows just
how the four core cross -sections (1, 2, 3, 4) of the in-
put pigtails fill the contact plane (the butt joint),
which of course is also the end face of the output pig-
tail. They are just tangential at the periphery of the
core. Because of the two-sided (LP1, LP2) longitudi-

TP

LP2

LP

Fig. 4. Transverse section, in the contact plane TP of the butt -joint
multiplexer in fig. 3. The blue margin forms the boundary of the
core cross -sections of the four input channels (1, 2, 3, 4). TP is also
the end face of the output pigtail core. The input pigtails are each
polished with a slope towards the end on two sides (LP1, LP2) and
bonded together with optical cement. The grey hatching at one of
the cross -sections (2) indicates the part that no longer contributes to
radiation transfer through TP, because of the polishing on two
sides.

nal flattening of their cylindrical shape, the four input
pigtails can be positioned closely and centrally togeth-
er. The geometry of this longitudinal modification of
the shape of the pigtails, produced by polishing to an
angle of 1.5 - 2 degrees and optical finishing, is shown
in fig. 1 a, b, for the case with "two input pigtails.

A cross-sectional deficit of 48% may perhaps not seem small, but
the deterioration it causes in the transfer of radiation through the
multiplexer is considerably less than 48%. The parabolic profile of
the refractive index, which concentrates the radiant power closely
at the axis of the fibre, is the essential background to this relatively
smaller effect of the loss of cross-section. The core radius of over
161.tm used for the four input fibres is about the smallest possible
value. If pigtails with an even smaller core radius were to be used
- these could in principle be made - it would be necessary to accept
substantially higher radiation losses in coupling to available lasers.

The material can be polished with the least chance
of fracture by first bonding a few centimetres of the
fibre, starting at the butt end, to the inside of a glass
capillary. The embedded fibre is then polished ob-

liquely from a point on the outer circumference of the
capillary towards the butt end. The butt end itself is
finally polished slightly to ensure that it is accurately
at right angles to all longitudinal planes.

After being machined in this way, the ends of the
input fibres are carefully aligned under a microscope
and brought together with a micromanipulator. The
polished faces are all coated with a thin film of optical
cement to provide a number of firm and completely
transparent connections, so that the four butt ends, at
least in the region of the flat parts (LP1 and LP2, fig. 4)
form a reasonably homogeneous medium for the
propagation of radiation. The fourfold assembly is
finally bonded to the optically polished end face of the
output fibre, again with the thinnest possible film of
optical cement, of course. In this way the CM is given
a rugged and stable structure; the examples made
were no bigger than about 6 cm.

Loss measurements. The extent to which the method
of fabrication described can be expected to give satis-
factory and reproducible results can be evaluated
most reliably from measurements of the radiation loss
in a number of CMs made for test purposes. The test
radiation, from a halogen lamp in combination with
an interference filter, is almost monochromatic
(.1= 850 nm, line width AA <10 nm). With one photo -
diode for each input channel, successive measurements
are made of the radiant power (Oa) available at the
multiplexer output and of the radiant power (Cni))
available in each input channel (i = 1, 2, ..., see fig. 4).
The latter measurement is made just in front of the
multiplexer, so the input fibre has to be cut [51.

The insertion loss of an input channel (1) is ex-
pressed in decibels by means of a transmission -loss
coefficient:

Nat = 10 logic) (Cni)bligit), (3)

where the superscript N is the number of input chan-
nels. The measured value of Nat also depends on the
way in which the power is distributed among the vari-
ous modes in the relevant input channel. By suitably
injecting the test radiation, all modes can be made to
contain the same amount of power, producing a well-
defined situation, referred to as 'uniform launching'.
The configuration is also such that the launched radia-
tion completely 'fills' the input aperture of the test
sample. In this situation the measurements will give
rather conservative values for Na;.

For some ten samples of a two -channel multiplexer
it was found that 2a1 was between 0.6 and 0.8 dB, val-
ues representing coupling efficiencies of 87 and 83%,
respectively. Owing to non -uniform launching, the
distribution of power among the modes is in fact
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found to be concentrated at the optical axis of the
fibres. The coupling efficiency of the CM may there-
fore be a few per cent better in practice, and for each
input channel it can be put at about 90% (61. It ap-
pears from this that the fabrication method described
is indeed adequate, and gives a two -channel CM whose
characteristics are entirely satisfactory and are also re-
producible.

Table I. The spread in the transmission -loss coefficient 4ai (in deci-
bels), measured for each input channel i for four butt -joint multi-
plexers (A, B, C, D), all with four input channels (fig. 3). In total
eight input channels have a transmission loss between 1.5 and
2.0 dB (the grey area); four work better and four not so well (see the
sum column Et).

-ai
(dB) 1

input cnannei
2

1

3 4
24

1.2 C

41.3 D A

1.4 B

1.5 A

8

1.6 B,C C

1.7 D

1.8 D

1.9 A

2.0 C

2.1

4
2.2 D

2.3 A B

2.4 B

The reproducibility of the CM -type versions made
with four input channels (fig. 3) is less satisfactory.
The experimentally determined transmission -loss co-
efficients are listed in Table I. Doubling the number of
input channels makes it much more difficult to polish
and align the individual fibres sufficiently accurately,
and to make the extremely thin bonded joints. This
leads to a greater spread in the values (1.2 to 2.4 dB,
corresponding to coupling efficiencies of 76 and
57.5% respectively, again to be taken for each input
channel). The coupling efficiency of these multi-
plexers, too will turn out to be more favourable in
practice.

The prism multiplexer

The structure of a two -channel PM is shown in fig. 5.
The number of channels is the same as in the illustra-
tion of the principle (fig. 2a), but it could be increased
to four. Most test specimens made thus far, however,
are two -channel structures, with an extra 'dummy'

pigtail, for input -channel alignment. The radii of the
fibre cores are 16µm and 25µm, as for the CM, and
the material is again parabolic.

Our design for this version of the PM (71 is derived
from the fibre connector described earlier, a 'dry'
coupling device with two ball lenses and bayonet
catches, which is relatively easy to make 141. To create
space for the roof prism (RP, fig. 5) the two ball
lenses (IL and OL), with diameters of 5 and 7 mm, are
situated somewhat further apart. This is no problem
because the rays between two lenses of such a coup-
ling device are virtually parallel.

The relatively large transverse dimension of the
beams between the lenses has the advantage that un-
avoidable imperfections, such as marks on the lens
surfaces (due to the penetration of dust, for example)
or radial adjustment errors (in the positioning of one
lens relative to the other) will cause fewer radiation
losses. The alignment of the optical axes of the two
lenses is therefore less sensitive to lateral displace-
ments than to directional deviations. Since the lenses
themselves are spherical, there are no problems of
angular orientation, and hence fewer awkward adjust-
ments.

This design clearly offers a great deal in the way of
simplified fabrication and assembly. There are of
course considerable benefits in designing a PM in such
a manner that only few parts require the ultimate in
mechanical finish (errors of form less than 1 to 2µm).
In the design shown in fig. 5 only one part, the fibre
carrier rod vr, requires an ultrafine finish. This part is
a tiny brass rod with a groove milled in it. The fibres
of the input channels are grouped symmetrically and
very accurately around the central dummy fibre in this
groove, with the three optical axes all in one plane.
The optical axis of the dummy fibre is by definition
the reference line for aligning the other optical axes in
the signal region inside the multiplexer.

The number of positioning and aligning operations
that have to be carried out with the highest accuracy
on assembly should also be kept to the minimum, of
course, so as to cut down on expensive production
time. This must not be done at the expense of the
coupling efficiency, however. It must be borne in

[61

[61

[71

C. J. G. Verwer et al., Precision fracture of optical glass fibres,
Philips Tech. Rev. 39, 245, 1980. Subsequent splicing intro-
duces no more than about 0.06dB of additional loss;
see A. J. J. Franken, G. D. Khoe, J. Renkens and C. J. G.
Verwer, Experimental semi -automatic machine for hot splicing
glass fibres for optical communication, Philips Tech. Rev.38,
158-159, 1978/79.
The insertion losses depend to some extent on the inclination
angle of the longitudinal polished plane sloping towards the
ends of the input fibres. The chosen value, 1.5 to 2°, gives a
minimum. See D. Opielka and D. Rittich, Low -loss optical Y -
branch, Electron. Lett. 15, 757-759, 1979.
A. J. A. Nicia, U.S. patent No. 4 472 797.
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mind that a PM will in any case have higher losses
than a CM, which has fewer interface zones and fewer
alignment problems.

For fabricating the ball lenses two approaches were
successfully adopted. First, a number of ball lenses
were made within our company from good optical

aa(3x)

glass (LASF9, from Schott, with refractive -index val-
ues above 1.80) by spherical polishing followed by op-
tical finishing and antireflection coating. Second, cer-
tain commercially available sapphire beads, with a re-
fractive index greater than 1.7, also proved highly
suitable. They also have to be coated, or unwanted re -

III I

cn

aa(39i

cc(3x)

110

11

A\
\ >

ps

yr

IL

bp

RP

OL

c t

III II I

Fig. 5. Simplified diagram of the construction of a prism multiplexer with two input pigtails (P1,
P2; see also fig. 2a). F output fibre. The three groups of symbols refer to the signal path (I), the
housing (II) and the localization mechanisms and components (III).
I: ps plastic sleeve around P1 and P2. vr fibre carrier rod with V -groove, which acts as a critical
reference in the alignment of the optical axes of the fibre cores. IL ball lens. bp base plate fixed to
the roof prism (RP). OL ball lens. Ct capillary tube, acting as a sleeve for F.
II: hif input fibre holder. At, metal housing for IL and RP. H1 metal housing for OL. hof output
fibre holder.
III: cn clamping nut, which clamps the plastic sleeve ps via the pressure spring (green). ar press-
ure -adjusting ring, which fixes the axial location of hif without significant play, by means of
counter -pressure from a cupped spring (green). aa, cc three adjusting screws. pe locating edge,
which establishes the alignment. bl bayonet catches.
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Fig. 6. This prototype prism multiplexer, whose design corresponds
to the design shown in fig. 5 (though with a slightly different
housing), has three input pigtails. Two of them are signal channels,
and a third one (in the centre) is a dummy, used only for optical
alignment. In the foreground the roof prism can be seen; after one
of the bayonet catches has been opened the prism can be mounted
in the central element (the black box). The pressure -adjusting ring
and the clamping nut (ar and cn, fig. 5) can both be seen close to the
bayonet coupling on the output side.

flections would introduce an extra insertion loss of at
least a few tenths of a decibel.

The photograph (fig. 6) shows a PM fabricated
here, a two -channel prototype with the dummy fibre
mentioned earlier. This version, with the 'black box'
for the prism as the central element, is a rather more
`modular' version of the design in fig. 5. The black
box contains the mechanisms for the precise adjust-
ment and correct positioning of the prism, which are
functionally identical with those shown in fig. 5. The
black box has a 'half -bayonet' coupling on opposite
sides, each containing a ball lens. The structure of
such a half -coupling is almost identical with the part
of the arrangement in fig. 5 containing the larger ball
lens (the lower part). The large knurled nut ( 0 2 cm)
in the photograph is in fact the adjusting ring ar in
fig. 5, and the small one corresponds to cn, the clam-
ping nut for relieving tensile stresses (which could all
too easily cause fracture of the fibres).

The largest dimension of this PM is about 6 cm,
which is therefore little different from the CM de-
scribed before. The focal lengths of the ball lenses are
only a few millimetres. The focal planes themselves,
at least the upper and the lower ones (see fig. 2a),
ought of course to coincide with the fibre end faces,
because of the need for the rays to be parallel in the
region between the two ball lenses. In practice it turns
out to be better to position the fibre end faces slightly
outside the focal plane, a few microns away from the
lens surface. The explanation for this 'erroneous' po-
sitioning - which fortunately has very little effect on

the coupling efficiency - lies in the procedure used for
aligning the various optical axes inside the PM [8].
Mounting and aligning such a multiplexer, consisting
of two or three modules, is best done on a special
optical bench.

The loss measurements. In the same way as described
for the CM, the radiation loss in a number of test
samples of the PM was measured under uniform laun-
ching conditions. Versions with two input channels
(plus dummy fibre) were investigated and also one
with four input channels (with no dummy fibre). The

Table II. The transmission loss and its four causes (r , o, sa, m) in
a two -channel prism multiplexer. The coefficients giving the magni-
tude of the transmission (insertion) loss are Sai for partial losses
and 2a, for the total loss (both in decibels and taken per input chan-
nel). The third column shows how the value of the coefficient is
found. The loss contribution due to overlap of the input signals at
the roofline of the prism (RP in fig. 2a) is estimated by a computing
method (ca) based on the 'cross-sectional deficit' (see the section
'Theoretical approaches'). Overlap and spherical aberrations are
almost unavoidable loss factors (the grey area). It appears that
antireflection coating can reduce the reflection losses to less than
0.2dB, and it seems that the losses due to mechanical tolerances are
still well above the fundamental limit by far. The ray -tracing
method mentioned in note [b] is essentially derived from the accept-
ance test in fig. lc. r reflection. o overlap. sa spherical aberrations.
m mechanical tolerances. me measurement. ca calculation.
I summation.

tratqCatrse-e4-?missionlos
agnitude/input channel

(dB)
Method of

determination

reflection
overlap
spherical

aberrations
mechanical

tolerances

Coefficient oai

0.35(C1

0.2
0.3

0.6

me
catbl
melb1

bai
E,2,s1,11

Coefficient 2a1

1.45161
r

(al best value
Ibl ray tracing gives >2 Jai = 0.7 dB

(c1 uncoated roof prism
2,2

me

best result, obtained from one of the two -channel ver-
sions, was a transmission -loss coefficient of 1.45 dB,
which corresponds to a coupling efficiency of nearly
72%. In the total transmission loss four contributions
can be distinguished (Table II). The reflection losses
(0.35 dB) are due to the absence of an antireflection
coating on the prism under test. The estimated 0.2 dB

(81 See also A. J. A. Nicia, Practical low -loss lens connector for
optical fibres, Electron. Lett. 14, 511-512, 1978.
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is a loss connected with the fact that the two incident
beams, entering via the base of the prism, overlap
slightly in the centre after the first refraction (compare
fig. 2). The fraction of the radiation arriving at the
wrong side of the roofline of the prism will be lost.
The partial loss of 0.3 dB is due to spherical aberra-
tion in the two ball lenses. This can be measured, via
the central dummy fibre, just before the prism is
mounted. The fourth contribution to the total trans-
mission loss arises from a number of small inaccur-
acies in the various mechanical parts of the PM. With
our method of fabrication and assembly that loss
should therefore not amount to more than about
0.6 dB.

A final point to be noted about the favourable effect
of ball lenses on the coupling efficiency is that the high
values of the refractive index, close to 2, help to mini-
mize the spherical aberration (for a given lens strength
the lens curvature may be kept correspondingly small).
Since spherical aberration is the main lens imperfec-
tion 191, considerable importance is attached to
making it smaller.

Theoretical approaches

From the description above it is clear that both types
of multiplexers work without requiring an extra com-
ponent with a strong wavelength -selective effect. De -
multiplexers, on the other hand, which are the next
main topic of this system study, cannot do without
such a component, a good example of which is an in-
terference filter 1101.

Efficiency and radiant power

The use of fibres for the input channels with an un-
dersized core radius (compared with the output fibre)
is an approach that makes it possible, in the multi-
plexers at least, to omit an additional wavelength -
selective component without incurring losses. Even
with uniform launching conditions, the most critical
situation, the input loss per channel can then be kept
within acceptable bounds. In the case of fibre cores
with a parabolic refractive -index profile this can be
seen from a well-known expression for the radiant
power guided by such a fibre 1°1:

= in2 L (axNA)2 , (4)

where a and NA are the radius and the (maximum)
numerical aperture of the fibre core, and L is the radi-
ance, assumed to be constant across the fibre core
(radiance expressed in watts per square metre and per
steradian is a kind of surface brightness). In the case
of a multiplexer with N input channels, which ideally
all have the same efficiency for energy transfer to the

output channel, the partial radiant powers available
at the output of the multiplexer are given by:

Lout
0:tit?t = in2 -N (aout x NA out)2

where i is the number 1, 2, ... of the input channel.
The radiant power in the corresponding input channel
is similarly equal to:

(5a)

='x2 Liu (air, x NA02 (5b)

The theoretical efficiency Nni, expressed in decibels, of
the input channel can be calculated from:

N = 10 login ). (6a)

The quantity N,1 corresponds to the transmission -loss
coefficient introduced earlier (Nai, eq. 3), except for
the sign. Assuming that a multiplexer is a passive
element and, again ideally, involves no extra rad-
iation loss due, for example, to reflection or absorp-
tion and scatter, the radiance will be maintained
constant during the transfer of the radiant power
(i.e. Lin = Lout) [11]

Using this we can derive from eq. (6a) the expres-
sion:

(aout X NA out
= -10 lOgio N + 20 iogio . (6b)

ain x NA in

It is easily seen from this expression for the theoretical
coupling efficiency how unsatisfactory the choice of
equal radii would be (aout = atu, and hence NA out =
= NAB). In the case of a multiplexer with four input
channels (N = 4), for example, the coupling effi-
ciency, taken for each channel, would be only about
-6 dB, which is certainly not acceptable.

It can also be seen from eq. (6b) how the coupling
efficiency can be made equal to 0 dB by a better choice
of aout/ain. It is therefore necessary to ensure that:

aout NAin

ain
= a

NA out
(7a)

In commonly used fibres there is little variation in the
(maximum) numerical aperture, so that the condition
formulated in eq. (7a) implies the approximate equali-
ty of the total core cross -sections in accordance with:

aaf-2N,, out (7b)

The choices mentioned earlier for ain and aout satisfy
eq. (7b) reasonably well, at least when N is equal to
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two. They also, of course, match the 'trumpet geom-
etry' used in the system, as could be seen in fig. 3b of
part I.

Efficiency and the cross-sectional deficit (CM)

Eq. (6b) for the coupling efficiency gives a result
that must differ from the reality for the CM, because
of the assumption that the output -fibre core is com-
pletely 'filled' with radiation.

Looking again at fig. 4, we can estimate the radia-
tion loss by determining which part of the total circu-
lar cross-section of an input channel, calculated in the
contact plane (TP), is no longer available for energy
transfer. (This part is shown grey for channel 2.) This
means that a certain fraction of the total radiant
power is lost in this channel. Calculation of that frac-
tion gives the required estimate of the radiation loss.
It is no more than a rough estimate, because the rela-
tive loss of cross-section is taken as the starting point.
This represents the simplest 'geometrical translation'
of the effect of the bevelling of the end of a fibre core
on the transfer of radiation through it.

The loss fraction is relatively easy to calculate by
using a well-known expression for the radiant exit-
ance (Me), the guided power per unit area in the
transverse section of a parabolic fibre core [121:

Me(r) = Me,co { 1 - , (8)

where r is the radial coordinate inside the fibre core;
the optical axis of the core is characterized by equa-
ting r to zero. It can be seen that M. has cylindrical
symmetry and that Me does not remain constant as a
function of the radius r but decreases continuously
from the maximum value Me,co (at r= 0). At the edge
of the core, where of course the guidance of radiation
ceases, Me will in fact exactly vanish.

The derivation of eq. (8) is based on the fact that L, the radiance,
is constant over the cross-section of the fibre core (because of the
postulated uniformity of the original injection of radiation into the
input channel). Applying the general definition of radiance to opti-
cal fibre cores we find:

Me (r) = 'rt x NA2 (r)) L, (9)

where NA (r) is a completely radiation -filled local numerical aper-
ture. (The product it x NA2(r) gives the corresponding solid angle
in steradians.) For NA (r) it can be shown that (121:

N A (r) = 1 n2 (r) - n2 (a in) )1 / 2 (10)

where n(ah,) is the refractive index of the cladding, material.

Eq. (10) may be seen as a generalization of the analogous expres-
sion for NA., the maximum value that the local numerical aper-
ture can have (and which, having been introduced in part I as NA,
the maximum numerical aperture, has already been used here in
eqs (4)-(7)).

The material of the fibre core is parabolic, which means that (see
eq. 3 in part I):

n(r) = n.(1 - g2r2)1/2, (11)

where n. is the value of the refractive index on the optical axis and
g is a fibre constant. Substitution (twice) of eq. (11) in eq. (10) gives:

NA(r) = g ainil - (12)

Bearing in mind that NA. must be equal to ncogain, we readily
arrive at eq. (8) from eq. (9) and eq. (12).

The calculation of the loss fraction is further il-
lustrated here with the example of four input chan-
nels. This requires summation of the radiant exitance
(eq. 8) both over the full cross-section, a circle of diam-
eter 2ain, of one of the input channels, (e.g. No. 2, see
fig. 7) and over the part of this cross-section to be pol-
ished away. In fig. 7 this part is bounded by two
dashed straight lines (L.Pi , LP2) and the grey arc. The
point H is the centre of the grey arc and thus lies
exactly on its symmetry axis (the line C2M0). It can be
seen that the 'marginal' centre -point (Mo, relating to
the situation just before the occurrence of insertion
loss) of the output channel and the centre -point (C2)
of the input channel used here establish an interval in
the plane TP over which the centre -point (M) of the
output channel can be varied by the designer of the
multiplexer. The amount of material removed by pol-
ishing determines just where the point M will come;
corresponding to this choice as a kind of independent
variable is the product all x IR4 (= cos (grim). The
radius ain is taken as fixed, the radius aout is variable,
however. The tangent point T remains where it is, of
course.

Summation of the radiant exitance is in all cases
simplest when eq. (8) is integrated over the radial
coordinate (r) and over the azimuthal coordinate (w).

[0]

[10]

[11]

[12]

A. J. A. Nicia, Micro -optical devices for fiber communication,
thesis, Eindhoven 1983.
See for example: Iridescence in technology and nature, Philips
Tech. Rev. 41, 149, 1983/84.
This equality is sometimes called the radiance law. A more ac-
curate formulation states that L/n2 (and hence not L itself; n is
the local refractive index) in a passive and lossless optical ele-
ment remains constant along every possible ray path in the ele-
ment. See also G. Cancellieri and U. Ravaioli, Measurements
of optical fibres and devices: theory and experiments, Artech
House, Dedham, Mass., 1984.
D. Gloge and E. A. J. Marcatili, Multimode theory of graded -
core fibers, Bell Syst. Tech. J. 52, 1563-1578, 1973.
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TP

Fig. 7. Configuration details for the location of an input channel
(No. 2, fig. 4) on the contact plane TP, i.e. the end face of the
output channel (core radius aout), for a butt -joint multiplexer with
four input channels (core radius ain). The part polished away
(framed in grey) from the core cross-section of 2, as seen in the
plane TP, is bounded by /Pi, LP2 and the arc with the centre -point
H. The part with the blue edge determines the total radiant power
available from 2 for transmission and hence for the multiplex
operation. The significance of the other symbols is explained in the
text.

The result of the integrations is given in fig. 8 as a plot
of the coupling efficiency, the desired quantity.

The total radiant power in the selected input channel is:
2n ain

'Pin = f f Ale(r)drclw = inafnMe,co
W=0 r=0

There are also two expressions for the insertion loss (z1 Oin), cor-
responding to the choice of the centre -point M either in the interval
C2H, or in the interval HM0. The equations for 411 are:

too4n,(0 = 0.75 -
y/. sin(2w.)

3n x

x [1 + [2 - cos(2y/.)] (1 + cot ignind ], (14a)

for 0 << cosy. < i I which corresponds to the interval C2H,
and

sin(2 yin.)
14, 4 r/i = - 2L

mex
6n

[4 cos(2y/man)]] , (14b)

for a a< cosy/. <1, which corresponds to the interval HMo.

An independent variable that can also be used in the efficiency
calculations is the ratio aondain, given by:

aout z R4
v + (15)

ain an,

,f,

The values of ain and aout used in practice thus
provide a calculated coupling efficiency of over
61.5%. This calculated result, although well within
the total spread of 57.5 to 76% (mentioned in the sec-
tion on the fabrication of the CMs) as established
from the coupling efficiencies measured for the proto-
types, is on the conservative side. Such four -channel
CMs will in general have a somewhat smaller insertion
loss than may be predicted from fig. 8 (see Table I).
Also plotted in fig. 8 is the quantity 4ai, the purely geo-
metric effect of removing material by polishing, ex-
pressed in the active cross-section remaining for radi-
ation transfer (the dashed curve Cer), again as a func-
tion of ai-,1 x IR4 calculated as a percentage of the
complete cross-section. The fact that 4 Ph is well above
4ai is related to the parabolic profile of the refractive
index, a choice which therefore helps to give a good
coupling efficiency.

Matching of the local numerical aperture. When radia-
tion is transferred through the contact plane, each ray
should of course emerge from the input channel at an
inclination angle 0 small enough to enable it to re-
main within the local numerical aperture of the out-
put channel (in other words within the cone NA c, as
depicted in fig. 1c). It should be noted here that the as-
sumption made earlier that L remains constant during
radiation transfer already implies such matching of
local numerical apertures.

The trumpet geometry discussed in part I also helps
in meeting this constraint on the inclination angle 0 in
the plane TP, certainly if the dimensioning of the
fibres satisfies the relation:

(13) ( NA in, co

Rout

)2

NAout , co

This inequality relation stems from the requirement
that for each point of the cross-section of the input
channel (i.e. each point inside the blue boundaries in
fig. 7) the local numerical aperture of the channel
should be smaller than - or at worst equal to - the
corresponding local numerical aperture of the output
channel. This local numerical aperture has circular
symmetry, of course, and its relation to the radius r,
the distance from the point considered in the contact
plane to the centre -point M, is given by:

NA gut(r) r2

NALt,c0 agar

(16a)

= 1. (16b)
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Fig. 8. The coupling efficiency 417, calculated for each channel i for a butt -joint multiplexer with
four input pigtails. The degree of polishing (on two sides) of the fibre core material is considered
to be variable, so that the dimensionless quantity ikilain can be treated as an independent
variable (see fig. 7 for the associated contact -plane configuration). The core radius aui remains
constant, while R4 and atm. vary. These variations also obey the linear relation shown between
i1241 au, and aoutiaiu. In the limiting case where polishing of the input channels is only just super-
fluous (zR41 = 1, M coinciding with Mo), the value of 4 ryi is at its maximum (100%). With the
maximum polishing (2R41 ain = 0, M coinciding with C2)411 drops to its lowest value (25%). Pr
practical case calculated with au, = 16.5 gm and aout = 25 gm. If Mo is the initial situation, then
in the situation H polishing reaches the point where the sides LPi and LP2 'really' intersect for
the first time. Cuff curve for the calculated coupling efficiency (4(70 assuming constant radiant
exitance (see eq. (8) in the text); with this assumption only the loss in effective cross-section of the
input fibres is taken into account. i = 1, 2, 3, 4.

This expression for NA out(r), which can easily be de-
rived from eq. (12), is a well-known equation for an
ellipse. The semi -axes of the ellipse are NAout,c0 and
aout (fig. 9). The local numerical aperture for the in-
put channel follows from a similar equation, not given
here. Fig. 9 gives a plot of the pairs of values of the
calculated local numerical apertures for all the points
of the path MC2T in the contact plane TP (see fig. 7).
It can be seen that to the right of the point of intersec-
tion of the two branches of the ellipses the local nu-
merical apertures of the input channel, NAin(r), are
too large (the grey segment between `suff' and the top
point T). This is due to a minor violation of eq. (16a).
(The inequality relation is simply a reformulation of
the requirement that at the common top point T the
ellipse for the input channel should have greater cur-
vature than the ellipse for the output channel (fig. 9).)

Efficiency and ray tracing (CM)

We now return to the acceptance test for the CM,
shown earlier as a block diagram in fig. 1 c. This test is
based on ray tracing, and also helps to give a better
understanding of the behaviour of the coupling
efficiency. This approach gives a good approximation
to the physical reality of radiation transfer through
the contact plane (TP) and permits comparison with
the results of the method of calculation based on the
cross-sectional deficit in TP.

A computer program for the test has been written.
It follows the general pattern of fig. 1 c and also in-
cludes a number of refinements discussed else-
where 193. Some efficiency curves found with the pro-
gram are shown in fig. 10, relating to CMs with two
input channels. Two values (1.5 and 0.1°) have been
chosen for the inclination angle (a) that determines
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Fig. 9. Calculated behaviour of NAin(r) and NA..i(r), the two local numerical apertures in the
contact plane (TP, see fig. 7) in a butt -joint multiplexer with four input pigtails. The two curves
(branches of an ellipse) relate to the practical case, whose four characteristic quantities are quoted
in the grey block. The variable plotted horizontally is the distance r between the contact point in
TP and the centre -point M. In the grey segment, to the right of `suff' the solid angle of the input
channel is too large, which prevents a (fairly small) fraction of the radiation from being trans-
mitted MI NAh,,co, NAout,c0 maximum numerical apertures of the input and output channels,
respectively. 'nee refers to C2, the point where NAin(r) reaches its maximum (which is smaller
than Nilc,i(r) at the same position). The significance of all the other symbols is as in fig. 7.

the slope at which material was polished away to-
wards the end face of each input fibre. The values
available in practice for the core radii, ain= 16.5µm
and aout = 25µm, form the basis of all the calculated
points. In the contact plane, therefore, only the dis-
tance IR2 was varied (from 1.5 to 10.5µm). When IR2
is equal to 8.5µm, we have the preferred coupling geom-
etry (Pr), with maximum 'fill' of the contact plane. In
the case of the two points with IR2 greater than
8.5µm, the input channels have a certain 'overhang'
(indicated in red), which implies additional insertion
losses.

The variation of R2 (in a path indicated by the col-
ours green and red) simulates the polishing away of
core material, always in the direction towards the end
face of the fibre (Pi), where only the polished length
(lgr) is varied, in accordance with the linear equation:

a X iv R2

ain 2ain

which is also plotted in fig. 10.

(17)

Measurements versus calculations. In the case of the
preferred coupling geometry (Pr) the calculated coup-
ling efficiencies are 89.5% and 87.8%, as can be seen
from the figure. Measurements on prototype CMs
with two input channels gave values between 87 and
83%, as discussed in the section on fabrication. For
use in the system a measurement will indicate a slight-

ly better value; a value of about 90% would be ex-
pected. The calculated results are thus reasonably
comparable with this better value. It may be con-
cluded from this that the test calculations in fig. lc of
the acceptance of radiation in PI or P2 for further
guidance (through the output channel of the CM) are
in every way satisfactory.

The third curve (SF) in fig. 10 was calculated from:

1
1

1-tki
2
qi = I Wmax

It

+ sin(2igma,,)(4 - cos(2wmax)], (18)

an equation derived by taking the cross-sectional
deficit in TP into account, and analogous to eq. (14).
This method of calculation is a relatively rough ap-
proximation - although the agreement for the case
Pr is surprisingly good - which was considered ear-
lier for the case of four -channel CMs (fig. 8); the
equation then used (14b) contains a correction term
that is twice as large:

1 - 4 = 2 x (1 1 2 (19)
100 100 710-

Simulating the oblique polishing. When the value of
the quantity IR2, in the geometry Pr, is gradually re-
duced (this corresponds to polishing away more materi-
al) the behaviour of the calculated points, in the 'green
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Fig. 10. Efficiency calculations for a butt -joint multiplexer with two
input pigtails (P1, P2). The coupling efficiency 2ryi per input channel
i ( = 1,2) is found with a computer program for ray tracing that
corresponds in general terms to fig. lc. The longitudinal section
shows the fibre cores (with blue edges) in the region of the contact
plane ( TP). a inclination angle at which core material is polished
away from P1 (and P2). iv polished length. ain, a,,ut core radii,
assumed to be constant. Pr preferred coupling geometry with
characteristic data (grey rectangle); the cores of P1 and P2 touch
the periphery of the core of the output fibre channel, as shown by
the cross-section. Along the horizontal axis 1R2 varies, which simu-
lates the polishing. The curve in the lower diagram illustrates the
linear relation between 1e and R2 which then change as well. V the
region, shown green, where the end faces of the cores of P1 and P2
are completely inside TP. H.x the region, shown red, where P1 and
P2 have some 'overhang', with extra insertion loss. SF calculated
coupling efficiency based on cross-sectional deficit (determined by a
method corresponding to the method in fig. 8).

zone' V, is found to be subject to two opposing influ-
ences. On the one hand the insertion loss decreases, be-
cause of better matching of the local numerical aper-
tures; on the other hand the insertion loss increases,
since more rays intersect the longitudinal interface (LP
in fig. la) and are lost. (As R2 decreases, the polished
length /gx increases.) It can be seen from the curves in
fig. 10 that when the decrease in R2 is small the positive
effect predominates, but the increase in the insertion
loss soon gains the upper hand. The reversal can be

understood from the changing relation between the
fixed (spatial) period of the envelope of the radiation
and the polished length. If this spatial period is still
relatively large (and the perturbing interface is thus
relatively small in length) then the positive effect is of
greater importance.

The efficiency curve with the smallest inclination
angle (a = 0.1°) gives the fastest reversal, because the
polished -length values are larger by a factor of 15

1.5/0.1). In this case the difference between the
efficiency predicted with SF(88.2%) and the efficiency
for the coupling geometry (87.8%) is only 0.4%. (In
the limiting case, a--0-0, SF gives the exact result.) For
a CM with such a small difference between the input
and the output signal directions there is therefore very
little difference between the results of ray tracing and
calculations based on the cross-sectional deficit. The
experimental value will also be much the same, al-
though it would be not quite as good as the value for
a = 1.5° [6].

The combined coupling efficiency (radiation source +
+ coupling + CM)

We have now reached a point where we can calcu-
late a combined coupling efficiency for the entire
transmitter section of the system (the first main sec-
tion shown in fig. 3a in part I of this article). The com-
ponents here are a diode laser, a ball lens (the coup-
ling element), a pigtail and a butt -joint multiplexer.
The pigtail should be regarded as part of the CM, as
in this part of the article.

The calculation consists in multiplying the curves
for the best -case 'total' coupling efficiency (h, see
fig. 10 in part I) by the coupling efficiency (2ni) for an
input channel of a CM. The path from the end face of
the diode laser to the front face of the pigtail gives the
coupling efficiency pi (see fig. 6, part I). In this part of
the article we have mentioned several times a coupling
efficiency of 2rii. The values of 24i used for the multi-
plication follow from an equation based on the cross-
sectional deficit in a two -channel CM, given by
eq. (18).

The result of the multiplication, the combined
coupling efficiency 2n1,c+cm, is plotted in fig. 11 as a
function of the product ain ><NAin,co, which is treated
as an independent variable here. The input pigtails
(Pi, see part I, fig. 3a) to which this variable relates
were previously characterized as a 'boundary condi-
tion' for the system, to be chosen more or less at will
by the designer.

The multimode character of the radiation transfer
can again be seen from the curves found for the corn -

1131 A. J. A. Nicia, Appl. Opt. 22, 1801, 1983.
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bined efficiency. The two curves, which are stepped,
apply to a strongly astigmatic type of laser.

The figure shows that reducing the astigmatism of
the laser can considerably improve the coupling
efficiency. As indicated, when currently available
fibres are used (Pr) the coefficient for the overall
transmission loss (2m) will decrease from 2.28 dB to
1.26 dB if the astigmatism can be reduced from 30µm

100%
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to 15 gm. The dashed curve for 2/i - which repre-
sents the maximum attainable value for the combined
coupling efficiency (at rl = 100%) - then gives a
value locally about 0.35 dB better, implying only a
slight difference in transmission loss.

The curve for 2rii in the formulation just given
(eq. 18) does not have the radius -aperture product of
fig. 11 as independent variable but cos vim, The angle
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Fig. 11. Combined coupling efficiency 271,c+cm, calculated per channel, for the entire transmitter
section (1 diode laser with strong astigmatism, c ball lens, CM two -channel butt -joint multiplexer
including the appropriate input pigtails) for an optical communication system. The first 'free'
condition is plotted along the horizontal axis. This is the product air, x NA ;,co, where am is the
core radius of the pigtail Pi selected (i= 1,2; see part I, fig. 3a) and NAi,,,cc, is its maximum
numerical aperture. The efficiency is plotted twice, with the astigmatism of the diode laser as
parameter (zl = 15 gm and zl = 30gm). The dashed curve (2gi) represents the calculated coupling
efficiency 2711,c+cm for Pi = 100% relates to the path between the end face of the diode laser and
the front face of the pigtail; see part I, figures 6 and 10). ear transmission -loss coefficient for input
channel i, in decibels. MTF ancillary curve for radiation transfer satisfying eq. 16a (for maximum
'throughput', the case of equality; see text) and depicting the relation which then exists between
ain/aout and am x NAin,.. The product of radius and aperture at the output side of the
multiplexer, ac,ut x NAout,co, is the second 'free' boundary condition; it acts as a parameter of
MTF and sets the limits of the maximum longest possible path along the aft, x NAin,co-axis. The
limits indicated apply to the practical case (Pr), where aow = 25 gm, N.Aout,co = 0.26 and am =
= 16.5 nm, NAin,c0 = 0.24. The dashed curves relate to a slightly different choice of the product
aout x NAout,co (30µm x 0.26); their behaviour suggests a further increase of efficiency.
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kunta,, defined in the contact plane TP determines the
size of the polished -away part of the core cross-
section of an input pigtail, calculated in that plane.
The problem is now to link cos v.. and ain x NAin,co

In principle another, more or less open, 'boundary
condition' is available to the designer: the radius -
aperture product at the output end of the CM,
aout x NA out,o0. The choice of this product can
make the desired link. In fig. 11 this choice of
aout x NA out,o0 is evaluated for the case Pr; the
result is the ancillary curve for maximum radiation
transfer (MTF), which describes the relation
between aout x ain and ain x NAin,co. Mathematically
this relation is given by:

2/3

aoutx ain =
ainx in,co-1

, (20)
aout X

(20)NA

an expression which is equivalent to the sufficient
condition (16a) for unperturbed radiation transfer,
provided the marginal case - equality - is used
for the inequality. Eq. (20) clearly demonstrates how
the choice of the two products radius x aperture
establishes the ratio aout x ain. The desired connection
with the angle win. is finally found by considering
that the variations which the designer can in principle
adopt will always involve the relation:

aout = ain (1 + cos Wmax), (21)

where 0.5 << ao-ult x ain << 1. Fig. 11 also shows how
the second 'boundary condition' (aout x NA out,co)
also determines the limits on the ain x NAin,co-axis
within which there can be said to be a combined
efficiency. Variation of this second boundary condi-
tion (from 6.5 to 7.8µm, the dashed case) shows that
some gain in efficiency can indeed be found here. In
this case the gain is only obtained because the curve
for 211i has a better shape.

Optics and efficiency in the prism multiplexer

The path of the rays in a PM with a roof prism suit-
able for two input channels was discussed in the sec-
tion dealing with the two types of multiplexer at the
beginning of this article. Between the ball lenses (IL
and OL, fig. 5) the two beams may be regarded as
radiation transmitted inside the guiding cores of two
hypothetical pigtails. Immediately behind the prism
the emergent radiation forms a spatial pattern which
in many respects is not really very different from the
distribution of the radiant power over the cross-sec-
tion TP, the contact plane in the CMs. The efficiency
considerations and equations already given for CMs
will therefore describe the effects in PMs with two or

four input channels reasonably well, provided a few
modifications are made. An example of these modifi-
cations is the replacement of the quantities ain and
aout in the equations by fn. x NAIL and fol., x NA oL.

It will be clear that the refraction angle (y, fig. 2b)
of the prism in the PM is relatively small, say 6.5° in
practice. To satisfy eq. (2d) the glass used will have to
be such that nRp is approximately equal to 2. The path
of rays already constructed in fig. 2b and the equa-
tions mentioned there make it possible first of all to
calculate the angle of incidence Otn, given the distance
(2e) between the axes of the input channels and the fo-
cal length (AL) of the ball lens IL. The distance rout
mentioned in fig. 2b corresponds in the CMs to the
distance P22, as shown for example in fig. 10.

From the choice of rout, with which aout in the CMs
is connected, rtn can be calculated, again from an
equation mentioned in fig. 2b. The equation for s in
fig. 2b finally gives the value, determined by rin and
(bin, that enables the position of the prism to be
defined as well.

DEMULTIPLEXING

Classification

As mentioned incidentally in the theoretical treat-
ment, the demultiplexing component, which is part of
the receiver section of the system (see fig. 3a, part I),
has to be able to act as a spatial filter with the highest
possible wavelength selectivity. This is essential be-
cause the process of detection - by an avalanche
diode or a pin photodiode in each output channel [143
- cannot distinguish between the different carrier
wavelengths in a compound signal. The photodiodes
absorb the radiant energy as highly broadband de-
vices. If a signal corresponding to only one wave-
length (or colour) is to be detected in each channel,
any other signals at other wavelengths in the output
channel must first be sufficiently suppressed to allow
the desired signal to be detected. The demultiplexers
are therefore more complicated in design than our
multiplexers.

Since energy losses must be kept to the minimum in
the demultiplexers, as in the multiplexers, it seems
most appropriate to base filtering by wavelength either
on interference or on dispersion (refraction) [15]. Inter-
ference is a field effect, whereas dispersion is a mat-
erial effect, which occurs when the relevant material
constant - the refractive index - depends on the
wavelength.

[14] L. J. M. Bollen, J. J. Goedbloed and E. T. J. M. Smeets, The
avalanche photodiode, Philips Tech. Rev. 36, 205-210, 1976.

(151 See the article by W. J. Tomlinson quoted in note [3] of part I.
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The monochromatic radiation signals that can be
obtained in this way are identified by their direction in
space. The identification can again be performed
effectively in one of two ways, either directly, e.g. by
diffraction from a Rowland grating - a simple
method - or indirectly by means of radiant power
differences due to transmission (and reflection); this is
rather more complicated. In addition to the direction
of the radiation, the degree of polarization provides a
further criterion for wavelength discrimination. This
was only considered in passing in our investigation,
however.

These two methods of discriminating between
monochromatic radiation signals, by direction and by
radiant power, and the two different principles of de -

Table III. Theoretical classification of optical demultiplexers by
wavelength -filtering principle and means of discrimination. Four
types are possible (fig. 12); the respective core components are a
roof prism (RP), a Rowland grating (RG), a glass junction (GJ),
or an interference filter (SF). The type RG (grey area) is the best in
practice.

Principle

Discrimination

Dispersion
(material)

Interference
(field)

RG

SF

Direction

Radiant power
(direction)

RP
GJ

Fig. 12a Ax

multiplexing, by interference and by dispersion, pro-
duce a classification scheme ( Table III) for the four
possible types of demultiplexer. The core component
of a type of demultiplexer is stated for each group.
Fig. 12 gives a general picture of four corresponding
designs. These four basic types of demultiplexer can
also be used in principle for systems with single -mode
fibres. In the treatment given here, however, the choice
has been limited to multimode fibres.

The prism demultiplexer (RP)

In the first version of a demultiplexer, the prism
type (fig. 12a), it can be seen that only one lens is re-
quired (IL, OL). This collimates the input beam and
at the same time decollimates the output beams (the
pair Al and A2). This `Littrow configuration' is attrac-
tive because of its simplicity and its exceptionally
small dimensions.

The prism in this configuration does however have
to have a different shape from that in a prism multi-
plexer and it must also have a reflective end face. By
virtue of the 'symmetrical folding' of the ray paths in-
side the prism, a refraction angle (iy) of only half the
original value is sufficient (as indicated by dotted lines
in the figure), without any decrease in the total devia-
tion.

The directional
deviation must of

Q1

Q2

ds

discrimination resulting from the
course offer sufficient space in the

image plane of OL (the di-
mension zlx in fig. 12a) for the
output pigtails (Q1, Q2) to be
positioned in such a way that
each individual signal (A1, A2)
arrives with the minimum in-
sertion loss in the appropriate
output pigtail, without signifi-
cant crosstalk.

The wavelength depen-
dence characterizing the re-
fractive index of the glass was
not relevant in the treatment
of prism multiplexers, but is
is essential to the operation of
the demultiplexers considered
here. It is the main factor
determining the distance (dx)
between the end faces of the
output pigtails of the demulti-
plexer, through the equation:

A2

dx = foLx f
A=.1.1

doout(/t)

dA

(22)
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where foL is the focal length
of the lens; the derivative
d0out(A)/dA - the 'angular
dispersion' - gives the mag-
nitude of the directional
change in the output signal,
calculated per unit change in
wavelength. The direction is
defined with respect to the
normal (/RP) to the plane of
incidence. A total wavelength
change of from say At to A2
corresponds to a change in re-
fractive index that in turn es-
tablishes the behaviour of the
angle 0out in eq. (22), so that
the distance A x can then be
calculated.

The angular dispersion is the pro-
duct of two derivatives:

doout(A) dOout dnRp(A)
(23a)

(1.1. dnRp dA

X14. X2

The second factor is the purely material -related property of the
prism as mentioned earlier; the first is a trigonometric function,
which takes a relatively simple form (because of the minimum de-
viation necessary here as well1161):

dO.ut sin(ly)_2
dnRp 1 - sin2(iy)11/2

(23b)

z

This result for the Littrow configuration in fig. 12a follows essen- Xt. X2
tially from the connection between the deviation angle, the refrac-
tion angle and the refractive index (eq. 2a), mentioned earlier for
prism multiplexers.

To find out more easily whether a practical demultiplexer of the
type RP would have an angular dispersion of interest, it is assumed
that the situation in fig. 12a also satisfies (or nearly satisfies) the
special symmetry condition:

Y = (Pout (23c)

In the multiplexers, as we have seen, this extra symmetry establishes
a relation between the refractive index and the refraction angle
(eq. 2d). From this relation and eq. (23b) we can write eq. (23a) in
the form:

dO0u1(a.) 2sin (I))) dnRP(A)

dx 1 - 2sin2(1y) dl

which is more suitable for numerical calculation.

(23d)

Unfortunately, even with highly dispersive types of
glass, the angular dispersion in a prism as in fig. 12a
remains below 0.1 to 0.2 milliradians per nanometre

(161 Minimizing the deviation reduces the astigmatism in the image
projected on to the ends of the output pigtails.

IL

GJ

Xi. X2

V

01

Q2

°I

Fig. 12b

Fig. 12c

Q2

ds

7
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XI + X2 + X3 +XL

Fig. 12d

IL

SF1

Fig. 12. The four types of demultipltxer (symbol ds) in the classification scheme given in Table III.
The symbol ds refers to the directional discrimination selected for the various signal channels,
defining the spatial separation function on which the operation of the demultiplexer is based. a)
Prism demultiplexer. RP roof prism. b) Ball -lens demultiplexer with grating. RG Rowland
grating. c) Glass -junction demultiplexer. GJ glass junction. d) Demultiplexer with interference
filters. SF', SF2, SF2 interference filters. F input pigtail. Qi Q2, 123, Q4 output pigtails. IL, OL
ancillary lenses. For the other symbols see text. The experimental demultiplexers were all of the
design type b), with four or six output pigtails (fig. 15). The optical axis coincides with the z-axis.
The centre -points of the entrance planes of the output pigtails (0) all lie on the x-axis.

of difference in wavelength. For common diode lasers
(see the wavelength data in fig. 4, part I) the difference
in wavelength for two signals cannot be more than a
few hundred nanometres. If the demultiplexer is not
to be unacceptably large, the focal length of the lens is
also subject to an upper limit (about 5 mm). Even if a
larger demultiplexer could be considered, there would
be the further complication that the optics could no
longer be just a single element.

Substituting such values in eq. (22), we find that "ix
in a demultiplexer of the type RP could be no more
than a few tens of microns. This seems barely ade-
quate or even too small to leave sufficient room for
the output pigtails Q'. Fortunately the type of demul-
tiplexer with a grating as core component offers much
more promise.

The ball -lens demultiplexer with grating (RG)

In our study the type of demultiplexer based on dif-
fraction from a Rowland grating (RG in Table III)
was given a decided preference. The main reason is its
better angular dispersion; values of a few milliradians

ds

a1

per nanometre wavelength difference are not difficult
to achieve, which promises an improvement with re-
spect to prism demultiplexers of more than one order
of magnitude. The Littrow configuration is again used
for this version (fig. 12b).

As may be seen from the detail enlargement of the
front face of the grating in fig. 12b, the grooves cut in-
to it, seen in transverse section, all have the same
special shape - a tilted and inverted letter V. The
grating constant (A), the total width per groove, must
be of the order of lgm (corresponding to about 1000
grooves per mm). The surface in the grooves is care-
fully finished so that each facet (fac) where the radia-
tion (Ai +)12) to be demultiplexed is incident also acts
as a perfect mirror.

All these facet mirrors are at a fixed angle relative
to the front face of RG - the 'blazing angle' (61B). In
this way the returning radiation, e.g. the signal at a
carrier wavelength A1, can be concentrated in the first
main maximum of the entire diffraction spectrum of
RG for that particular wavelength. For the other main
maxima (and the secondary peaks) much less radia-
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tion remains, or even none. This arrangement ob-
viously gives greatly improved coupling efficiency at
the output side of the demultiplexer; for in a version
like that of fig. 12b, radiation in the second main
maximum, or the third, etc. certainly cannot reach the
right pigtails (Qi, Q2) at the output, and would thus
be lost.

To describe this special operation of RG, three
equations are required. The first is the 'grating equa-
tion', which .establishes the direction of the returning
radiation (in this case corresponding to the first main
maximum). This direction is expressed as a function
of wavelength by:

A
(pout(.) = arc sin (- - sin Oin . (24a)

A

This equation shows that the relation between the
wavelength and the grating constant in fact deter-
mines the magnitude of (lout - and hence the demulti-
plexing of the different carrier waves in the incident
signal. It can be seen in fig. 12b that the two angles,
0out(A) and Oin, are defined with respect to the normal
(IRo) to the front face of RG. The incident radiation
(A + A2) has the direction of the optical axis of the
lens. The angle between this optical axis and the front
face of RG is equal to iTC Oin.

The second equation determines the difference in
direction between the incident and the returning
radiation:

= 0out(A) - (pin. (24b)

The variation of this difference in direction as a func-
tion of wavelength is also of crucial importance in cal-
culating the distance between the end faces of the pig-
tails (Qi and Q2). In practice, if Oin is about 30°, the
deviation angle o (A) can be nearly 15°. This means
that a 'true' Littrow configuration - 00ut(A) equal to
Oin - will not do after all.

The third equation shows the extent to which the
diffraction of the radiation can become sufficiently
`concentrated', as the ordinary laws of reflection are
obeyed as well. The maximum concentration occurs
when the bisector, the line bis (Ai) in fig. 12b, of the
angle between the incident radiation and the returning
radiation coincides with the normal /fac to the
reflecting facet. The (small) angle c is a measure of
this approximate coincidence, and hence of the maxi-
mum concentration of the radiant power of the car-
rier. The relevant equation is:

e = 0out(A) + Yin - OB. (k)
In practice it is found that it is possible at a wave-
length of 825 nm, say, to design the demultiplexer in

such a way that the angle E hardly differs from zero.
The angular dispersion d0out(A )/dA can be calcu-

lated from eq. (24a). In the case of the Littrow con-
figuration the calculation is particularly easy, and the
result is:

A.did
out(A)

= ta n Oin.
A

'(25)

To determine the distance between the end faces of
the pigtails Qi and Q2 it is again necessary to perform
an integration over the wavelength difference and a
multiplication by the focal length of the lens. Al-
though the reality will no doubt differ somewhat from
the Littrow configuration, it gives the great advantage
of a linear dispersion relation, so that the output pig-
tails can be evenly spaced.

Demultiplexers with glass junction or interference filter
(GJ, SF)

In the versions GJ and SF of Table III, radiant -
power differences make it possible to discriminate
between the various monochromatic radiation signals
(fig. 12c, d). Both types were carefully considered at
the start of our study, but as the work proceeded a
clear preference developed for the grating type (RG)
discussed above.

The type with a glass junction [171 offered little
promise of practical implementation at the time; suit-
able types of glass were not available, and this is still
the case. The two refractive indices in fig. 12c would
have to be so wavelength -dependent that one carrier
(A1) would be totally reflected, while the other (A2)
would pass through the glass junction with no
reflection at all.

The last type in Table III is based on interference,
like the type RG. The number of core components
(SF in fig. 12d) can be one less than the number of
carriers to be separated. With regard to lenses (IL,
OL) and geometry a number of variations in the con-
figuration are possible, of course, and have indeed
been proposed in the literature. The design shown
here is therefore only one of many possible versions.

The core component, an interference filter (or stack
element) [NI, consists of a stack of thin transparent
dielectric layers, with alternate high and low refrac-
tive -index values. The total number of layers in a
stack can be as many as forty. The layers should not
absorb much radiation, so that virtually all of the
radiant power should be present at every point where
there is both reflection and transmission. Theoreti-
cally such a demultiplexer ought therefore to have an
efficiency of nearly 100%.

(171 P. Di Vita, European patent No. 0003 575.
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Experimental demultiplexers

For the purposes of this study a number of experi-
mental demultiplexers were made and tested, all of
the type RG (fig. 12b). Most of them had four output
pigtails (instead of two), and some even had six (181. If
larger numbers were used, say ten pigtails, the design
principle would lose its attraction. Fig. 13 shows a de -
multiplexer of the type RG suitable for wavelength sep-
aration in a signal containing four different carriers.
The perspective drawing (fig. 13b) gives an idea of

a

RG IL 8 OL AwRAkitr,,

N' 4*Ate

x

z

b

Fig. 13. a) One of the experimental demultiplexers, of the type
containing a Rowland grating and a ball lens. The version shown
here was designed for demultiplexing a combined signal with four
carrier wavelengths. The one input channel and the four output
channels are provided with 'half -bayonet' couplings for connection
to the fibre in which long-distance transmission takes place and the
four signal detectors in the receiver section of the communication
system (see part I of this article, fig. 3a). b) Partly cut -away view of
the demultiplexer shown in the photograph. RG Rowland grating.
IL & OL ball lens for collimating the input beam (A1 + A2 + As +
and at the same time focusing each of the output beams on to an
output pigtail ( see fig. 12b). The optical axis lies along the z-axis.
The four output pigtails lie in the (x,z)-plane. The y-axis is parallel
to the grooves in the surface of RG.

some of the details of the construction. The mounted
Rowland grating can just be seen in the central mod-
ule; one half of a bayonet coupling (shown discon-
nected from the central module) contains the ball
lens and the carrier element for guiding the five pig-
tails. The largest dimension in such demultiplexers is
less than 6 cm.

Design and 'boundary conditions'

The fourth type (SF in Table III) is not used in
practice because of the technological problems. In
this type the number of core components increases
more or less equally with the intended number of out-
put channels, as we have already seen in fig. 12d. The
type RG, on the other hand, can always function with
only one core component (which has the added ad-
vantage of being commercially available). Although
the type SF does have the advantage of a high effi-
ciency, as noted earlier, this could well be cancelled
out in practice by the input losses, since losses do
increase with the number of core components. Con-
versely, it therefore seems that the type RG, with only
one core component, will offer a higher effective
efficiency.

In designing the demultiplexers it has to be borne in
mind that the choice of diode lasers is limited and that
the various carriers may have some instability as a
function of time. A third point concerns the slight but
unavoidable irregularity in the positioning of the pig-
tails. The small variation in carrier wavelengths is
essentially connected with the characteristics of the
diode laser. If the frequency characteristic of the out-
put pigtails in the demultiplexer were perfectly 'flat',
this wavelength variation would not cause any increase
in radiation losses. It seems that the simplest way to
make this characteristic sufficiently flat is to use pig-
tails for the output channels with an oversized core
radius and with a refractive -index profile that is not
parabolic but stepped - the centring of the radiation
in the pigtails is then less critical, and this results in a
sufficiently flat `passband'.

As mentioned in connection with eq. (25) for the
angular dispersion, the required distance dx between
the axes of two neighbouring output pigtails is closely
related to the difference AA between the carrier wave-
lengths assumed in the two pigtails (see fig. 12b,
AA = A2 - A1). This distance is proportional to the
focal length of the ball lens ( OL ), of course. In fig. 13
the wavelengths assumed were 780 nm, 810nm, 840nm
and 870 nm; A A is then 30 nm [181. The focal length,
which is slightly wavelength -dependent, was slightly
less than 5 mm. Taking these two values into conside-
ration, we find that for the demultiplexer in fig. 13 a
distanced x of about 200 gm would be necessary if the
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operation is to follow the grating equation (24a) rea-
sonably closely. In such a configuration the pigtails lie
close to the optical axis, with the advantage that the
aberrations of the ball lens are less important.

In the focal plane of the ball lens an image of the
core cross-section of the input fibre (F) will appear.
This image will be very little larger than the core
cross-section (2ain), at least if the radiation is suffi-
ciently monochromatic. If the core diameter (2amn) of
the output pigtails were exactly the same as that of F,
the frequency characteristic could not have a flat top.
Taking a larger value for 2aom does therefore provide
a top with a flat section (the `passband'). The width
dB of the passband can be expressed as a fraction of
the wavelength difference A A , which is given by the
simple relation:

dB 2a0ut - 2ain
(26)

AA dx

It can be seen that the width of the passband increases
as the difference in diameter 2amn - 2ain is made lar-
ger. A smaller d x means a larger z1 B. Technically, the
smallest practical value of d x is about 2a0m; the
thickness of the cladding of the output pigtails, which
will be at least about 20µm, would then be completely
negligible after all.

The external limit to the increase in aout will eventu-
ally be the size of the radiation -sensitive surface of the
photodiodes, which act as detectors after the demulti-
plexer (see fig. 3, part I). This is because the core of
the pigtail and the window of the photodiode have to
follow the 'trumpet geometry'. Taking the data on
available multimode fibres into account (Table I,
part I), we may expect zl B/A A to have at the most a
value of about 0.35. With a channel spacing AA of
30 nm, the passband could then reach a width (zI B) of
10.5 nm. This seems amply sufficient to eliminate the
adverse effect of the variation in wavelength, at least
with standard lasers.

In practice the passband of the demultiplexer in
fig. 13 is slightly narrower and the width is rather
more than 7 nm. This is because one of the design pri-
orities was to follow the grating equation closely. This
means that the smallest acceptable value for z1 x is not
150µm but 200µm. Keeping close to the grating equa-
tion (eq. 24a) implies that the' choice of grating
constant should correspond to the 'central' wave-
length of the demultiplexer (825 nm in the case of
fig. 13), while satisfying eqs (24b) and (24c) reasona-
bly well at the same time, of course. Energy losses in
the demultiplexer, as well as its sensitivity to the
polarization of the passing radiation, can best be
minimized in this manner (191.

Dimensioning and construction

The block diagram in fig. 14a shows that the dimen-
sioning of the demultiplexer was based on the two
main design quantities: the width of the passband
(d B) and the grating constant (A) . The choice of the
diode laser, which was discussed in part I of this ar-
ticle, really decides the first quantity. The choice of
grating, which essentially determines the second
quantity, is limited, as we saw, to the commercially
available types with specially shaped grooves. The
ball lens (IL & OL) was selected from Philips types,
all made from the same type of optical glass (Schott,
LASF9, as mentioned in the section on the fabrica-
tion of the prism multiplexer). The block diagram
shows that the design is completed when the value of
LI xmin derived from d B and 2amn is smaller than the
distance zl x given by the angular dispersion
(dOnnt(A)/d)) and the focal length (f).

In fact a compromise has to be made, as shown in
the section TrO inside the dashed lines, on the right in
fig. 14a. This is necessary because it is important to
control the spherical aberration (SA) of the ball lens
- otherwise the image in the focal plane would be
blurred. Making the focal length smaller helps to re-
duce the spherical aberration. To maintain d x it is
then necessary to increase the angular dispersion cor-
respondingly, which in turn implies making the grat-
ing constant smaller. This change affects the coupling
efficiency (tNG) of the grating (which increases with
increasing A) [191. This conflict of interests has led to
a compromise in which greater weight is attached to a
good coupling efficiency.

The list in fig. 14b contains a number of design
parameters chosen for the experimental demultiplexer
in fig. 13. Details of the output pigtails and the four
carrier wavelengths with their maximum acceptable
variation are also shown.

Test measurements on the ball lens demonstrated
that giving it an antireflection coating reduces the
reflection losses from no less than 4 x 0.39 dB to about
0.1 dB. (The factor 4 points to the fact that the ball
lens, owing to the Littrow configuration, introduces
four interfaces with reflection losses into the ray dia-
gram.) In particular, reflection of radiation from the
front face (IL, see fig. 12b) could have awkward con-
sequences. The arrangement of the five pigtails is so
compact that some of the reflected radiation would be
captured directly by the two central output pigtails,
on either side of the input pigtail. Crosstalk would
therefore occur in these signal channels. Measure -

[18] H. -G. Finke, A. J. A. Nicia, D. Rittich, Nachrichtentech. Z.
37, 346-351, 1984.

[19] E. G. Loewen, M. Neviere and D. Maystre, Grating efficiency
theory as it applies to blazed and holographic gratings, Appl.
Opt. 16, 2711-2721, 1977.
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Fig. 14. a) Calculations for dimensioning type-RG demultiplexers (ball lens with grating, see
Table III and figures 12b and 13). The diode lasers (Li), the output pigtails (Qi), the photodiode
detectors (Di), the Rowland grating (RG) and the ball lens (IL & OL) are all more or less free
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ments of this unwanted coupling have shown that a
total of 9.4% of the power of the reflected radiation
appears in the crosstalk (the two central channels
taken together). Because of the marked curvature of
the reflecting front face, coupling to the two other
output pigtails is impossible, and these are therefore
free from crosstalk. If the ball lens did not have an
antireflection coating, about 8.6% of the incident
radiant power would be lost by reflection from the
front face, which corresponds to the loss of 0.39 dB
mentioned earlier, and also follows from the calcula-
tion of the reflection coefficient for normal inci-
dence 181. The crosstalk level in each of the two cen-
tral output pigtails would then amount to about 0.4%
of the incident radiant power, which means that the
antireflection coating gives an improvement of 30 or
40 times.

The demultiplexer was fabricated in much the same
way as the prism multiplexer described earlier in this
article. The ball lens, for instance, is mounted in a
housing much like the half -bayonet coupling de-
scribed earlier. This part of the demultiplexer can be
connected firmly and reproducibly by bayonet catches
to the central module, which contains the grating.

As in fig. 5, fig. 13b shows only one structural com-
ponent (the fibre carrier rod) for which an ultrafine
finish is essential. The pigtails are bonded into the var-
ious grooves of the carrier rod (fig. 15). The dimen-
sions of the grooves and their spacings determine the
spatial configuration of the pigtails, which leaves the
designer a wide margin of freedom to match the de -
multiplexer to the available lasers (their carrier wave-
lengths, for example, do not have to be evenly
spaced). The end faces of the pigtails are polished.

Fig. 15. End face of a fibre carrier rod, in one of the experimental
demultiplexers of the type RG. The micrograph, made with a
scanning electron microscope, shows the one input pigtail, in the
centre, and an array of four output pigtails on opposite sides. The
groove structure has an ultrafine finish, to ensure accurate
positioning of the fibre end faces. The bonding of the various fibres
is also carried out with extreme care. The output pigtails, including
the cladding, have a diameter of 140µm.

The fibre carrier rod can be adjusted by screws to
bring the end faces accurately in the focal plane of the
ball lens.

The grating is separately adjustable; it can be
pivoted about two axes (x, y) and rotated about the
optical axis (z) of the structure. The object of this ad-
justment is to ensure that the passband is the same
(and wide enough) in all the output channels.

Measurements

Measurements were performed on the prototype
demultiplexers to obtain some idea of the losses and
the separation between the passbands. The band sep-
aration determines how selective the operation of the
demultiplexer is. The dependence of the results on the
ambient temperature was also investigated.

To start with the last point: temperature fluctua-
tions of - 20 to + 70°C have very little effect on the
losses. Devices for controlling the ambient tempera-
ture, which would considerably increase the cost of
the system, are therefore unnecessary. Only if a wave-
length variation of at least 8 nm caused a laser to start
to operate in the steep edge of the passband, well
away from the centre, would a temperature rise of
about 50 °C produce a change of any significance in
the losses (up to 0.4 dB). Such a large variation in the
carrier wavelength is very unlikely, however.

The radiation source used for the measurements
was again a halogen lamp, this time combined with a
monochromator of very high quality. The spectral
width of the test radiation was set at 0.1 nm, so that
the spectral variation was exceptionally small. The
method used for the measurements was otherwise not
very different from the method described in the sec-
tion dealing with the loss measurements on the butt -
joint multiplexer. Fig. 16 gives an example of a trans-
mission characteristic determined in this way for a de -
multiplexer of the type RG with four output pigtails.
Calculated for each channel, the coupling efficiency is
only 1.2 to 1.3 dB below the theoretical maximum of
0 dB. This loss is mainly caused by the grating (0.8 to
1 dB); as we have seen, 0.1 dB can be attributed to the
ball lens, and the remainder (0.2 to 0.3 dB) is a reflec-
tion loss of the radiant power at the end faces of the
output pigtails. Channel separation is very satisfac-
tory, with the level of crosstalk transmission in the re-
gion of - 30 dB. In this case also the experimental re-
sults agree well with the ray -tracing results (the conti-
nuous curves in fig. 16). The ray -tracing results
confirmed, incidentally, that the ball lens, provided it
has an antireflection coating, does not introduce in-
sertion losses in the passband. This justifies the posi-
tion given to the calculated passband at the measured
level, at -1.2 to - 1.3 dB.
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Fig. 16. Example of a transmission characteristic for a demulti-
plexer of the type RG (Table III) with four output pigtails. Vertical:
Trl, transmission of radiation, expressed in decibels. Horizontal: A,
wavelength of the test radiation, in nm. The experimental results
(dashed) agree well with the calculated values (continuous curves).
The separation of the four channels (Chi; i = 1, 2, 3, 4) becomes
difficult in the region of - 30dB owing to crosstalk. Each channel
has a maximum transmission only about 1.2 dB below the
theoretical maximum. The ball lens of the demultiplexer is provided
with an effective antireflection coating.

The measurements were repeated for the same de -
multiplexer with an uncoated ball lens. The coupling
efficiency was found to be about 2.7 dB below the
maximum, and the crosstalk, at least in the two cen-
tral output pigtails, rose to a level between - 20 and
- 15dB.

To improve the results as shown in fig. 16 it will be
necessary to increase the coupling efficiency (r/RG) of
the grating. This cannot be done merely by making
better gratings. It might be possible to obtain im-
provements if a fundamental physical change can be
accepted, which would undoubtedly complicate the
system. One such option would be to introduce linear
polarization of the incident radiation 191 U91.

Summary. Part II of this study of a WDM system for optical com-
munication describes colour (or wavelength) multiplexing and de -
multiplexing components. These comprise butt -joint multiplexers
(two and four input channels) and prism multiplexers (two input
channels), ball -lens demultiplexers with a grating (four output
channels), prism demultiplexers (two output channels) and demulti-
plexers with glass junction or interference filters. Design specifica-
tions, fabrication methods and test measurements are discussed.
The maximum dimension of all types is 60 mm; bayonet connectors
ensure easy interchangeability. The number of components requir-
ing ultrafine finishing is minimized (1). The coupling efficiency of
the butt -joint multiplexers is calculated by two methods (cross-sec-
tional deficit and ray tracing) with aperture matching in the contact
plane. The combined efficiency for the transmitter section of the
system is also calculated. Comparison of calculated and measured
efficiency values shows that the differences are small to negligible.
Transmission -loss coefficients (four channels) are 1.5 to 2 dB per in-
put channel; with two input channels about 1 dB is possible for the
entire transmitter section. The ball -lens demultiplexers with a grat-
ing in a Littrow configuration and with spectrum concentration
(`blazing') are the best. Their transmission loss is about 1.2 dB per
channel; crosstalk is 30dB or less. Antireflection coating of the ball
lens is essential; temperature stabilization is unnecessary.
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