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The accordion imager, a new solid-state image sensor

A. J. P. Theuwissen and C. H. L. Weijtens

No image sensor can compete with the human eye. Even if a charge distribution could be pro-
duced in a solid-state image sensor with the same accuracy as an image is formed on the retina,
the information could not be transferred in the same way. Each photosensitive element in the
eye has its own channel for transferring the image information to the brain. A simulation
of this system would require far too many connections. The information originating from all
the individual image elements in solid-state image sensors is ultimately transferred through a
single channel. The idea for the transfer of the image information in the ‘accordion imager’
described below was first' put forward in the early eighties at Philips Research Laboratories.

Introduction .

A solid-state image sensor seems to be an attractive
alternative to the conventional television camera tube.
In a camera tube an electron beam scans the charge
distribution produced on a photoconductor by inci-
dent light. In most solid-state sensors the charge dis-
tribution is not scanned; the charge is transferred
directly.

Major applications of such image sensors are to be
found in monitoring and surveillance equipment, elec-
tronic cameras and even in toys. Because of the in-
teresting applications in the consumer market it is
important to keep the price of the imager low. Since
the price is directly related to the size of the sensor,
the sensor should be as small as possible without loss
of resolution.

A solid-state image sensor has a number of advan-
tages compared with a camera tube: it can be made in
IC technology, its weight is low, it requires little power
and it is small and robust. Image-lag or ‘comet’ effects
can be avoided and the image area is not damaged if
the light beam is too bright. The image quality, how-
ever, is not that of a camera tube. For a comparable
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image quality, a solid-state sensor should have a
certain minimum number of picture elements (pixels).
But this must not require any change in the critical
dimensions (and hence a new technology) or make the
chip too expensive. In the current state of the tech-
nology the chip will only compare with other image
sensors if its area is less than 40 mm?.

A solid-state image sensor is simply a silicon chip. It
consists of two parts, an image section and a storage
section. In the image section incident light generates
electrons, which are collected in potential wells at
defined positions on the surface (the pixels). This
results in a distribution of charge packets that corres-
ponds to an image. The size of a charge packet corres-
ponds to the quantity of light that arrives at a pixel.
After charge has been accumulated during a specific
period (the ‘integration period’) this charge distribu-
tion is transferred in its entirety [*! to the storage sec-
tion, which is shielded from light. The transfer has to
be very fast to ensure that the charge packets in transit
are not significantly affected by incident light. Nor, of

(11 The charge distribution corresponding to an image is trans-
ferred in its entirety to the storage section situated below the
image section. Sensors of this type are therefore called frame-
transfer (FT) devices. .
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course, must there be any interaction between the
charge packets. The potential wells in the silicon are
produced by applying voltages to a number of elec-
trodes positioned on the surface, perpendicular to
linear channels of n-type silicon.

From the storage section the charge packets are
transferred row by row (line by line) to the output
register. Further processing for television pictures can
then take place in the usual way.

The resolution of the sensor is determined by the
number of pixels per unit area. The dimensions of a
pixel are fixed by the width of one n-channel and by
the number and dimensions of the electrodes that are
necessary to produce the potential wells. In a four-
phase image sensor a pixel comprises four electrodes
(see fig. 1).

Fig. 2 shows a cross-section through part of a four-
phase image sensor, which is essentially a shift register
of the CCD type (charge-coupled device) [21. A sub-
strate of p-type silicon contains narrow channels of
n-type material. Above this there is an insulating layer
of silicon oxide, and on top of that layer there are the
electrodes, consisting of polycrystalline silicon. Light
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Fig. 1. Diagram representing a solid-state image sensor. From top
(0 bottom, the sensor consists of three sections: an image section,
a storage section and a read-out register. In the image and storage
sections the n-channels are vertical (y-direction). For clarity only
one n-channel is indicated. The electrodes run horizontally across
the channels (x-direction). The figure shows only four electrodes tor
the image section. The dotted rectangle indicates a picture element
(a pixel) in a four-phase image sensor. Each pixel contains a charge
packet at the end of an integration period. After an integration
period has been completed, all the charge packets are transferred to
the storage section simultaneously. The storage section contains as
many pixels as the image section. From the storage section the
charge packets are moved towards the read-out register a row at a
time. Each row of charge packets contains information that corres-
ponds to a line in a television picture.
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Fig. 2. @) Diagram of part of a four-phasc solid-state image sensor
A p-type silicon substrate contains narrow channels of n-type sili-
con (in the v-direction). The surface of the substrate is covered with
a layer of silicon oxide, and on top of that layer are the polysilicon
electrodes (in the x-direction). The silicon oxide is necessary (o
prevent conduction between the substrate and the electrodes and
between the electrodes themselves. Light passing through the trans-
parent electrodes and the silicon oxide releases electrons and holes
in the silicon (hv— + and —). The holes are conducted to earth
and the electrons are collected in potential wells in the n-channels
which are produced by applying voltages to the electrodes. b) Po-
tential (V) in the silicon at consecutive times. The first signal repre-
sents the situation during an integration period. The electrons are
collected in the potential well beneath the clectrodes 2, 3 and 4.
From the moment 7, the changes in the voltages on the electrodes
cause a peristaltic transfer of the charge packets. The blue colour-
ing indicates the contents of a potential well. All the charge packets
are transferred simultaneously.

passing through the electrodes and the insulating layer
generates electrons in the silicon. In addition to elec-
trons positive charge carriers are also generated, and
these are conducted to earth. The potential wells in
which the electrons are collected are created by apply-
ing a positive voltage to electrodes 2, 3 and 4 and
a negative voltage to elecirodes /. The first signal
(marked 1¢) represents this situation, which remains
unchanged for the full integration period of 20 ms.
Then the charge distribution is transferred to the stor-
age section. In the image sensor shown in fig. 2 this
transfer is effected by generating a peristaltic ‘poten-
tial movement’ controlled by a clock signal. This
propels the charge packets towards the storage sec-
tion.
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The peristaltic ‘potential movement’ can in principle be produced
with only three electrodes. We use four electrodes to obtain the
usual interlacing for television pictures. During successive integra-
tion periods the voltage patterns on the electrodes are shifted sym-
metrically with respect to each other by an integer number of elec-
trodes. 1In the field duration following the transfer in fig. 2, elec-
trode 3 acts as a barrier electrode and the voltage on electrodes 1, 2
and 4 produces the potential wells.

For the collection of the charge packets during the
integration period two electrodes per pixel are suffi-
cient. The peristaltic charge #ransfer can only take
place if a pixel consists of more than two electrodes.
In fig. 2 there are four. Because of these extra elec-
trodes a row of pixels occupies a relatively large area
on the chip. This has detrimental consequences for the
resolution in the vertical direction (), which is deter-
mined by the number of pixels per unit length. For
this reason we wanted to make a sensor with smaller
pixels. The obvious way of doing this is to make the
electrodes narrower. However, this would require an
entirely new technology for producing the sensors.
Another way of making the pixels smaller is to reduce
the number of electrodes in each row. This does not
greatly affect the production process, but it does of
course change the transfer mechanism. The way in
which this problem has been solved in our new ‘accor-
dion imager’ is treated in this article, which describes
the operation of the sensor, its design and its charac-
teristics.

The ‘accordion’ operation

The new ‘accordion imager’ 131 is a solid-state
image sensor with only two electrodes per pixel, which
serve alternately as integration and barrier electrodes
in successive integration periods. The storage section
also consists of elements with only two electrodes.
Charge transfer takes place as follows. After an inte-
gration period the potential wells and barriers are
doubled in width one at a time. This process starts at
the interface between the image and storage sections
of the sensor. The charge distribution is stretched like
an accordion. When the lower edge of the storage sec-
tion is reached the potential wells and barriers are
reduced to a width of one electrode, one at a time.
The charge distribution is now ‘squeezed together’
like an accordion. The result of this stretching and
squeezing is that the entire charge distribution is
moved from the image section to the storage section.
The transfer from the storage section to the output
register can be made in the same way.

It is clear that in this method of transfer the voltages
on the electrodes will change in a more complex way
than in the four-phase sensor. The benefits, however,
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are considerable: with the same technology as used
for producing a four-phase sensor an equally large
sensor can be made that has twice as many pixels, or a
smaller sensor with the same number of pixels. The
accordion imager has the same number of pixels as the
four-phase sensor but occupies a smaller chip area.
The detailed action for the charge transfer in the
accordion imager is illustrated in fig. 3 and fig. 4. At
time 7o ( fig. 3) the sensor is in one of the two states in
which charge is accumulated during a period of 20 ms,
the integration period. At time #; the first charge
packet (a) is stretched. At time #; it is pushed further
towards the output. The other charge packets (b, c,...)
stay in position. At time #3 the second charge packet
(b) starts to move, and so on. This change from a
static two-phase system to a dynamic four-phase sys-
tem continues until every charge packet has been
spread over two electrodes. The separation between
each two charge packets has a width of two elec-

—— transfer direction

Fig. 3. Principle of the ‘accordion’ mechanism. The starting point is
a two-phase system, in which charge is collected beneath the elec-
trodes / during the integration period and the electrodes 2 form a
barrier between the different charge packets. A four-phase system is
built from this, a step at a time. The state at time ¢y occurs at the
end of an integration period, ¢, to f5 indicate the successive stages
in ‘stretching the accordion’. It can clearly be seen that charge
packet @ is transferred first, followed by charge packet b, and so on
to the output of the sensor.

21 F.L.J.Sangster and K.Teer, Bucket-brigade electronics — new
possibilities for delay, time-axis conversion, and scanning,
1EEE J. SC-4, 131-136, 1969.

(81 The ideas on which this work is based were put forward by
A. J. J. Boudewijns, now with the Consumer Electronics Divi-
sion, Philips NPB, formerly with Philips Research Laborato-
ries, and M. G. Collet and L. J. M. Esser of these laboratories.
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trodes. At this moment the first packet has arrived at
the first part of the storage section and the accordion
starts to close up. The potential wells and barriers are
gradually made one electrode wide.

The entire process of stretching and squeezing the
‘accordion’ is illustrated in fig. 4 for a sensor in which
the image and storage sections each have eight elec-
trodes. Note that at the end of the cycle the sensor is
in the appropriate state for collecting charge beneath
the electrodes that were barrier electrodes in the pre-
vious integration period; this provides the interlacing.

In the accordion imager the charge transfer takes
place over two times 588 electrodes (image and stor-
age). This takes 0.5 ms, which is sufficiently short
compared with the integration period of 20 ms. The
application of the voltages to the electrodes is
obviously more complicated than in the four-phase
sensor. The voltage change is no longer the same for
-electrodes with the same number, as it was in the four-
phase sensor. In the following section we shall show
how the required voltage pattern on the electrodes is
produced.

The accordion imager
Principle

So far we have considered the consequences of the
changing voltages on the electrodes for the charge
transfer. Let us now see how these voltage changes are
produced.

The image sensor is controlled by two shift registers,
one for the image section and one for the storage sec-
tion. These shift registers consist of cells, each with a
clock input. The output of each cell is connected to an
electrode of the sensor and to the input of the next
cell. At the input of the first cell the signal can be
either IM (for the image section of the sensor) or ST
(for the storage section of the sensor). The clock sig-
nals ¢, which controls the clock inputs of the odd
cells in each shift register, and ¢z, which controls the
clock inputs of the even cells, make this input signal
shift step by step through the register, with signal
inversion after each cell. This process produces the
required voltage pattern on the electrodes. The signal
at the input of the first cell of the shift register (/M or
ST) causes the stretching and squeezing of the accor-
dion. The way in which this is done is illustrated in
fig. 5 for a small part of the sensor (8 electrodes of the
image section and 8 electrodes of the storage section
with the associated shift registers).

At the moment when the clock associated with a cell
generates a pulse, the output of the cell takes on a
value opposite to the value at the input. The input sig-
nals IM and ST, as shown in fig. 5a, produce the
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potential profile shown in fig. 556 on the electrodes
Ay, Br. ... Aslong as the input signal /M is changing,
the potential wells and barriers are two electrodes wide
and the charge packets are transferred. The variation
of the potential wells and barriers with time can be
seen in fig. 5 from the values of the outputs 4y, By, ...
at consecutive times. We see that the required poten-
tial pattern is produced at the numbered times, and
that it corresponds to the state of the sensor as illus-
trated in fig. 4.

As soon as the input signal JM (or ST') becomes con-
stant, the voltages on the electrodes of the image sec-
tion (or storage section) also become constant, after a
short delay. Gradually the accordion is squeezed shut,
and the process continues until the potential distribu-
tion consists of wells and barriers, each with a width
of only one electrode. This potential distribution
remains unchanged as long as the signal /M remains

‘constant. By keeping the input signal IM high in one

integration period and low in the other, the electrodes
function alternately as barrier and integration elec-
trodes (see fig. 4 and fig. 5).

Correct operation of the sensor requires a number
of synchronization signals — in addition to the clock
signals ¢, and ¢z and the control signals /M and ST.
These synchronization signals indicate the start and
finish of the stretching of the two ‘accordions’ (the
image and storage sections). They can be determined
by counting the number of clock pulses, for example.
Some of them can also be derived from the state of
the shift register [4). The first synchronization signal
indicates the start of the stretching of the charge
distribution in the image section and coincides with
the end of the integration period. This signal must of
course be supplied from outside the chip (8], The end
of the stretching process is reached when the potential
of the final electrode of the image section, electrode
Hj in the example given in figures 4 and 5, changes for
the first time. The arrows in fig. 5 indicate the states
from which the synchronization signals are derived.
At this time, #g, the accordion of the storage section
starts to close up. There must then be no further
change in the signal ST.

When the charge distribution in the storage section
has completely closed up, signal IM is kept constant.
The potential distribution in the image section also
closes up. The time at which this must start to happen
is reached when there is no further change in the
potentials of the last two electrodes in the storage sec-
tion (t1_5).

[41 A.J.P. Theuwissen, C. H. L. Weijtens and J. N. G. Cox, The
accordion imager: more than just a CCD-sensor, Proc. Elec-
tronic Imaging 85, Boston 1985, pp. 87-90.

81 I N. G. Cox contributed to the design and construction of the
special electronic units required here.




Philips Tech. Rev. 43, No. 1/2 ACCORDION IMAGER 5
Fig. 4. A complete cycle of the stretching and H, ., T T e E s s s e e e e e e s=
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electrodes of the image section, A; to Hy the elec- I/_ EeEe=Ee === o=
trodes of the storage section. A blue rectangle cor- Hs i SESESES==S8E=S=SESS=S=S==S===
responds to an integration electrode that has a row L SEE S ESESES =S EEEsSEEE
of charge packets beneath it. A red rectangle corres- / SEE=SEES=SSEE=SSSSSSSSSS=Ss
ponds to a barrier electrode, and a green rectangle Ag i0 2 4 6 6 0 2 % 166 18 . f,o 22
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to an electrode that has no charge beneath it yet,

but is at a positive potential. The first column gives

the potential distribution at ¢, i.e. at the time when a complete
integration period has just finjshed. Beneath the electrodes 4;, Ci,
E1 and Gy there are rows of charge packets (a, b, c and d). At ¢, the
first row of charge packets starts to move, at fg the second, and so
on. At time (g the first row of charge packets has arrived at the
lower edge of the storage section, and the ‘accordion’ of the storage
section can then be squeezed shut. At ¢g the first row of charge
packets is again one electrode wide. We note that from /s the elec-
trodes of the image section that no longer take part in the transfer

of the current charge distribution take up a new potential distribu-
tion, which will collect charge during the next integration period.
After the complete charge distribution has arrived in the storage
section, a clock signal must be sent to provide the potential distri-
bution in the image section with the required one-electrode-wide
wells and barriers. From f2; charge can be collected beneath the
electrodes (B, D1, Fi and Hi). After completion of this integration
period Ay, Ci, E1 and Gy are again used to collect the electrons, so
that the complete cycle of stretching and squeezing starts again.
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The final synchronization signal, which indicates
that the accordion of the image section is squeezed
fully shut, is derived from the states of the two final
electrodes of the image section. For the sensor to func-
tion correctly it is not necessary to ‘know’ when the

and C. H. L. WEIJTENS Philips Tech. Rev. 43, No. 1/2

Practical design

The two shift registers for the control of the elec-
trodes of the image and storage sections of the accor-
dion imager have to be fabricated on the same chip as
the CCD. The same design rules apply to the produc-

out

switch

a

N
Cpar' : _'1

Yoo

inverter

ey
-
—i

£ - + -0

T

11

T
M
1T

Fig. 6. @) Schematic diagram ol a cell of the digital shift register that effects the transfer of the
charge distribution. A cell consists of a combination of MOS transistors. The first NMOS transis-
tor feeds the input signal along the register ‘in phase with’ the clock, which therefore acts as a
switch. The output of this switch is connected to the gates of an NMOS transistor and a PMOS
transistor. The source of the NMOS transistor is connected to a low voltage (Voo) and the source
of the PMOS transistor is connected 10 a high (V) voliage. This means that the drain electrodes,
which are interconnected, are at a high voltage when the output of the switch — the value of the
gate voltage — is low, or at a low voltage when the output of the switch is high. The final part of
the cell acts as an inverter. The dashed capacitor Cpa, represents the parasitic capacitance of the
connections. b) A row of these cells forms the shift register. The switches § are connected alier-
nately to the clock signals ¢ and ¢2. The output of each cell (41, By, . . .) is connected to the input
of the next one and to a CCD electrode (shown here as a capacitance Cq). The parasitic capaci-

tances are not shown.

‘accordion’ is squeezed shut again. However, to keep
the dissipation low, the clocks are stopped at that
time (122).

During the next integration period the charge distri-
bution from the storage section is read out line by line
(not shown in fig. §). This is also done with the ‘accor-
dion’ action. We should note that after this transfer
the ‘accordion’ of the storage section is squeezed shut.
This implies that at time #o the potential distribution
on the electrodes of the storage section consists of
wells and barriers two electrodes wide. At the end of
this integration period a new charge distribution has
been produced in the image section. At this moment
the clocks are started again, and then the signals /M
and ST are triggered by external pulses.

electrode
silicon oxide
p-type silicon
- |

Fig. 7. Diagram showing the arrangement of the CCD electrodes
and n-channels in the image section of the accordion imager. The
electrodes are shaped in such a way that they do not cover the entire
surface but leave some of the p-type material and a part of the
n-channels accessible to incident light. This increases the blue
sensitivity of the sensor. The polysilicon electrodes absorb light
strongly in the blue wavelength range.
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tion of the CCD and the shift registers. This means
that the shift registers have to be fabricated in the
3.5-um technology normally used for the CCDs. More-
over, the cells of the shift register should require as
little energy as possible and occupy the smallest pos-
sible chip area. The simplest arrangement that delivers
the required signal and also meets the above require-
ments is a combination of three MOS transistors per
cell: two n-type and one p-type (see fig. 6a). The out-
put signal from such a cell becomes the inverse of the
input as soon as the clock gives a pulse. While the
clock remains inactive (although the input may
change) the output remains constant because of the
stray capacitance of the inverter gate.

A shift register consists of 587 cells (the number of
CCD electrodes less one). The inputs of the switches
of these cells are connected alternately to one of the
two clock signals. These two clock signals must not
overlap in time. Otherwise, the shift register would
behave like a row of unsynchronized inverters while
both clocks were active.

Each CCD electrode is controlled by a cell of the
shift register. The shift register obviously ought to be
placed next to the electrodes on the chip, but this is
not so easy.

The minimum dimensions of a photosensitive ele-
ment of the image sensor are 7 um in the horizontal
direction and 11 pm in the vertical direction [®] (see
fig. 7). The electrodes, which are made of polysilicon,
are shaped in such a way that some of the p-type
material and a part of the n-channels are accessible 1o
incident light. This improves the sensitivity of the sen-
sor to blue light (polysilicon is almost opaque to blue
light). In the storage section of the sensor it is not
necessary to leave a part of the silicon surface un-
covered by the electrodes. The area of the part of the
channel beneath the electrode must be the same as
in the image section if it is to have the same charge
storage capacity. This means that the dimension in
the y-direction of a pixel in the storage section can be
smaller than in the image section. This vertical dimen-
sion is 9 um. In fig. 8 it can indeed be seen that the
storage section of the sensor is smaller than the image
section.

It is obvious that a shift-register cell cannot be
located next to every horizontal electrode: a cell con-
sists of a number of p-n junctions and therefore has a
vertical dimension several times the minimum width of
3.5 um. For this reason a few of these cells (four) are
placed side by side and on opposite sides of the CCD.
The distribution of the available chip area among the
different components can be seen in Table 1.

The synchronization signals that mark the start and
“‘nish of the stretching and closing of the ‘accordions’
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Fig. 8. The accordion imager. The storage section (the light region)
is smaller than the image section (the dark region). The storage sec-
tion is shielded from light by an aluminium layer. The n-channels
are vertical, the CCD electrodes horizontal. On the left and right
are the shitt registers, which generate the voltages on the CCD elec-
trodes. /usert: enlarged view of the transition from image section to
storage section.

Table 1. Allocation of the available chip space to the different sec-
tions ol the sensor.

Section | Relative area
Image section 35.8%
Storage section 29.3%
CCD output register 2.9%
Digital shift registers 16.8%
Peripheral connections 15.2%

(see previous subsection) can be determined by means
of a small on-chip electronic circuit consisting of
about 20 gates. This circuit determines the logical
state of the final two electrodes of the image and stor-
age sections. The clock signals and input signals are
started or stopped depending on this state.

6] The minimum horizontal dimension follows from the 3.5-um
technology employed. The transfer in the horizontal direction
takes place in a three-phase shift register. The length of a cell
in this register, which really consists of three shift registers one
above the other, is 21 um. This is why the minimum dimension
of an electrode of the shift register, and hence the minimum
dimension of a channel, is 7 um. The pixel matrix must have
the standard TV format. This means that the ratio of the hori-
zontal to the vertical dimensions of the image section must be
4:3. Since there are 604 pixels per line and 294 lines, a pixel
must have a vertical dimension of |1 um.
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Characteristics of the sensor

To conclude, we shall recapitulate the character-
istics of the accordion imager, and compare them with
those of its predecessor, the four-phase image sensor.
Table II gives the main characteristics of both types of
Ssensor.

The area occupied by the accordion imager is only
56% of that of the four-phase device. This makes the
accordion imager the smallest solid-state image sensor
described in the literature with such a large number of
pixels. This reduction of chip area has not entailed
any sacrifice of resolution. One of the advantages of
the smaller number of electrodes is that it reduces the
dissipated power. A lower dissipated power per pixel
results in a lower dark current, and therefore better

Table II. Some characteristics of the accordion imager compared
with those of the four-phase sensor.

Four-phasc? sensor | Accordion imager

Type [1] frame transfer frame transfer
Chip area (y X x) 9.41x7.01 7.01x5.45

= 66 mm? = 38.2 mm?
Number of pixels (yXx) 588 X 604 588 604
Pixel dimensions (yXx) 15.6 % 10 um? 11 X7 um?
Read-out rate 11.5 MHz 11.5 MHz
Layout rules 3.5 um 3.5 um
Number of electrodes

per pixel 4 2

Philips Tech. Rev. 43, No. 1/2

image quality. Dark-current fluctuations, which are
local, are one of the main limitations in the use of a
solid-state image sensor. These fluctuations can cause
bright spots to appear at various points in the picture.

Another advantage is that the electronic control cir-
cuits not included on the chip are simpler and more
compact. Less polysilicon is required on the chip, and
this improves the photosensitivity of the sensor, par-
ticularly for blue light. The most important aspect of
the accordion imager, however, is that a number of
characteristics connected with the chip size and the
number of pixels (especially the cost of the chip) are
better than for other image sensors, yet it has not
been necessary to design a completely new method of
production or to develop an entirely new production
process.

Summary. Solid-state image sensors are silicon chips in which a
charge distribution is generated by incident light. The use of such
devices in video cameras for the consumer market will depend
greatly on the price of the sensor. As with all chips, this is closely
dependent on the chip area. With a new read-out mechanism, in
which the charge distribution is stretched out and squeezed shut like
an accordion, it is possible to build an image sensor with two elec-
trodes instead of the usual four for each line of the frame. The new
sensor can be produced with the same technology as used for the
four-phase sensor. The electronic control circuits can be fabricated
on the chip with the sensor in a single process.
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DEMONSTRATION MODEL ILLUSTRATING SUPERHETERODYNE RECEPTION

At the World Exhibition held in Brussels last
year, a demonstration model was exhibited which
illustrated in the most elementary manner the
method of operation of modern radio reccivers.
It is of course generally known that in radio
transmission a earrier wave of high frequency is
employed and the much lower audio-frequencies
are transmitted as a modulation of the amplitude
of this carvier wave. The function of the reeti-
fying stage in the receiver is to separate these
low audio-frequencies from the high frequency of
the carricr wave. Perhaps less well known is the
sequence of operations which actually take place
in a superheterodyne receiver in which an “oscil-
lator”. a “converter valve” and an “intermediate
frequency’ are used. The main object oi the demon-
stration model described in the present article is
therefore to illustrate the principles underlying
superheterodyne reception.

The Superheterodyne Principle

In superheterodyne receivers, not only is the

incoming high-frequency carrier wave appropri-
ately dealt with, but provision is also made for the
simultancous generation of an additional oseillation
by means of an oscillator.

To generate the auxiliary oscillation and to
modulate it on the incoming wscillation a special
converter valve, the octode, is nsed in Philips
superheterodyne receivers. This valve may be
regarded as a triode and a pentode, connected in
series. in which the triode serves lor the generation

of the auxiliary oscillation, while the pentode

200v

Fig. 1. CGircait diagram of the octode. The cire ]
tuned to the auxiliary oscillation. [,y to the incoming
signals, 1,0, and {0’ to the intermediate frequency
I Contral grid \uxiliary anode
Sereen-grid Control grid
Sereen-grid 13 Intereepter grid
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. 2. Front view of nmwdel demonstrating superheterodyne reecption, as shown at the

Brussels 1935 World Exhibition.
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Fig. 3. Sand figures demonstrating the anode current of the octode.

further handles the alternating current gencrated
in the triode.

Mechamnical representation

Illectrical oscillations are usually represented
diagrammatically by means of a sinusoidal or
similar type of wavy line. It appeared therefore
that these oscillations, which are usually drawn
with chalk on a blackbovard. could he usefully
reproduced mechanically for general exhibition by
means of a sand figure on a slowly-moving belt.
This would enable a practical demonstration of the
principles of reception and the properties and uses
ol the carrier wave. In the demonstration model
which was evolved for this purpose, the utilisation

PRACTICAL APPLICATIONS OF X-RAYS FOR THE
EXAMINATION OF MATERIALS

By W. G.

Difterentiation between Natural and Cultured

Pearls

A natural pearl is built up of concentric layers
of calcium carbonate {mother-of-pearl) which have
been deposited by the oyster round auy available
nucleus (e.g. a grain of saml). Each layer consists
of erystallites with a sixfold symmetry. the axis of
cach crystallite being perpendieular to the laver.
This structure is shown schematically in fig. 2a.

A “eultured” (or Japanese) pearl is obtained hy
inserting in the oyster a bead of mother-of-pearl
cut frem an oyster shell. This shell is huilt up of
plane layers of mother-of-pearl with the sixfold
axis of symmetry of the individual crystallifes
again arrauged perpendicular to the layer. The
nucleus of a cultured pearl therefore has a structure
as shown schematically by the horizontally shaded

BURGERS.

section in fig. 2b. Round this “nucleus” the oyster
deposits several thin concentric layers so that in
external appearance the finished cultured pearl
cannot be distinguished from a natural pearl.

2

Fig. 2.

natural and a euliured pearl.

a) The natural pearl is made up of concentric layers of
mother-of-pearl (crystallites of calcium carbonate).

h) The cuitured pearl consisis of a nuclens of plane layers
of wother-of-pearl. on the outside of which several thin
concentric lavers have become secreted.

Diagrammatic representation’ of the structure of a

of the actual carrier wave is also demonstrated by
means of a number of cathode ray tubes, which
produce a visible trace of the electrical oscillations
on their fluorescent screens.

In fig. 2 the apparatus is shown which was
exhibited on the Philips stand at Brussels. The
graphing of the various oscillations oeeurring in
railio receivers in the form of sand figures is per-
formed on a moving helt which moves in a horvizontal
direction from right to lefi. The belt is only just
visible in this picture, but is more clearly shown in

fig. 3. The feed tubes for the sand and the pendulums

fitted with funnels which swing to and fro from
back to front and thus produce the sand figures,
can be picked out in lig, 2.

From the connection hetween the symmetry of
the crystals and the X-ray pattern (which is pro-
duced by reflection of the rays at the crystal lattice
planes) referred to at the beginning, it follows that
the patterns obtained with a natural pearl must

15783

a) b)

Fig. 3. a) The diltraction pattern of a natural pearl always
exhibits a sixfold symmetry.

b) A cultured pearl gives another type of pattern.

15282

always exhibit an arrangemnent of dots with a
sixfold symmetry, which latter cannot be obtained
with a cultured pearl. Figs. 3a and 3b confirm this
conclusion, and show that it is indeed possible to
distinguish betwecn natural and cultured pearls by

means of X-rays. FIBRUARY 1936
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PHILAN, a local-area network based on a fibre-optic ring

J. R. Brandsma

Information is one of the main resources of modern life. The availability of up-to-date,
reliable and sufficient information at the right place and at the right time is very important for
the quality of public, social and economic services. This requires good means of communica-
tion, geared to the situation in which they are used. A specific situation is found in factories
and offices, where large numbers of people work closely together. Within such a geographic-
ally defined area there is a need for the easy exchange of large amounts of information of all
kinds and in accordance with an often varying communication pattern. For communications
within this business environment ever-increasing use is being made of the ‘local-area network’
or LAN. At the Philips Research Laboratories Project Centre in Geldrop, near Eindhoven, a
novel and versatile concept for a LAN based on a fibre-optic ring has been developed and
given shape in the form of a trial system for demonstration purposes. The main aspects of this

type of network, which is called PHILAN, are described in the article below.

Introduction

Few people would seriously consider buying a car if
the appropriate infrastructure were not available in
the form of roads and rules of the road, etc. Without
those provisions there would be absolutely no way of
making use of the many possibilities offered by that
product of modern engineering.

A comparable situation is to be found in the field of
information technology. Instead of the car we find
one of the many kinds of data-processing equipment,
and the infrastructure required consists of a commu-
nication network with the appropriate rules or code
of practice (‘protocols’). In this situation there is of
course not much point in storing or rapidly processing
large amounts of data at one particular place if it can-
not subsequently be sent to the destination with equal
rapidity and with a high degree of reliability. In situa-
tions where many people have to work closely together
or use the same information, as in offices, factories,
hospitals and universities, there is a great need for
special communication facilities. The requirements
these have to meet are the following:

o Versatility. Many different kinds of information
have to be sent out in parallel (telephone conversa-

tions, telex, electronic mail, communication with
computers and between computers, monitoring sig-
nals such as ‘slow-scan TV’, radiography, etc., etc.).
o Universality. Connections must be as universal as
possible, which means to say that at every connection
point it must be possible to receive and transmit a
wide variety of information (provided the appropriate
terminals are present).

e Flexibility. Connected terminals must be readily
transportable without having to make radical changes
such as recabling.

o Adaptability. It must be easy to change the kinds of
information that can be transmitted and to extend the
number of connections.

In the past ad hoc solutions to these problems have
been sought, and these have tended to result in a rather
confused combination of various kinds of communi-
cation networks with different types of cables, net-
work structures, wall sockets, etc. The best solution is
one that meets all the above requirements with a single
communication network, called a ‘local-area network
(LANY 1 or, when special emphasis is placed on the
great diversity of the information that can be trans-

Ir J. R. Brandsma is with Philips Research Laboratories, Eind-
hoven. Until recently the author led the team working on the
PHILAN project at the Project Centre in Geldrop, near Eindhoven.

(11 W. A. M. Snijders, Bedrijfscommunicatie en glasvezel, een
symbiose, I & I (Inf. & Informatiebeleid), No. 7, 20-30, 1984;
D. D. Clark, K. T. Pogran and D. P. Reed, An introduction to

. local area networks, Proc. IEEE 66, 1497-1517, 1978.
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Fig. 1. At the Philips Research Laboratories Project Centre a local-
area network based on the PHILAN concept has been built as a
trial system for demonstration purposes. The equipment shown in
the upper photograph forms the central unit, from which the whole
network is controlled. Above it, on a large panel, is a diagram of
the complete trial system showing the exact configuration of the
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network. The lower photograph shows a large number of possible
applications of the system. From left to right can be seen an ad-
vanced telephone set, a printer, a display screen specially suited to
the display of documents, a word processor and an intercom set.
The same transmission medium, a single optical fibre, carries the
input and output signals of all these devices.
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mitted, an ‘integrated local-area network (ILAN)’.
Owing to the local nature of these LANS, it is not in
principle necessary to take account of existing com-
munication networks — usually trunk (long-distance)
networks — at the design stage. Designers conse-
quently have a large measure of freedom in the choice
of the network structure, the transmission medium
and the type of signal.

In this article we shall describe the PHILAN net-
work, a highly sophisticated ILAN network [%],
recently developed at Philips, which has been set up as
a trial system for demonstration purposes (fig. I). The
network has a ‘meander-type’ ring structure that uses
fibre-optic cable. The information (e.g. speech, cer-
tain video signals and all kinds of data) is transmitted
in digital form at a rate of about 20 Mbit/s, and the
error probability is smaller than 107°.

First of all we shall examine the main considerations
that have played a part in the design of PHILAN,
such as the various requirements applicable to the
transfer of various kinds of information and the pos-
sible alternative network structures. We shall then
describe the composition (‘frame structure’) of the
digital signals and consider the handling of the traffic
between the users of the network in accordance with
certain protocols. Finally we shall go somewhat deeper
into a number of the building blocks of PHILAN,
such as the ring-management system, the ring-access
units and a small ingenious optical relay.

Local-area communication

The various kinds of information to be transmitted
in a local-area network can be divided into two main
groups: continuous information and intermittent in-
formation. The first kind is found for example in tele-
phone and video communication and in communica-
tion for security and surveillance purposes. The other
kind is found in data processing, electronic archiving
and in comparable cases of communication between
man and machine (computer).

Continuous information requires a connection
which is permanently available and whose only side-
effect is a small and constant delay. Traditionally this
is realized by means of circuit switéhing, in which
there is — or at least seems to be — a continuous con-
nection between information source and destination.
Intermittent information can best be sent via a data
link established by means of packet switching, where a
channel is occupied only during the transmission of a
speciﬁc, clearly defined ‘packet’ of information at a
time. Each packet is separately addressed, transmitted
and received. Long messages are split into several
packets. In a modern local-area network the most effi-
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cient operation is achieved by combining both types
of information transmission 3], .

This can be done for example by first converting all
information into digital form, i.e. into bit streams.
These separate bit streams can be combined by means
of time-division multiplex (TDM) to produce one total
bit stream with a much higher bit rate, which can be
transmitted via a common transmission medium (e.g.
an optical fibre) to which all users are connected. The
combined bit stream thus represents a considerable
number of communication processes that are taking
place simultaneously; the circuit-switched links each
have a piece of the combined bit stream that recurs at
strictly periodic intervals (e.g. a string of 8 successive
bits 8000 times a second) and the packet-switched
traffic receives parts of the remaining bit positions as
required. We shall return to this point later.
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Fig. 2. Four elementary network structures. @) Star. b) Bus. ¢) Tree.
d) Ring. CU central unit. ST station.

o———— R | T o o— R l T F———»o
CONTROL RAU
ﬂ.
DATA

Fig. 3. Basic block diagrams of the central unit CU and a station ST
of a network with ring structure. In both diagrams the receiver unit
R and the transmitter unit T are shown. In CU a number of moni-
toring and management operations are carried out in the part
marked CONTROL. The station contains a ring-access unit RAU,
which handles the exchange of data between the ring and the out-
side world.
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An important external characteristic of any com-
munication network is the structure or topology of the
network 4118, Fig 2 shows four basic structures: star,
bus, tree and ring. In principle a distinction can al-
ways be made between the central unit, which controls
the operation of the system, the satellite stations,
which function as data source or destination (data
sink), and the actual transmission paths.

Every network structure has its own way of hand-
ling traffic between stations, and in every structure the
role of the central unit is different. In fact with a bus
structure it is common practice to decentralize the
control in such a way that no separate central unit is
needed. Both with the star structure and the tree struc-
ture all the data goes from the source via the central
unit to the sink. In the ring structure the data cir-
culates from station to station. If a station does not
itself have any information to transmit, the incoming
information is passed on to the next station. When all
stations do that, the result is the formation — via the
central unit — of a ‘circulating memory’, whose
capacity depends on the total delay that occurs in the
stations and the transmission paths and, of course, on
the bit rate,

Another important external characteristic of a com-
munication network is the transmission medium em-
ployed. For a LAN three kinds of media enter into
consideration: twisted-wire pairs, coaxial cable and
fibre-optic cable. Twisted pairs are cheap and easy to
install. Coaxial cable has a higher transmission capa-
city and is popular because of the large number of
other existing applications (such as cable TV); this
accounts for the large variety of accessories available.
Fibre-optic cable offers the largest transmission capa-
city, little signal attenuation and the unique features
of complete electrical insulation and insensitivity to
electromagnetic interference.

In the rest of this article we shall mainly be con-
cerned with the ring structure, in which the signals in
digital form (briefly: data) are transmitted by means
of time-division multiplex. Fig. 3 shows basic block
diagrams of the central unit and a station in such a
ring. Both comprise a receiver and a transmitter. The
minimum operation that takes place is the unaltered
retransmission of the received data. The station also
possesses, however, a ‘ring-access unit’ (RAU), with
which data can be read from the ring or written to it.
The central unit controls and monitors the operation
of the ring; it determines the bit rate and, among its
other functions, plays a part in the allocation of trans-
mission capacity to the stations.

From the foregoing it may be deduced that the ring
structure has two potential disadvantages. In the first
place a ring structure is relatively vulnerable because
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Table I. List of abbreviations used for component parts of
PHILAN.

Meaning
CRAU RAU for Circuit-switched traffic
CuU Central Unit
EBS Electronic Bypass Switch

LN Local Nucleus

MG Meander Gate

PRAU RAU for Packet-switched traffic
RAU Ring Access Unit

R/T Receiver/Transmitter

ST STation

|85 USer

WR Wall Receptacle

WS Wall Socket

one defective station or one broken cable can put the
whole ring out of action. In the second place the
repeated reception and retransmission of data in the
form of a bit stream gives rise to a gradually increas-
ing inaccuracy in the bit positions (‘jitter’), which may
ultimately result in transmission errors. Timely steps
therefore have to be taken in the central unit to restore
the original accurate time division. This limits the
maximum number of stations that can be included in
the ring. Both disadvantages can be overcome by seg-
mentation of the ring. This can been done in PHILAN
and has resulted in a modified ring structure which we
shall refer to as a meander ring.

PHILAN

The network structure chosen for the PHILAN sys-
tem corresponds essentially to a ring, but parts of the
ring (‘meanders’) can be cut off whenever necessary.
This is done in a special unit that we call a meander
gate or MG. (A list of abbreviations frequently used
in this article will be found in Table 1) Each meander

21 J. R. Brandsma, PHILAN: a fiber-optic ring for integrated
traffic, Proc. GLOBECOM 85, New Orleans, LA, 1985, pp.
468-471;

J. L. W. Kessels, PHILAN: a LAN providing a reliable message
service for real-time applications, Proc. INRIA Conference
‘Advanced seminar on real-time local area networks’, Bandol,
France, 1986;

J. R. Brandsma, A. M. L. Bruekers and J. L. W. Kessels,
Method and system of transmitting digital information in a
transmission ring, U.S. Patent No. 4 553 234 (12th November
1985).

31 The term ‘integrated local-area network’ (ILAN) mentioned
earlier is used for communication networks in which this com- -
bination is found.

(41 C. D. Tsao, A local area network architecture overview, IEEE
Commun. Mag. 22, No. 8, 7-11, 1984.

(51 D. Hutchison, J. A. Mariani and W. D. Shepherd (eds), Local
area networks: an advanced course (Proceedings, Glasgow
1983), Lect. Notes Comput. Sci., Vol. 184, Springer, Berlin
1985.
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contains a limited number of stations which are inter-
connected in accordance with the usual ring structure
(fig. 4). The transmission medium used in the mean-
ders is fibre-optic cable. The central unit and the
meander gates together with the links between them
form the local nucleus of PHILAN. This is concen-
trated at one location and, because of the short dis-
tances inside the local nucleus, the links used are
purely electrical connections.

In each meander gate an interference-free clock sig-
nal from the central unit is used to form the signal to
be sent to the next meander gate. In this way any jitter
that may have arisen in a meander is eliminated, so
that in theory an unlimited number of meanders can
be connected in cascade.

A more detailed block diagram of a meander is
given in fig. 5, corresponding to the part A-4'in fig. 4.
The total digital signal that appears at a given moment
in the PHILAN system arrives (in electrical form) at
the input of the meander gate. During normal opera-
tion an optical equivalent of this signal is formed in
the transmitter, which sends it on to the meander.
Each possible position in the meander where a station
may have to be connected is provided with an optical
connector box, called a ‘wall receptacle’. If no station
is connected, each wall receptacle forms an optical
through-connection. If a station is included in the
ring, it is connected in the usual way by a special op-
tical plug (see fig. 3). Situated at the end of the
meander is the optical receiver of the meander gate.
Here the optical signal from the meander is converted
into an electrical signal and processed for transmis-
sion to the next meander gate.

Meander length

The total length a meander can have depends on the number of
wall receptacles it contains. Upon passing each wall receptacle to
which an active station is connected the circulating digital PHILAN
signal is regenerated (refreshed) before being sent on; any signal
attenuation that may have occurred earlier is thus eliminated. A less
favourable situation is found in each wall receptacle to which no
active station is connected. The signal then passes straight through
the wall receptacle, involving a nominal attenuation of 1.3 dB. The
worst situation occurs when all stations are passive except for one
of the two that lie closest to the meander gate. The total attenuation
occurring in the meander is then at a maximum. At a given maxi-
mum attenuation there is a direct relation between the maximum
meander length and the number of wall receptacles in the meander.
This relation is shown in fig. 6 for a total ‘power budget’ of 32 dB,
of which more than 22 dB is available for losses in wall receptacles
and fibre-optic cable, given an attenuation of 5 dB/km in the optical
fibre. With the very common number of 10 wall receptacles, the
maximum meander length is about 2 km.

If for one reason or another a meander is not func-
tioning properly, the electronic bypass switch (EBS,
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Fig. 4. The meander ring structure of PHILAN. In addition to the
central unit CU and the stations S7 found in every ring structure,
the PHILAN ring contains a number of meander gates MG. These
divide the ring into sections, called meanders, each containing
a number of stations. The CU, the MGs and the links between
them form the local nucleus LN (grey). The transmission medium
used in the meanders is fibre-optic cable (indicated by the symbol
); electrical connections are used in the local nucleus.
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Fig. 5. Basic diagram of a PHILAN meander. The meander gate
MG forms the link between the actual meander and the rest of the
network. This link is established via the optical transmitter T and
the optical receiver R. In addition, MG contains an electronic by-
pass switch EBS, which can ‘cut off’ the meander. At a number of
fixed positions along the fibre-optic cable of the meander are wall
receptacles WR. A user US can be connected to a WR via a station
ST and a plug. If there is no plug, WR forms an (optical) through-
connection. ST contains the same optical receiver/transmitter com-
bination R/T as MG. US is coupled to the ring-access unit RAU of
ST via an electrical connection.
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seefig. 5) is closed in the meander gate, thereby cutting
out that meander. The rest of the PHILAN system is
therefore not affected by the malfunctioning of this
meander. This is not the only protective provision
made; in each wall receptacle the station connected
can be optically bypassed by means of a relay, in the
same way as when there is no plug in the socket. This
safeguard comes into operation automatically if it is
found, for example, that the transmitting unit of a
station is not sending out any optical signals. Yet an-
other safety feature is the possibility of making a

0 ' I .
0 5 10 5 20
—_— N

Fig. 6. For each connection point some attenuation of the signal cir-
culating in the ring must be taken into account. In PHILAN the
number of connection points N per meander and the maximum
meander length / are related by the straight line shown (for a fibre-
optic cable with an attenuation of 5 dB/km and a maximum permis-
sible total attenuation in wall receptacles and glass fibre of just over
22 dB).

2560 bits = 320 by tes

! (125 ps) ?
|
:2byz‘es 1byte Nbytes !
1 Ly L]
l = ik g ]
= Al ! ]
frame =< il j ! ]
5[=<1 HIH ! L
6 =<1 \ ! |
7= ! L ~
i i E field E | field
! | Vi 1 v i
sync subring subring
word 64 kbit [s Nx64kbit[s

Fig. 7. Frame structure of the digital signal used in the PHILAN
ring. Every 2560 successive bits form one frame consisting of 320
bytes of 8 bits. The first two bytes form an unchanging synchron-
ization word, called the ‘preamble’. By joining together the bits of
one particular byte from each frame a transmission channel (‘sub-
ring’) is formed with a capacity of 64 kbit/s. By taking N bytes
together a subring of Nx64 kbit/s is obtained. The share of each
subring in a particular frame is called a ‘field’.
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direct electrical through-connection in a station — be-
tween the output of the receiver and the input of the
transmitter. This is a feature that plays a particularly
important part in the localization of errors (‘error
diagnosis’).

During the design of PHILAN, reliability was a
paramount consideration. The aim throughout was to
provide safe communication services, not only as
regards network structure and hardware but also as
regards the signals and the protocols used. By this we
mean that after a certain time interval the user must
have an assurance that his message has arrived cor-
rectly at the right destination, without him having to
do anything else to verify this. Before looking at this
more closely we shall first examine the signal structure
used in PHILAN.

The signal structure: frames and subrings

Signal transfer in PHILAN takes place in the form
of a continuous series of bits passing through all con-
nected stations in succession at a rate of 20.48 Mbit/s.
Each group of 2560 successive bits is identically organ-
ized and is called a ‘frame’. A frame corresponds to
125 ps. Measures are taken in the central unit to en-
sure that the signal delay corresponding to one com-
plete circuit or /ap around the ring is always equal to
an integral number of frames. The frames therefore
continue to appear at each point in the ring at a fixed
rate.

The first 16 bits of a frame always form a special
and unchanging synchronization word, called the
‘preamble’, so that all parts of the PHILAN system
remain in synchronism with each other and ‘know’
exactly when a new frame starts. The remaining bits
of the frame belong together in groups of 8 bits
(‘bytes’). The grouping of the bits of a particular byte
from all successive frames results in a transmission
channel (‘subring’) with a capacity of 8/(125 x 107%) =
64 kbit/s. Similarly a combination of N bytes pro-
duces a subring of Nx64 kbit/s (fig. 7). The bits in
one particular frame that belong to the same subring
form a ‘field’; the size of a field may vary from 1 to
64 bytes (i.e. from 8 to 512 bits).

Between the preamble and the fields that form the subrings there
are a further 6 bytes in each frame that have a special function.
These are used for intercommunication between the units of the
local nucleus (CU and MGs) or between the units of a particular
meander (MG and STs). Details will not be given in this article.

Communication within PHILAN takes place by the
bits of a particular subring being written by the trans-
mitter of one station and read out by the receiver of
another station. Writing and read-out can also take
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place in a station simultaneously, in which case it is
referred to as a ‘swap’ [8). The bits coming from the
ring and those destined for the ring are stored in the
stations in buffers, which form a kind of separation
between the fast (20 Mbit/s) transmission on the ring
and the preceding or subsequent processing. Pro-
cessing rate and transmission rate are thus made inde-
pendent of each other. One advantage of this is that
no processing operations need to be carried out at
transmission rate.

All communication takes place through the mech-
anism of the subrings: this includes both the actual
data transfer in packet-switched or circuit-switched
traffic and all incidental messages concerning matters
such as origin and destination (data source and data
sink) and related to the operation of the whole net-
work. Three distinct types may be distinguished: traffic
subrings, memory subrings and insertion subrings.
Each subring is completely independent; what hap-
pens on one particular subring has no influence what-
ever on the others.

Traffic subrings

As the name suggests, these are the subrings in
which the actual traffic in PHILAN takes place, and
they account for about 90% of the total ring capacity.

In circuit-switched traffic a subring with the required
capacity of Nx64 kbit/s is made available for the
whole duration of a ‘conversation’, which in principle
may be unlimited. Even in two-way (‘full-duplex’)
traffic between two stations only one subring is re-
quired if both stations use the swap operation.

In packet-switched traffic a subring is made avail-
able for the transfer of one packet (2 maximum of
8 kbytes). This subring covers a field of 1, 4, 16 or 64
bytes per frame; on this basis there are four categories
of traffic subrings with a capacity of 64, 256, 1024 and
4096 kbit/s respectively. Owing to the limited dimen-
sions of the fields, a packet will in general be distri-
buted over more than one frame. Messages that are
longer than the longest possible packet are in turn
divided into a number of packets.

Traffic subrings will generally be referred to here
from now on as ‘channels’.

Memory subrings

Memory subrings function as a ‘circulating mem-
ory’ for various system data that may be of interest to
all connected stations. They are used for example to
allocate a channel to a particular station for a parti-
cular time for the transmission of a data packet. This
takes place in principle in the following way. In each
frame the channel controller (a part of the central
unit) places the number of a free channel — if there is
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one — in afield of the memory subring. By means of
a swap, each connected station may substitute a zero
for this number and thus ‘seize’ the channel con-
cerned. The channel controller also continuously per-
forms the swap operation on the memory subring and
finds out, by receiving the number zero, when the
channel is occupied. When a channel becomes free,
this is communicated to the channel controller by
returning the appropriate number in a similar way via
the memory subring. '
The channel controller monitors the free channels
continuously. Each of the four categories of channels
for packet-switched traffic has its own memory sub-
ring. Depending on the actual volume of messages the
channel controller may transfer channels from one
category to another by combination or splitting. The
channel controller also ensures that no channel num-
bers can become permanently lost or are duplicated in
circulation as a consequence of transmission errors.

Insertion subrings

In each frame two times 8 bytes are reserved for
forming two ‘insertion subrings’. They each therefore
have a transmission capacity of 512 kbit/s and are
used in packet-switched traffic for exchanging infor-
mation (‘protocol messages’) between the various
connected stations. One insertion subring is used for
sending protocol messages that connect a transmitter
and a receiver for the duration of the complete mes-
sage (‘call messages’). The other insertion subring is
used for exchanging protocol messages during actual
packet-switched traffic between partners that have
already been connected. These messages prevent
packets from being lost through overflow of storage
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Fig. 8. Comparison of the network stability for packet-switched
traffic in two types of LAN. The first type of network, of which
PHILAN is an example, offers the special feature of collision pre-
vention (CP) between the transmitted packets. In the other type of
network mutual interference is permitted and subsequently restored
(‘collision detection’ or CD). a) With increasing traffic load L, the
effective throughput 7" in PHILAN increases monotonically to the
maximum .value; in the other system, 7 becomes smaller at large
values of L. b) The price to be paid for this benefit is a somewhat
longer average delay 7 for the packets in the PHILAN network
when the traffic load L is small. At high values of L, PHILAN
again has the advantage. (If L is 100% or higher, the mean delay in
both systems is infinitely large.)
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buffers in the receiver (flow control) or as a conse-
quence of transmission errors (error control).

The name of this type of subring derives from the
manner in which it is used: each station can insert a
protocol message of 8 bytes into a field in this subring
by means of a swap operation. The present contents
of the field are read into a receiving buffer and
replaced by new contents. The present contents may
however represent a valid message for a subsequent
station on the ring and should not therefore be de-
stroyed. In the next frame it is consequently re-
inserted (again via the swap operation). In this way
each protocol message goes through the whole
PHILAN system until it finally comes back like a kind
of echo at the station which originally sent it out. This
station then finally removes the message from the
ring.

The total time that elapses before an echo arrives
depends on the number of stations in which swapping

PHILAN
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An illustrative example

The function of the various subrings may be illustrated by the
example given in fig. 9. This shows two users US-4 and US-B,
between which a packet-switched connection has to be built up via
the stations ST-A4, ST-B and the rest of the PHILAN system. US-A
and US-B are connected by means of a standardized link known as
a ‘VMEbus’ 7] with ST-4 and ST-B respectively. These stations
have a ring-access unit specially designed for packet-switched traffic
and are therefore designated PRAU. Let us assume that US-A is the
initiator of the connection and that US-B is not engaged; this means
that PRA U-B constantly monitors the first insertion subring, which
is used for sending call messages.

When US-A wants a connection, he sends a request for it, in-
cluding the address of US-B, over the VMEbus to PRAU-A. The
latter places a call for US-B on the first insertion subring by means
of the swap operation. This call also contains the address of US-A.
In response, PRAU-B performs two actions. He places a call for
US-A on the same insertion subring to indicate that he is ready to
receive information, and he informs US-B that a message is about
to be received. When the call for US-4 by PRAU-A has been re-
ceived, US-A is requested, via the VMEDbus, to fill the packet buffer
of ST-A with a packet. US-A does this and at the same time indi-

Us-A ST-A PHILAN sT-8 us-8
P R Q T P
A ] N =T 4 § Al N ¥ 2]
\U_Tj \\_/6 \Ré/

VME bus

VMEbus

Fig. 9. Simplified representation of a packet-switched link between users US-4 and US-B. Be-
tween each user and the corresponding station ST electrical signals are exchanged via a standar-
dized connection, called a VMEbus. The stations are connected by fibre-optic cables with the rest
of the PHILAN system (not further specified here). PRAU ring access unit for packet-switched

traffic. R optical receiver. T optical transmitter.

has been carried out, but the maximum delay is known
beforehand. The correct reception of an echo at the
place of origin means that the protocol message in
question has passed correctly through all operating
stations. If, on the other hand, no correct echo is re-
ceived within the maximum delay, the same protocol
message is sent once again. This procedure forms the
basis on which the correct transmission of informa-
tion can be guaranteed in the PHILAN system (‘safe-
message service’).

One of the main advantages of the signal structure
and associated protocols adopted for PHILAN is net-
work stability: an increasing volume of traffic does
not — as in some other networks — lead to a lower
effective transmission capacity, caused by the fact that
an ever-decreasing proportion of the packets are trans-
mitted correctly at the first attempt (fig. 8). In addi-
tion, special measures have been taken to ensure that
PHILAN functions fairly, i.e. without any discrimi-
nation against transmitters or receivers in the alloca-
tion of transmission capacity.

cates how large the packet is and also whether it is the last packet of
this message.

PRAU-A then occupies a free traffic subring (channel) by means
of a swap on the memory subring in the category with the capacity
selected by PRAU-A. Next, PRAU-A sends a start message to
PRAU-B via the second insertion subring and at the same time
gives information about the channel used, the size of the packet and
whether it is the last packet or not. PRAU-B then switches to recep-
tion on the relevant channel, waits for the arrival of the packet and
writes it into his packet buffer. PRAU-B then places the number of
the used channel into the memory subring by means of a swap
operation to indicate that the channel is free again. In addition an

(61 Read-out alone does not affect the signal circulating on the
ring; this only happens when new information is written to cer-
tain bit positions (possibly as part of a swap operation).

A number of manufacturers in the computer field (in particular
Motorola, Mostek and Signetics/Philips) have defined a col-
lective standard for communication links in applications of
8-bit, 16-bit and 32-bit microprocessors. It is called the
‘VMEDbus’, but is now also referred to as the ‘IEC 821 bus’ or
the ‘IEEE P1014’. The abbreviation VME stands for ‘Versa
Module Europe’, but the full name has now no more than
historical interest. An organization called VITA (VMEbus
International Trade Association) has been set up to dissemi-
nate information on the VMEbus. It has its own journal,
‘VMEbus Systems’, published by Intratech Communications,
St Clair Shores, Michigan 48081, U.S.A.
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error-detection procedure is carried out to check whether the packet
has been correctly received and, if this is so, the packet is made
available to US-B via the VMEbus. Finally, confirmation of this
and a request for the next packet are sent by PRAU-B to PRAU-A
via the second insertion subring. PRA U-A then requests US-A for
the next packet, again occupies a free channel, and so on.

If PRAU-B discovers that a particular packet has not been cor-
rectly received, he immediately sends a message back to PRAU-A
via the second insertion subring with a request for the relevant
packet to be retransmitted. This is done as soon as a free channel
has been found. This entire procedure is repeated for as long as is
necessary for all packets of a particular message to be sent correctly
from US-A to US-B. The connection between US-4 and US-B is
cancelled as soon as PRAU-A has received confirmation that
PRAU-B has received the last packet of thezmessage correctly.

The actual procedure differs in one particular respect from what
has been suggested so far: each PRAU does not have only one
packet buffer; it has two — equivalent — packet buffers of 64 kbits
each. While US-A fills one packet buffer of PRAU-A, the contents
of the other packet buffer of PRAU-A are sent to one of the packet
buffers of PRAU-B, and at the same time the other packet buffer of
PRAU-B is emptied by US-B. If the transmission procedure takes
place at the maximum rate, packets of the same message are
handled simultaneously at three places in the PHILAN system: on
the actual ring and on the two VMEbuses of 4 and B. In this way
messages of any given length can be transmitted from A to B at a
maximum rate of about 4 Mbit/s.

The component units of PHILAN
The stations

As we have seen (fig. 5), a station can be divided
into a receiver/transmitter combination R/T and a
ring-access unit RAU. The two main tasks of R/T are
to perform the opto-electrical and the electro-optical
conversions of the digital signals circulating in the
PHILAN ring. A more detailed block diagram of R/T
is given in fig. 10. Whereas the electrical signals be-
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Fig. 10. Optical receiver/transmitter combination R/T used in each
station (and also in each meander gate) of the PHILAN system.
E electrical connection. F fibre-optic cable. COD biphase encoder.
EJO electro-optical converter. O/ E opto-electrical converter for the
signal coming from the fibre-optic cable. GC gain control for the
electrical signal. RF receive filter. DEC biphase decoder. CR clock
recovery. S electrical bypass switch. WR wall receptacle. RA U ring-
access unit. LN local nucleus.

tween R/T and RAU take the form of a simple bit
stream (with no encoding), an elementary form of
encoding (biphase coding [8) has been adopted, for
various technical reasons connected with transmis-
sion [91 for the digital signals to be transmitted by
optical fibre (fig. 1I). The transmitter has therefore
been provided with an encoder and the receiver with
a special receive filter, a clock-recovery circuit and a
decoder.

1 0o 0 0 1 0

—
¢ LUty L

Fig.11. @) Arbitrary bit stream consisting of ones and zeros. b) Cor-
responding ‘uncoded’ binary signal; a ‘1’ is represented by a high
level and an 0’ by a low level. ¢) The same bit stream after biphase
encoding. A ‘1’ is now represented by a sequence of a high level and
alow level, an ‘0’ by the reverse. This encoding gives a transmission

signal with a better frequency spectrum, and the required clock sig-
nal is easier to recover at the receiver end.
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Fig. 12. a) Basic diagram of the wall receptacle WR. Two optical
splices SP are used to include WR permanently in the meander ring.
A station ST can be connected by means of a wall socket WS, which
contains two optical contacts and two electrical contacts. The heart
of WR is a relay REL which controls two optical switch contacts.
b) Cross-section through the relay REL. A, B, C, D optical fibres.
SPR leaf springs. E, E' connections for the relay coil. SCRI, SCR2
set screws. AR armature. H housing (11,
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There are two versions of the ring-access unit, each
built around a standard microprocessor (type ‘68000°):
a CRAU for circuit-switched traffic and a PRAU for
packet-switched traffic. At the user end a CRAU hasa
connection (in both directions) of 2.048 Mbit/s. This
gives the user access to 32 channels on the PHILAN
ring, each with a capacity of 64 kbit/s, or to one or
more combinations of a number of these channels.

PHILAN 19

must be an economic proposition. The answer to this
problem has been found in the use of a specially de-
veloped optical relay capable of switching fibre-optic
cables. The basic diagram of the wall receptacle is
shown in fig. 12a, a cross-section of the relay used in it
is given in fig. 12b, and a photograph of the relay is
shown in fig. 13. When the coil of the relay is not ener-
gized (e.g. when there is no plug in the socket) the

Fig. 13. Photograph of the interior of the relay REL in fig. 12. The optical fibres are bonded by
adhesive into V-grooves, which are made in a single operation in both the housing and the arma-
ture during manufacture. This means that there is no need for extremely tight tolerances. Set-
screws on either side determine the two extreme positions of the armature. The two leaf springs
that attach the armature to the housing are hardly visible in this photograph.

Signalling information between a user and a CRAU is
exchanged via a VMEbus "],

The VMEDbus is also used with the PRAU for ex-
changing the actual packets and the related messages
between user and station. As already mentioned,
packets can be sent over the PHILAN ring at different
rates, from 64 to 4096 kbit/s. The maximum packet
length is always 64 kbits (8 kbytes); longer messages
have to be sent in more than one packet. Each PRAU
possesses hardware for error detection after the recep-
tion of each packet. This is done by means of the
Cyclic Redundancy Code (CRC) 191,

The wall receptacles

In PHILAN the optical wall receptacles occupy a
place of their own. Their first task is to make it pos-
sible to modify the number of PHILAN connections
in a simple and reliable way. In addition they must be
capable of forming an optical ‘bypass’ and, in spite of
the critical mechanical requirements found here, they

relay forms an optical through-connection; otherwise
the optical signals go via the connected plug (fig. [4).
The nominal attenuation in the relay is only 0.7 dB.

The meander gates

The three main functions of the meander gates were
touched upon earlier in this article (see fig. 5):
¢ Using the same type of receiver/transmitter combi-
nation R/T found in each station, an opto-electrical
connection and an electro-optical connection are

18] See for example p. 348 in the special issue: F. W. de Vrijer,
Modulation, Philips Tech. Rev. 36, 305-362, 1976;
see also: P. J. van Gerwen and W. A. M. Snijders, Communi-
cation system for bi-phase transmission of data and having
sinusoidal low-pass frequency response, U.S. Patent No.
4573 169 (25th February 1986).

191 Such as measures to deal with the large spread (by a factor of
1000) in the strength of the received optical signal, to facilitate
clock generation in the receiver and to optimize the signal-to-
noise ratio after reception.

{10 See p. 129 in: A. S. Tanenbaum, Computer networks, Pren-
tice-Hall, Englewood Cliffs, NJ, 1981.

111 W. A. M. Snijders and J. P. Klomp, Optical switch, European
patent application No. 0181657-A1 (21st May 1986).
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established between the local nucleus and the
individual meanders.
o In appropriate cases the EBS switch can be used to
‘cut off’ a particular meander.
o Any jitter produced in the meander is eliminated.
In addition the synchronization pattern (preamble) at
the beginning of each frame is regenerated.

To enable the electronic bypass EBS to be switched
on and off without interfering with the rest of the

Fig. 14. Wall socket and plug for the PHILAN meander ring. This
provides a reliable and easily detachable double optical and double
electrical connection (see fig. 12a) 21,

PHILAN system (e.g. with the synchronization), the
signal delay between input and output of the meander
gate must be the same before and after switching.
Special measures are taken to ensure that this delay
always amounts to 256 bits.

In addition, when EBS comes into operation, the
meander gate has to take a number of extra measures
to guarantee the ‘safe-message service’ of PHILAN.
This service is based on operation with echoes (page
17) and in certain circumstances these echoes can give
rise to erroneous conclusions, since a correct echo will
not have passed through an operational station in any
cut-off meander.

Finally, each meander gate also monitors the syn-
chronization of all the stations in the corresponding
meander and takes special measures to restore the syn-
chronization if this is lost.

Philips Tech. Rev. 43, No. 1/2

The central unit

The central unit CU of PHILAN (fig. 3) functions
as a ‘ring management system’. In its simplest version
it contains a monitor and two channel controllers for
circuit-switched and packet-switched traffic, respec-
tively (fig. 15).

The main tasks of the monitor are the generation
and monitoring of the correct frame structure of the
PHILAN signal, and to make up the delay experienced

cu

CE
MON o
(2x)

Fig. 15. a) In its simplest form the central unit CUin PHILAN con-
sists of a monitor MON, which monitors the signal structure, and
two channel controllers CC. If required, other equipment can be
added for error diagnosis, management and direct control by an
operator. b) Photograph of the extended central unit used in the
demonstration system at the Project Centre. The specific PHILAN
circuits are contained in a wall rack (top centre). Below it can be
seen, from left to right, a display screen, a printer and a P2000 com-
puter, with a keyboard and a cassette deck. These are used as the
input and output peripherals for the operator. (See also fig. 1.)

by the signal in one lap of the meander ring to an inte-
gral number of frame periods.

The channel controllers are responsible for record-
ing free channels and making them available as
required.

(121 ;1 w. Faber and J. P. Klomp, Optical connector device, Euro-
pean patent application No. 0189609-A1 (6th August 1986).
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Possible extensions

So far we have confined the description of PHILAN
to the basic configuration; there are, however, a num-
ber of important extensions that can be made. Two of
these will be mentioned briefly to conclude this article.
In the first place it is possible in principle to connect
the central units of several PHILAN systems with
each other so as to form larger transmission networks.
In the second place, specially developed hardware can
be added to the central unit, the meander gates and
the stations to increase the diagnostic and control
capabilities of the system, enabling the system to make
regular fully automatic checks on the functioning of
all meander gates and stations. One such check is the
measurement of the optical transmitting power of
each station. All information about the state of the
network is recorded in the central unit and can be dis-
played on a screen or communicated to an operator
by means of alarm signals. Conversely, the operator
using the keyboard can give instructions to the central
unit to carry out specific tasks.

PHILAN 21

By making the appropriate additions to the
PHILAN basic configuration the optimum local-area
network can thus be created for practically any situa-
tion.

Summary. PHILAN is an integrated local-area network in which
digital information is transmitted at a bit rate of about 20 Mbit/s in
time-divison multiplex. The system has a ring network structure,
with sections called meanders that can be cut off in the event of
local malfunctioning. The transmission medium used in the mean-
ders is fibre-optic cable. Both circuit-switched and packet-switched
traffic can be handled simultaneously in the PHILAN system. For
packet-switched traffic the use of specific protocols gives practically
100% reliability (‘safe-message service’). Connections to the mean-
ders are made via wall receptacles, in which a double optical plug
connectjon is established. Each wall receptacle contains a specially
developed relay for electromechanical switching of two fibre-optic
cables. In addition to a relatively simple basic configuration, there
are more elaborate versions of the PHILAN system with sophis-
ticated provisions for error diagnosis and control. At the Philips
Research Laboratories Project Centre a PHILAN trial system has
been built for demonstration purposes.
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Investigation of a new type of rechargeable battery,
the nickel-hydride cell

J. J. G. Willems

The author describes the research work on a new type of rechargeable battery, which has
resulted in a hermetically sealed nickel-hydride cell. The new cell has stable electrode material
and an effective control of the hydrogen and oxygen flow in the system. These features have
enabled a first experimental version to operate well for more than a thousand cycles of high-

rate charge and discharge.

Brief historical background

The first galvanic cell — or more accurately ‘bat-
tery’ of galvanic cells — was Alessandro Volta’s pile
(the *voltaic pile’) of 1800, which consisted of a stack
of sheets of zinc and silver (or copper), separated from
each other by pieces of cardboard soaked in a saline
solution (fig. 1) !!. As became clear much later, the
electrical energy from each individual cell is due to the
oxidation of the zinc to form zinc ions, with the
release of electrons:

R o e e (1)

and to the reduction of water to gaseous Hg, with the
uptake of electrons:

2H;0 + 2¢” — H, + 20H". @

Why these particular materials fulfil these functions
can be explained by their relative position in the elec-
trochemical series of the elements (fig. 2). This ther-
modynamically determined position in the series is not
the only significant factor, however: it is also neces-
sary to take the Kinetics of the process into account.

The silver (or copper) is not used up in the voltaic
cell, but acts as a catalyst in the reduction of the
water; its only other function is that of a conductor of
current (fig. 3). Zinc is still used as the material for
negative electrodes, for example in dry batteries, be-
cause of its negative electrode potential, but the use of

Dr Ir J. J. G. Willems, now with the Lighting Division, Philips
NPB, was formerly with Philips Research Laboratories, Eindhoven.

water (zero electrode potential in fig. 2) as the oxidizer
at the positive electrode has remained confined to this
first galvanic cell: the electromotive force (e.m.f.)
available from this element is only 0.5 V.

In 1836 John Daniell developed a galvanic cell in
which copper ions from a copper-sulphate solution
are reduced at a positive copper electrode to metallic
copper for the required electron transfer:

Cu?®* + 2e”— Cu. (3)

The negative electrode consisted of a rod of amal-
gamated zinc, which was immersed in dilute sulphuric
acid. The amalgamation prevents an excessive side

Fig. 1. The voltaic pile, as illustrated in the first publication (in Phil.
Trans. R. Soc. 90, 403, 1800) (1] 4 stands for silver (argent) and
Z for zinc.
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Fig. 2. The electrode potential E; of some of the more familiar elec-
trode materials (combined with an electrolyte), determined with
respect to the potential of a reversible hydrogen electrode in the
same clectrolyte. Oxidation potential increases from left to right
(from non-noble to noble in the electrochemical series of the ele-
ments). If the electrode potential is lower than 0 V (the electrode
potential of the voltaic couple water/hydrogen), the electrode mat-
erial tends to reduce HoO to Hz (the red region); if the electrode
potential is higher than +1.23 V (the electrode potential of the
couple water/oxygen), the material then tends to oxidize HyO to O,
(the blue region). Only in the Weston cell (Cd/HgsS04) do both
electrode couples show no tendency to decompose water. The elec-
trode potentials of materials used in combination with an acid or
neutral electrolyte are shown above the horizontal axis; the poten-
tial values of materials used in an alkaline medium are shown below
the horizontal axis.
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Fig. 3. Diagram of a current-producing galvanic cell. P active posi-

; tive electrode material. N active negative electrode material. e elec-
trons. E electrolyte. A* positive ions. B~ negative ions. C current
collectors. S separator. R external load.
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reaction between the zinc and the sulphuric acid. Even
with the cell not working, hydrogen would otherwise
have been liberated and the zinc would have been used
up. (This process is equally detrimental to the opera-
tion of the voltaic pile.) To prevent copper ions from
being deposited on the zinc — this happens because of
their position in the electrochemical series — the two
electrodes are contained in separate compartments,
each with its own electrolyte. A porous diaphragm,
originally of cow’s gullet, permitted the necessary
transfer of ions between the electrodes.

The first rechargeable battery, Gaston Planté’s lead-
acid cell, dates from 1860. It consisted of two inter-
wound lead sheets separated by flannel strips and im-
mersed in sulphuric acid. The electrodes were formed
by repeated charging from primary cells. (Current
generators like the dynamo had already been invented,
but they were not yet widely used.)

The development of dry cells also dates from the
same period, about 1865. In the dry cell the oxidizing
substance is a solid (a metal oxide) and the electrolyte
is effectively ‘immobilized’, so that the battery can be
made ‘leakproof’. Georges Leclanché used a mixture
of manganese dioxide and carbon for the positive
electrode, and a carbon rod inserted into the mixture
was the current conductor. The electrolyte consisted
originally of a saturated solution of ammonium chlor-
ide; in a later development this was thickened (immo-
bilized) by means of starch or lime, or both. Amal-
gamated zinc, which was then coming into use for the
manufacture of batteries, again served for the nega-
tive electrode. Today, more than a century later, the
Leclanché cell is still the most widely used dry battery.

Apart from their use as a current source, batteries
were soon required to meet the need for a constant-
voltage reference source. These ‘standard -cells’
operate in phase equilibrium; when they are being
used it is only the position of the equilibrium that
changes, though only very slightly. The nature of the
substances reacting in the cell does not change. In the
Weston cell (1892) the positive mercury/mercurous-
sulphate electrode and the negative cadmium amal-
gam/cadmium-sulphate electrode are immersed in a
saturated solution of crystals of these salts. The e.m.f.

(11 Further historical data will be found in:
G. W. Vinal, Primary batteries, Wiley, New York 1950, see
especially the first chapter, pp. 1-24;
G. W. Heise and N. C. Cahoon, The primary battery, Vol. 1,
Wiley, New York 1971, first chapter, pp. 1-58;
S. U. Falk and A. J. Salkind, Alkaline storage batteries,
Wiley, New York 1969, first chapter, pp. 1-41.
For the general principles of the battery discussed here, see for
example:
V. S. Bagotskii and A. M. Skundin, Chemical power sources.
Academic Press, New York 1980;
J. O’M. Bockriss et al. (eds), Comprehensive treatise of elec-
trochemistry, Vol. 3, Plenum, New York 1981.
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of the Weston cell is 1.01463 V at 25 °C and its varia-
tion with temperature is only —4.05x 10~° V/°C.

A major objective in the development of batteries
was, and still is, to make the most efficient use of the
relatively expensive electrode materials, and this is
most easily done with rechargeable batteries. To start
with such batteries will be required to have no spon-
taneous side-reactions that give an unproductive loss
of active material, in other words minimum °‘self-dis-
charge’. This requirement led to the development of
alkaline accumulators at about the turn of the cen-
tury. These included the nickel-cadmium cell and the
nickel-iron cell (Junger and Edison). Alkaline reagents
are in general less reactive with metals and metal
oxides than acids.

It is difficult to avoid such non-productive side reac-
tions completely, since most electrode materials are
not thermodynamically stable in combination with
aqueous electrolytes and are thus always inclined to
react with water with the formation of hydrogen or
oxygen, depending on the value of the electrode poten-
tial. As can be seen in fig. 2, it is only for the pair of
electrodes in the Weston cell that the position of the
electrode potentials is such that no spontaneous de-
composition of water can take place. A possible way
around this difficulty would be to use non-aqueous
electrolytes, but the usual practice has been to manage
with electrodes that, although not thermodynamically
stable, are sufficiently stable kinetically. In other
words, the electrode materials are chosen or treated in
such a way (for example by amalgamation) that their
rate of reaction with the electrolyte is very slow.

The extent to which unwanted amounts of hydrogen
or oxygen are nevertheless produced then often de-
pends on the state of charge of the battery and on the
charging rate. This is because the battery can only be
fully charged if the charging voltage is greater than the
cell e.m.f., which implies moving further into the un-
stable region (fig. 2). The charging voltage will have to
be higher the faster the battery is to be charged. Over-
charging the battery, which is usually unavoidable
because it is impossible to know exactly when the bat-
tery is fully charged, also causes the formation of
hydrogen and oxygen. The same applies to overdis-
charge, which may be the consequence of differences
in capacity between the series-connected cells of a
battery. Here a cell that has discharged first can be
forced by adjacent cells to discharge itself still further,
a process inevitably accompanied by the formation of
hydrogen and oxygen.

This problem of unwanted gas generation becomes
particularly serious when it is intended to produce a

completely sealed rechargeable battery, one that can,

be used in all positions and without requiring mainte-
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nance, preferably for many years. The dry battery may
be seen as an early answer to this problem, without
however achieving the goal of rechargeability. More-
over, as pre-war users will have found to their dis-
pleasure, the ‘leakproof’ dry battery was by no means
the same thing as the hermetically sealed battery now
in view.

Good results in this respect have now been achieved
with nickel-cadmium cells. Since 1950 these cells have
been provided with an excess of cadmium hydroxide,
Cd(OH):, at both electrodes (fig. 4). In overcharging
and overdischarging the current tries to find a path,
oxidizing or reducing materials with the appropriate
characteristics, and this can give a high gas pressure in
a sealed cell. The excess of Cd(OH). ‘channels’ any
such unwanted current so that it causes no damage, or
very little.

If on overcharging the nickel electrode starts to
form oxygen, the cadmium electrode will still not be
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Fig. 4. Diagram illustrating the protection from overcharging and
overdischarging in a sealed cadmium battery, introduced in about
1950. Adding Cd(OH); to both electrodes introduces an oxygen
cycle during both overcharging (blue region) and overdischarging
(red region). The added Cd(OH); is indicated by hatching. An
excess of cadmium (red) is also added at the cadmium electrode;
this is explained on p. 32.

fully charged because of the excess of Cd(OH).. It
will therefore not generate hydrogen (fig. 2) and con-
tinue to convert Cd(OH); into metallic Cd. This con-
version, however, is now no longer used for the pro-
cess of energy storage but for reducing the oxygen
formed at the nickel electrode and retaining it as
Cd(OH);. So from that stage onwards there is no
change in the state of charge of the two electrodes
(since the nickel electrode was already fully chalrged).

In overdischarging the electrodes change roles as
compared with the roles they took in overcharging.
Because of the addition of Cd(OH); to the nickel elec-
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trode, this electrode in the empty state will take on the
potential of the cadmium electrode, and so will again
be able to counteract the evolution of hydrogen. The
oxygen produced at the empty cadmium electrode in
overdischarging is reduced in a similar reaction cycle
at the nickel electrode. It could be said that there was
a deliberately engineered ‘chemical bypass’, which
channels both forms of an unwanted passage of cur-
rent via an oxygen cycle.

As mentioned, because of the position of its elec-
trode potential, the excess of Cd(OH)z is in principle
capable of preventing the evolution of hydrogen gas
(both upon overcharging at the cadmium electrode
and overdischarging at the nickel electrode). This is
therefore important because the evolution of hydro-
gen is a much greater problem than that of oxygen,
since hydrogen gas once formed is not converted at
the nickel electrode owing to kinetic impediments,
and consequently a channelling comparable with the
oxygen cycle is not possible.

Even though Cd(OH): can be introduced into the
battery as explained, the evolution of hydrogen can
never be'completely eliminated. Some hydrogen may
form because of the ageing of Cd(OH)g, particularly
during charging at high currents and on overdis-
charging. Hermetically sealed NiCd cells are therefore
always provided with a safety valve that opens if too
much hydrogen gas accumulates.

For some time now a similar expedient has been
used in the lead-acid accumulator so that it can also be
produced as a hermetically sealed battery. The greater
reactivity of the acid electrolyte makes it even more
difficult in this case to prevent the accumulation of gas,
which requires at the very least a specially adapted cell
construction, at the expense of durability.

The investigations at Philips Research Laboratories
that will now be described should be viewed against
this background of efforts to achieve a hermetically
sealed rechargeable battery that can be used in all
positions, has a very long service life, can be charged
and discharged at a very high rate and can withstand
considerable overcharging and overdischarging.

Initial study of LaNis and LaNisCu as electrode
material

In this section we shall be considering the use of
hydrogen as ‘fuel’ for a rechargeable battery, and not
as the product of an unwanted side reaction, as it so
often was in the previous section. This implies that it
must be possible to oxidize hydrogen at the surface of
an electrode while the battery is being discharged, and
that hydrogen can be stored in this electrode while the
battery is being charged. Our investigations at Philips

NICKEL-HYDRIDE CELL

25

Research Laboratories of materials for such an elec-
trode were mainly made with LaNis and related com-
pounds. Water from an aqueous electrolyte can be
reduced electrochemically at these materials, the
hydrogen evolved can be stored as a hydride and the
stored hydrogen can then be reoxidized to form water:
charge
LaNis + 6H20 4 6e~ < LaNigHg + 60H". (4)
. discharge
The formation of hydrogen in this case is therefore,
once again, not an unwanted side reaction but part of
the chemical system responsible for the storage of
energy. LaNizHg can be used here as the active mat-
erial of the negative electrode, which is converted into
LaNis during the discharge; the LaNigHg is then re-
formed by the charging. The metal hydride may be
compared in this respect with the cadmium at the
negative pole of the NiCd cell:
charge

Cd(OH); + 2¢~ < Cd + 20H".

discharge

)

If we compare the electrode reactions of LaNi; with
those in Volta’s cell — since water is converted in
both — we see, however, that the reactions in the
voltaic pile have exactly the opposite function. In the
voltaic pile water is converted into hydrogen, and elec-
trons are taken up, during discharge at the positive
pole, whereas with LaNij this occurs during charging
at the negative pole (and then the conversion in the
opposite direction on discharge results in the produc-
tion of electrons). :

Reactions of this kind are also used with the familiar
reversible hydrogen electrode, with platinum as the
electrode material. The difference compared with
LaNijs in this case is that the hydrogen gas has to be
supplied, since hydrogen is not absorbed by platinum.
An electrode of this type cannot therefore be used for
the storage of electrical energy.

About fifteen years ago it was discovered that inter-
metallic compounds such as LaNi; and TiFe are cap-
able of absorbing large amounts of hydrogen gas and
of desorbing it at pressures of the order of 1 atmos-
phere and at room temperature [2), Fig. 5 shows the
absorption and desorption isotherms of the LaNis-Hs

(21 Publications on hydrogen-absorbing compounds discovered in
the past 15 years include:
H. Zijlstra and F. F. Westendorp, Solid State Commun. 7,
857-859, 1969;
J. H. N. van Vucht, F. A. Kuijpers and H. C. A. M. Bruning,
Philips Res. Rep. 25, 133-140, 1970;
J. J. Reilly and R. H. Wiswall Jr., Inorg. Chem. 13, 218-222,
1974;
F. A. Kuijpers, Philips Res. Rep. Suppl. 1973, No. 2;
H. H. van Mal, Philips Res. Rep. Suppl. 1976, No. 1;
K. H. J. Buschow, P. C. P. Bouten and A. R. Miedema, Rep.
Prog. Phys. 45, 937-1039, 1982.
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system at a number of temperatures 3. As the figure
illustrates, in a temperature range up to about 80 °C
the system has a phase transition between a hydrogen-
poor phase and a hydrogen-rich phase at a constant
equilibrium pressure, called the plateau pressure. At
room temperature L.aNis absorbs six hydrogen atoms
at a plateau pressure of 2 atmospheres, and at a pres-
sure of 1.6 atm the hydride formed is converted back
to LaNis, accompanied by the desorption of hydrogen
gas. The amount of hydrogen that can be absorbed
and desorbed in this way per unit volume is enormous:
40% greater than the hydrogen density in liquid hydro-
gen at 20 K. Even at a temperature of 80 °C large
amounts of hydrogen gas can still be reversibly stored
in LaNis at a pressure of less than 20 atmospheres.
The resultant absorption-desorption hysteresis, which
is greater at higher plateau pressures and gives an
energy loss, is of course an unwanted effect. Com-
pared with TiFe, LaNis has lower plateau pressures at
the same temperatures and a much lower absorption-
desorption hysteresis.

On repeated absorption and desorption of hydro-
gen gas, LaNis disintegrates into small fragments
(fig. 6), forming a fine powder with a specific surface
area of 0.25 m%/g. The powder has a high catalytic
activity, which, combined with the high diffusion
coefficient for H atoms in the metal lattice, results in
high sorption rates. At 20 °C complete hydrogen
desorption takes no more than a few minutes. In addi-
tion, LaNis and LaNisHg are both good electrical
conductors. All in all, LaNis therefore seems to be
a promising electrode material for a rechargeable
battery.

How does LaNis behave in the presence of the elec-
trolyte, however? To find this out we carried out a
number of experiments with this material and related
compounds in a ‘half-cell’ arrangement. The materials,
which are very hard and brittle, were pulverized by
repeated hydrogen gas absorption/desorption cycles,
and then mixed with powdered copper. This mixture
was cold-pressed to form a porous pellet, which was
found to satisfy all electrode requirements [*). The
electrolyte used in the cell was a 6 M KOH solution,
a platinum plate was used as the counter-electrode
and an Hg/HgO/6 M KOH electrode was used
as the reference electrode (fig. 7) [3). Fig. 8 shows
a charge and discharge curve for an LaNij electrode
as measured in this cell. As can be seen, there is
close correspondence with the absorption and desorp-
tion curves in fig. 5. Starting from the fact that the
absorption of one hydrogen atom is associated with
the transfer of one electron (eq. 4), it can be shown
that the theoretical charge-storage capacity for the
composition LaNisHg is 372 mAh/g, which is slightly
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more than the theoretical storage capacity for a
cadmium electrode (366 mAh/g). This is important
because our aim was to be able to use the LaNis elec-
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Fig. 5. Absorption and desorption isotherms (hydrogen pressure
pu, as function of the concentration of hydrogen atoms x) of the
LaNis-H, system at 20, 40 and 80 °C.

Fig. 6. If LaNi; is made to absorb and desorb hydrogen repeatedly,
it gradually disintegrates into small fragments, seen here in a small
heap under the piece of metal gauze acting as a sieve. (This is the
effect of a single absorption of hydrogen by an LaNis casting.)
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trode as an alternative to the cadmium electrode in a
nickel-cadmium battery, for reasons that will appear
shortly.

Fig. 7. Diagram of the experimental arrangement used for many of
the ‘half-cell’ electrochemical measurements. WE working elec-
trode; a porous pellet P of the active material being investigated,
e.g. LaNig, is attached to its tip. RE reference electrode, usually an
Hg/HgO/6 M KOH electrode. CE platinum counter-electrode. The
electrolyte is kept free from oxygen by purging with nitrogen. The
half-cells have a water-jacket and are kept at a temperature of
25 °C by a thermostat TC.
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Fig. 8. Charge and discharge curve for an LaNis electrode, with
respect to the reversible hydrogen electrode, as a function of the
charge Q, measured in 6 M KOH at 16 °C.
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Fig.9. Storage capacity C of an LaNig electrode as a function of the
number of charge/discharge cycles ().
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Although LaNis has these desirable properties, it
has one major disadvantage. The electrochemical
experiments discussed soon revealed that the storage
capacity of LaNiz electrodes decreases drastically
after repeated charging and discharging. As can be
seen in fig. 9, the storage capacity then decreases expo-
nentially — by as much as 40% after only 100 cycles.
This rules out LaNis as an electrode material for re-
chargeable batteries — at least if it is to meet the strict
requirements formulated in the previous section.

In our investigation we therefore set ourselves the
primary goal of establishing the cause of this drastic
decrease in storage capacity. We included in our in-
vestigations the compound LaNisCu, which had been
investigated previously at our Laboratories. This mat-
erial also absorbs large amounts of hydrogen, but it
does so at a lower plateau pressure more suitable for
practical purposes, and gives the same exponential
decrease in storage capacity on repeated charging and
discharging.

This experimental investigation relied mainly on
X-ray diffraction analyses and electron microscopy 3],
in addition to the electrochemical methods described.
Fig. 10 shows X-ray diffraction diagrams of powdered
specimens of LaNiz, LaNigsCu and their hydrides,
obtained after exposing the specimens to hydrogen
gas at 150 atm for 24 hours. Diagrams a and d give
the pattern of a phase consisting of hexagonal crystals
(space group P6/mmm). Diagrams ¢ and e show the
same pattern as g and d, with the difference that all
peaks have clearly been shifted to smaller diffraction
angles, indicating the same hexagonal structure but
with larger lattice spacings, resulting in a volume
increase of 20% or more, due to the absorption of
hydrogen.

We studied the effect of the periodic absorption and .
desorption of hydrogen by repeatedly charging and
discharging electrodes of LaNiz and LaNi4 Cu in a
solution of 6 M KOH, and then making diffraction
diagrams of powders of the electrode material thus
treated (fig. 11). After a number of charge/discharge
cycles a number of small peaks and ‘shoulders’ start
to appear in the diagrams — in addition to the diffrac-
tion pattern of the original material and large peaks at
21.7° and 25.3°, which are attributable to the copper
powder. The small peaks are due to La(OH);s and the

81 A more extensive and detailed description of these investiga-
tions will be found in the thesis by J. J. G. Willems, Metal
hydride electrodes; stability of LaNig-related compounds,
Philips J. Res. 39, Suppl. No. 1, 1984,

Major contributions to this research were made by J. R. van
Beek and H. C. Donkersloot; see for example:

J. R. van Beek, H. C. Donkersloot and .J. J. G. Willems, in
B. W. Baxter (ed.), Power Sources, Vol. 10 (Proc. 14th Int.
Power Sources Symp., Brighton 1984), Academic Press,
London 1985, pp. 317-338.




‘shoulders’ to free Ni (or to Nig.gCug.2). These dif-
fraction peaks become distinctly larger as the number
of cycles increases.

The conclusion is that the periodic charging and dis-
charging of the electrode in 6 M KOH assists the con-
version of LaNis (or LaNi4sCu) in the presence of
water into La(OH)g and Ni (or Nig.gCuo.2):

LaNis + 3 HoO— La(OH); + 5Ni + 2 Hz, (6)
or
LaNi,Cu + 3 H;O— La(OH); + 5 Nig.gCug.2 +
+ gHz. @)

Scanning electron microscopy (SEM) gave the
following supplementary picture of the degradation
process in LaNis on periodic electrochemical charging
and discharging.

Fig. 12a shows the state of the material in an unused
electrode. The cracks that can be seen were produced
when the electrode was made, during the pulveriza-
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tion in an Hy atmosphere (fig. 6). After 12 charge/dis-
charge cycles (fig. 12b) the first needles of La(OH)s
appear at the surface, and the number of cracks and
tears has been increased. In fig. 12¢, after 25 cycles,
the number of needles is considerably larger, and the
grain size has fallen on average by a factor of three. In
fig. 12e the specimen is completely overgrown with
La(OH)s, and in fig. 121 (after 359 cycles) the conver-
sion of LaNi; into La(OH)3 is practically complete.

The ‘driving force’ for the decomposition of LaNis
in 6 M KOH is the strong affinity of LaNi; for water.
The gain in Gibbs free energy for this oxidation reac-
tion is 472 kJ/mol of LaNis — nearly four times the
heat of formation of LaNis.

The actual oxidation reaction will occur at theinter-
face between the metal and the electrolyte. As we have
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Fig. 10. X-ray diffraction diagrams of powdered specimens of
LaNis and LaNisCu before and after hydrogen absorption (expos-
ure to hydrogen gas at 150 atm for 24 hours). @) Ground LaNis.
b) LaNis pulverized by 100 cycles of absorption and desorption of
hydrogen. ¢) LaNisHg, formed by causing the material of (@) to
take up hydrogen. d) Ground LaNisCu. €) The same material as
(d) after absorption of hydrogen.
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Fig. 11. X-ray diffraction diagrams of dismantled LaNi,Cu elec-
trodes that have been charged and discharged a number of times in
6 M KOH. The photographs show the effect of zero (a), 23 (b),
65 (c), 87 (d), 148 (e) and 188 (f) charge/discharge cycles. The posi-
tions of the reflection peaks due to La(OH)s are shown in black,
and those due to Nig.gCuyo.2 are shown in grey. The large peaks at
21.7 and 25.3° can be attributed to the copper powder added to the
electrode material. The other peaks are due to LaNiqCu.
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seen, however, the conversion is not limited to the sur-
face, but is virtually complete. This is remarkable,
since the mobility of lanthanum at room temperature
in the LaNis lattice is virtually zero. Nor is the rate at
which this lanthanum is converted into La(OH)3 pro-
portional, as might be expected, to the area of the
active surface, but rather to the amount of active
material remaining, i.e. to the amount of stored hydro-
gen, as is evident from the exponential decay of the
storage capacity. This suggests that the decomposi-
tion of LaNis is connected with the absorption and
desorption process.

This led us to the view that the ‘respiration’ of the
lattice might produce a kind of peristaltic movement,
which would drive the lanthanum present inside the
lattice up to the surface.

NICKEL-HYDRIDE CELL 29

The search for a more stable electrode material

From the work of H. H. van Mal, K. H. J. Buschow
and F. A. Kuijpers [2! at our Laboratories it was al-
ready known that the partial substitution of Co for Ni
in LaNis had the effect of considerably reducing the
increase of volume on hydriding. Altogether we made
some twenty intermetallic ABs; compounds in which
La and Ni were partially replaced by other metals. As
can be seen in fig. 13, the substitution of Co for 3.3 Ni
atoms has the strongest effect in the desired direction.
The substitution of 1 or 2 atoms has much less effect,
and the substitution of 4 or 5 atoms gives rise to widely
deviating effects, which are not yet properly under-
stood 31, Apart from a diminished decrease of capac-
ity on repeated charging and discharging, we see that
in all cases the initial capacity is also reduced.

Fig. 12. SEM micrographs of LaNis electrodes after repeated charging and discharging. The
results are shown after zero (a), 12 (), 25 (¢), 63 (d), 176 (&) and 359 (f) charge/discharge cycles.
One ‘dash’ represents 1 pum. La(OH)3 needles, which are visible from () onwards, have com-
pletely overgrown the original material in (f).

The mechanical stresses associated with the ‘respira-
tion’ of the lattice will of course increase with the
changes in volume that take place on the absorption
and desorption of hydrogen. In the case of LaNis the
increase of volume due to the absorption of hydrogen
may be as much as 24% of the initial volume.

We therefore looked for related hydrogen-absorbing
intermetallic compounds that expand less during this
absorption than LaNis, and thus give less diffusion
and oxidation of lanthanum.

The stability of some compounds, particularly those
with 2 or 3 atoms of Co (fig. 14), can be significantly
improved by adding a small amount of aluminium to
the constituent components in the preparation of the
compounds. The stability of LaNis itself is not
affected by this small addition. A similar improve-
ment in stability is also obtained by adding small
amounts of silicon. Both additives would be expected
to impede the diffusion of lanthanum in the metal lat-
tice or cause a protective skin to form on the surface.
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No comparisons will be given of all the substitutions
that we investigated or their effects. We found that the
compound Lag gNdg.2Nig, 5Co0g2.4Sip.; answered our
purpose extremely well. This electrode material has an
initial capacity of 290 mAh/g and the capacity re-
maining after a thousand charge/discharge cycles is
still 70% (fig. 15). The excellent properties of this
compound are also illustrated by the SEM micro-
graphs in fig. 16. These show that after 666 cycles
there are only relatively few La(OH)3; needles present
and that the fragments formed still have the jagged
character of uncorroded crystals (see fig. 12).

The question remained as to whether the stability
improvement achieved really was connected with a
diminished expansion in volume on hydriding. To
start with, we established that the decrease in the cap-
acity of the electrodes only occurs during repeated
charging and discharging and is not the consequence
of mere contact with 6 M KOH over a long period.
We also measured the volume increment AV due to Hz
absorption by X-ray diffraction methods and plotted
the results against the fraction Sso of the capacity
remaining after 400 cycles (fig. 17). The measured
points are grouped along two straight lines in the
figure, showing that a decreasing volume increment
does in fact result in improved stability, and that this
is most pronounced in compounds that contain small
amounts of Al or Si.

We thus arrived at the following picture for explain-
ing the corrosion of LaNis-type compounds. The rate-
determining step in the corrosion process is the trans-
port of lanthanum to the interface between the elec-
trode and the electrolyte. Under normal conditions
the mobility of lanthanum in the metallic AB; lattice
is virtually zero at room temperature. This is not the
case at the phase boundary. As indicated in fig. 18, a
phase boundary is always present during charging and
discharging in the grains of the intermetallic com-
pound. During charging and discharging continuous
‘recrystallization’ takes place from a hydrogen-poor
phase to a hydrogen-rich phase, and vice versa. Since
the hydrogen-rich phase has a larger unit cell (figs 10
and 17) than the hydrogen-poor phase, the lattice at
the phase boundary is deformed, so that the mobility
of the lanthanum in this zone can assume high values.
During charging and discharging this phase boundary,
and hence the zone of enhanced mobility, migrates
through the grains, and therefore the lanthanum can
be transported from the bulk of the grains towards
the surface, even at room temperature. The lowest
mobility is found when the volume expansion due to
hydriding is smallest, of course.

Small amounts of aluminium or silicon lead to the
formation of a closed skin at the surface of the grains,
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Fig. 13. The effect of substituting cobalt for nickel in LaNis on the
curve for the storage capacity C as a function of the number of
charge/discharge tycles (n). The number of nickel atoms replaced
by cobalt atoms is shown beside each curve. The optimum effect is
found when 3.3 nickel atoms are replaced by cobalt.
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Fig.14. Asin fig. 13, but after the addition of 0.1 atomic fraction of
Al. The addition of small amounts of Si has the same effect.
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Fig. 15. The storage capacity C of an electrode of

Lao.sNdo.sNig.5Cos.4Sio.1 as a function of the number of charge/
discharge cycles n. The improvement in stability with respect to
LaNis is clear from a comparison with fig. 9.
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b)

Fig. 16. SEM micrograph of Lag.sNdo.2Niz 5Co2 4Sip.1 electrodes
after zero (a), 41 (b) and 666 (¢) charge/discharge cycles. One ‘dash’
represents 1 um.
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Fig. 17. Effect of the relative volume expansion AV/V on the stabil-
ity of an electrode made from LaNis and related compounds. The
stability is expressed as the fraction S0 of the storage capacity
remaining after 400 charge/discharge cycles. The filled circles relate
to materials of the type LaNis_xCoy, the open symbols to materials
of the same type with small amounts of aluminium or silicon added.
For small volume changes the materials with added aluminium or
silicon are clearly the most stable.
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Fig. 18. Schematic representation of the phase boundary shift be-
tween the hydrogen-poor and hydrogen-rich phases in LaNiz grains
on charging and discharging. The hydrogen-poor phase is white,
the hydrogen-rich phase is shown grey.

which acts as an additional restriction of the exposure
of lanthanum to the electrolyte. This skin is thought
to be composed of islands of cobalt and nickel with an
aluminium- or silicon-containing oxide between them.
Its inhibiting effect can only be maintained if the
volume changes are not too great, if not the enclosing
skin disintegrates; this explains why it is not found in
LaNij itself (fig. 14).

Is the hydride electrode a suitable alternative to the
cadmium electrode of the NiCd cell?

Most electrodes of rechargeable batteries with an
aqueous electrolyte are charged and discharged in a
dissolution-precipitation mechanism. The discharge
of the positive electrode in the lead-acid battery, for
example, proceeds as follows:

dissolution:
PbO, + 4H* + 2e~ — Pb** + 2H;0,  (8)
followed by precipitation:
PbZ* + HSO,” - PbSO4i + H*, (9)

and charging of the negative electrode of the NiCd
cell:

dissolution:

Cd(OH); + 20H™ — [Cd(OH),]?", (10)
followed by precipitation:

[CA(OH)4)* + 2" —=Cdl + 40H"~. (11)

In the first case the soluble intermediate product is
an ion, Pb%*, and in the second case an ion complex,
[Cd(OH)4]%". In view of the relatively low concentra-
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tions of these ionic intermediates, large surface areas
and short diffusion paths are required to obtain accep-
table rates of charge and discharge. This makes it
necessary to use electrodes with an appropriate porous
structure. An undesirable feature of this charging and
discharging mechanism is therefore that changes in
shape occur during charging and discharging because
of the redistribution of the active material within the
porous electrode. The main processes are:

« nucleation and growth of the new solid phase at the
surface of the active material still present;

« passivation, which consists of shielding the active
material by a thin layer of non-active material formed
around it, e.g. the sulphation of both electrodes of the
lead-acid cell;

» recrystallization, leading to the formation of larger
grains or more stable modifications, as found for
instance during the ageing of the cadmium electrode
in the NiCd battery, and finally

o dendrite formation, which may cause failure by
internal short-circuiting.

The worst effects of these processes are that they
diminish the size of the active area and reduce its
accessibility. These effects increase strongly with the
rates of charge and discharge and with the ‘depth of
discharge’. Consequently, during average charge and
discharge periods of 5 to 20 hours the percentage of
optimally used active material is only between 25 and
45%. (This is why, for example, the capacity of the
cadmium electrode in the nickel-cadmium cell has to
be much larger than the nominal capacity of the nickel
electrode.) On repeated discharging in less than an
hour, which may be required in some applications,
the percentage of active material optimally utilized is
much lower than the stated percentage of 25%.

Electrodes without soluble intermediates, such as
the nickel electrode, do not suffer from such limita-
tions. Here charge and discharge take place via a
solid-state transition, which may be written as:

charge

Ni(OH); + OH™ = NiOOH + H;0 + ¢e~. (12)
discharge
Owing to the absence of the degradation effects des-
cribed, which are connected with the dissolution-pre-
cipitation mechanism, the nickel electrode has devel-
oped into one of the most valued products of present-
day battery technology — it can be charged and dis-
charged thousands of times at high current without
noticeable deterioration.
As we have seen above, the hydride electrode is
charged and discharged via a solid-state transition:

charge

M + xH20 + xe~ < MH, + xOH"™

discharge

(13)
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(where M could for example represent the compound
Lag.gNdy.2Niz,5C02.4Si0.1).

When both types of electrode are combined as the
positive and negative poles of a rechargeable nickel-
hydride battery, the overall cell reaction for charging

- and discharging is:

charge

M + xNi(OH); == MH, + xNiOOH,

discharge

(14)

so that during operation of the cell there is no net con-
sumption of electrolyte. This permits a simple and
compact construction with little electrolyte [31,

The resultant new type of rechargeable battery
should have the following four desirable features:
¢ No cadmium or other toxic heavy metals.
o A high energy density, especially when used at high
discharge rates. Both the NiCd cell and the nickel-
hydride cell have a theoretical energy density of about
200 Wh/kg, but at the discharge rates in common use
the actual energy density of the NiCd cell will not be
more than 40 to 50 Wh/kg, partly because of the low
degree of utilization of active material. In view of this
considerable reduction in the theoretical energy den-
sity, the nickel-hydride cell, which has no dissolution-
precipitation mechanism and consumes no electrolyte,
seems to offer much better prospects.
o A high power density. Equation (14) shows that
charging and discharging a nickel-hydride battery is
rather like pumping hydrogen atoms, or protons,
from one electrode to the other, Owing to the high
mobility of the hydrogen atom and of the proton, the
system should be capable of handling high current
densities with low internal resistance, so that this elec-
trode combination should result in a battery that can
be charged and discharged at high rates.
o The possibility of effective protection from over-
charging and overdischarging. In overcharging, the
chemical bypass mechanism operates in the same way
as in the NiCd cell, via an oxygen cycle. In overdis-
charging, however, the situation is different from that
in a nickel-cadmium cell: the hydrogen gas evolved in
the nickel-hydride cell is turned to good use, since it
introduces a chemical bypass in the form of a hydro-
gen cycle:

overcharge

O.
l charg;l

M + xNi(OH); <= MH, + xNiOOH.

discharge

H.

(15)

overdischarge
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Fig. 19. The relative storage capacity C/Crom of an experimental
nickel-hydride cell as a function of the number of charge/discharge

cycles n. The hydride electrode is overdimensioned by a factor of
1.85 with respect to the nickel electrode. Cpom is 300 mAh.

Fig. 20. One of our methods of
manufacturing the hydride elec-
trode. Metal castings of compo-
sition Lag gNdg.2Niz 5C032 4Sio.1
(top left) are pulverized by
repeated absorption and desorp-
tion of hydrogen gas (top right)
and the resultant powder is ap-
plied as a paste to a strip of ex-
panded nickel.

Fig. 21. Illustrating the second
manufacturing step. A hydride
electrode (grey; see the lower strip
in fig. 20) is rolled up with a sin-
tered nickel electrode (black) and
a separator (white) to form a cyl-
indrical battery. After addition of
electrolyte the battery is hermetic-
ally sealed.
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Experimental nickel-hydride cell

In provisionally completing this experimental inves-
tigation, in which only half-cells have as yet been
tested, we made a number of experimental nickel-
hydride cells. At this point we were not trying to
establish whether such a battery had all the good fea-
tures that seemed likely in the previous section. This
would have required the construction of an optimum
battery that could provide the predicted high energy
density and power density. Our aim was simply to
show that predictions based on half-cell measurements
were reasonably valid for the complete battery.

We were particularly interested in the validity of the
following two hypotheses, which found support in the
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Fig. 22. A complete experimental nickel-hydride cell and pressure
vessel.

investigation described here: firstly, that electrodes
made from Lao_gNdo.zNi2_5C02_4Sio_1 would only give
a 30% decay in storage capacity after 1000 charge/dis-
charge cycles (fig. 15) and secondly, that no such decay
of storage capacity would occur if the active material
did not take part in the expansion and contraction
process of hydrogen absorption and desorption.

To test these two hypotheses we made the hydride
electrode, which we combined with a nickel electrode
(overdimensioned by a factor of 1.85), so that we had
active material that would expand and contract and
material that would not do so.

Overdimensioning is also necessary in a practical
battery (although usually by a much smaller factor),
as part of the approach for protecting the cells of a
hermetically sealed battery from overcharging and
overdischarging. As soon as the overdimensioning
ceases to exist because of the decay of storage capac-
ity, a steep rise in gas accumulation will soon put an
end to the life of the battery. (Battery life is defined
here as the time for which the battery will operate be-
fore the gas pressure in the sealed unit rises above a
specified value, e.g. 20 bars,)
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From the measured decrease in the storage capacity
of active material that participates 100% in hydrogen
absorption and desorption (fig. 15) we can calculate
the cell life for an overdimensioning of 1.85 times.
For our experimental battery we calculated a life of
4000 charge/discharge cycles.

Fig. 19 shows the capacity decay of this battery as a
function of the number of charge/discharge cycles.
After 4000 cycles the storage capacity was still 92% of
the nominal value, and even after 5000 cycles, that is
to say after 60 weeks of continuous high-rate charging
and discharging, the storage capacity was still better
than 78% of the nominal value. After these 5000
cycles the pressure in the cell was about 10 bars.

The conclusion from these results is that the capac-
ity decay of the new electrode material in a complete
cell is at all events not greater than that found from
the measurements on the half-cell.

Figs 20 and 2] illustrate one of the ways in which
we made such experimental nickel-hydride cells. The
intermetallic compound Lag.gsNdg.oNig 5C02.4519 .1
was pulverized by repeated hydrogen-gas absorption/
desorption cycles, and the powder was then mixed
with fine nickel powder and applied as a paste to a
strip of expanded nickel. The positive electrode was
made by impregnating a porous sintered-nickel plate
with Ni(OH),. The electrolyte was a solution of 5 M
KOH and 1 M LiOH. The two electrodes, separated
by a polyamide strip, were rolled up to form a cylin-
drical package and placed in a nickel-plated steel can.
After addition of the electrolyte the battery can be her-
metically sealed or (as in our experiments) placed in a
pressure vessel fitted with a pressure gauge (fig. 22).

Summary. LaNis and related compounds have been investigated for
their usefulness as electrode material in hydrogen-based recharge-
able batteries. Although LaNis; and LaNi,Cu give the required
rapid absorption and desorption of large amounts of hydrogen, they
are not suitable electrode materials because of the very large decay
in their storage capacity with repeated charging and discharging. It
was found that this capacity loss is due to the conversion of the
active material into La(OH)s, which proceeds more rapidly as the
volume changes in the active material caused by repeated charging
and discharging become larger. Partial substitution of Co for Ni
gives smaller volume changes and hence a more stable electrode
material. The stability is further improved by adding small quanti-
ties of aluminium or silicon. The capacity of electrodes made from
the newly developed Lag gNdg.2Nig 5C02.4Sio.1 was found to have
decayed by only 30% after 1000 charge and discharge cycles. The
experimental — hermetically sealed — nickel-hydride battery made
with this material combines a long life with high energy density and
power density, and effective protection from overcharging and
overdischarging. [t also contains no toxic heavy metals such as
cadmium.
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Dielectric resonators for microwave integrated oscillators

G. Liitteke and D. Hennings

Microwave oscillators used in radar and telecommunications must operate at constant fre-
quency and generate little noise. Until recently this meant that oscillator circuits had to
include a cavity resonator that functioned as a selective filter. The dimensions of the cavity
resonator, however, were not compatible with the miniaturization of microwave integrated

circuits in which waveguides and coaxial lines have been replaced by microstrip. Dielectric
resonators are much more suitable for microwave integrated circuits, because they are small.
Careful consideration must be given to the choice of the ceramic material for these resonators,
to ensure high frequency stability and good noise characteristics.

Introduction

Now that direct television broadcasts via geo-
stationary satellites have become a reality, there is a
need for inexpensive circuits for microwave reception.
Microwave integrated circuits (MICs) combine small
dimensions and low weight with low cost. Modern
MIC technology uses bipolar transistors and field-
effect transistors with ever higher cut-off frequencies,
and special active devices for the microwave region
such as Gunn diodes and IMPATT diodes (IMPATT
stands for ‘IMPact Avalanche and Transit Time’). In
MIC technology these components are interconnected
by microstrip lines, which consist of a thin metal con-
ductor (the strip) separated from a metal ground layer
by a dielectric 111,

For telecommunication microwave links and for
satellite television the frequency of the microwave
carrier is required to be highly constant. A high sig-
nal-to-noise ratio is also essential. These requirements
can only be met by the use of frequency-stabilizing
selective band filters in the oscillator circuits. Until
recently this meant using relatively large cavity reso-
nators, which had to be made of Invar to ensure low
temperature sensitivity. With these resonators a
relative frequency stability of 107 °C™! and Q-fac-
tors (quality factors) of more than 10000 have been
achieved.

Because of their size, cavity resonators are not very
compatible with the structure of microwave inte-
grated circuits. Efforts have therefore long been made
to replace these resonators by ceramic types, which
can be smaller because the permittivity of ceramic is
higher than that of air. Many attempts to produce
such resonators foundered because no ceramic mat-
erials could be found that combined a high permit-
tivity and Q-factor with a low temperature depen-
dence. It was not until the seventies that it was dis-
covered that barium nonatitanate (Ba;TigOg) was a
suitable material for microwave dielectric resonators.
This material was also found to be suitable for selec-
tive filters consisting of a number of coupled dielectric
resonators. The dimensions of these filters can be kept
within reasonable limits even at the lower frequencies.
Its high permittivity also makes the material an excel-
lent substrate material for microwave integrated cir-
cuits operated at relatively low frequencies. In addi-
tion, with specific microstrip dimensions low charac-
teristic impedances can be achieved. (The character-
istic impedance of a microstrip line is approximately
inversely proportional to the square root of the per-
mittivity of the dielectric.)

The temperature dependence of the frequency fz,
of electromagnetic standing waves in a dielectric reso-

Dr G. Liitteke is with Philips GmbH Apparatefabrik Krefeld, and
was formerly with Philips GmbH Forschungslaboratorium Aachen
(PFA), Aachen, West Germany. Dr D. Hennings is with PFA.

(11 3 H. C. van Heuven and A. G. van Nie, Microwave integrated
circuits, Philips Tech. Rev. 32, 292-304, 1971.
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nator is expressed by the temperature coefficient 7z,
which is defined as:

. 1 dfr
TR= 7 —1.

frdt
where ¢ is the temperature. This temperature coeffi-
cient is a function of the thermal expansion coefficient
and of a similarly defined temperature coefficient for
the permittivity. In oscillator circuits it is not desir-
able to make 75, for the resonator exactly zero. This
is because the overall temperature coefficient for the
resonant frequency of the complete oscillator includes
a small negative contribution from the other compo-
nents in the circuit, and this has to be compensated by

a positive contribution from the resonator.

To keep the dimensions of the resonator within
reasonable limits the relative permittivity &, of the
material must be high. (If we compare the dimensions
of a cavity resonator and a dielectric resonator, we see
that the cavity resonator at the same frequency and
height/diameter ratio is about Va, times as large as the
dielectric resonator [21.) In addition it must be pos-
sible to control the temperature coefficient of the reso-
nant frequency in a small range by varying the com-
position of the material. The region of miscibility
ratios of the two compounds BaTisOg and BazTigO2q
in the phase diagram of the BaO-TiO; system is par-
ticularly suitable for controlling the temperature
coefficient. With resonators of Ba;TigO2¢ containing
about 30% of BaTisOs, oscillator circuits for 10 GHz
have been made whose frequency stability is compar-
able with that of oscillators that have Invar cavity
resonators. The dimensions of the dielectric resona-
tors are very much smaller, however.

In this article we shall first look at the theoretical
background of dielectric resonators in connection
with measurements of material properties. We shall
then deal with the composition of the ceramic mat-
erials for these resonators. After discussing various
kinds of oscillator circuits, we shall conclude with a
number of applications of stable oscillator circuits for
microwave frequencies.

()

The dielectric resonator and the measurement of
material properties

" A dielectric resonator is usually a cylindrical body
made of a material that has a high permittivity. Elec-
tromagnetic standing waves are set up in the resona-
tor, and their wavelength is determined by the dimen-
sions and the permittivity. Part of the high-frequency
electromagnetic field extends beyond the resonator.
This stray field can be used for coupling the resonator
to the microwave circuit. '

Philips Tech. Rev. 43, No. 1/2

Ceramic materials with a high permittivity have
been known for a long time. Barium titanate (BaTiOs3)
can have g;-values as high as 10000. Most ceramic
materials, however, are unsuitable for use in resona-
tors because their dielectric losses are excessively high
at microwave frequencies. In ferroelectric materials
like barium titanate these losses are due to the dielec-
tric relaxation of the domain walls. The magnitude of
the dielectric losses is determined by the loss factor
tandm, where d, is the loss angle of the material. The
magnitude of the loss factor follows from the equa-
tion giving the complex permittivity &:

€ = g &¢(l — jtandnm), )

where g¢ is the permittivity of free space. In resona-
tors the dielectric losses must be kept as small as pos-
sible. This is expressed in the Q-factor Qm, which is
defined as the reciprocal of the loss factor.

It is also important that the relative permittivity
should not vary much as a function of temperature
and that the thermal expansion coefficient of the mat-
erial should be small. This can be seen from the
expression for the temperature coefficient 7z, for the
resonant frequency of dielectric resonators [31:

IR = — %(Tﬁ' + 270), )]

where e, is the temperature coefficient of the permit-
tivity and 7, is the thermal expansion coefficient. A
low value of 7y, can thus be obtained by using a mat-
erial in which the quantities 7¢ and 7. largely com-
pensate one another. A problem is that for some mat-
erials there are no published values for these quanti-
ties, so that they have to be measured.

For these measurements we used the arrangement
shown schematically in fig. Ja'¥). In a cylindrical
sample microwave resonances are generated whose
geometry is comparable with the geometry of reso-
nances in a dielectric resonator. The sample is
mounted between two metal plates. A variable-fre-
quency signal from a network analyser is applied to the
sample via a coaxial line and excites a field in it. The
signal is returned to the analyser by a second coaxial
line. The metal plates act as a waveguide operating
below its cut-off frequency. This means that the high-
frequency field emerging from the sample decreases
rapidly with increasing radial distance. To reduce the
effects of eddy-current losses in the metal plates, the
sample is given a high length/diameter ratio.

The resonant modes in a cylindrical dielectric reso-
nator are related to the modes in a cavity resonator.
In a cavity resonator only transverse modes, desig-
nated TE,;;np and TM,unp, can occur. The subscripts
m, n and p are integers relating to the number of
periods of the electric or magnetic field in the circum-
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ferential, radial and axial directions respectively.
Either the electric field (the TE,;;, mode, the sub-
scripts relating to the magnetic field) or the magnetic
field (the TM,,;np, mode, the subscripts relating to the
electric field) is a purely transverse field, that is to say
with no axial component. The non-transverse magnetic
or electric field associated with a transverse electric or
magnetic field does therefore have an axial compo-
nent. In a cylindrical, non-metallized dielectric resona-
tor only transverse modes with rotational symmetry
(m = 0) can be excited. In dielectric resonators, how-

TEpn
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Fig. 1. Measurement of materials for dielectric resonators. @) Ex-
perimental arrangement. A cylindrical ceramic sample P is placed
between two metal plates M. Microwave resonances are excited in
the sample by a signal from a network analyser NA (Hewlett
Packard 8410). The signal is supplied to the sample from port I of
the analyser via a coaxial cable C), and is returned via a second
cable Cz to port 2 of the analyser. Both coaxial cables are ter-
minated in a loop in a plane perpendicular to the axis of the reso-
nator. b) Diagram illustrating the TEg1; mode in the sample. E elec-
tric line of force. H magnetic line of force. ¢) Example of a fre-
quency spectrum measured with the network analyser. The modulus
of the ratio Sg; of the voltages at terminals 2 and 7 is plotted in dB
as a function of frequency f. The spectrum is a combination of two
measurements with different linear frequency scales. The modes
corresponding to some of the peaks are indicated. The peak for the
TEo11 mode has been magnified in the horizontal direction: the
dotted line. The Q-factor of the material can be determined from
the width 4 f of the peak at 3 dB below the peak.
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ever, there may also be non-transverse modes, which
do not have rotational symmetry. In these modes,
called HE,,;sp, or ‘hybrid’ modes, both the magnetic
and electric fields have an axial component.

Of the many modes that can occur in a cylindrical
resonator, only the transverse mode TE;; is of prac-
tical significance. In fig. 15 the electric and magnetic
lines of force of the TEo;; mode in the sample under
test are shown schematically. The (transverse) electric
lines of force are circles whose centres lie on the axis
of the sample. The magnetic lines of force are ap-
proximately in the axial direction in the material and
are rather like those of a magnetic dipole. Since each
magnetic line of force lies in a plane through the axis
and also extends beyond the material, the TEq;; mode
can easily be coupled to the network analyser by
coaxial cables.

Fig. 1c shows a frequency spectrum measured with
the arrangement of fig. 1a. Such a spectrum will only
contain peaks due to the transverse modes TEg,, and
TMopp and the hybrid modes HE,.p. It can be seen
that the mode with the lowest frequency is the HE;;;
mode. Around the peak due to the TEq;; mode in the
figure an indication is given of how the Q of the mat-
erial Om can be determined from the shape of the
peak. Qn, is approximately equal to the ratio of the
resonant frequency to the width A f of the resonance
peak, measured 3 dB below the peak. (A value of 3 dB
corresponds to a power ratio of 0.5.) The permittivity
can be calculated from the resonant frequency and the
dimensions of the sample.

A dielectric resonator used in oscillator circuits has
the shape of a flat cylinder. It is not clamped between
metal plates, but is mounted with some axial and radial
play in a metal case. The magnetic field can therefore
extend outside the resonator in the axial direction; see
fig. 2a. The mode indicated here is therefore called the
TE¢;5 mode. The coupling to the rest of the circuit is
made with a microstrip line; see fig. 2b. To limit the
losses in the ground plane of the microwave circuit the
resonator is mounted at the bottom of the housing on
a quartz-glass ring; see fig. 2c. The resonator has a
height/diameter ratio of about 0.4, so that the differ-
ences in frequency between the TEg;s mode and the
neighbouring modes are relatively large. The side walls
of the case are far enough away from the resonator to

21 M. W. Pospieszalski, On the theory and application of the di-
electric post resonator, IEEE Trans. MTT-25, 228-231, 1977.

31 D. Hennings and P. Schnabel, Dielectric characterization of
BazTigOg2¢ type ceramics at microwave frequencies, Philips J.
Res. 38, 295-311, 1983.

41 B. W. Hakki and P. D. Coleman, A dielectric resonator
method of measuring inductive capacities in the millimeter
range, IRE Trans. MTT-8, 402-410, 1960;

W. E. Courtney, Analysis and evaluation of a method of meas-
uring the complex permittivity and permeability of microwave
insulators, IEEE Trans. MTT-18, 476-485, 1970.
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minimize the excitation of eddy currents in them by
the r.f. field. The case is nevertheless small, because
the field decreases rapidly in the radial direction, since
the upper and the lower plate also function here as a
radial waveguide operating below its cut-off frequency.
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Fig. 2. a) Diagram of the TEo15 mode in a dielectric resonator for
oscillator circuits. (This mode should strictly be classified as TEqys,
since the magnetic field also extends from the resonator in the radial
direction.) ) Coupling the resonator to a microstrip line in a micro-
wave integrated circuit. Q quartz-glass ring. S strip of the micro-
strip line. D dielectric substrate. MB metal base. ¢) The dielectric
resonator in its metal case, which contains the rest of the oscillator
circuit (not shown). AS adjusting screw for fine tuning of the reso-
nant frequency.

The resonant frequency is difficult to predict exactly
from the dimensions of the resonator and the case.
The frequency setting is therefore made with a tuning
screw, which varies the distance over which the mag-
netic field of the TE¢;s mode extends in the axial
direction. The resonant frequency can be set very ac-
curately in this way.

Choice of material

It was discovered in the fifties that barium nona-
titanate (BazTigOz0), because of its relatively high
permittivity &, and very small temperature coefficient
Te, Was a suitable material for stable ceramic capac-
itors 51, Much later it turned out that the properties
of this material also make it suitable for use in dielec-

tric resonators for frequencies up to 10 GHz [¢],
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In the phase diagram of the quasi-binary system
BaO-TiOg, see fig. 3a, lines for the compound BaTisOg
(80 mol.% TiO2) and for pure TiO; lie on opposite
sides of the line for the compound BazTigO3z¢ (81.818
mol.% TiOg). These three materials all have a high
permittivity (that of TiO3 is very high) and a low loss
factor; see Table I. The temperature coefficient 7z of
resonators made with TiO2 and BaTiyOg is relatively
large, whereas it is almost zero for Ba;TigQOgzg. The
compounds BaTiyOg, BasTigO2z9 and TiOz are not
miscible with one another, but they can be combined
by sintering to form a dense type of ceramic with a
porosity of less than 0.5%. It therefore seems sensible
to obtain the small — but not zero — temperature
coefficient required by making the two-phase ceramics
BaTi409-Ba2Ti9020 or BazTigogo-TiOZ.

1500°C}
La L + Ti0;
b 7400 / '
BaTi0; +LIQ v
1300}
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5 S 8
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05 07 08087510
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Fig. 3. Part of the phase diagram of the quasi-binary system
BaO-TiOz 8], ¢ temperature. x molar quantity of TiOz. b) Relative
permittivity &; and Q-factor Qm as a function of x, as the result of
a number of measurements with the arrangement of fig. 1a. The
regions for the two-phase ceramics BaTiyO¢-BazTigO2¢ and
BasTigO20-TiO2 are separated by a dashed line.
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Table 1. Permittivity &r, temperature coefficient 7 and loss fac-
tor tandm, measured at 4 GHz for BaTiqOg, BazTigO2 and TiO;

samples.

& 70w tandm
[°C™]
BaTi4Og 37.5 20x 10~ 1.6x 1074
Ba;TigO20 39.3 =0 1.1x10-4
TiO; 100 1550 10-® 2 x10™4

Fig. 3b shows that samples made from such two-
phase ceramics have a permittivity that is a monoton-
ically increasing function of the molecular content x
of TiOz. The Q-factor Qm = 1/tandn, is seen to be
high and to change relatively little as a function of x.
Fig. 4 shows the temperature coefficient 7z, as a func-
tion of temperature for samples of the two-phase
ceramic (BagTigOg)1-y-(BaTigOg), with differing
mixture ratios y. For pure BagTigOzo the value of 75,
at 0 °C happens to be exactly equal to zero. This mat-
erial might therefore be used for making resonators
that have a broad minimum at 0°C in the curve for
the resonant frequency as a function of temperature,
which approximates to a parabola. However, we want

20x10°°C”

_2 /? ! ' ' '
40 20 0 20 40 60

80 ; 100°C

Fig. 4. Temperature coefficient 7z, for the resonant frequency fr of
ceramic samples as a function of temperature ¢. Each curve corres-
ponds to a different value of the molar content y of BaTi4Og in the
two-phase ceramic (BazTigO20)1-y-(BaTi4Og),.
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the temperature coefficient of the resonant frequency
to be independent of temperature and to have a small
positive value. In this way we can compensate for
negative temperature coefficients of other elements in
the oscillator circuit.

Fig. 4 shows that this condition is satisfied by cer-
amic samples of BayTigOgzg containing about 30% of
BaTiyOg. Resonators made of this material have been
used in oscillator circuits that gave a frequency drift
of only 150 kHz at 10 GHz in a temperature range
from —20 to 100°C "1, The product of O and the
resonant frequency f& (in GHz) of ceramic resonator
materials is generally found to be practically constant
in the range from 2 to 15 GHz, and is therefore used
as a figure of merit. With the new materials described
here we have reached values of about 45000 for this
product.

The oscillator circuit
Coupling to the resonator

There are various types of microwave oscillator cir-
cuit. If a dielectric resonator is used to stabilize the
resonant frequency, it is always connected to the
active element in the circuit by a microstrip line, the
‘coupling line’. The coupling line is terminated by a
load impedance, usually a matched load — a resis-
tance equal to the characteristic impedance Zgy of the
line, so that there is no reflection at the termination.
The terminating impedance is connected between the
strip of the coupling line and the ground plane of the
microwave integrated circuit; see fig. 5a.

The resonator may be regarded as a tuned circuit
consisting of a resistance, an inductance and a capac-
itance connected in parallel, as in fig. 5b. Unloaded,
the circuit has a Q-factor Qg and an angular resonant
frequency wg, and is considered to be coupled to the
rest of the circuit by an ideal transformer with a turns
ratio of n. If the tuned circuit plus transformer is
replaced by another equivalent tuned circuit con-
nected directly into the circuit, the values R, L and C
change to R;, L; and C; (see fig. 5¢), and we can
write:

R, = n®R.

The coupling factor § is defined as the ratio of this

61 G. H. Jonker and W. Kwestroo, The ternary systems BaO-
TiO2-SnO2 and BaO-Ti0s-ZrO2z, J. Am. Ceram. Soc. 41,
390-394, 1958.

(61 H. M. O’Bryan, J. Thomson and J. K. Plourde, A new BaO-
TiO2 compound with temperature-stable high permittivity and
low microwave loss, J. Am. Ceram. Soc. 57, 450-453, 1974.

71 C. Tsironis and D. Hennings, Highly stable FET DROs using
new linear dielectric resonator material, Electron. Lett. 19,
741-743, 1983.
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resistance to the characteristic impedance of the coup-
ling line:
2
ﬂ = 51_ P ﬂ y (4)
Zy Ry

where Ry is the load impedance. The magnitude of the
coupling factor is largely determined by the distance
between resonator and strip.

The impedance Z; is defined as the impedance be-
tween the strip and the ground plane at the position of
the resonator and looking towards the load. This
impedance is a function of the angular frequency w of
the microwave signals and can be expressed in terms
of the quantities defined above:

B

Zy() = Zo {1 + } )

1 + jOr(w/wr — wr/w)

a
R
1[: . wr.Qr
T
Zo
b
2o wr.Qp
)
m |
AE T\ I
e Rp=2,

Fig. 5. Coupling of the dielectric resonator DR to the active ele-
ment AE. a) Diagram showing the coupling line, a microstrip line
of characteristic impedance Zy. The coupling line is terminated by
a resistance Ry, equal to Zo. wr, Qr angular resonant frequency
and Q-factor of the resonator. b) Circuit with the resonator re-
placed by a parallel tuned circuit of R, L and C. The tuned circuit is
connected to the coupling line by a transformer 7 with turns ratio n.
¢) Circuit with the tuned circuit and transformer replaced by a
tuned circuit of Ry, L; and C,. m length of the coupling line.
Z,(w) the impedance between strip and ground plane near the reso-
nator, looking towards Rp; w angular frequency. Zs(w) as Z1(w),
but at the input to the coupling line. Za(A4) input impedance of the
active element; 4 amplitude of the oscillation.
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Any non-variable impedance can be represented as a
point on a Smith chart [8); Z,(w) represents a circle
on the chart (see fig. 6).

A Smith chart can be used to represent both the vector reflection
coefficient, i.e. the voltage ratio of the incident and reflected micro-
wave signals, and the real and imaginary components of the impe-
dance normalized to the characteristic impedance. The voltage
standing-wave ratio or VSWR can be read from these quantities in
the diagram. This is the ratio of the voltages at the nodes and anti-
nodes in the standing wave resulting from the incident and reflected
signals. '

The circle Z;(w) goes through M, the centre of the
Smith chart, when w = 0 and w = «, because Z; is
equal to the characteristic impedance Zo at these
values of w. The point for @ = wg, i.e. for resonance
of the tuned circuit in fig. 5¢, corresponds to the
right point of intersection of the circle Z;(w) with the
line # in the chart, since then Z; = Zy + Ry, from
eq. (5). (Line A corresponds to impedances that are
purely resistive.) The diameter of the circle is equal to
R, = BZy; this diameter therefore increases as the
resonator is more closely coupled to the microstrip
line.

It is a property of the Smith chart that a point on
the chart moves along a circle of centre M when the
position where the impedance is being considered
moves along a transmission line (in our case the
microstrip line). If we want the impedance Zz(w) that
the active element ‘sees’ at the input to the coupling
line — the impedance at that point due to the coupling
line, resonator and load — we find it by rotating the
circle Z,(w) clockwise through an angle 6 with respect
to M. This angle is given by

2m
—_ — o
= 360°,
where m is the length of the coupling line and A is the
wavelength. The locus for the load of the active ele-
ment corresponds almost exactly to the circle Za(w)
thus obtained.

The oscillation condition for the complete circuit

can be expressed as

Z4(A) + Za(w) = 0, ©)

where the input impedance Z4 of the active element is
a function of the amplitude A4 of the oscillation.
Oscillation can only occur if the complex input im-
pedance of the active element contains a negative real
component. (This is the case in Gunn and IMPATT
diodes when the supply voltage satisfies certain condi-
tions; in transistors the oscillation condition can only
be satisfied by using negative feedback.) Within the
limited frequency range determined by the TEoe;s
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mode of the resonator, only the real component of Z4
changes with varying amplitude; the reactance is vir-
tually constant. On the Smith chart — Z4(A4) therefore
corresponds well to a line of constant reactance: an
arc of a circle with its centre-point on the line v. The
operating point of the circuit is the point of intersec-
tion of the lines for Zz(w) and — Z4(A4).

The frequency and amplitude of the oscillation can
be adjusted by moving the operating point. The loca-
tion of the line — Z4(A) depends on the supply voltage
of the active element and — in the case of transis-
tors — on the coupling between the three terminals.
The location of the locus Zz(w) depends on the length
of the microstrip line between the active element and
the resonator. The diameter of Z2(w) is determined by
the coupling factor. The resonant frequency wg of the
actual resonator depends on its dimensions and the
setting of the tuning screw. An appropriate choice for
the characteristic impedance — which determines the

R|Zy=1

Fig. 6. Smith chart [® for the coupling of the resonator to the active
element. Every point inside the large circle represents an impedance
Z =R+ jX, normalized to the characteristic impedance Zy. Circles
through O with their centres on line v correspond to a constant
ratio X/Zy. X is positive above line 4, and negative below it. Circles
through O with their centres on line # correspond to a constant
ratio R/Zy. For O: R = o, X = w. For M: R = Zy, X = 0. For Q:
R =0, X = 0. The thicker circles represent the impedances Z;(w)
and Zz(w); see fig. 5. The circle Zy(w) intersects h at M for w = 0
and w = . The second intersection of the circle with 4 corres-
ponds to Zy(wr) = Zo + R:. 8 angle through which the circle for
Z)(w) has to be rotated around M to obtain Za(w); for § = 360°,
m is equal to a half-wavelength. The line — Z4(A), see also fig. 5, is
seen to correspond to a line of constant reactance. The point B cor-
responds to — Za(A = 0) and lies within Za(w). P, the intersection
point of the lines — Z4(A4) and Z3(w), is the operating point, which
in this case has a stable position.
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scale of the Smith chart — will ensure that point B,
which represents the point — Z3(4 = 0), lies inside the
circular locus. It is easy to see that the operating point
will then always be in a stable situation.
Terminating the coupling line with a pure resistance
equal to the characteristic impedance of the line has
the advantage that components in the signal whose
frequency differs from wy are attenuated. The resona-
tor is then ‘electrically inoperative’ for components at
such frequencies. It can be shown that terminating the
coupling line with a reactance does not give one single
stable operating point, but three different operating
points. However, one of these is in an unstable situa-
tion. The other two, although stable, correspond to
frequencies that are very close together, so that the
ultimate frequency of the oscillation is not predictable.
Terminating the microstrip line with a reactance does
not therefore produce a circuit of any practical use.

The various types of oscillator circuit

Fig. 7 shows five oscillator circuits, each containing
a three-terminal active element (). The active element
can be a bipolar transistor or a field-effect transistor.
The microstrip lines in the various circuits are ter-
minated by their characteristic impedance Z,. The
resistance that acts as a load in the circuits shown
should be considered as equivalent to the actual trans-
mitting or receiving circuits. The main difference be-
tween the microwave circuits is in the position of the
load resistance. All these oscillator circuits were ori-
ginally used with cavity resonators.

Fig. 7a shows the simplest type of oscillator circuit.
The terminating resistance of the microstrip line acts
not only as a damping resistance (Rp) but also as the
load (Rp). The dielectric resonator is used as a ‘reac-
tion-type’ resonator.

Fig. 7b shows a circuit with a ‘transmission-type’
resonator. The load is connected to the resonator by a
second microstrip line. The resonator is not so tightly
coupled to this line as to the first line. The signal goes
from the active element via the resonator to the load,
so that components at frequencies outside the pass-
band of the resonator are strongly attenuated.

In the circuit of fig. 7c the damping resistance and
the load are connected to different terminals of the
transistor. There is a matching network for the load
resistance. The resonator is coupled to the microstrip
line in such a way that the maximum energy is reflected

B] p, H. Smith, Transmission line calculator, Electronics 12,
No. 1 (January), 29-31, 1939;
L. V. Blake, Transmission lines and waveguides, Wiley, New
York 1969.

(8] [, M. Clarke and B. F. van der Heijden, Dielectric resonator
oscillators, Proc. Military Microwaves '84, London 1984, pp.
591-595.
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at the resonant frequency. A standing wave is then set
up in the microstrip line between the active element
and the resonator. This circuit is therefore referred to
as an oscillator with a ‘reflection-type’ resonator.

In the circuit of fig. 7d two of the terminals of the
active element are connected to a microstrip line
coupled to the resonator. These lines with the resona-

e

Fig. 7. The different oscillator circuits. @) Oscillator with reaction-
type resonator. 1, 2, 3 terminals of the active element. Z1a, Zs1, Z23
Jmpedances between the terminals. Ry load. Rp damping resis-
tance. Ry and Rp are combined here to form a single resistance
equal to the characteristic impedance Zp of the coupling line.
b) Oscillator with transmission-type resonator. Zo,1, Zo,2 charac-
teristic impedances of the coupling lines. ¢) Oscillator with reflec-
tion-type resonator. AC matching network for the load. d) Oscilla-
tor with feedback resonator. Rp,1, Rp,2 damping resistors in the
coupling lines. €) Oscillator with two resonators: DR, and DR;.
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tor form a feedback path, and the device is therefore
referred to as an oscillator with a ‘feedback-type’
resonator. The load forms part of the impedances Z3;
or Zaz, which are connected to the third terminal of
the transistor.

All these circuits have one resonator. However, two
resonators can be used, which will give even better
frequency stability; see fig. 7e. This circuit may be
regarded as a combination of a reaction-type and a
reflection-type resonator. The line with the reaction
resonator is terminated by the load, the other by the
damping resistance. A problem with this oscillator
circuit is the mechanical tuning of the two resonators,
since it only oscillates when both resonators are accur-
ately tuned to the same frequency.

For completeness fig. 8 shows the ways in which the
base, collector and emitter of a bipolar transistor, or
the source, drain and gate of a field-effect transistor
can be connected to terminals I, 2 and 3 of the circuits
in fig. 7. Fig. 8a relates to oscillators with the reaction-
type or transmission-type resonator, fig. 85 to the
oscillator with reflection-type resonator, and fig. 8c to
the oscillator with feedback-type resonator. The first
three circuits in fig. 7 also operate with Gunn or
IMPATT diodes. Terminal I and the impedances Z;2
and Zs; should then be omitted in fig. 7 and b. In
fig. 7c terminal I should be omitted and the impe-
dances Z;2 and Z3; combined.

Frequency stability

The resonant frequency of the oscillator circuit
varies slightly in practice. The variations may be
divided into long-term and short-term variations. The
long-term variations are a consequence of tempera-
ture fluctuations; their magnitude depends on the
temperature coefficient 75, for the oscillator resonant
frequency fo (defined in a similar way to 1, see
eq. 1). The short-term variations are random and are
referred to as phase noise.

The temperature coefficient 7y, depends on the
thermal behaviour of the active element, the dielectric
resonator, the microstrip line and the case in which
the microwave circuit is mounted. With a suitable
design, the effect of the microstrip line and the case on
75, can be made small compared with the effect of
other elements. 75, then depends almost entirely on
the thermal characteristics of the active element and
the resonator.

The temperature coefficient of the oscillator circuit
can be expressed as [191:

_ FB) doa
©oQr  dt

where F(f) is a function of the coupling factor and ¢q

Tfo + Tfps @)
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Fig. 8. The various ways in which a bipolar transistor or a field-
effect transistor can be incorporated in the circuits of fig. 7. The
numbering of the terminals corresponds to that in fig. 7. @) The
active elements for the oscillators of fig. 7@ and b. b) The active
elements for the oscillator of fig. 7¢. ¢) The active elements for the
oscillator of fig. 7d.
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Fig. 9. Power density of the phase noise of microwave oscillators
with dielectric resonators as a function of the oscillation frequency
fo. The curve is the result of an extrapolation using eq. (9) and lite-
rature data (18] (4) together with results of our own measurements
(B). Plotted along the vertical axis is the ratio L in dB of the power
density in W/Hz of the (single-sideband) power density spectrum
of the phase noise at a distance of 10 kHz from the resonant fre-
quency, and the output power of the oscillator.
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is the argument associated with the input impedance
Z4 of the active element (see fig. 5¢). The first term in
(7) is negative for all active (semiconductor) elements
and has a value in the range from —2x10°° to
—10x 1078 °C™. Since |1y,| should be as small as
possible, 77, should have a low positive value. The
correct value of 7 can be achieved, as we have seen,
by using a mixed ceramic with a particular ratio of
BayTigO2¢ to BaTisOg for the resonator material, or
by building a sandwich resonator of two different
materials (1],

The (single-sideband) power density of the phase
noise (i.e. the noise power per unit bandwidth) is gen-
erally related to the output power Pg of the oscillator.
This relative power density L(f— fo) of the phase
noise at a ‘distance’ f — fo from the oscillator fre-
quency is proportional to fo? and the absolute tem-
perature, and inversely proportional to the square of
the Q-factor of the oscillator Qo ). If we compare
two spectra of the phase noise at different frequencies
Jo and fo', different output powers Po and Po’ and
different Q-factors Qo and Qo' at the same tempera-
ture, we obtain the following equation for the ratio of
the relative power densities:

L(f—fo) _ fo’Qo'*Po’

L'(f-fo)  fo'*Qo®Po
If in addition the coupling factors of the resonators
are identical, the Q-factors of the oscillators in eq. (8)
can be replaced by those of the resonators. It is also
known that the maximum available output power of
microwave oscillators is inversely proportional to the
square of the oscillator frequency. Equation (8) can
therefore be written as:

L(f=fo) _ [fo'Qx”
L'(f-fo)  fo'*Q:®
This equation gives an idea of the phase noise to be
expected at high frequencies. It has been used in fig. 9
together with data from the literature [*3 (point A)
and data from our own measurements of relative
power densities of the phase noise at 4 GHz (point B).
The Q-factors Qg are comparable, because resonators
of pure Baz TigOg were used in both cases. Fig.9 and

®

)

(91 T, Makino and A. Hashima, A highly stabilized MIC Gunn
oscillator using a dielectric resonator, IEEE Trans. MTT-27,
633-638, 1979;

C. Tsironis and V. Pauker, Temperature stabilization of GaAs
MESFET oscillators using dielectric resonators, IEEE Trans.
MTT-31, 312-314, 1983. ’

(1) C, Tsironis and P. Lesartre, Temperature stabilization of
GaAs FET oscillators using dielectric resonators, Proc. 12th
Eur. Microwave Conf., Helsinki 1982, pp. 181-186.

(12) K, Kurokawa, Injection locking of microwave solid-state oscil-
lators, Proc. IEEE 61, 1386-1410, 1973.

(18] G, D. Alley and H.-C. Wang, An ultra-low noise microwave
synthesizer, IEEE Trans. MTT-27, 969-974, 1979.
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Fig. 10. @) Principle of locating the position of a radiosonde by
means of a transponder, a combination of a transmitter and a
receiver. The transponder, which is suspended from the balloon of
the radiosonde, responds to a signal transmitted by a parabolic
antenna on the ground. The position of the radiosonde can be
determined from the angles at which the ground station receives a
signal from the transponder, and from the time that elapses be-
tween the transmission and reception of the signal. ») The trans-
ponder, complete with antennas, which are located underneath the
top and bottom shielding caps. The transmitted power is 200 mW
and is sufficient for a range of 50 km. The transponder contains a
microwave oscillator with dielectric resonator and is a product of
the Philips GmbH supply centre Systeme und Sondertechnik in
Bremen.
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eq. (9) show that at high frequencies the phase noise
increases steeply. It has also been found that bipolar
transistors are very suitable for use in oscillator
circuits with low phase noise.

Applications

Dielectric resonators will mainly be used to replace
the cavity resonators now used for stabilizing micro-
wave oscillators — for example in microwave receivers
for satellite television [*4]. In addition, various appli-
cations have emerged that would be inconceivable
without dielectric resonators. Two of them will be
described below.

An oscillator for a transponder in a radiosonde

A transponder is a combination of a transmitter
and a receiver. Nowadays a radiosonde can carry a
microwave transponder for locating its position; see
fig. 10. The transponder must be small and light, and
also inexpensive — since the transponder is not usually
recovered after the flight.

The transponder responds to the signal from a
transmitter on the ground. If the frequency and an
identifying modulation of the signal correspond to
preset input data, the transponder replies by sending
out a signal at the same frequency with the same
modulation. The position of the radiosonde can be
determined from the time between the transmission of
the search signal and the reception of the reply signal
and from the angles from which the reply signal is
received.

The signal in the transponder, which has a fre-
quency of 9.2 GHz, is obtained by frequency-doubling
and then amplifying the 4.6-GHz output signal of an
oscillator. The signal is modulated by switching the
oscillator on and off in a fixed pattern. Three different
circuits have been developed for the oscillator, with
reaction, transmission or reflection-type resonators;
see fig. 7a-c. The active element of the oscillator cir-
cuits is a bipolar transistor, which is connected as
shown in the second diagram in fig. 8z or b. The cir-
cuits are designed such that terminals / and 2 are not
connected (Z;2 = ). In the circuits with a reaction-
type or transmission-type resonator (fig. 7a and b) Z3,
is a purely capacitive feedback impedance. In the cir-
cuit with the reflection-type resonator (fig. 7c¢) the
matching network AC transforms the load resistance
of 50 ohms into a high resistance between collector
and emitter. This circuit also has a capacitive feed-
back impedance between terminals / and 3.

The value of the feedback impedance must be set
very accurately, or the oscillator circuit will resonate
in the HE 15 or TMy;s mode, whose resonances are at
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frequencies close to that of the required TEg; s mode;
see fig. 1c. It is very difficult to set the frequency
exactly, because the input impedance Z4 of the active
element changes as a result of transients when the
oscillator is switched on and off.

The three different oscillator circuits are illustrated
in fig. 11. The type of circuit can be recognized from
the shape of the lines on the ceramic substrate. The
dielectric resonator of pure Ba;TigOjz¢ is mounted
directly on the substrate and has a diameter of 14 mm

Fig. 11. The various oscillators for the transponder in fig. 10 that
have been built and tested. @) Oscillator with reaction-type reso-
nator. b) Oscillator with transmission-type resonator. ¢) Oscillator
with reflection-type resonator. The tuning screw for fine tuning of
the oscillator frequency is clearly visible in the cap of the housing of
all three oscillators; see fig. 2¢.
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and a height of 5 mm. The height of the aluminium
case is therefore no more than 14 mm; the length and
width are both 50 mm. The complete oscillator weighs
as little as 80 g. The oscillation frequency can be
tuned through a band of +30 MHz by means of a
screw in the cap.

The transistors used in the circuits are leadless chips
designed for microwave frequencies. At a supply volt-
age of 9 V and an input current of 32 mA, the output
power of the oscillators is 30 mW. Fig. 12a gives a plot
of frequency as a function of temperature for the
transmission-type resonator. The curve corresponds
to a temperature coefficient of —5.1x107%°C~!. If
the resonators had been made of BayTigOse with
about 30% of BaTisOg, the absolute value of the tem-
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Fig. 12. a) Plot of the frequency f as a function of temperature  for
the oscillator with transmission-type resonator in fig. 11b. (The cor-
responding temperature coefficient of — 5.1 x 1078 °C~! can be im-
proved by using a somewhat different composition for the reso-
nator material.) b) The (single-sideband) power density spectrum of
the phase noise of the oscillator with reaction-type resonator in
fig. 11a. See also the caption to fig. 9.

(141 p. Harrop, P. Lesartre and T. H. A. M. Vlek, Low-noise
12 GHz front-end designs for direct satellite television recep-
tion, Philips Tech. Rev. 39, 257-268, 1980.
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M, BP, Mit reference signals are generated by oscillators stabilized
Fs by cavity resonators tend fo be rather large. Compact
circuits that give a stable output signal can be built

fo, N using oscillators with dielectric resonators [5],
—o Si Fig. 13 shows a possible block diagram for such a
o, . circuit. There are four oscillators, and the output sig-
- =, 'S, nal can have 64 different frequencies. The oscillators
3 — are connected to the output by switches, mixers,
fo‘ S S bandpass filters, dividers and a multiplier. The fre-

Fig. 13. Block diagram of the circuit of a direct microwave syn-
thesizer. fo, to fo, microwave oscillators with different frequencies
and stabilized by dielectric resonators. FS frequency selector. S to
S3 four-position switches. fs, to fs, signals that can optionally have
the frequency of one of the oscillators fo, to fo,. M1, M2 mixers.
D,, D, frequency dividers, for making the signal frequency four
times smaller. BP,, BP; bandpass filters. M/t multiplier that multi-
plies the frequency of the signal by N. fs output signal.

perature coefficient would have been even smaller and
less than 10~ °C~1. Fig. 12b shows the result of noise-
spectrum measurements on the circuit with the re-
action-type resonator. The spectrum contains some
amplitude noise as well as phase noise. The noise
from the oscillator is so low that the result of the
measurement almost corresponds to the noise spec-
trum of the highly sensitive spectrum analyser (Hew-
lett-Packard 8566 A).

The complete transponder, shown in fig. 10, con-
tains in addition to the oscillator circuit a number of
batteries and the transmitting and receiving circuit
with the accompanying antennas. The antennas are
located underneath the protective caps at top and bot-
tom. The transmission power is 200 mW, sufficient for
a range of 50 km. The transponder is manufactured
by the Philips GmbH supply centre Systeme und Son-
dertechnik, in Bremen.

Oscillators for direct frequency synthesis

Microwave synthesizers — circuits for synthesizing
signals at microwave frequencies — are usually
indirect synthesizers. This means that the frequency of
the output signal is stabilized by a phase-locked loop
(PLL) in the circuit. The operation of direct micro-
wave synthesizers is based on the direct mixing of
highly stable reference signals. Circuits in which the

quency fs of the output signal is given by

fo = N(fsl L +fss/4>’
4

where fs,, fs, and fs; are each set equal to one of the
frequencies fo,, fo2, fos Or fo, of the oscillators. The
multiplication factor N of the multiplier can be small
when dielectric resonators are used. Large values of N
are necessary when crystal-stabilized oscillators are
used, since these oscillators operate at a frequency of
about 100 MHz. A high valug of N increases the noise
component in the output signal. Circuits using micro-
wave oscillators stabilized by dielectric resonators can
therefore deliver an output signal that combines high
stability with very low noise.

[16]1 G, Liitteke, Dielectric resonator stabilised reference oscil-
lators, IEE Colloq. on Microwave programmable sources and
frequency synthesis, London 1981, pp. 3/1-3/4.

Summary. Dielectric resonators can be used to stabilize the fre-
quency of the output signal of microwave integrated oscillators.
Oscillators of this kind will be widely used in the near future in
microwave recejvers for satellite-television broadcasts. The required
high Q-factor, low temperature-dependence and small dimensions
of dielectric resonators only became feasible with the availability of
mixed ceramics of Ba2TigO29 and BaTisOg or TiO2. These mat-
erials can be evaluated for their usefulness by generating microwave
resonances in cylindrical samples and measuring the frequency spec-
tra. In practice, dielectric resonators are discs. They are mounted in
a metal case and can be mechanically tuned to the required fre-
quency. The resonators have a small positive temperature coeffi-
cient to compensate for the negative temperature coefficients of
other elements in the oscillator circuit. A locus for the impedance
of coupling line, resonator and load of the active element in the
oscillator circuit as a function of oscillation frequency can be
drawn on the Smith chart. The intersection of this locus with the
line for the input impedance of the active element gives the opera-
ting point. The position of the operating point may be stable or un-
stable. The oscillator circuits are designed for operation with reac-
tion-type, transmission-type, reflection-type or feedback resona-
tors. Stable oscillator circuits have been designed for transponders
used in radiosondes. The use of dielectric resonators in oscillators
for direct frequency synthesizers has also been investigated.
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Silicon cold cathodes

G. G. P. van Gorkom and A. M. E. Hoeberechts

The release of electrons from the cathode of a cathode-ray tube is usually a thermal process
{thermionic emission)., For some applications there are also cathodes that are not heated,
called cold cathodes. The energy that the electrons require to enable them to escape into the
vacuum is supplied in some other way, for example by photons (the photoelectric effect), by a
strong external electric field (field emission) or by a strong internal electric field in a semicon-
ductor with a reverse-biased p-n junction? This last case applies in the silicon cold cathodes
that are the subject of this article. At first such cathodes seemed to be of little practical use.
Further investigation, however, making use of modern semiconductor technology, has re-
sulted in improvements that now offer good prospects of practical applications.

Introduction

It has been known for nearly thirty years that elec-
tron emission into a vacuum can occur from a reverse-
biased p-n junction at or near the surface of a semi-
conductor [1), The electric field in the depletion layer
formed on both sides of the p-n junction by the re-
moval of electrons and holes may be so strong locally
that ‘avalanche breakdown’ occurs, in which elec-
trons and holes are created. The resultant acceleration
(‘heating’) of the electrons may be strong enough for
some of the electrons to be emitted from the semicon-
ductor surface.

This effect has attracted considerable interest for
some time, because it seemed to offer the possibility of
making a cold cathode. Compared with the more con-
ventional thermionic cathodes, a cold cathode would
have certain advantages, e.g. it could carry a higher
current density and it could be switched more easily.
Most of the early experiments were on p-n junctions
in silicon ), but other semiconductors such as silicon
carbide (SiC) were investigated later [3], As far as we
know, however, these investigations did not lead to
practical applications, probably because the efficiency

DrlIrG. G. P. van Gorkom and Drs A. M. E. Hoeberechts are with
Philips Research Laboratories, Eindhoven.

of the emission process was insufficient and the cur-
rent density of the silicon cathodes was too low on
account of the large dimensions of the emissive area.
Problems encountered with SiC cathodes included
their poor reproducibility and their unusual geometry.

In the typical geometry the plane of the p-n junction
intersected the semiconductor surface, so that the elec-
trons were emitted from a very small region around
the line of intersection. It was also found possible to
produce electron emission from a p-n junction parallel
to the surface [4). Since the early seventies another

(11 J. A, Burton, Electron emission from avalanche breakdown in
silicon, Phys. Rev. 108, 1342-1343, 1957.
This effect was discovered at about the same time by P, Zalm
and F. van der Maesen in an investigation initiated by H. B. G.
Casimir.

(2] R, J. Hodgkinson, Hot-electron emission from semiconduc-
tors, Solid-State Electron. 5, 269-272, 1962;
D. J. Bartelink, J. L. Moll and N. L. Meyer, Phys. Rev. 130,
972-985, 1963; : ’
M. Waldner, Hot electron emission from silicon surfaces, J.
Appl. Phys. 36, 188-192, 1965.

(8] See R. V. Bellau and A. E. Widdowson, Some properties
of reverse-biased silicon carbide p-n junction cold cathodes,
J. Phys. D 5, 656-666, 1972,

(4] See for example the article by Bartelink ef al., note [2]. A
modern version of this experiment has been described by
I. Shahriary, J. R. Schwank and F. G. Allen in J, Appl. Phys.
50, 1428-1438, 1979.
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effect that has been extensively studied, in addition to
electron emission in vacuum, is electron injection
from silicon in SiOg layers, partly because of the re-
sultant degradation of MOS transistor characteristics
and partly because of a possible practical application
as a non-volatile memory *1, These studies showed
that high current densities and high injection efficien-
cies can be achieved [®1,

These results prompted us to look once again at the
potential uses of cold silicon cathodes, but this time
making use of modern semiconductor technology. In
the investigations described in this article various Si
cathodes were designed and made, and properties
such as the energy distribution of the emitted elec-
trons, the emission efficiency, the current density and
the total current were examined. On the basis of the
results we attempted to improve the materials, the
doping and the geometry so as to satisfy the require-
ments for practical application.

Our experiments showed that cathodes with the p-n
junction parallel to the silicon surface gave the best
results I, High current densities can be obtained
when the p-n junction is only a little way (say 10 nm)
below the surface and the emitting region is very small,
e.g. 1 um in diameter for a region with rotational sym-
metry. To lower the work function of the electrons the
silicon surface is coated with a very thin layer of
caesium. In this way cathodes were made that gave a
current density of 1500 A/cm? at an efficiency of
1.5% . This current density is much higher than can be
achieved with more conventional cathodes.

In this article we shall first give a general description
of the electron emission from a p-n junction. We shall
then discuss some aspects of the manufacture of sili-
con cold cathodes, in particular the geometry adopted
and the doping required for the silicon. Next we shall
deal with some of the emission characteristics: effi-
ciency, energy distribution, current density, bright-
ness and maximum current. We conclude with a brief
consideration of the potential applications of these
cathodes.

Electron emission at a p-n junction

To obtain efficient electron emission from a p-n
junction in silicon a heavily doped p-type layer and an
even more heavily doped very thin n-type layer are
applied. Reverse biasing the junction then results in
an electron-energy diagram as shown in fig. I. As can
be seen in this figure, the presence of a very strong
electric field in the depletion layer has the effect of
accelerating or ‘heating’ the electrons (and the holes
too, but we do not need to consider these further
here). The hot electrons can generate new electron-
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hole pairs by collisions with valence electrons. In their
turn, these can excite other electrons from the valence
band, so that an avalanche of electrons is produced.
The collision processes and the interaction with op-
tical phonons have the effect of reducing the energy of
the electrons (‘cooling’ them). The balance between
heating and cooling gives an energy distribution with
a characteristic electron temperature that is much
higher than the temperature of the silicon lattice.
Electrons that have a kinetic energy near the surface
higher than or equal to the work function have a
chance of escaping into the vacuum.

It follows from all this that a cold silicon cathode
emits ‘hot’ electrons. In this respect such a cathode
corresponds more to the thermionic cathodes than to
the other cold cathodes, e.g. those with a negative
electron affinity (NEA cathodes) [¥) and field emit-
ters (91, :

In an NEA cathode, e.g. p-type GaAs coated with caesium, the
bottom of the conduction band has a higher energy than the
vacuum level (8], Electrons in the conduction band do not then
require any kinetic energy to escape into the vacuum. Unlike the
silicon cathode, an NEA cathode therefore emits ‘cold’ electrons.
By the same token it could be said that a field-emission cathode
emits ‘lukewarm’ electrons. In a field emitter, either a metal or a
very heavily doped semiconductor, the electrons are subjected to a
strong external electric field and ‘tunnel’ through the potential bar-
rier at the surface [®], Most of the emitted electrons then have an
energy not very different from the Fermi energy in the material.

To emit electrons at high efficiency a silicon cathode
must meet some special requirements. For example,
the doping and geometry have to be such that a very
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Fig. 1. Energy-level diagram for the electrons in a p-n junction close
to the surface, and with a reverse bias voltage V. E, top of the
valence band. Ey quasi-Fermi level. E; bottom of the conduction
band. Eyac potential energy of an electron in vacuum. Electrons
coming from the p* region are accelerated by the strong electric
field in the depletion region D. On the way to the very thin n**
channel they lose some of their energy by interaction, mostly with
optical phonons but possibly by collision with valence electrons, so
that more and more of the new electrons arrive in the conduction
band (avalanche breakdown). Electrons whose kinetic energy at the
surface is equal to or higher than the work function ¢ have a chance
to escape into the vacuum Vac.
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strong electric field can be generated in a thin deple-
tion layer. This field, however, must never become so
strong as to cause a tunnel breakdown (the Zener
effect) in the semiconductor material, since the energy
of tunnelling electrons is low compared with the work
function [1°), In the n-type layer at the surface the
electrons will be cooled down by collisions, and this
layer must therefore be very thin, but without the
series resistance becoming too high. The best results
are achieved when the work function is low, of course.
The silicon surface is therefore coated with a mono-
atomic layer of caesium. The cathode must also have
reliable electric contacts and it must have high stabil-
ity. All these aspects play an important part in the
production of cold silicon cathodes.

Manufacture

Manufacturing a cold cathode based on the emis-
sion mechanism described above consists in‘making
p-type and n-type regions in silicon that have been
doped and structured in such a way as to produce a
thin depletion layer and a very small active electron-
emitting area. Electrical connections are also required
for connecting the cathode into an electrical circuit. It
is essential to obtain the appropriate geometry and
doping, so that avalanche breakdown only occurs at
the places where it is required.

Experiments with different geometries showed that
cathodes with a p-n junction that intersects the sur-
face are not suitable for practical applications. This is
because the electron emission from such cathodes has
a very broad energy distribution [!1), which is dis-
advantageous for application in devices such as
cathode-ray tubes. After being coated with a layer of
caesium, these cathodes also present stability prob-
lems because positively charged Cs atoms migrate over
the surface as a result of the strong electric field in the
depletion layer and just outside it. We shall therefore
confine ourselves here to cathodes with a p-n junction
parallel to the surface.

An example of a geometry that has given good
results [7? is shown schematically in fig. 2. The elec-
trical connections required are also indicated. The cir-
cuit on the silicon slice actually contains two parallel
diodes: a small electron-emitting diode and a contact
diode, which also provides protection from electrical
overload. )

The cathode contains p-type and n-type regions
with different structures and dopings. It was made by
photolithographic methods currently used in semicon-
ductor technology. To obtain a low series resistance
the process starts with an epitaxial p-type layer on a
heavily doped (p*) substrate. By means of a phos-
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phorus diffusion a heavily doped (n*) region about
3 um thick is made for the electrical contact with the
voltage source. The active area consists of a p* layer
produced by implantation of boron ions. Above this
layer is a very heavily doped (n**) channel, which is
produced by implantation of arsenic or antimony
ions. The dopant concentrations of the p* region
and the n** channel might typically be 5 x 10'7 and
4% 10" cm™. The implantation is carried out at very
low energy, so that the n** channel can be made very
thin (about 10 nm). The electron-emitting area has
rotational symmetry here, with a diameter of less than
10 um, but it can also take the form of an ellipse or
other shape.

At the edge of the diode the depletion layer comes
to the surface. This edge is protected,-e.g. by a 1-pm
SiO; layer or, better still, by two SiOz layers with a
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Fig. 2. Schematic cross-section of a silicon cold cathode and the
electrical connections. A p* substrate about 400 pm thick carries
p-type and n-type regions with different structures and dopings.
The electron-emitting p* region here has rotational symmetry with
a diameter < 10 pm. On top of it is a very thin n** channel about
10 nm thick. Electrical contact with the voltage source Vy is made
by means of a thicker n* region (3 wm). The p* substrate is con-
nected to this voltage source by a gold contact. A structured SiO,
layer about 1 wm thick provides protection for the emitting diode
and carries a conducting layer G (gate), which is connected to the
gate-voltage source V.

18] A good general account of electron emission from silicon in
SiO; layers is given by T. H. Ning, Solid-State Electron. 21,
273-282, 1978.

18} This has been described by J. F. Verwey and B. J. de Maagt in
Solid-State Electron. 17, 963-971, 1974 for a p-n junction that
intersects the Si/SiO; interface, and by T. H. Ning, C. M.
Osburn and H. N. Yu in J. Appl. Phys. 48, 286-293, 1977 for
a p-n junction parallel to the Si/SiO; interface.

1 G. G. P. van Gorkom and A. M. E. Hoeberechts, An efficient
silicon cold cathode for high current densities, I: Experimental
data and main results, Philips J. Res. 39, 51-60, 1984.

8] More information on NEA cathodes can be found in J. van
Laar and J. J. Scheer, Philips Tech. Rev. 29, 54-66, 1968, or in
six articles in Acta Electron. 16, 215-271, 1973.

8] See for example A. van Oostrom, Field emission of electrons
and ions, Philips Tech. Rev. 33, 277-292, 1973.

1) G. G. P. van Gorkom and A. M. E. Hoeberechts, Perfor-
mance of silicon cold cathodes, J. Vac. Sci. & Technol. B 4,
108-111, 1986.

1) G G. P. van Gorkom and A. M. E. Hoeberechts, Electron
emission from depletion layers of silicon p-n junctions, J.
Appl. Phys. 51, 3780-3785, 1980.
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layer of SizgN, sandwiched between them. On top
of the insulation there is a conducting layer, about
0.5 pm thick, of a material such as polysilicon or alu-
minium. This layer is called the ‘gate’, for historical
reasons, since the present Si cathode originated from
the MOS transistor. It prevents charge from building
up on dielectric layers, screens the strong electric
fields at the p-n junction near the edge, and may also
act as a first electrode in an electron-optical system.
After appropriate structures have been applied to
the silicon slice, it is sawn into rectangular chips of
say 2 mm X 2 mm. Fig. 3 shows a part of a chip in a

Fig. 3. Scanning electron micrograph of part of a chip carrying a
silicon cold cathode (each dash represents 10 pm). The electron
emission comes from a non-visible region below the surface (see
fig. 2) at the centre. The circle around it corresponds to the edge of a
hole in the gate. The other concentric circles correspond to steps in
the oxide layer, made among other reasons for applying the contact
diode. The electrical connection to the contact diode is quadrupled
here for the electron optics.
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Fig. 4. Current-voltage characteristic of a silicon cold cathode. The
measured diode current /q is plotted against the diode voitage Va.
Negative values of V4 and iq correspond to a voltage and current for
a reverse-biased diode. For a low reverse bias a negligible current is
measured. From about — 6 V an avalanche breakdown occurs in the
electron-emitting region, causing the reverse current to rise steeply,
approximately linearly with the reverse bias. At about —9 V the
contact region breaks down and the reverse current increases even
more steeply with the reverse bias.

Philips Tech. Rev. 43, No. 3

photomicrograph made with a scanning electron
microscope. A chip is soldered to a specially cleaned
substrate, which also provides the electrical contact
with the p* substrate. Aluminium leads, between 25
and 40 pm thick, are ultrasonically bonded to the
outer part of the n* region and to the gate.

The current-voltage characteristic of a silicon cold
cathode depends on the geometry and the dimensions
of the active area. A typical characteristic is given in
fig. 4. When the reverse bias is increased a value is
reached at which there is avalanche breakdown in the
active area. A diode current then flows, accompanied
by the emission of electrons into the vacuum. A fur-
ther increase in the reverse bias results in a virtually
linear increase of the diode current (and the electron
emission) until there is also breakdown in the contact
region. The operating voltage of the cathode must be
between the two breakdown voltages. In fig. 4 the
operating voltage is between about —6 and —9V.

We also made another version of a silicon cold
cathode in which the breakdown region is less accur-
ately defined ['2]. This version is easier and quicker to
make and is good enough for studying stability prob-
lems and for use in experimental television tubes. An
example of a television tube with such a cathode will
be discussed later on.

After the cathode has been mounted in the vacuum
system in which it is to operate, a monoatomic layer
of caesium is deposited on its surface. As this layer is
required to be of extreme purity, the caesium source is
first thoroughly outgassed to remove oxidizing gases
such as Oz, H20 and CO3. The deposition of a mono-
layer does not present many problems. Since the ad-
sorption energy for caesium on caesium is fairly low
(about 0.7 eV), and that for caesium on silicon is
much higher (about 2.0 V) the caesium has a strong
tendency to form a monolayer on the surface; the
excess caesium merely evaporates.

Emission characteristics

An important feature of silicon cold cathodes is the
efficiency of the emission process, i.e. the current due
to the emitted electrons divided by the total current. It
is also important to know the energy distribution of
the emitted electrons, and the values obtainable for
the current density, brightness and total current. We
shall now briefly discuss some results obtained with
our cathodes.

Efficiency

Only a small proportion of the conduction electrons
in the depletion region have sufficient energy at the
surface for them to escape into the vacuum. This im-
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plies that the emission current iysc into the vacuum is
much smaller than the diode current iy of the non-
emitted electrons. The efficiency # is thus given by

lvac lvac

n= 2 < )

fa + lvac lq

The highest values of # are obtained with cathodes
in which the active layer is doped in such a way that
the electric field-strength in the depletion layer has a
maximum value just below the threshold at which the
undesirable effect of tunnel breakdown sets in (about
10% V/cm). The effect of the reduction of the work
function on the efficiency is greatest when the surface
is covered with a monoatomic layer of caesium. The
coating lowers the work function by 2.5 to 3 €V, which
increases the efficiency by a factor of between 400 and
1000, depending on the purity of the surface. The op-
timum thickness of the n** channel (fig. 2) is found to
be about 10 nm. Although a thinner channel would
allow more electrons to escape, the series resistance to
the flow of non-emitted electrons to the contact diode
would become too large.

Efficiencies of between 1 and 2% have been meas-
ured for cathodes with the geometry, doping and
caesium layer mentioned above, in which modern sur-
face analysis revealed the presence of some residual
contaminations on the surface, mainly carbon and
oxygen. After in situ removal of this oxygen by elec-
tron bombardment an efficiency of about 5% can be
achieved ['3), An even higher efficiency (7.25%) has
been measured after sputter-cleaning of the surface by
bombardment with positive argon ions [*4], but this
made the n** channel too thin.

The results of the efficiency measurements can be qualitatively
interpreted in terms of a ‘lucky-electron’ model, as described for
electron injection from silicon in SiOz [181018] T reach the vacuum
the electrons must possess an energy at least equal to the work func-
tion (fig. 1). However, the only ones of these electrons that will be
able to escape are those that are ‘lucky’ enough to lose no energy by
interaction with the crystal lattice on their way to the surface; inter-
actions with optical phonons are especially likely and collisions with
valence electrons can also occur. For an electron that has sufficient
potential energy at a distance x below the surface the probability P
of being emitted is given by:

P = A exp(—x/A), 2

where A is a normalization constant and A is an effective mean free
path [8], Characteristic values derived from experiments on Si/SiOs
areA = 2.9 and A = 9 nm 18], To arrive at the efficiency we have to
multiply P by the fraction ¢ of the number of electrons whose
potential energy is equal to or greater than the work function:

n = & A exp(—x/A). 3)

The reduction of the work function by 2.5 to 3 eV because of the
monolayer coating of caesium results in 2 marked increase in & and
a decrease in x, so that the efficiency rises considerably.

SILICON COLD CATHODES

Another theory that can be used for describing the emission char-
acteristics of cold silicon cathodes is based on Boltzmann’s trans-
port equation for charge carriers in an electric field [17), but this will
not be dealt with here. 4

Energy distribution

We have said that the electrons in a silicon cathode
are heated to a high temperature. The value of the
effective ‘thermal’ electron energy &7, can be deter-
mined by measuring -the energy distribution of the
emitted electrons (71111}, The distribution found for
an Si cathode with no caesium coating is usually in
good agreement with a distribution calculated for
thermal emission [18). The distribution function Ni (Ex)
of the kinetic energy Eyx of the emitted electrons is
then given by

N(Ex) « Ex exp(—Ex/kT.). 4

The quantity &7, can be derived from the half-value
width AEy of the distribution curve:

kT, = AE\/2.45. 5)

A characteristic example of a measured energy dis-
tribution with the associated theoretical distribution
is given in fig. 5a. The half-value width in this case
is 0.92 eV. Eq. (5) shows that this corresponds to
kT. = 0.38 eV and T, = 4400 K.

The reduction in the work function by coating with
a monolayer of caesium is associated with a broaden-
ing of the energy distribution, with a clearly obser-
vable deviation from the theoretical energy distribu-
tion; see fig. 5b. We shall not consider the origin of
these effects further here. However, the deviation
from the theoretical distribution is not too large in
this case, so that eq. (5) is a reasonable approximation
for determining k7T.. A value of 1.20 eV is derived for
the half-value width. This means that k7, = 0.49 eV
and 7T, = 5700 K.

The measured energy distribution is much narrower
than that of a p-n junction that intersects the sur-
face 111, but it is nevertheless significantly broader

012 A, M. E. Hoeberechts and G. G. P. van Gorkom, Design,
technology and behaviour of a silicon avalanche cathode, J.
Vac. Sci. & Technol. B 4, 105-107, 1986.

08) This was found in experiments by J. Zwier and J. H. A.
Vasterink of these Laboratories.

(141 A, van Oostrom, L. J. M. Augustus, G. G. P. van Gorkom
and A. M. E. Hoeberechts, to be published.

D8] j, F, Verwey, R. P. Kramer and B. J. de Maagt, Mean free
path of hot electrons at the surface of boron-doped silicon, J.
Appl. Phys. 46, 2612-2619, 1975.

18] gSee the article by Ning ef al., note [6].

7). G, A. Baraff, Distribution functions and ionization rates for

“ hot electrons in semiconductors, Phys. Rev. 128, 2507-2517,
1962.

(18] R, D. Young, Theoretical total-energy distribution of field-

emitted electrons, Phys. Rev. 113, 110-114, 1959,
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than that of conventional cathodes. In some cases this
may be a disadvantage, as in television camera tubes,
which should really have a narrow energy distribution
to give a rapid response [19). At relatively low accele-
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Fig. 5. Characteristic energy distribution of the emitted electrons
for two silicon cold cathodes, one (@) coated (unintentionally) with
about 0.02 of a monolayer of caesium, and the other (b) coated
with a true monolayer of caesium. The distribution function N(E)
is given in relative units; E is the sum of the work function ¢ and
the kinetic energy Ex. The dashed lines give the theoretical distribu-
tions that gives the best fit with the measured curves. These theoret-
ical distributions were obtained by calculating N(Ex) from equation
(4), taking k7. as 0.38 eV (a) and 0.49 €V (). In b the theoretical
curve is shifted slightly towards the higher energy to obtain the best
fit. For the cathode with the high work function (with little caesium)
a reasonably good agreement is found between the measured and
calculated curves. The monolayer of caesium not only gives a low
work function but also gives a broader energy distribution, which
clearly departs from the best-fitting theoretical distribution.
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rating voltages there may be chromatic aberration.
For many applications, however, including television
picture tubes, the energy spread causes no problems.
The negative effect on the brightness is more than com-
pensated by the much higher current density obtain-
able with a silicon cathode.

Current density and brightness

The current density jvac for electron emission into
vacuum is given by

\ jvac = ﬂjJ.’ (6)

where j, is the current density perpendicular to the
surface of the diode; see fig. 6. To achieve high current
densities it is therefore necessary not only to have a
high # but also the largest possible value of j,.
However, the limiting factor for jac is not j, but j,
the diode current density parallel to the surface. This
is because the diode current of the non-emitted elec-
trons has to be squeezed into the very thin n** chan-
nel. At an optimum channel thickness of about 10 nm
the emitting area must be very small to avoid ‘current
crowding’ of the electrons. It has been found empiric-
ally that, for stable emission, j; must be no larger
than about 2.5 x 10% A/cm? ["1110],

The relation between j, and j is determined by the
areas of the regions through which the diode current
flows, perpendicular and parallel to the surface. These
are easily derived with the aid of fig. 6: for j, it is the
area of a circle of radius r, for j it is the area of a
cylindrical shell of radius r and the channel thickness
d as the height. The ratio j, /j is therefore given by:

2nrd
—— = 2dJr. 7
- =2dr ™

Jiliy =
For the smallest emitters so far produced, r is only
0.5 um. With d = 10 nm and j, = 2.5 X 10® A/cm?
(the maximum permissible value) a value of 10° A/cm?
has been reached for /j,, so that from equation (6) jvac
is equal to #x10° A/cm?. This means that with
n = 1.5% a current density of 1500 A/cm? into the
vacuum is obtained, which can be very stable under
adequate vacuum conditions (to be discussed later).
The brightness of the electron emission is defined as
the current density divided by the solid angle within
which the electrons are emitted. The brightness B is
proportional not only to the current density jvac but
also to the ratio of the potential electron energy at an
applied field V and the effective (‘thermal’) electron
energy k7.:

_ ejvacV
nkT.

Eq. 18 shows that a brightness of 9x10° A/cm?sr

®
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Fig. 6. Schematic geometry for the electron emission of a silicon
cold cathode. The arrows indicate the directions of the electron cur-
rents. The current density of the electron emission into the vacuum
(jvae) is equal to the product of the emission efficiency and the diode
current density perpendicular to the surface (1 ). The diode current
density parallel to the surface (/) is much larger than j,, because
the thickness d of the n** channel is much smaller than the radius r
of the emitting p* area.

Table I. Comparison of the characteristic values for the current
density jvac and intrinsic brightness B (at 10 kV) for some conven-
tional thermionic cathodes and a silicon cold cathode. The values
for the silicon cathode were obtained for an emitting area of diam-
eter 1 um.

Cathode Jvac (Af/cm?) B (Alcm?sr)
oxide 0.5 2x 10

w 5 7x10*
LaBg 20-50 4x105-1x10°
Si 1500 9x10°

can be obtained from cathodes with k7, = 0.5 eV and
Jvac = 1500 A/cm? at a voltage of 10 kV.

The current density and brightness values obtained
compare favourably with those of conventional ther-
mionic cathodes. This can be seen in Table I, which
gives the intrinsic value for the brightness of the
cathodes. When the cathodes are used in electron guns
with a triode structure, as oxide, tungsten and LaBg
cathodes usually are, the effective (useful) brightness
may be much lower owing to the additional energy
spread caused by the strong interaction between the
electrons [2°1, However, the silicon cathodes will usu-
ally be used in a diode structure, in which there is
much less electron interaction and the effective bright-
ness is roughly equal to the intrinsic value. The Table
does not include figures for field emitters. These can
give current densities of the order of 10* A/cm? and
correspondingly high intrinsic brightness values.
However, the diameter of the virtual source is ex-
tremely small in this case (about 5 nm), so that in
practice the effective brightness is often much lower,
e.g. because of vibration of the point source. The
values are therefore not readily comparable with the
values in Table I.

(18] See J. H. T. van Roosmalen, A new concept for television
camera tubes, Philips Tech. Rev. 39, 201-210, 1980.

[20] See H. Boersch, Experimentelle Bestimmung der Energiever-
teilung in thermisch ausgeldsten Elektronenstrahlen, Z. Phys.
139, 115-146, 1954 and K. H. Loeffler, Energy-spread gener-
ation in electron-optical instruments, Z. Angew. Phys. 27,
145-149, 1969.
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Total emission current

In conventional thermionic cathodes the total cur-
rent can be increased by enlarging the emitting area,
and keeping the current density constant. The situa-
tion is rather more complex for silicon cold cathodes.
As we saw earlier, to achieve high current densities we
need a very small emitting area. This means that a
compromise has to be found between the obtainable
current density and the total current. The final choice
will depend on the nature of the application.

From eq. (1) the total emission current iy, is given
by:

Ivac = 1] ia. ©)

The value of ivac can be increased by increasing the
diode current at a given 7. Here again, however, the
limitation is the maximum value of j, since i, and
hence iyac, are proportional to j:

ivaczﬂid=2nﬂrdj”. (10)

For a cathode with # = 1.5%, r = 0.5 pm, d = 10 nm
and j, = 2.5%x10% A/cm? (the maximum permissible
value) a total current of about 10 pA is reached.

For some applications this kind of value will be
sufficient. If a higher value is required, it can be ob-
tained by increasing the emitting area, although with
some loss of current density and brightness. Increas-
ing r from 0.5 pm to say 3 um, without changing 7, d
and jy, has the effect of increasing the total emission
current from about 10 pA to about 60 pA. This in-
crease reduces the current density and the brightness
by a factor of six, since, as equations (6), (7) and (8)
show, these quantities are inversely proportional to r.
If an even higher emission current is required, it is
better to use a different geometry for the emitting
area, such as a meander structure. In principle such a
structure will give a higher total emission for a given
(fixed) current density of about 100 A/cm?: The limit-
ations then are the heat generation in the chip and the
arrangements necessary for removal of that heat.

Potential applications

The silicon cold cathodes described in this article
have features that make them interesting for applica-
tions in devices such as cathode-ray tubes. The appli-
cations we have particularly in mind are those where
advantage can be taken of the high current density
and brightness. Another useful aspect is that the elec-
tron emission can be modulated easily and rapidly. A
voltage of only a few volts will vary the diode current
and hence the emission current through a large range
(fig. 4). Since the capacitance of the active area is
small, very high switching rates can be used. We
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expect to reach switching rates of at least the order
of 1 GHz.

Fig. 7 shows an example of a possible application in
a small television picture tube. An even smaller version
of this tube could be used as a monitor in a camera
with a solid-state sensor. Since the cold cathode re-
quires little power (say 10 mW) it can be run from a
battery, and with no warm-up time required it will
give ‘instant switch-on’. The high current density will
give very small spots with relatively simple electron
optics. Another advantage is that the gate of the
cathode (fig. 2) can be used as the first electrode of the
electron-optical system. This integrated electrode can
be divided into say eight segments, which can have
individual or paired external connections. ‘Dynamic
beam shaping’ can be obtained by applying a small
voltage to pairs of segments, where this small voltage
is dependent on the instantaneous position of the spot
on the screen. This allows spot corrections right into
the corners of a television picture.

Fig. 8 shows a test pattern on the screen of the tube
in fig. 7, with the video signal applied direct to the sili-
con cathode. The resolution of the picture is good: all
the lines are clearly resolved. There are however some
deflection errors because the electron lens is not pro-
perly matched to the deflection coils in this experi-
mental tube. At a frequency of 5 MHz the modulation
depth is better than 50%.

In principle one chip can carry several cathodes, so
that multibeam tubes can be made.

A disadvantage is that the caesium monolayer on a
silicon cathode is very sensitive to oxidizing gases and
electric fields. In the long run this could affect the
stability. We should therefore conclude with a few
words about the stability of the electron emission.

Stability

A direct threat to the stability of the electron emis-
sion is the possibility of migration and desorption of
caesium atoms. To remove non-emitted electrons it is
necessary to have an electric field in the thin n** chan-
nel. Because of the series resistance, this field is par-
ticularly strong at high current densities (it may reach
4000 V/cm). This field, parailel to the surface, aiso
acts on the positively charged caesium atoms, which
may therefore start to drift across the surface. This
causes a local build-up of caesium atoms, and because
of the low adsorption energy of caesium on caesium,
some desorption may take place even at room tem-
perature. At high current densities there can also be
direct desorption of caesium atoms as a result of inter-
action with the escaping electrons. Our investigations
into stability have shown, however, that these unde-
sirable effects can be almost completely eliminated if
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Fig. 7. Above: Small experimental television picture tube in which
the electron source is a silicon cold cathode. The screen has a diag-
onal of about 10 cm. Below: Detail of part of the tube with the
cathode on a type SOT 14 mount.
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Fig. 8. Test pattern on the screen of the tube in fig. 7 with the video
signal (swing about 5 V, 10 mA) applied direct to the silicon
cathode. The picture has a high resolution: at 5 MHz the modula-
tion depth is better than 50%. The deflection errors in the picture
can be avoided by improving the matching between the electron
lens and the deflection coils.
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the current density parallel to the surface (j;) is not
allowed to exceed the value of about 2.5 x 10® A/cm?
mentioned earlier.

Another threat comes from the oxidizing residual
gases (Oz, H20, COyg) that are present in any vacuum
system. Adsorption of these gases on the caesium sur-
face increases the work function, so that fewer elec-
trons are emitted. The better the vacuum the less this
effect will affect the stability of the electron emission.
Fortunately, it so happens that oxygen can also de-
sorb from the caesium layer by interaction with the
escaping electrons. In certain conditions the caesium
layer may also be attacked by bombardment from
positive ions generated by the electron beam. To avoid
this an ion trap can be used, i.e. a device that stops
any positive ions while letting the electrons pass.

‘In experiments under good conditions very long
lives have been observed. We can therefore expect that
silicon cold cathodes will be applied in practice,
especially if their specific characteristics are fully
utilized. Further research will clarify the position here.

In the manufacture of the cathodes valuable contri-
butions were made by P. Drummen and members of
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the IC department of these laboratories. Technical
assistance was provided by P. J. M. Peters, P. A.
Dessens and B. P. Cadier. The cathodes were de-
mounted and incorporated in various tubes in the
tube technology department under the supervision of
J. van Esdonk.

Summary. A silicon cold cathode emits electrons from an area in
which an avalanche breakdown is created by the strong electric field
produced at a reverse-biased p-n junction. The emission character-
istics depend mainly on the geometry, the doping and the purity of
the surface. The best results are obtained with cathodes that have a
very shallow p-n junction (about 10 nm below the surface) and a
very small emitting area (e.g. a diameter less than 3 um). Coating
the surface with a monolayer of caesium gives electron-emission
efficiencies up to 5%. The cold cathodes emit hot electrons; the
effective electron temperature may be as high as 5700 K. Current
densities and brightness values can be very high: 1500 A/cm?2 and
9x10° Afcm?sr at a voltage of 10 kV. The total emission current
can be increased by increasing the emitting area, but at the expense
of current density. Besides their very high current density and
brightness, silicon cathodes have other desirable features, e.g. for
application in cathode-ray tubes: they are easily and rapidly modul-
ated, they use little energy and are easy to manufacture. The pros-
pects for long useful life look promising.




58

Philips Tech. Rev. 43, No. 3, 58-60, Jan. 1987

Applications of light guides in process control

The automation of an industrial process will often
improve the reproducibility of the end-product. If at
the same time the characteristics of the product can be
brought closer to the desired characteristics, then
automation has also improved the quality. The con-
trol unit must of course be provided with the appro-
priate process data.

Sometimes such data can be collected by using /ight,
especially if they relate to quantities such as pressure,
temperature, coating thickness or the velocity and
direction of a movement, which modify some param-
eter of the light such as the intensity. It is usually easy
to express pressure and temperature in terms of a
mechanical displacement. A temperature change, for
example, can be measured by determining the change
in the length of a glass or metal rod. (It may be that
light is emitted in the process. In pyrometry, for in-
stance — where the temperature of an incandescent
object is determined from its colour — an optical fibre
can be used to conduct the light to a more accessible
location for the pyrometer, and the measurement can
be made there.)

The measured data are then transferred from the
process to the process controller by optical fibres or
rods, or ‘light guides’. The use of light and light guides
has a number of advantages. Measurements can be
made at high temperatures, and since there are no elec-
trically conducting materials, measurements can be
made in environments such as a chemical reactor
heated by an r.f. generator, or in a location where
strong electromagnetic fields, e.g. from welding equip-
ment, could upset conventional measurements. Gener-
ally speaking, no problems will be encountered in
atmospheres containing highly flammable, explosive
or corrosive substances.

The term optical fibres usually refers to the thin
glass fibres of the type used in optical communica-
tions [1), Philips Research Laboratories, however, can
now make light guides with a much larger diameter,
ranging from 50 um to 10 mm. Some of the techniques
used for making them go back 20 or 30 years, but of
course in that time the tolerances have been reduced
from a few millimetres to a few microns.

In this article we shall look briefly at two applica-
tions of light guides in industrial process measure-
ments. The first is a displacement measurement in
which optical fibres are used. In the second, thick-
nesses of coatings are measured with the aid of much
thicker light guides.

Fig. la is a very schematic representation of a
Michelson interferometer in which the light paths are
not straight lines but are formed by highly flexible
single-mode optical fibres [2]. In the present version
of the interferometer the beam is split by a beam-split-
ter that consists of a solid housing containing four
ball lenses and a partially transmitting mirror. The
ball lenses collimate the light emerging from an op-
tical fibre, or focus a collimated beam on to the end of
afibre. A beam-splitter of this type requires extremely
accurate alignment of the components.

The interferometer works as follows. The light
beam from the laser is divided into two separate
beams in the beam-splitter. One of the beams goes to
a fixed reference plane, and the other to the plane
whose position is to be measured. The beams reflected
from these two planes arrive, at least in part, at the
detector, where they interfere. For interference to
occur the light in the entire system must have a defined
phase. It is therefore necessary to use a single-mode
optical fibre, since all the modes in a multimode fibre
have a different phase velocity, and ‘the’ phase of the
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Fig. 1. Schematic diagram of a Michelson interferometer in which
the light path is determined by optical fibre. @) Version with a con-
ventional beam-splitter. La laser. D detector. Ref reference plane.
Ob object whose movement is measured (in the direction indicated).
F fibres. BS beam-splitter. b) Version with two fibre-splitters FSJ
and FS2. Other symbols as under (a).
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light is not defined over the whole cross-section of the
fibre.

When the plane whose position is to be measured is
displaced, the detector ‘sees’ successive maxima and
minima in the intensity of the incident light. The dis-
placement A/ required for going from one maximum
to another is Al = mA/2; where A is the wavelength of
the light and m is an integer. The distance between a
maximum and an adjacent minimum is therefore A/4.
By counting m it is thus possible with an interferom-
eter to measure very small displacements. The great
advantage of this interferometer is that the optical
fibres that guide the light beams are very flexible, and
their length can be chosen as required. (In our case the
distance between the measurement position and the
processing device was about 3 m.) The only limitation
applies to the difference in length of the two fibres be-
tween the beam-splitter, the reference plane and the
object. This difference must be smaller than the coher-
ence length of the laser light — or there will be no
interference. For this application we used a simple
HeNe laser with a coherence length of a few centi-
metres. The use of optical fibres enables us to choose
a light path such that measurements can be made on
moving parts at places that would be inaccessible to a
conventional interferometer. The interferometer des-
cribed here has been used, for example, for examining
ultrasonic welds of gold wires for IC manufacture.
The displacements are such that a large number of
maxima and minima (# =~ 20) can be observed in an
ultrasonic period, which may moreover be fairly short
(15-20 us). Processing the measurement data is there-
fore no easy matter.

As we noted earlier, the version of the beam-splitter
described above requires extremely accurate align-
ment of the components. A much simpler version can
be obtained by making use of ‘fibre splitters’. In these
components the beam is split by a special technique in
which the actual splitting takes place in the glass fibre.
When these components are more widely available, the
version in fig. 15 will be preferable. In the first fibre
splitter (FSI) the light is split into a reference beam
and a beam that goes to the object, where it is reflected.
In its turn the reflected light is split in FS2. Some of
this light is fed to the detector, where it interferes with
the reference beam. This version eliminates the tedi-
ous process of alignment. The various components
can easily be interconnected by optical fibres.

Another example of an unusual application of light
guides is the coating-thickness monitor, which is used
for measuring the thickness of an infrared-reflecting
coating while it is being applied to the inside of the
outer glass envelope of low-pressure sodium lamps.
This coating, typically of InzOj3:Sn, transmits the
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visible light but reflects the infrared. In this way the
temperature required for optimum sodium pressure in
the discharge tube is maintained [¥). This coating is
applied at a temperature of about 500 °C.

The monitor (fig. 2a) consists of two light guides
with an outer diameter of 2.5 mm and a core diameter
of 1.9 mm. They are about 1 m long, with a tempera-
ture difference of about 500 °C between the measure-
ment end and the other end, which is at room tempera-
ture. At one end of each light guide there is a connec-
tor that couples the light guide to a “bundle’ of optical
fibres. These bundled fibres provide the connections
to the light source and the processing equipment,
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Fig. 2. 4) Diagram illustrating the measurement of the thickness
of an infrared-reflecting coating in a low-pressure sodium lamp.
Li light source. F optical fibres. Con demountable connectors.
Mo monochromator. D detector. LG light guides (diameter 2.5 mm)
with bevelled end faces. B glass envelope of the lamp. C infra-
red-reflecting coating. b) Detail of the path of rays (not to scale).
Oa, Ov, 0. angle of light beam to the normal in air, glass and
coating. ry, rz beams reflected by the coating. d) thickness of the
coating. Other symbols as in (a).

. 11 K. Mouthaan, Optical communication systems with glass-fibre

cables, Philips Tech. Rev, 36, 178-181, 1976.

(21 Some differences between single-mode and multimode optical
fibres are mentioned in the article by A. J. A. Nicia, Philips
Tech. Rev. 42, 245-261, 1986.

8] See pages 226-231 of H. Késtlin and G. Frank, Thin-film
reflection filters, Philips Tech. Rev. 41, 225-238, 1983/84.
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which is located a few metres away. The light from a
light source is conducted to the measurement location
by one of the light guides. The emergent beam is re-
flected from the coating being measured, picked up by
the other light guide and conducted to the detector.
To ensure that the optical axes of the two parallel light
guides are directed towards the same point on the
coating, the end faces of the guides are bevelled, as
shown in fig. 2.

The principle of the measurement again depends on
interference. Since the light beam is reflected from
both sides of the selective reflecting coating, two re-
flected beams are obtained, which interfere because of
the difference in optical pathlength (fig. 2b). If the
thickness of the coating increases, the detector will
again detect variations in the intensity of the incident
light. Snell’s law states that

sinf. = -{lisin Ga,
(4
where 8 is the angle between the light beam and the
normal, and n is the refractive index. The subscripts a
and c indicate that the quantity relates to air or the
infrared-reflecting coating. Since n, = 1, then for
small values of 8:

sin? B,
2nt

cosf. =1 —

It can be seen from fig. 2b that the optical path differ-
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ence / between the two reflected beams is 2n.d/cos 6.
Bearing in mind that maxima in the intensity will
occur at values of d at which /= mA, and using the
expression above for cosf., we find that the increase
Ad in the thickness of the coating for the detector sig-
nal to go from one maximum to the next (i.e. when m
increases by one), is given by

sin? 08>

2n2 )’

(
1
2nc

The distance between a maximum and an adjacent
minimum is half this value, of course. In practice it is
equal to about 1/6.

The method described here has already been used
successfully for a few weeks in the production of low-
pressure sodium lamps. The development of a new
version suitable for measuring temperatures up to
800 °C is now in an advanced stage. This version will
make it possible to measure the thickness of coatings
applied by certain CVD (chemical vapour deposition)
processes.

Ad =

P. J. W. Severin
A. P. Severijns

Dr P. J. W. Severin and A. P. Severijns are with Philips Research
Laboratories, Eindhoven.
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1937 THEN AND NOW 1987

Lighting the Eiffel Tower

Philips have long played a part
in the lighting of all kinds of
structures. One particularly fine
example is the Eiffel Tower in
Paris, which was given a highly
up-to-date lighting system in
1937 at the time of the Paris
International Exhibition of Arts
and Technology. A number of
searchlights were included as a
special feature. These had Philips
high-pressure mercury lamps with
water cooling. Theillustration [*]
at the lower right gives an im-
pression of this installation,
which was modified many times
through the years.

Some time ago Philips installed
a completely new lighting system,
with nearly 300 fittings, most of
them containing a 1000-watt
high-pressure  sodium lamp
(photo lower left). This gives a
much better impression of the
silhouette and the detail of the
construction of the tower (large
photo), and reduces the glare for

visitors climbing the tower in
the evenings. The new system
also cuts the electricity con-
sumption by a half, and main-
tenance is now very much
easier because a computer can
identify breakdowns in any
section of the system. The
illumination is switched on
automatically when the day-
light level falls below 10 to
15 lux.

[*] From: Philips Technical Review,
December 1937.
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Laser diagnostics for low-pressure mercury discharges

P. van de Weijer and R. M. M. Cremers

In optical measurement systems the laser is perhaps the most convenient type of light source.
The special features of the laser that set it apart from other light sources are the high intensity
of laser light and the distance over which the light is coherent. There are many examples of
the utilization of these special features. The high value of the coherence length enables dis-
tances to be determined extremely accurately, as in the COLATH lathe and the Compact Disc
player 1, The high intensity in a small wavelength range is very useful in spectroscopy. The
authors of the article below have used a laser for determining the lifetime and density of ex-
cited mercury atoms in a low-pressure mercury-vapour discharge — the origin of the light in

the well-known fluorescent lamp.

Introduction

The principal application of low-pressure mercury-
vapour discharge is in fluorescent lamps. The most
familiar example is probably the tubular fluorescent
lamp. Smaller types, such as the Philips SL* and PL*
lamps, have also been on the market for some time.
Although these lamps are relatively expensive, their
advantages compared with incandescent lamps are
their longer life and their higher light output per unit
of energy.

A fluorescent lamp consists of a glass tube filled
with a mixture of mercury vapour and an inert gas [!J.,
The mercury vapour pressure is determined by the
temperature of the tube wall and is about 1 Pa. The
inert-gas pressure is a few hundred Pa. When an elec-
tric current is passed through this gas mixture the mer-
cury atoms can be ionized by collisions with electrons
and thus maintain the discharge, or they can be raised
to an excited state and then decay to the ground state,
accompanied by the emission of radiation. In a low-
pressure mercury-vapour discharge lamp this process
produces ultraviolet radiation, which is converted
into visible light by a fluorescent powder on the tube
wall (hence the name fluorescent lamp). The inert gas
is not excited by collisions with electrons, or only
slightly so, since the primary excitation energy of the
inert gas is much higher than that of mercury. The
inert gas therefore makes no direct contribution to the
light output in fluorescent lamps; its function is to

reduce the mean free path of the electrons. If there
were no inert gas in the discharge, the mean free path
of the electrons would be very large, and most of the
electrons would lose their energy to the wall of the
tube before they could transfer it to the mercury
atoms.

The radiation output of the discharge depends
mainly on the number of mercury atoms that can be
excited by collisions with electrons. The conditions in
the discharge must be such that these excited atoms
can lose their energy as radiation and not via mechan-
isms such as collision with other particles. Important
parameters in these processes are the radius of the dis-
charge tube, the densities of the mercury vapour and
the inert gas, and the magnitude of the current through
the discharge. Models based on fundamental pro-
cesses in these gas discharges have been developed for
calculating the effect of the parameters on the radia-
tion output of the discharge [2J. The excitation and
decay mechanisms of the mercury atoms play an im-
portant part in these models. Methods of determining
the density and lifetime of excited mercury atoms
have been studied at Philips Research Laboratories.
The object of these measurements is to test the models
and to improve them. '

A mercury atom in the ground state (6*Sg) has two
electrons with opposite spins in the outer shell, the 6s
shell. As a result of collisions with electrons in the dis-

Dr P. van de Weijer is with Philips Research Laboratories, Eind-
hoven; Ing. R. M. M. Cremers, formerly with these Laboratories,
is with the Glass Main Supply Group, Philips NPB, Eindhoven.

[*1 T, G. Gijsbers, COLATH, a numerically controlled lathe for
very high precision, Philips Tech. Rev. 39, 229-244, 1980;
special issue ‘Compact Disc Digital Audio’, Philips Tech. Rev.
40, 149-180, 1982.
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charge one of the 6s electrons may be excited to a
higher energy level. After the ground state, the lowest
excited states, the 6P energy levels, have the highest
population in the discharge. The radiative transitions
from the 6'P; and the 62P; levels to the ground state,
at wavelengths of 185 nm and 254 nm respectively,
form the main contributions to the radiation output
of the mercury discharge. Fig. I shows the energy-level
diagram with the energy levels and radiative transi-
tions that are significant in our investigation. The tran-
sitions from the 6°Py and 6°P; levels to the ground
state are optically forbidden. These levels are called
metastable levels. Although these metastable levels
make no direct contribution to the radiation output,
they do play an important part in the experiments
described in this article.

The photons generated in the permitted transitions
to the ground state may be absorbed again by a mer-
cury atom in the ground state and will thus not con-
tribute immediately to the radiation output. This pro-
cess is known as radiation trapping or imprisonment
of radiation. The lifetime of an excited state that is of
importance for the radiation output is therefore not
the natural lifetime. The important parameter is the
time that elapses between the moment when the ex-
cited state is reached and — after repeated absorption
and emission of the UV photon — the moment at
which the UV photon reaches the wall. At this moment
the fluorescent powder on the wall emits a visual
photon. This time is called the effective radiation life-
time (7). As this effective lifetime increases, the pro-
bability that the atom in the excited state will lose its
energy through collisions with other particles also in-
creases. This is why the effective lifetime of the excited
state — as well as the density of the excited mercury
atoms — has an important bearing on the radiation
output of the lamp. To measure these two quantities,
lifetime and density, we have made use of a laser.

The energy level whose lifetime we want to measure
is populated by means of a laser pulse via a higher
level. The time-dependent fluorescence signal, which is
aresult of the transition from thelevel of interest to the
ground state, then gives the effective lifetime we wish
to know. Compared with the usual method, which
consists in directly populating the level of interest
from the ground state, this method has the advantage
that the measurement of the fluorescence signal is not
perturbed by scattered laser light, since the wave-
length of the radiation used for populating the level is
different from that of the fluorescence radiation.

The density of the atoms in an excited state can be
determined by using the ‘hook’ method. Interference
patterns in the neighbourhood of an absorption line
are measured, giving the refractive index as a function
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of wavelength. This can be used to determine the den-
sity of the atoms at the lower energy level of the tran-
sition. )

This method has certain advantages compared with
the more conventional absorption method. The shape
and width of the line do not have to be known, and the
dynamic range is greater than that of the absorption
method. On the other hand, the absorption method is
somewhat more sensitive, which implies that absorp-
tion measurements give more accurate results than the
hook method at low densities.

If the density at a particular energy level and the
effective lifetime of that level are known, the radia-
tion output of that level — the ratio of the two quan-
tities — can be calculated and compared with the
directly measured output. This comparison provides a
check on the reliability of the different experiments
involved in this procedure.
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Fig. 1. Energy-level diagram of a mercury atom; only the levels of
interest in the present study are shown. The transitions that make
the major contributions to the radiation output of the low-pressure
mercury-vapour discharge are those from the 6°P; and the 6P,
levels to the ground state 6!Sp. This is ultraviolet radiation with
wavelengths of 254 nm and 185 nm respectively. The other transi-
tions play a part in the determination of the lifetime and density of
mercury atoms at the 6°P and 6'P, levels. The wavelengths are
indicated in nm.

Il IntheTL lamp type this is a straight cylinder, in an SL* lamp it
is a doubly folded cylinder, while a PL* lamp consists of two
parallel cylinders connected at one end.

21 The model we used is based on the work of M. A. Cayless (Br.
J. Appl. Phys. 14, 863-869, 1963). The present version of the
model was developed by F. A. S. Ligthart and D. B. de Mooij
(Bull. Am. Phys. Soc. 24, 126, 1979).
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We shall first discuss the determination of the effec-
tive lifetime of the two principal excited mercury levels
(6°P; and 6'P;), and then we shall consider the hook
method for determining the excited-state density and
our proposed improvements. Finally, the radiation
output of the discharge calculated from our measured
quantities will be compared with the experimental
data.

Lifetime measurements
The lifetime of mercury atoms at the 6°P; level

The radiative transition from the 6P, level to the
ground state (A = 254 nm) makes the most important
contribution to the radiation output of the low-pres-
sure mercury/inert-gas discharge. For the effective
lifetime of this level to be determined it must first be
populated. Normally this is done by irradiating the
mercury atoms in a vapour cell with periodically inter-
rupted 254-nm radiation from a low-pressure mercury
discharge. The intensity of the fluorescent radiation,
which also has a wavelength of 254 nm, is recorded as
a function of time, and this gives the required life-
time [81-17),| This procedure has some disadvantages,
however. The absorption of the 254-nm radiation in
the mercury-vapour cell is so high that this radiation
can only excite atoms in a small part of the cell. The
excitation profile therefore differs from the 6°P, den-
sity profile in a discharge lamp. This need not be such
a difficulty, however, because the theory indicates that
the variation of the fluorescence signal can be des-
cribed after some time by a time constant that cor-
responds to the lifetime of the level ). One of the
reasons for making a further study of the lifetime of
this level was that we wanted to see whether the shape
of the excitation profile really does not affect the value
of the lifetime. An advantage of our method of meas-
urement is that excitation and fluorescence radiation
have different wavelengths, so that it is relatively easy
to prevent scattered excitation radiation from affect-
ing the fluorescence signal.

Another reason for our study was that earlier meas-
urements had been carried out on mercury vapour in a
cell, whereas we are also interested in mixtures of
mercury vapour and inert gases, because of their
application in fluorescent lamps.

The principle of our method is as follows. A low-
pressure mercury/inert-gas mixture is irradiated for
10 ns with a laser pulse of 405 nm wavelength. This
has the effect of exciting mercury atoms from the
metastable 6%Pg level to the 7°S; level (fig. 1). The
atoms decay from this level to the 6°P levels with a
known time constant of 8 ns. The result is that the
6°P; level becomes temporarily overpopulated. The

Philips Tech. Rev. 43, No. 3

time-variation of the decay of atoms from this level to
the ground state can be determined from the variation
of the fluorescence signal. This signal is recorded with
a photomultiplier and an integrator. Since excitation
and fluorescence radiation have different wavelengths,
the scattered laser light can be separated by a filter
from the fluorescence radiation to be detected. To
obtain the most uniform irradiation of the discharge,
we made the diameter of the laser beam larger than
the diameter of the discharge tube. There is very little
decrease in the intensity of the laser beam after it has
passed through the discharge tube. This is due not
only to the greater intensity of the laser compared
with the excitation radiation of a discharge lamp, but
is also a consequence of the fact that the atoms are
now not excited from the ground state but from the
less densely populated 6Py level. There is much less
absorption at 405 nm than at 254 nm. In this way the
discharge is irradiated as uniformly as possible and as
a result the excitation profile in the 63P; level is an
exact copy of the radially symmetrical density profile
at the 6°Py level.

This method does have a disadvantage, however,
compared with the method mentioned earlier. For
atoms to be available at the 6°Py level the measure-
ments have to be made in a discharge. But the dis-
charge current has to be very low, to prevent atoms at
the 63P; level from losing their energy except through
non-radiative transitions (e.g. by collisions with elec-
trons). An incidental advantage of this low discharge
current is that the laser-induced fluorescence signal
from the 6°P; level is many times larger than the
emission signal caused by the discharge itself.

This effect follows from the fact that the density in the 6°P, level
and in the metastable levels [¥] depends in a different way on the
discharge current. At high currents the densities of the atoms at the
6°P levels are comparable because they are coupled by exciting and
de-exciting collisions with electrons. At low currents, i.e. at low
electron densities, this coupling is absent. At this low electron den-
sity the metastable levels are more densely populated than the 6°P,
level, because atoms at these levels can only lose their energy by
diffusion to the wall, which is a much slower process than a radia-
tive transition — the way in which atoms at the 6°P; level lose their
energy. The result is that the number of mercury atoms transferred
from the metastable 63P, level via the 7°S; level to the 63P, level is
large compared with the number of mercury atoms already present
at the 6P, level in the steady-state discharge.

To test our method of measurement we first of all
determined the natural lifetime of the 6°P; level in a
pure mercury discharge. When the vapour density of
the mercury is made low, by keeping the wall tempera-
ture low, no radiation trapping occurs and the time
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constant of the fluorescent radiation is the natural
lifetime of that level. The result of our measurements,
120 + 2 ns, is in agreement with the results of others
(values reported in the literature show a spread from
114 to 122 ns 81-171) If we increase the wall tempera-
ture of the discharge tube, thus increasing the mercury
vapour pressure, radiation trapping occurs and we
measure the effective lifetime of the level. This effec-
tive lifetime is determined not only by the mercury
pressure but also by the dimensions of the tube. If we
take the discharge tube to be an infinitely long cylin-
der, then the effective lifetime of the atoms in an
excited state is a function of the tube radius. In fig. 2
the effective lifetime that we measured is plotted as a
function of koR, where R is the radius of the dis-
charge tube and kg the absorption coefficient for the
254 nm radiation, a measure of the mercury vapour
pressure. This figure also shows the effective lifetimes
measured [31-17) and calculated [19111] by others. The
agreement between the results of the different experi-
ments is good. In the older experiments an asym-
metric excitation profile was used, whereas we took
particular care to ensure that the excitation profile
corresponded as closely as possible to the symmetrical
6°P, density profile in a fluorescent lamp. The good
agreement achieved in spite of this difference seems to
confirm the correctness of the theory that predicts
that the measured effective lifetime will be indepen-
dent of the excitation profile.

Seeking further support for this conclusion we car-
ried out a number of experiments with local excitation
profiles (e.g. using narrower laser beams), but none of
these changes produced any essential change in the
results. Differences between the results were no more
than 10%, which is within the experimental error. It

81 D, Alpert, A. O. McCoubrey and T. Holstein, Imprisonment
of resonance radiation in mercury vapor, Phys. Rev. 76,
1257-1259, 1949.

4] A.V. Phelps and A. O. McCoubrey, Experimental verification
of the ‘incoherent scattering’ theory for the transport of reso-
nance radiation, Phys. Rev. 118, 1561-1565, 1960.

Bl G. H. Nussbaum and F. M. Pipkin, Correlation of photons in
cascade and the coherence time of the 6%P, state of mercury,
Phys. Rev. Lett. 19, 1089-1092, 1967.

61 J, V. Michael and C. Yeh, Absolute cross section for
Hg(®P1) + Hz and the imprisonment lifetimes for Hg(®P;) at
low opacity, J. Chem. Phys. 53, 59-65, 1970.

71 J. A. Halstead and R. R. Reeves, Determination of the lifetime

of the mercury 6P, state, J. Quant. Spectrosc..& Radiat.

Transfer 28, 289-296, 1982.

C. van Trigt, Analytically solvable problems in radiative trans-

fer. IV, Phys. Rev. A 13, 726-733, 1976.

] M. Koedam and A. A. Kruithof, Transmission of the visible
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P. J. Walsh, Effect of simultaneous Doppler and collision

broadening and of hyperfine structure on the imprisonment of
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A. V. Phelps, Effect of the imprisonment of resonance radia-
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was the first time that this theoretical prediction had
been supported by experimental data.

The next step was to measure the effective lifetime
of the 6°P; level in mercury/argon and mercury/kryp-
ton discharges. The presence of the inert gas shortens
the effective lifetime; the wings of the 254-nm absorp-
tion line are broadened by collisions between mercury
and inert-gas atoms, enabling the radiation to escape
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Fig. 2. The effective radiation lifetime (z) of the 6P, level of mer-
cury atoms in a mercury discharge (tube diameter 13 nm, length
500 mm, wall temperature varying from —15°C to +84°C) as a
function of koR (R is the radius of the discharge tube and ko the
absorption coefficient 1191, which at low pressure is proportional to
the mercury vapour pressure). The symbols indicate the measured
results, the continuous curves represent the calculated values.
Curve 1 was calculated from a theory that is only valid for large
values of koR 19, curve 2 from a theory that is valid for all optical
depths 111,
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Fig. 3. The effective radiation lifetime (7) of the 6P, level of mer-
cury atoms in a mercury discharge, a mercury/argon discharge and
a mercury/krypton discharge as a function of koR. The pressure of
the inert gas is 400 Pa in both cases and the diameter of the tube is
36 mm. The continuous lines relate to the lifetime calculated from
the theory due to P. J. Walsh [19) for a mercury discharge (1) and
for a mercury/argon discharge (2). o
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more easily from the discharge. At low mercury pres-
sures, when little radiation trapping occurs, the pre-
sence of the inert-gas atoms has little if any effect, be-
cause the radiation output is determined mainly by
the centre of the line. At high mercury vapour pres-
sures the radiation does not escape so easily from the
centre of the line, and the wings of the line also make
an increasing contribution to the radiation output.
For this reason the effect of the inert gas will become
greater with rising mercury vapour pressure. Fig. 3
shows the effective lifetime for both discharges as a
function of koR. The data for the mercury/argon and
the mercury/krypton discharges differ from each
other by no more than the experimental error of 10%,
which means that the line broadening caused by colli-
sions with krypton atoms is the same as that caused by
collisions with argon atoms. This was not previously
known. Comparison of the results with the theoretical
curves does not come out so favourably as it does in
the case of a pure mercury discharge, but the differ-
ence is nowhere greater than 30%. In the range of
direct relevance to fluorescent lamps — effective life-
time 1 to 3 us — the difference between theory and
experiment is much less than 30%. Here, therefore,
the theory gives a reasonable description of the effec-
tive lifetime of atoms at the 6°P; level.

The lifetime of atoms at the 6'P; level

Until recently no experimental or theoretical data
about the effective lifetime of the 6'P; level were avail-
able. Model calculations used the theory on which the
calculation of the lifetime of the 6P, level is based. It
is assumed in that theory, however, that in a transi-
tion of atoms from the ground state to an excited state
and the subsequent decay to the ground state after the
natural lifetime, the photons have wavelengths cover-
ing the whole width of the absorption profile (com-
plete spectral redistribution ['2)). This assumption is
satisfied for the 6°P; level (natural lifetime 120 ns) but
not for the 6'P; level (natural lifetime 1.3 ns). As a
result of this assumption, which is incorrect for the
6'P; level, the calculated lifetime is too short. This
can be explained in the following way. The probability
that a photon will be absorbed is highest at the centre
of an absorption line. If the emitted photon has a
wavelength close to the centre of the line — within the
Doppler width — there is a high probability that this
photon will also be absorbed. If complete spectral
redistribution occurs, a photon that is absorbed at the
centre of the line can be emitted in the wings, where
the probability of escape is greater.

Until recently only one experiment for measuring
the effective lifetime of atoms at the 6'P; level was
known [18], A dye laser tuned to a wavelength of
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577 nm was used to measure absorption at the 6'P;-
6°D;, transition in a low-pressure mercury discharge
(fig. 1). The density at the 6P level can be determined
from the absorption. The lifetime of the 6'P; level
can be found from the variation of the density as a
function of time in the afterglow of the discharge [14).
This is only possible when the discharge current is so
low that only radiative decay takes place from the
6P, level to the ground state. An additional problem
arises here, however. The effective lifetime can only
be determined from these absorption measurements
when the 6'P; level in the steady-state discharge is
populated largely by collisions between mercury atoms
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Fig. 4. The effective radiation lifetime (7) of the 6'P, level of mer-
cury atoms in a mercury discharge as a function of the mercury
vapour density Nug. The diameter of the discharge tube is 25 mm.
The mercury vapour densities correspond to wall temperatures of
0°C to 80 °C. In this figure the results of the afterglow experi-
ments [13) are compared with those of our measurements. Curves /
and 2 are calculated lifetimes. Complete spectral redistribution is
assumed for curve 2, but not for curve 1.
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Fig. 5. The effective radiation lifetime (7) of the 6'P; level of mer-
cury atoms in a mercury/argon discharge with a diameter of
36.5 mm, as a function of the mercury vapour density Nug. The
circles indicate our experimental results, the continuous lines J and
2 are calculated lifetimes [18), For the calculation of curve 2 com-
plete spectral redistribution was assumed, but not for curve /.
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in the ground state and electrons. In general this is
true in the case of low-pressure mercury discharges at
low current densities, but not in the case of low-
pressure mercury/inert-gas discharges. In such dis-
charges this level is populated by a two-step excitation
from the ground state via the 62P levels. The variation
of the density at the 6'P; level in the afterglow of the
discharge is then completely determined by the relaxa-
tion times of the 6°P levels, which are much longer
than the effective lifetime of the 6'P; level.

We measured the effective lifetime of the 6'P; level
in a low-pressure mercury/inert-gas discharge in the
same way as for the lifetime measurements for the
6°P; level. We irradiated a low-pressure mercury/
inert-gas discharge with a laser pulse of 10 ns duration
and 365.5 nm wavelength, thus causing a transition
from the metastable 62 P, level to the 62D, level. From
this level there is radiative decay to the 6'P; level,
producing temporary overpopulation there. The 6'P
density in the steady-state discharge is orders of mag-
nitude smaller than the densities in the 63P levels. The
laser pulse therefore causes a considerable overpopu-
lation of the 6'P; level. The decay of the 185-nm fluo-
rescent radiation again gives the effective lifetime of
that level.

As a check we determined the effective lifetime in a
low-pressure mercury-vapour discharge. Fig. 4 shows
our results and the experimental results of H. A.
Post [13] a5 a function of the mercury vapour density.
Unlike the lifetime of atoms at the 6P level, the life-
time of atoms at the 6'P; level has a maximum as a
function of the mercury vapour pressure. This points
to a difference in the mechanisms of radiation trap-
ping in the two transitions. Comparison of the experi-
mental results with values calculated from the theory
(curves / and 2) in fig. 4 shows that in fact no complete
spectral redistribution takes place. For the calculation
of curve 2 a complete spectral redistribution was as-
sumed, but not for the calculation of curve /. Good
agreement exists between the calculated and the meas-
ured lifetimes of atoms in the 6'P; level in a mercury-
vapour discharge. We next applied our method of
measurement to a mercury/argon discharge (see fig. 5).
Here again the measured relation between mercury
pressure and the lifetime of atoms in the 6'P; level is
described well by Post’s theory in which no complete
spectral redistribution is assumed.

Density measurements
The hook method

We determined the density in the excited 6P levels
in low-pressure mercury-vapour discharges by means
of the ‘hook’ method. This method was introduced in
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1912 by D. Roschdestwensky [*%!. The principle of the
method is as follows. A monochromatic beam of light
passes through an interferometer consisting of two
beam splitters and two mirrors (fig. 6a). The beam is
split by the first beam splitter into two beams of equal
intensity, which are made to coincide again at the
second beam splitter by the two mirrors. If there is no
difference in pathlength between the two beams, no
interference patern appears. If the second beam split-
ter is at a small angle ¢ to the other mirrors, an optical
path difference is introduced that causes an inter-
ference pattern to appear on the screen (fig. 6b). There
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Fig. 6. Diagram showing the principle of the hook-method experi-
ment. @) A monochromatic light source of wavelength 4 is used for
setting up the interferometer. The light beam is split by the beam
splitter B; into two beams, which are made to coincide at the beam
splitter Bz by the mirrors M; and Mz. The beam splitter B is at an
angle of ¢ to the other mirrors. An interference pattern is produced
on the screen S. b) The lines of the pattern on the screen have a
position given by y = (k/¢)A, where k = 1, 2,3, ... . ¢) When an
image of the pattern is produced by a lens that focuses only in the
horizontal direction, a line with a (cosine)? intensity distribution
appears on the screen. d) The interference pattern shown here
occurs when the monochromatic light source is replaced by a broad-
band light source and the light is dispersed after the interferometer.
e) Diagram of a hook spectrum. The distance between the two posi-
tions where the slope of the lines becomes zero is 4.

121 1f there are no collisions between the excited atoms and other
atoms, the thermal motion of the atoms may make the wave-
length of the emitted photon differ from that of the absorbed
photon by no more than an amount equal to the Doppler width.
If collisions do occur, which is the case when the natural life-
time is long enough, complete spectral redistribution takes
place. This means that the wavelength of the emitted photon
may lie anywhere within the absorption profile of the line.

131 4. A. Post, Radiative transport at the 184.9-nm Hg resonance
line I, Phys. Rev. A 33, 2003-2016, 1986.

[141 The afterglow of the discharge is a state in which the voltage
across the discharge is switched off. Excitation of higher states
via collisions of electrons with mercury atoms in the ground
state has almost completely vanished within about a micro-
second. After this has taken place the decay mechanisms of the
excited levels can be studied.

18] D, Roschdestwensky, Anomale Dispersion im Natriumdampf,
Ann. Phys. 39, 307-345, 1912.
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is a maximum in the light intensity when ¢y = k4,
where y is the position on the screen, k is an integer
and A is the wavelength of the laser light. This inter-
ference pattern is focused in one direction such that a
line appears on the screen with a (cosine)? intensity
distribution (fig. 6¢). The monochromatic light source
is now replaced by a broadband source and a grating
is placed between the interferometer and the screen
for spectral analysis of the light. An interference pat-
tern now appears on the screen (fig. 6d) with lines
(fringes) whose slope (dy/dA) is given by

vk ¢

i ¢
The lines have different slopes, but if k& is large
(k > 1000) the difference between the slopes of neigh-
bouring lines is so small that they seem to be parallel.
Next, we put the discharge under investigation, with
refractive index n and length /, into one arm of the
interferometer. In the other arm we put a vacuum
tube of the same length /. This gives an additional op-
tical path difference of (n — 1)/. The slope (dy/dA) of
the lines in the interference pattern is now given by

dy k ! dn
dd ¢ ¢ dr’

The determination of the slope will give us informa-
tion about the wavelength-dependence of the refrac-
tive index. A change in the refractive index will occur
in the neighbourhood of an absorption line. The inter-
action between the radiation and the medium in the
discharge tube is dependent on the wavelength of the
radiation. If this is a long way from the wavelength at
which absorption occurs (4¢), particles in the medium
will absorb little energy and there will be vibrations of
almost imperceptible amplitude. As the wavelength
approaches the absorption wavelength, the amplitude
of these vibrations will increase. It reaches a maxi-
mum when A = Ao, where all the radiation energy is
absorbed by the particles. The vibrating particles
affect the propagation velocity of the wave, and this
effect can be observed as a change in the refractive
index of the medium. The refractive index changes
not only when A = Ay, but also in the neighbourhood
of the absorption line. A mathematical description
of this mechanism is given by Sellmeier’s equation.
Under certain conditions the relation between the
wavelength and the refractive index in the neighbour-
hood of an absorption line is [*8!

__roNfA§
T o4dm@A — Ao)

where ro is the classical radius of the electron, N the
density at the lower level of the transition and f the

()
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oscillator strength of the transition. Combining (2)
and (3) gives

dy  k  roNfAS! '
T T Z @

9 4np(A — Ag)?
for the slope of the lines.

This slope becomes zero at two values of the wave-
length. The position at which this happens is called a
‘hook’. The distance between two of these points on
opposite sides of an absorption line is called 4. The
density V at the lower level of the transition is then

a 7 kA? (5‘
T froAdl )

and can be calculated if £ and 4 can be measured in
the interference pattern and fis known. The value of
k can be determined from the undisturbed part of the
interference pattern a long way from the absorption
line 171, An example of an interference pattern ob-
tained with the hook method is given in fig. 7.

A diagram of the arrangement used in our experi-
ments is shown in fig. 8. The light source was a dye
laser, pumped by a pulsed nitrogen laser. The spectral
bandwidth of the dye laser was 0.01 nm, narrow
enough for adjusting the interferometer (see fig. 6b
and ¢). To record the interference spectrum (see fig. 6d
and e) we need a broadband light source. We there-
fore remove the grating of the dye laser, which is res-
ponsible for wavelength selection when the laser is
used at narrow bandwidths, and substitute a mirror
for it. The bandwidth is then determined by the band-
width of the dye (10-20 nm).

The light source formerly used in the hook-method experiment
was a lamp in combination with an interference filter. The band-
width of this light source is of the order of 10 nm. Since the coher-
ence length of such light sources is small, both arms of the inter-
ferometer must be made equal to an accuracy of a few tens of
microns when the interferometer is set up (fig. 65). This obviously
made setting up a tedious process.

With the narrow-band dye-laser the two arms of the interferom-
eter only have to be equal to an accuracy of a few centimetres to
give the interference pattern of fig. 6b. The introduction of the laser
has obviously greatly simplified the hook-method experiment. In
recent years there has consequently been a marked increase in the
use of this method.

After the broad-band laser beam has passed through
the interferometer, a spectral analysis of the light is
necessary. In this respect our arrangement differs from
that used by other experimenters. Formerly a com-
mercial spectrometer was used for this. We only used
a grating, however. The advantage of using a grating
is that the optical components can be adjusted in such
a way for each range of wavelengths that the angle be-
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Fig. 7. Example of an interference pattern as observed near the
absorption line at 546 nm (the transition from 73S, to 63P2). The
vertical pattern of fringes is due to interferences that occur in the
dye laser between two partially reflecting surfaces, and is used for
calibrating the wavelength scale. The distance between two vertical

fringes corresponds to 0.03 nm.
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Fig. 8. The arrangement for the hook-method experiment. A dye
laser pumped by a pulsed nitrogen laser acts as the light source. The
discharge tube is mounted in one arm of the interferometer, and the
other arm contains a tube of the same length in which a vacuum is
maintained. After the interferometer the two beams are combined
to form an image on a two-dimensional detector (a Polaroid
camera) by two lenses L (focal length F =4 m) via a grating G
(a = 2400 lines/mm), which disperses the light. « is the angle
between the normal to the grating and the incident beam, B is
the angle between the normal to the grating and the diffracted
beam [18) If this angle is made as close as possible to 90 °C, the
dispersion is at a maximum. The dispersion obtained in this way,
dx/dA = aF/cosB, is 200 mm/nm. The interference pattern is
sufficiently large to be able to establish the distances in the pattern
to the required accuracy.

tween the normal to the grating and the diffracted
beam (S in fig. 8) is about 90° 8], This gives a high dis-
persion. We can also use lenses with a large focal length
F for focusing the beam, which makes the dispersion
even higher. These two factors finally result in a dis-
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persion that is generally of the order of 200 mm/nm;
see fig. 8. This is almost two orders of magnitude
better than the dispersion that can be achieved with a
good spectrograph. It is thus no longer necessary for
the interference pattern to be enlarged before the
required quantities (k, 4) can be determined with
sufficient accuracy. Our arrangement is not only
cheaper, but components can be adjusted much more
rapidly, since the effects on the interference pattern
are immediately visible. A disadvantage is that the
dispersion has to be redetermined from the experi-
mental geometry for every wavelength of interest.
With £ close to 90°, a small inaccuracy in this angle
can give a large inaccuracy in the result.

Fortunately, we can turn to another method of de-
termining the dispersion. The vertical interference
fringes, which can be observed in fig. 7 and which we
first found to be a nuisance, now serve a useful pur-
pose. This vertical interference pattern is the result of
interference between two partially reflecting surfaces
in the dye laser used as the light source in our experi-
mental arrangement. The distance AA between two
vertical fringes is given by

AL = 5" (6)
where L is the optical pathlength between the two par-
tially reflecting surfaces. By counting the number of
vertical interference fringes between two emission
lines of known wavelength, we can determine the dis-
tance L. The distance between two vertical lines in the
interference pattern is used to calibrate the wave-
length scale.

The density of mercury atoms at the 6°P; and 6'P;
levels

We used the hook method to determine the densities
of atoms in the excited states in a mercury/argon dis-
charge. In fig. 9 the measured values are plotted as a
function of the wall temperature, which determines
the mercury vapour pressure. In this figure our results
for the 6°P levels are compared with the results of

18] w. C. Marlow, Hakenmethode, Appl. Opt. 6, 1715-1724,
1967. The conditions for the validity of Sellmeier’s equation
are: A — Ao must be large compared with the absorption width
of the line; Ao must be remote from all other absorption lines;
the density at the lower level of the transition must be large-
compared with the density at the upper level. These three con-
ditions are fully satisfied in the low-pressure mercury-vapour
discharges studied here, so that in our case this method can
readily be used for determining the density.

(171 For parallel fringes at A and A + A, then kKAd = p(A + AL),

where p is the number of fringes in AA. If AA is small com-

pared with A, then k = pA/AA.

The angle between the normal to the grating and the incident

beam is «. In the ‘reflected’ light beam, maxima are produced

because of diffraction. These maxima occur at an angle f to the
normal to the grating. g satisfies (sina + sinf8) = ami, where

7= 15,2, 8 e

[18]
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Fig. 9. The density of mercury atoms at the three 6P levels in a mer-
cury/argon discharge as a function of the wall temperature (diam-
eter of the discharge tube 36 mm, discharge current 400 mA, argon
pressure 400 Pa). I Absorption measurements by M. Koedam and
A. A. Kruithof [211, 2 Measurements by F. A. Uvarov and V. A.
Fabrikant, made by the hook method 181, 3 Our measurements,
also made by the hook method.

others 1191 The results for the density in the 6°P;
level are in good agreement with each other. Strangely,
our results for the density in the two metastable levels
show more agreement with the absorption measure-
ments than with the measurements made with the
hook method. This agreement is in reality not so good
as suggested in fig. 9. In both methods, absorption
measurements and hook method, the product of the
oscillator strength of the transition and the density at
the lower level of the transition are determined. The
oscillator strengths of the transitions required for cal-
culating the density at the 6°P levels were not so well
known in 1962 as they are now. With the current
known-values for the oscillator strengths the absorp-
tion measurements for the 63P, and the 6°P, levels
come out 15% lower.

The reason for the difference between the results
from the two hook-method experiments is not clear.
Different values for the oscillator strengths and a
greater experimental error of 20% are probably not
sufficient to explain the difference of a factor of two
in density.

The results for the density at the 6'P; level, given
in fig. 10, show an experimental error of 20%. No
other measurements of the density at this level are
known to us for the discharge conditions for our
measurements, so that a comparison of experimental
results is not possible. The experimental results can
however be compared with densities at that level cal-
culated with the aid of models. This comparison
showed a difference that we at first misinterpreted. It
turned out later that in calculating the density at the
6'P; level incorrect assumptions had been made
about the way in which the effective lifetime of this
level had been determined (complete spectral redistri-
bution, see page 66). When the correct effective life-
time of the 61P; level is used, the calculated densities
are in good agreement with the measured densities, as
can be seen in fig. 10.

The radiation output of low-pressure mercury-vapour
discharges

Now that we know the lifetime and the density of
atoms in the two principal excited states, we can cal-
culate the radiation output of the low-pressure mer-
cury discharge. The radiation output of a gas dis-
charge at a particular wavelength can be expressed in
terms of the number of photons emitted per unit time
and per unit volume by the gas discharge, and is thus
equal to the ratio of the mean density — across the
diameter of the discharge tube — at the upper level of
the transition to its effective lifetime (N/7). We cal-
culated the output at'a wavelength of 254 nm as a
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function of the wall temperature for two discharges
for which directly measured values were also avail-
able.

One was a pure mercury-vapour discharge [20],
These measurements and the values that we calculated
from the lifetime and density measurements are given
in fig. 11a. The agreement between experiment and
calculation can be said to be good. Within the experi-
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Fig. 10. The density Ny at the 6'P, level as a function of the
mercury vapour pressure in a mercury/argon discharge. The diam-
eter of the discharge tube was 15 mm, the discharge current was
500 mA and the argon pressure was 400 Pa. o Calculated densities,
x experimental data. The vertical line indicates the experimental
error.
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Fig. 11. a) The measured radiation outputs [201 at a wavelength of
254 nm as a function of the wall temperature 7 of the tube of a mer-
cury discharge (diameter 38 mm, discharge current 450 m), and the
values that we calculated from the density N and the lifetime 7.
b) The measured radiation output [2!] at a wavelength of 254 nm
of a mercury/argon discharge (diameter 36 mm, argon pressure
400 Pa, discharge current 400 mA) and our calculated values.
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mental error of 15% — there were three different
experiments — the results are the same.

The other discharge for which a comparison can be
made between measured and calculated radiation out-
put values is a mercury/argon discharge 2!, The
agreement between measured and calculated results is
not so good as for the pure mercury discharge. For
wall temperatures higher than 50 °C the calculated
values are 25% above the measured values. We believe
that the agreement between measured and calculated
values is sufficient to permit the conclusion that the
quantities we measured are relevant parameters for
the radiation output.

The radiation output at a wavelength of 185 nm was
also measured for the mercury/argon discharges men-
tioned above. However, the density at the 6'P; level
in these discharges is so small that the hook method is
not sensitive enough for a density measurement with
an acceptable error. In discharge conditions where the
6'P; density is high enough to permit measurements
by the hook method (smaller diameter and hence
greater current density, see fig. 10) the 185-nm radia-
tion output was not measured. Because of this it is not
possible at present to compare the 185-nm radiation
output calculated from the density and lifetime of the
6'P, level with a measured output as was done for the
254-nm line.

The main result of our measurements of the lifetime
and density of atoms at the 6' P, level is the improved
understanding of the radiation-trapping mechanisms
that play a part in this transition.

9] F, A. Uvarov and V. A. Fabrikant, The absolute concentra-
tions of excited atoms in the positive column of a mercury dis-
charge, Opt. & Spectrosc. 18, 433-437, 1965.

i20] F, A. Uvarov and V. A. Fabrikant, Experimental determina-
tion of the effective probability of photon emission by plasma
atoms, Opt. & Spectrosc. 18, 323-327, 1965.

211 M. Koedam, A. A. Kruithof and J. Riemens, Energy balance
of the low-pressure mercury-argon positive column, Physica
29, 565-584, 1963.

Summary. A laser is used for measuring the lifetime and density of
mercury atoms at the 6P, and 6P, levels in a low-pressure mer-
cury/inert-gas discharge. The lifetime measurements are made by
irradiating mercury atoms with laser light whose wavelength is such
that the mercury atoms decay to the 63P; and the 6'P, energy levels
from a higher excited state. The lifetimes can be determined from
the fluorescence signal of the subsequent transition to the ground
state. The measured lifetimes agree reasonably well with values
reported in the literature and lave provided a better understanding
of the excitation and decay mechanisms in a low-pressure mercury/
inert-gas discharge. The density of the atoms at these levels was
determined by the ‘hook’ method, in which the wavelength-depen-
dent refractive index of the discharge in the neighbourhood of an
absorption line depends on the number of atoms at the lower level
of the transition. The densities at these levels and their lifetimes
were used for determining the radiation output of low-pressure
mercury/inert-gas discharges. Comparison of these calculated
radiation outputs with outputs measured directly show fairly good
agreement.
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Bright spots and bottlenecks
in Europe’s future industrial development

W. Dekker

It has long been our editorial policy to include occasional articles of a more general nature
as well as the articles directly concerned with research and the results it provides. We are trying
in this way to bring the development of science into a broader perspective and to paint in the
backcloth against which our research is enacted.

In recent years economic developments have imposed much stricter boundary conditions
for our research activities than ever before. One result of these economic circumstances has
been that the management of our company has become more “visible’. The problems that our
company has to contend with have been brought to the notice of various kinds of public
forum, especially since Dr W. Dekker became President.

We hope the publication of the speech ‘Bright spots and bottlenecks in Europe’s future
industrial development’ will make the reader more familiar with the outlook of the manage-
ment on certain socio-economic and political problems. It gives, we think, an impression of
the way in which the progress of technology and science are affected by external factors as well
as internal ones.

The speech printed below was given by Dr Dekker at the conference ‘A competitive future
Jfor Europe’, organized by the Erasmus University of Rotterdam on the 12th and 13th Decem-
ber 1985, and has been made available to us by the Corporate External Relations Department.

The text of the speech is given verbatim; the editors have only added the figures.

Anyone who has regularly taken part in conferences
such as this over the last few years will have noticed
that ‘the future’ is a subject which crops up again and
again. For some of you ‘the future’ will stand for un-
certainty and threats, while for others it will above all
represent a challenge and new promises.

In my view, the future encompasses both these as-
pects. Its possibilities include positive as well as less
desirable developments. The direction in which the
future develops partly depends on our own efforts,
our will and our understanding of events. The object

Dr W. Dekker, formerly President of N.V. Philips’ Gloeilampen-
fabrieken, is now Chairman of the Supervisory Board. This speech
is published with the permission of Philips International B.V., Cor-
porate External Relations.

of a conference such as this is to establish what fac-
tors are important, what options we have and what
strategies should be pursued.

‘Forecasting is a difficult business, especially where
the future is concerned’, people can often be heard
to sigh. And I heaved the same sigh when preparing
this introduction on ‘Bright spots and bottlenecks in
Europe’s future industrial development’.

It is not difficult to obtain a clear picture of which
industries in Europe are performing well or badly at
this moment. When it comes to finding the explana-
tions for this, however, we are groping more in the
dark. And in order to know which companies will
have disappeared by the year 2000 and which ones will
be flourishing, one would almost have to be a clair-
voyant.
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In seeking to answer questions like this one feels
like Banquo in Shakespeare’s Macbeth, who exclaims;

‘If you can look into the seeds of time

And say which grain will grow and which will not,

Speak then to me!’

Did Banquo perhaps himself foresee that he would
not survive until the end of the drama?

I do not regard it as my task to offer a judgement
here on which companies will and which will not sur-
vive beyond the year 2000. What I would like to do,
however, is to consider what demands will be made
on companies in the future and what changes will take
place in the environment in which they operate.

Let me begin by briefly outlining the future business
environment. One of the main conclusions here will
be that we are living in an age of rapid change in
which technological innovations are a crucial factor.
Following on from this, I shall then look more closely
at the significance of the new technology, or what is
generally known as ‘high tech’. On the basis of an
example of a high-tech business within my own group
of companies I shall seek to list a number of condi-
tions for success. There are conditions which in my
view can be generalized, in other words they are con-
ditions which apply, mutatis mutandis, to many high-
tech industries.

I have already stated that the future will be deter-
mined to a significant extent by our own action, our
own objectives and understanding. Several actors are
involved. Industrialists, national governments and the
European organizations will all be called upon to
make their own contribution and all of them have
their own responsibility. 1 shall deal both with the
tasks which face companies and the conditions which
a European industrial policy should fulfil.

In conclusion I shall make a plea for what I call
‘multiple reciprocity’, an open form of cooperation
both between the countries of Europe and between
companies. In my view this type of cooperation is a
precondition for further European integration and
for the desired cooperation with regard to the new
technologies.

It seems that people in Europe — the ordinary citi-
zen, but also many politicians and parliamentarians
and many businessmen — often scarcely realize that
important shifts are taking place. It is true that books
like Toffler’s ‘The third wave’ and Naisbitt’s ‘Mega-
trends’ are printed in large editions, but the ideas put
forward scarcely seem to affect the reader’s concep-
tion of the future {11,

Thus, what is referred to in a recent SER report as a
‘Eurocentric system of thought’ 12! often seems to be
in evidence. In other words, there is insufficient
awareness that Europe is no longer number one. In
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the USA’s future perspective, for instance, Japan is
probably more important than Europe.

This shift in emphasis is already well under way. To
take an example, trade between the USA and Western
Europe in 1979 was still worth over one billion dollars
more than trade between the USA and Japan plus
South-East Asia. In 1983, however, trade between the
USA and that part of Asia exceeded trade between the
USA and Europe by almost 29 billion dollars. If we
are not able to reverse this trend, a Pacific alliance will
emerge in which Japan and the United States call the
tune and Europe has to follow.

Some important trends which I see for the future of
industrial enterprise in Europe are:

1. A transition towards a multipolar world economy
in which, along with a further integrated Europe and
the USA, Japan and the newly industrialized countries
will constitute major centres of world production and
world trade.

2. A globalization of industrial production, as com-
panies increasingly produce for a world market
(fig. 1), with modifications being made locally to the
software and the design.

3. A transition to an information society in which
the greater part of the working population will be in-
volved in generating and processing information,
software perhaps becoming more important than
hardware.

4. An increase in the pace of technological innova-
tion and the emergence of new technologies and in-

Fig. 1. Trento, Italy. Refrigerators being produced on an interna-
tional scale.
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dustries (in electronics, biotechnology, new materials)
and of as yet unknown applications.

5. Significant socio-cultural and socio-political shifts
resulting in new forms of organization (with the
emphasis on autonomous groups, business units,
holdings) and new political conditions with deregula-
tion and a rethinking of the role of the state.

In describing the first trend as the emergence of a
multipolar world system I placed Europe alongside
the United States of America and Japan. Many people
will regard this as wishful thinking, and they are right.
I certainly wish Europe a place in the sun alongside
the USA and Japan. But I also believe that this is pos-
sible. I am not one of those pessimists who now des-
cribe the situation of European industry in the same
way as historians characterized the situation of the
Netherlands in the year of calamity 1672: ‘The rulers
are helpless, the people senseless and the nation hope-
less’.

If European industry shows common sense and
goodwill its situation will by no means be hopeless.
Allow me to support my optimism by reference to a
number of indicators.

As far as technological innovation is concerned,
Europe is certainly not lagging behind. According to
the UN Statistical Year Book almost 96 000 patents
were granted in 1980 to the ten countries of the Euro-
pean Community, compared with almost 62000 to
the United States and 46 000 to Japan.

Expenditure on research and development in
Europe is roughly 20% less than in the USA, but
greater than the amount spent by Japan.

In a number of sectors such as aviation, rail trans-
port technology, nuclear energy, new materials and
the chemicals industry, Europe still leads the way.
And Europe’s position in important growth areas like
biotechnology and the space industry is far from
weak.

According to figures published by the OECD, the
increase in high-tech industry’s share of total indus-
trial production in the European Community does not
lag behind that of the other major economic blocs,
Japan and the USA. The share of the most advanced
high-tech sectors (i.e. industries in which R&D expen-
diture was higher than 4% of the value of production)
in total industrial production in the European Com-
munity rose between 1970 and 1980 from 11.4% to
11.7%. In the same period there was a fall from
14.6% to 10.8% in the United States and a fall from
14.1% to 13.4% in Japan.

Nor is the European Community lagging behind in
average high-tech industry, where R&D expenditure is
between 1 and 4% of the total value of production.
On the contrary, with average high-tech industry
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having a share of 32.2% of total industrial production
(in 1980), the European Community was in fact ahead
of Japan (30.1%) and the United States (31.6%).

However, Europe’s relative share of trade in high-
tech products is lower than that of the USA and
Japan. On the one hand, this may be due to prices
being too high or quality being too low (which might
be the result of the fact that these industries emeréed
in Europe under protective conditions). On the other
hand, trade barriers (often of a non-tariff nature, par-
ticularly in Japan) are also a factor. Over the last 20
years the export specialization coefficient — an indica-
tor expressing the share of technically advanced pro-
ducts in total exports or total industrial exports — has
shown that Europe’s position has deteriorated in rela-
tion to the USA and Japan. Although this indicator is
open to considerable criticism, because it does not
take account, for instance, of such an important sec-
tor for Europe as chemicals and because intra-Euro-
pean trade has the effect of lowering this coefficient,
the trend, namely the gap between Europe on the one
hand and the USA and Japan on the other, should
give us cause for concern.

Looking at all the indicators which I have men-
tioned, I come to the conclusion that European in-

. dustry still has good prospects. There are, however,

certain areas where Europe seems to be losing ground,
and it is here that a specific policy on the part of
government and joint efforts by European industry
are necessary to prevent a further deterioration of
Europe’s position.

A European innovation policy will have to be sup-
ported both by individual governments and by the
supranational organizations.

High-tech industry assumes an important place in
the discussion about the kind of industrialization
policy to be pursued and the need for industrial inno-
vation. Although I in no way underestimate the im-
portance of high tech — and you would not have
expected anything else from someone representing the
electronics industry, a high-tech industry par excel-
lence — 1 would nevertheless like to put its impor-
tance in perspective.

« First of all, innovation not only has to be stimulated
in the high-tech industries but should take place over
a much broader field. New production technologies
should also be introduced in the more traditional sec-

(11 A. Toffler, The third wave, PAN books, London 1981;
J. Naisbitt, Megatrends, Macdonald, London 1984.

(21 The term ‘Eurocentric system of thought’ and the figures con-
cerning the Pacific Basin are taken from the report ‘Nederland
in de wereldeconomie — perspektieven en mogelijkheden’
(‘The Netherlands in the world economy — perspectives and
possibilities’) by the Dutch Social and Economic Council
(SER) committee for development problems of companies,
1985. .




tors such as agriculture, textiles or the building in-
dustry. If productivity growth lags behind in these
sectors, this can indirectly have an adverse effect on
the growth potential of the high-tech industries. Inno-
vation in the more traditional sectors would also mean
that a sales market for new production technologies
would be created.
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under the high-tech heading, even though they can no
longer easily be made without very advanced techno-
logical knowledge. The oil industry is a case in point.
Its end-product is not regarded as high tech, even
though high tech plays an essential role in the overall
production chain. The term ‘high tech’ is only rela-
tive, therefore, and we should not be blinded by it.

Fig. 2. Bokaro, India. Yet another picture of the contrast between the traditional East and the
modern West. In the future this contrast will become less marked, since the manufacture of lamps
and other high-value technical products will take place in the newly industrialized countries.

« Secondly, itis unlikely that high-tech companies will
be able to provide sufficient employment to absorb the
present surplus of labour. The cost of unemployment
can exert severe pressure on the potential of the new
industries for development. An all-round economic
revival should therefore be the aim. At the same time
we should beware that general measures aimed at
reducing unemployment do not have an inhibiting
effect on growth in the high-tech industries. These in-
dustries are often faced, for example, with a scarcity
of labour. It would not make sense to conclude the
same types of agreement on the reduction of working
hours with this category as with the abundant supply
of workers in the other sectors.

o My third observation concerns the term ‘high-tech’
industry itself. According to the OECD definition,
high tech refers to industrial products which require
an above-average intellectual input. However, a num-
ber of products or industrial activities do not fall

¢ Nor should our interest in high tech make us forget
the importance of the service sector. The service sec-
tor already has a significant added value and is instru-
mental, moreover, in promoting high-tech industry.
One need only think of the provision of venture
capital and trade credit facilities, export assistance,
marketing research, effective and reliable transport
systems, etc.

Conditions for success

The business climate of the future will be different
from that of today. Different demands will be made
on high-tech companies. We must assume, for in-
stance, that the newly industrialized countries will not
be content to take over only the traditional industries
of the West, such as the footwear and textile indus-
tries or shipbuilding. Their ambitions and potential
go beyond this. In the future we shall also be con-
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fronted with tough competition from the newly indus-
trialized countries in the areas of high technology
(fig. 2). As a result, the life cycles of the various new
products will become shorter than we have been ac-
customed to until now and profit margins will become
smaller. If we add to this the fact that there will be
rapid increases in the cost of research, development
and production, we can only conclude that industrial
enterprise will increasingly become a high-risk enter-
prise in which only healthy companies with sufficient
reserves will be able to engage.

Let me illustrate this process with a practical
example from the manufacture of integrated circuits.
If we put the costs of a building for IC manufacture
in 1970 at 1, a further investment in installations and
machinery of 2.5 was required. The depreciation
periods for the building and the installations and
machinery at that time were 50 and 10 years respec-
tively.

In 1980 the investment costs for the building and
the installations and machinery amounted to 2.5 and
4.5 and the depreciation period was 50 and 7 years
respectively. For the near future — we are talking
about 1987 — we can assume a drastic increase in the
required investment up to an index value of 30 for
buildings and 72 for installations and machinery,
while the depreciation period will be further reduced
to 30 and 6 years respectively.

In 17 years’ time we therefore see an increase in the
required investments by a factor of about 30, while
the depreciation period is reduced by roughly 40%.
The production capacity in this particular case in-
creases by a factor of 20. Although the total market
for integrated circuits will grow substantially in the
future, we shall only be able to obtain a reasonable
share of this growth market — and hence recoup the
capital invested — if we can meet the specific require-
ments of the customer, if the products are of excep-
tionally good quality and reasonably priced, if our
delivery reliability and service are unimpeachable and
if we put the product on the market at the right
moment.

I shall repeat these conditions once again because 1
consider that they are a sine qua non for any industry
that wishes to be successful.

The conditions for success, together with their im-
plications, are:

o Customized production — This means having a
wide diversity of products, something which it will
only be possible to achieve with a modular construc-
tion of the product and a flexible production process
(fig. 3). The technological trend is moving in this
direction in many production and assembly sectors. It
also means having good relations with the customer
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and in some cases supplying tailor-made software. We
can also note here that for some industrial companies
the delivery of software will become a more important
source of income than the delivery of the original
hardware.

» Good quality — The customer is becoming increas-
ingly quality-conscious. He demands quality and will
compare the quality of different products. As a result,

Fig. 3. The placement unit of an MCM machine (for Modular Chip
Mounting). It directs about 100 000 electronic components an hour
to positions specified on a printed-circuit board by computer (and
therefore easily modified).

many technologically advanced consumer products
are assuming a professional or semi-professional
character.

o Delivery reliability and service — Operating on a
world market means that one creates a worldwide dis-
tribution network and where necessary can offer direct
service. This already applied in the past. For anumber
of products the trend is towards a lower service requi-
rement. If, however, maintenance and repairs have to
be carried out, this often requires very specific know-
ledge, and service will have to be provided by the
manufacturer himself. Delivery reliability also means
that one is able to make products which conform to
the agreed performance characteristics — so we are
again talking about quality requirements, which are
becoming increasingly stringent.

* Good timing — In an innovative market with a lot
of competition this means that the innovation process
has to be shortened by the integration of research,
development, production and marketing. This calls
for integral design and a system-based approach to
the whole of the business.
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e A good price — In many cases it will only be pos-
sible to offer this if production is on a large scale and
if there is a significant domestic market. A large
domestic market often means more or less guaranteed
sales, which in turn means that initial costs are
covered and a much lower price can be offered abroad
(a strategy much favoured by Japan). As far as the
requirement of large-scale production is concerned,
we have witnessed a change in the last few years, under
the impact of new technological capabilities. The con-
cept of ‘economies of scale’ is being replaced by that
of ‘economies of scope’. This implies that, while large
volumes should be produced, there should also be a
varied product mix, a family of products (fig. 4). In
many branches of industry we can see that the learn-
ing curve is falling more sharply. This means that if
one arrives on the market too late with one’s product,
the market price for this particular product has al-
ready fallen, as a result of which the high initial costs
can no longer be recouped. — Closely related to the
aspects of timing and price is the last condition for
success, namely

e The right place — New products will have to be
offered where the demand for them first arises. Only
then will it be possible to offer them at the higher
prices which apply to the beginning of the learning
curve. This requirement with regard to location often
means having a physical presence in regions where in-
novations first take place. This often means having a
base in the United States (fig. 5) or Japan, where con-
sumers and government think more in terms of tech-
nological innovations than is usually the case in
Europe.

Industrial policy

I shall now turn to industrial policy — the objec-
tives, the practice, and the conditions which from a
European point of view it should fulfil.

Industrial policy can have different characteristics,
such as:

a. Creating or maintaining employment.

b. Supporting or protecting new initiatives, or stimul-
ating innovations.

c. Safeguarding national independence and security.
d. Restructuring a branch of industry; often bringing
together a number of small companies.

These objectives apply at the national level but also
at a European level. In practice, industrial policy as
pursued by the various European countries has ‘not
always’ — and this is an understatement — had the
envisaged effect. Nationalistic and protectionist con-
siderations have frequently led to what from a Euro-
pean point of view are the wrong measures.
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Let me list some of the adverse consequences:
e Inefficient companies have been kept alive.
o Protectionism has reduced the incentive to in-
novate, both with regard to products and production
processes.
e The same spearhead activities were often developed
in different countries of the community, which inevit-
ably resulted in duplication and over-capacity.
e The national market was often too small and the
companies operating in it were often of less than op-
timum size.

Fig. 4. Family of stereo cassette recorders all based on two types of
drive mechanism for the cassettes (foreground) and a circuit board
(behind it). Depending on the type of recorder, all of the electronic
components on the board are used, or only some of them.

e Nationally-oriented policies encouraged chauvinism
and prevented integration between companies in dif-
ferent European countries.

A European industrial policy has to meet a number
of conditions in order to prevent these problems. I
will summarize them in five basic conditions:

1. An industrial revival must come from the compa-
nies themselves — national and community policy
should support and stimulate initiatives from below;
cooperation between companies across frontiers
should be encouraged and measures taken to prevent
overcapacity.

2. It should be innovative and future-oriented — with
the emphasis on identifying and stimulating spear-
head activities and new high-tech industries; a struc-
tural transformation of the market sector should be
the aim, not the refurbishing and maintenance of out-
dated business.

3. The policy should be market-based — support
measures should be of a temporary nature; companies
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should ultimately be able to operate on a world
market.

4. The policy should result in a single homogeneous
European market. Key elements here are the har-
monization of legislation and standardization.

5. The policy should be consistent, transparent and
pragmatic — red tape should be cut; rules and regula-
tions which have proved ineffective or have become
outmoded should be withdrawn.

L
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mation between the universities and the national and
Community research institutes; prevent duplication.
e. Stimulate cooperation between these research insti-
tutes and industry; create a link between theoretical
research and practical application; science transfer
points for small companies should be created in the
research institutes.

f. Prevent a brain drain (to the United States) by en-
hancing the status of research; start a number of

Fig. 5. In the United States the ‘centre of gravity’ of the electronics industry has for some time
being moving away from the East Coast towards the area around San Francisco on the West
Coast — including ‘Silicon Valley’, where Philips have established a base through the acquisition

of Signetics.

Within the framework of these basic conditions and
the problems referred to, a number of specific policy
measures can be formulated which could give a par-
ticular boost to high-tech industry in Europe. These
are measures to be taken both at the national and the
Community level:

a. Create a favourable tax climate for research and
development.

b. Stimulate cooperation between industries (not least
between small companies) in the new technology and
remove inhibiting regulations in this field.

¢. Stimulate/subsidize relevant research which could
otherwise not be tackled because of the high risks in-
volved.

d. Stimulate cooperation and the exchange of infor-

inspiring, large-scale research projects; create con-

fidence in Europe’s capacity for innovation.

g. Raise the quality and quantity of university educa-

tion; encourage more women to study in the areas of

the new technology.

h. Create technology parks; abolish bureaucratic rules

which stand in the way of the establishment of new

companies; help small businesses to implement new

initiatives.

i. Provide credit for financing and create venture

capital.

j. Place orders for development work and pursue a

procurement policy that stimulates innovation.
These 10 points for action should be tackled ener-

getically if we in Europe do not want to be left behind



by the United States and Japan. To quote Mr Ponia-
towski of the European Commission [3], we should
prevent Europe from becoming the first ‘colony of the
third industrial revolution’. If we do ‘too little, too
late’, Europe will become ‘the continent of lost op-
portunities’.

But however energetically this industrial policy is
pursued, no industrial policy, either at a Community
or a national level, will be successful in the long term
if it is not embedded in or supported by the further
implementation and extension of the ideals of the
European Community.

I regard as a central task facing the European Com-
munity — the member states and both sides of in-
dustry in the member states:

1. The creation of a truly common market in which
European goods can move freely from one country to
another, without papers, documents.or other non-
tariff trade barriers and with a uniform system of
VAT.

2. The achievement of a convergent industrial policy
through, for instarice, the liberalization of the present
nationalistic procurement policy; through the stan-
dardization of infrastructure facilities; through the
stimulation of a number of major European projects;
through acting as a single trading power in interna-
tional trade.

3. The creation of a European capital market and the
strengthening of the European monetary system.

4. Real European cooperation — through cooperative
competition; through cooperation between European
companies and through a broad interpretation of the
much-quoted principle of a ‘fair return’.

The importance of all these elements of European
integration has been repeatedly emphasized by others
and by myself over the past few years. It is remarkable
how much consensus there is regarding what needs to
be done. It is likewise remarkable how much consen-
sus there is with regard to the urgency with which
these things need to be done. We really are running
out of time. Yet it is amazing how, despite this
unanimity, we are often unable to achieve our objec-
tives. In my opinion this can mainly be attributed to
an incorrect conception of how cooperation between
the parties involved should be organized.

Having discussed the changing face of the future,
the significance of high-tech industry, the conditions
for success and the industrial policy that should be
pursued, permit me to conclude this introduction by
saying a few words about the principle of a ‘fair
return’, about which so much has been said recently
in European circles. For the ancient Romans this was
the quid pro quo principle, in other words the idea
that if I do something for you, I can expect you to do
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something for me in return — preferably directly and
preferably a bit more.

This principle may work in bilateral relations, but
not in more complex relations. It stands in the way of
cooperation in a wider framework.

The Nobel Prize winner Prigogine provides an inte-
resting theoretical illustration of the problem which I
have referred to here. He uses the analogy of a game
of billiards to illustrate how the principle of reci-
procity fails. A good billiards player can work out
precisely where a ball which is struck at a certain place
with a certain force will hit the third cushion. And,
conversely, another good billiards player can return
the ball to its original position. In billiards it is pos-
sible to speak of perfect reciprocity — at least, the
difference from the original position is so slight that
we scarcely notice it. It is an ‘exchange situation’ in
which what we give and what we get back are not
exactly the same but so close to one another that it
makes no difference. In an everyday bilateral exchange
situation this is quite normal. But you know that
things are much more complicated in a trilateral ex-
change relationship.

But let us return to Prigogine’s example. He shows
that in a game played with seven cushions, or a bil-
liards table with seven sides, the principle of reci-
procity no longer works. If, before hitting the ball,
I arrange with someone behind the seventh cushion
that he will hit the ball back with the same force as
I hit the ball, so that I get back what I have given,
I shall be cheated. Prigogine demonstrates that we
cannot predict where the ball will come back. Making
‘exchange agreements’ thus becomes impossible.

Our example assumes an ideal billiards table with
seven cushions. In the European Community, however
— and I am now moving from physics to socio-poli-
tical reality — we work with twelve partners (fig. 6)
and the situation is far from ideal. The amounts con-
tributed and received are difficult to measure; it is
often a comparison of apples and pears and for some-
one who is thirsty (or for a poor country or region) an
apple means more than for someone who has apples
in abundance (a rich country). Nor will the priorities
always be the same in the different countries.

Cooperation in Europe therefore calls for more
than a narrow conception of a ‘fair return’ or the quid
pro quo principle. If we restrict ourselves to direct
bilateral or trilateral relations on the grounds that
with multilateral relations it is not clear what we get
back in return for what we put in, then a truly inte-
grated Europe will never come about and we shall
always fall short of our potential.

A rigidly conceived principle of a ‘fair return’ is
based on a failure to recognize the principles of reci-
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Fig. 6. The European Community building in Brussels. Are all the ‘standard-bearers’ prepared to
band together in ‘multiple reciprocity’, unconstrained by the straitjacket of a ‘fair return’?

procity in a complex social context. If, by analogy
with Prigogine’s example, we assume that in a com-
plex relationship with several actors you do not know
whether you will get anything back directly in return
for what you put in, we have to add that according to
the same theory you also receive things without being
able to show exactly where they come from.

A precondition for what I would like to call ‘mul-
tiple reciprocity’ is that all the partners take part in
the game. If we — governments and politicians, as
well as companies — remain the prisoners of a nar-

rowly defined ‘fair return’ strategy, this will be to
everyone’s disadvantage. ‘Prisoner’s dilemma’ and
‘fair return’ straitjackets can only be broken by
mutual trust, a joint objective and belief in the com-
mon cause.

Let us hope that our children will not be able to
accuse us of having displayed a lack of trust, vision
and faith in Europe.

[3] See the interesting report No. A2-109/85, Europe’s response to
the modern technological challenge, drawn up in 1985 by M. C.
Poniatowsky for the European Parliament.
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A ceramic differential-pressure transducer

V. Graeger, R. Kobs and M. Liehr

. In process control the accurate megsurement of pressure differences is of great importance,
" since both volume flows and manometric heads can be derived from differential-pressure
measurements. The differential-pressure transducers now widely used have metal diaphragms,
but most metals eventually become corroded by aggressive process fluids. The Philips Ham-
burg research laboratories, Philips Forschungslaboratorium Hamburg, have developed a
transducer with a ceramic aluminium-oxide diaphragm. The transducer is now in production
at Process Control Instrumentation in Kassel, a German Philips company. The ceramic mat-
erial is resistant to virtually all corrosive fluids. In the production of the new transducers good
use is made of thick-film technology, originally developed for the manufacture of ‘hybrid’

electronic circuits.

Introduction

The volume flow in a pipeline can be measured with
an orifice gauge, a plate containing an orifice of accur-
ately defined dimensions. The difference A p between
the static pressure in front of the orifice plate and
behind it is a measure of the volume flow Qv, given by

2Ap
Qv =uA V —,
[
where 4 is the flow coefficient, A4 the area of the orifice
and o the density of the liquid. This expression is
based on the well-known Bernoulli equation 11,

The head of liquid can be determined by measuring
the difference between the pressure at the top of the
liquid and at the bottom. The head H is proportional
to the measured pressure difference:

Ap

og’
where g is the acceleration due to gravity. In this way
the volume of liquid in a reservoir can be determined,
provided the dimensions of the reservoir are known.
Both types of measurement, of the volume flow in a
pipeline and of the volume of liquid in a reservoir, are
important in process control. It is essential in both

Dr V. Graeger, Dipl.-Ing. R. Kobs and M. Liehr are with Philips
GmbH Forschungslaboratorium Hamburg, Hamburg, West Ger-
many.

cases that the measurements remain accurate, that the
measuring instrument can withstand the temperature,
pressure and chemical aggressivity of the process
fluid, and that the instrument cannot cause explosions
by spark discharges.

Transducers for measuring pressure differences
usually have a measuring element in the form of a
stainless-steel diaphragm. The pressures are applied
to both sides of the diaphragm, which is deflected by
the difference in pressure. Small deflections are pro-
portional to the difference in pressure. In general it is
undesirable to expose such a diaphragm directly to
liquids or gases, which are frequently corrosive. The
differential-pressure transducers now in common use
are therefore of the dual-chamber type [2]. The two
chambers are filled with an inert fluid, such as silicone
oil, and the chambers are separated from the actual
process fluid by auxiliary diaphragms. Dual-chamber
transducers therefore have three diaphragms, the
outer one of stainless steel, tantalum, titanium or
monel (a nickel-copper alloy). Transducers of this
type tend to be expensive because of the difficulties in
welding or soldering different metals.

The single-chamber differential-pressure transducer,
which is the subject of this article, is simpler in de-
sign and consists of one kind of material: ceramic, see
fig. 1. There are only two diaphragms, which are cir-
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cular and separated by a chamber filled with silicone
oil. Process fluids on both sides of the transducer exert
pressures p; and p; on the diaphragms M, and M;. If
the fluid in the transducer is incompressible and the
diaphragms are identical, they will both have the same
deflection d. This is equal to the deflection of an imag-
inary diaphragm with a stiffness equal to twice the
stiffness of the individual diaphragms.

The displacement of the diaphragms can be meas-
ured by strain gauges, or with inductive or capacitive
displacement transducers. We used the capacitive type,
by integrating two capacitors with the transducer.
Electrodes for the capacitors are applied to the inside
of the diaphragms and on opposite sides of the central
ceramic plate P/. The silicone oil that ‘connects’ the
two diaphragms flows through an opening in the plate.
The four electrodes form two capacitors with capaci-
tances C; and Cj;. The deflection J at the centre of
each diaphragm is given by

6 = 1(d ~ dy),

where d, and d: are the distances between the elec-
trodes at the centre of the two capacitors (with the
same assumptions as before). Since the deflection ¢ of
the diaphragms is proportional to the measured pres-
sure difference, and d, and d; are inversely propor-
tional to the respective capacitances, we have:

1 1
b2 —Prx —— — —— 1)

&) Cy
This equation is fundamental to the operation of the
new differential pressure transducer.

The ceramic material used for the various parts of
the transducer is aluminium oxide. This material has
several good features besides its resistance to practic-
ally all process fluids: the deformation of the dia-
phragms is accurately proportional to the force, and
the material is not subject to hysteresis, creep, or
plastic deformation. It therefore obeys Hooke’s law.
The deflection of the diaphragms in the laboratory
models is no more than 10 um for a diaphragm thick-
ness of 0.24 mm and a differential pressure range of
about 25 mbar for the most sensitive transducer, and
3.5 um at a diaphragm thickness of 1.6 mm and a
measurement range of about 3000 mbar for the least-
sensitive transducer. (The deformations shown in fig. 1
and the following figures are shown greatly exagger-
ated.) It will be clear that the tolerances for the dimen-
sions and shape of the diaphragms and the electrodes
will be very tight. It has been found that the screen-
printing techniques used in the thick-film technology
for manufacturing ‘hybrid’ electronic circuits [31 are
also eminently suitable for the application of the elec-
trodes. When this technology is used it is also possible
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Fig. 1. Cross-section of the ceramic differential-pressure transducer.
Pl central plate. F/ fluid (usually silicone oil). M1, M, diaphragms.
C1, C capacitances of the two capacitors with which the deflec-
tions of the diaphragms are measured; the capacitor electrodes are
shown in blue. p1, p; pressures of the process fluid. The transducer
measures the differential pressure Ap = ps — p;. 0 deflection in the
middie of the diaphragms. di, d; electrode spacings at the centre of
the two capacitors. The measured differential pressure A p is pro-
portional to 1/C; — 1/Cs.

to use ‘glass solder’ for hermetically sealing the dia-
phragms to the rest of the transducer. Fig. 2 shows
that our ceramic differential-pressure transducer is
much more compact than conventional types based
on the dual-chamber principle.

When the transducer is filled with silicone oil, the
oil pressure is made slightly higher than atmospheric
pressure, so that the diaphragms are initially deflected
outwards. When the transducer is in use, an increase
in temperature or a drop in the mean pressure of the
process fluid causes the sum d; + dz of the distances
between the electrodes to increase. Although to a first
approximation this does not introduce any error in the
measured pressure difference given by (1), the accom-
panying change in the pressure and hence in the per-
mittivity of the liquid in the transducer does cause a
change in the measured result. It will be clear from the
above that the quantity ¢, + ds can be used for deter-

(11 J. Hengstenberg, B. Sturm and O. Winkler, Messen, Steuern
und Regeln in der chemischen Technik, Band I, Springer, Ber-
lin 1980 (in German).

(2] See page 250 of H. N. Norton, Sensor and analyzer handbook,
Prentice Hall, Englewood Cliffs, NJ, 1982.

131 W. Funk, Thick-film technology, Philips Tech. Rev. 35,

144-150, 1975.



Fig. 2. ) Conventional differential-pressure transducers, made of
metal and operating on the dual-chamber principle. b) The new
ceramic differential-pressure transducer, operating on the single-
chamber principle; see fig. 1. Its diameter is 60 mm.

mining the change in the temperature and pressure of
the liquid in the transducer. The effect of the tempera-
ture and mean pressure of the process fluid on the
measured result is compensated by measuring the
quantity 1/C; + 1/Cy as well as 1/C; — 1/C3 as in (1).
In this way the effect of a temperature change of 10 °C
on the measured result can be limited to less than
0.1% of the measurement range.

The new ceramic transducer is fitted in the type PD3
differential-pressure transmitter recently put into pro-
duction at Process Control Instrumentation in Kassel,
a German Philips company that forms part of the
Philips Industrial and Electro-Acoustic Systems Divi-
sion. There are six different types: the smallest adjust-
able measurement range has a maximum value of
10 mbar of pressure difference; the largest has a maxi-
mum value of 3000 mbar of pressure difference.
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In the following we shall first consider the theor-
etical background of the differential-pressure trans-
ducer, and then we shall briefly discuss its technology
and construction. Next we shall deal with the tempe-
rature compensation and discuss some measurement
results. Finally we shall look briefly at a number of
future developments.

Theoretical background

First of all we shall consider the magnitudes of the
resultant pressures pm, and pu, acting on the two dia-
phragms (see fig. 3). As we have seen, the internal
pressure p; of the fluid is such that initially both dia-
phragms are pushed outwards. If the pressure trans-
ducer were completely symmetrical, so that the dia-
phragms had exactly the same dimensions and mat-
erial properties, each diaphragm would take up half
the pressure difference Ap=p; —p;. With the as-
sumption that the internal pressure is a function of
the transducer temperature ¢ and the mean pressure
p = (p2 + p1)/2 of the process fluid, then we have the
following expressions for pm, and pum,:

(2a)
(2b)

pm, = pi(t,p) + 3 (P2 — P1)s

pmy = Pi(t,p) — 3 (P2 — P1).

The pressures acting on the surfaces of the diaphragms
are taken as positive in the usual convention.

An increase d¢ in the temperature of the liquid will

entail an increase in the liquid volume V. The extra

Py Py, Py

- —<—p],—-—>—-—> -

w(r)

e 0

Fig. 3. Definition of some of the quantities used in calculating the
output quantity 1/C; — 1/Cq as a function of the differential pres-
sure Ap = p2 — p1 (equation 5). py pressure of the liquid in the trans-
ducer, pm,, pm, resultant pressures on the diaphragms. r radius
with respect to the axis of symmetry. w(r) deflection of a dia-
phragm as a function of r, with w =0 in the undeflected state.
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volume Vyadt, where ¢ is the thermal expansion coef-
ficient, will cause an additional deflection of the dia-
phragms and will increase the internal pressure p;. An
increase dp in the mean pressure p of the process fluid
will entail a decrease in the liquid volume by Vodp/K,
where K is the bulk modulus of the liquid in the trans-
ducer. The effects of dp and d¢ show that it is desirable
to keep the liquid volume ¥V, as small as possible.
The shape of the diaphragms is determined by the

function w(r), which represents the deflection as a
function of the radius, where w = 0 when there is no
pressure difference across the diaphragms. This func-
tion follows from the theory of flat plates under a
bending load [4]. The equations for the deflections of
the diaphragms are:

2y

R°2> ’

2
P >

’
R,?

3 =R,
~ 16ER®

wi(r) = ~-leF<1 - (3a)

wa(r) = PM2F<1 - (3b)

where

»

and R, is the half-diameter and 4 the thickness of the
diaphragms. E is Young’s modulus and v Poisson’s
ratio for the material of the diaphragms. Asymmetries
can be taken into account by adding a subscript 1 or 2
to F, R, and & for the left-hand or right-hand dia-
phragms.

For an imperfectly symmetrical transducer the fol-
lowing expressions apply for the capacitance of the
capacitors C; and C; in fig. 1:

1 d01 + CFlle

s L UM, 4a
C ErEQT It G

_1_ _ doz + CFZsz , (4b)
C: ErEQNry

where dy, and dy, are the spacings of the capacitor
plates for pm, = pm, =0, r, is the mean half-diameter
of the capacitor electrodes, ¢, is the relative permit-
tivity of the liquid in the transducer and &g the per-
mittivity of free space. The correction factor ¢ ac-
counts for the curvature of the diaphragm surface; for
ra = R,/2 the correction is ¢ = 0.8. Combining equa-
tions (2) and (4) gives an expression for the output
quantity of the transducer:

do, — do, + ¢(F1 — F2)pi(t,p) s

Cl Cz 8,807“'32

o(Fy1 + Fo)(pe — p1)
26.E0T s> '

®)
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The first term in this equation gives the zero error
and the second term the sensitivity of the differential
pressure transducer. For a symmetrical transducer we
have dy, = dy, and F1 = F; = F, so that (5) becomes:

c¢F(p: — p1)
EEomral

(6

Equation (5) shows that the sensitivity is proportional
to the sum F; + F; of the reciprocals of the stiffnesses
of the diaphragms. Equation (5) therefore helps to
explain the effect of the temperature ¢ and the mean
pressure p on the zero error and the sensitivity. The
quantities p and ¢ affect not only the internal pressure
p1 but also the relative permittivity &,, since ¢, is a
function of the density of the liquid.

Technology and construction

As we have said, the transducer, apart from the elec-
trodes, is made completely of a ceramic; see fig. 4. The
material of the central plate P/ and the diaphragms
M, and M; consists of alumina: 99.5% sintered alu-
minium oxide with a residue of vitreous constituents.

Fig. 4. Construction of the differential-pressure transducer. G;, Gy
glass-solder rings. S;, Sz layers forming substrates for the inner
electrodes. G, Gz, S1 and Sy are applied by screen printing (as in
thick-film technology). See also the caption to fig. 1.

4] S. P. Timoshenko and S. Woinowsky-Krieger, Theory of
plates and shells, 2nd edition, McGraw-Hill, New York 1959;
R. J. Roark and W. C. Young, Formulas for stress and strain,
5th edition, McGraw-Hill, New York 1975.
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The permissible bending stress and the modulus of
elasticity of this material are high. (Its Young’s
modulus is about 1.6 times that of steel.) The dia-
phragms do not therefore need reinforcing ribs. The
central plate contains two holes, one axial and the
other radial, both with a diameter of only 0.8 mm.
The transducer is filled with silicone oil through
the radial hole, which is then closed with a ball
stopper.

The use of a ceramic makes it possible to use the
thick-film technology [3]. Coatings with an accurately
determined thickness between 3 and 15 pm are de-
posited on a substrate by screen printing, and these
coatings are then bonded to the substrate by sintering
in a furnace. The experience gained in the electronics
industry with the thick-film technology in the manu-
facture of hybrid circuits has been most useful in the
design of our differential-pressure transducer. The

. process is inexpensive and there are many pastes avail-
able for making coatings with completely different
physical properties. Specialities of the thick-film tech-
nology include:

« The metallization of ceramic with a minimum line-
width of 100 pm.

« The insulation of surfaces by the application of a
coating of glass ceramic.

o The coating and bonding of ceramic components
with ‘glass solder’ (or ‘melt glass’), which will give a
glassy joint at 400 °C.

These features are turned to advantage-in the fol-
lowing procedure. First the diaphragms are metallized
locally. Next, glass-solder rings (G, and Ggz) are ap-
plied to the central plate. The internal diameter of
these rings determines the stiffness of the diaphragms,
which means that these rings have to be very accur-
ately made. Coatings of glass ceramic (S; and S2) are
then applied, which are only a little thinner than the
glass-solder rings. The layers S; and Sz limit the
movement of the diaphragms and act as substrate for
the inner electrodes that are now applied. At the same
time electrical connections to the outside of the trans-
ducer are made for connecting the capacitors. Finally,
the complete assembly is heated in a furnace; the glass
solder melts to produce a hermetic and geometrically
accurate seal.

Before the oil is introduced into a transducer the
electrodes remain in contact, in pairs. The pressure of
the silicone oil filling the transducer at the end of the
manufacturing process determines the pre-stress of
the diaphragms, and hence the electrode spacing at
zero external pressure. In practice the oil pressure is
set so that the electrodes of one of the capacitors just
touch at an external differential pressure ps —p; of
1.3 times the range. As we noted earlier, the ampli-
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tude of the diaphragm excursion is 3.5 to 10 um. The
outer diameter of the diaphragms is 60 mm and the oil
volume is 60 mm?®. The capacitance of each capacitor
at zero external pressure is about 400 pF.

Temperature compensation and results of measure-
ments

Fig. 5a shows the results of measurements on a
differential-pressure transducer with a range of 500
mbar, in the positive and the negative directions. The
output quantity 1/C; — 1/C; is plotted as a function
of the differential pressure Ap = ps —p;, with the
temperature as parameter. There is a zero error for the
linear relation between 1/C; — 1/C2 and Ap corres-
ponding to equation (5) and the sensitivity is tempera-
ture-dependent. For a temperature of 20 °C fig. 5b
shows the relative deviation f of the measured points
from the straight line of best fit; these results were ob-
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Fig. 5. d) Results of measurements on a transducer with a measuring
range of 500 mbar in the positive and negative directions. The out-
put quantity 1/C; — 1/C; is plotted as a function of the differential
pressure Ap, with the temperature ¢ as parameter. b) The relative
deviation f as a function of Ap at 20 °C. fis related to the meas-
uring range and is the deviation of the measured points with respect
to the straight line of best fit. The measured points are the results of
a measurement cycle 0 — 500 — 0 — — 500 — 0 mbar.
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tained on going through the measurement range in the
sequence 0 — 500 -0 — — 500 — 0 mbar. The relative
deviation f1is related to the range, and the result of the
measurements gives some idea of the hysteresis of the
transducer. On varying the temperature the relative
change in the zero error in fig. 5a (1/C; — 1/ C; for
Ap=20) is 0.4% for every 10°C and the relative
change in the sensitivity is 1% for every 10 °C. The
effect of increasing the mean pressure p = (p; + p2)/2
by 100 bars corresponds to reducing the temp'erature
by about 9 °C. The errors are too large for a differen-
tial-pressure transducer for industrial application, so
that it is necessary to compensate for the effects of
temperature and pressure.

When the temperature of the process fluid rises or
the mean pressure drops the deflection of the dia-
phragms increases, so that the quantity d; + dz as-
sumes a higher value. This quantity is proportional to
1/C1 + 1/Cq, and by combining equations (2) and (4)
we see that

1 1 do, + do, + 2cFpi(t,p)
1, - .m
C C: ErET/ g
1 o tz700°C
= — —
11x107pF '}
 60°C
1.1 10 T
C; C;
T 9l 20°C
8t -20°C
_cl,___g—-—o——-!r—o—o—o-

250 0 250 500mbar

-50
a — 4p
11x10°pF '}
1.1 0f
¢ G

|
8t /
0 50 100°C

b — t

Fig. 6. a) The quantity 1/Cy + 1/C; as a function of the differential
pressure Ap, again with the temperature ¢ as parameter. b) The
quantity 1/C; + 1/C; as a function of the temperature f at Ap = 0.
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Fig. 7. Block diagram of a circuit for compensating linear tempera-
ture effects. ¥; direct voltage at the input. C controller. O oscilla-
tor with stable angular frequency. ¥ amplitude of the alternating
voltage at the oscillator output. Iy, I and Ircf integrators (see inset)
with alternating output voltages that have amplitudes ¥;, V; and
Vier respectively. a, b, ¢, —d and e voltage gains. V, amplitude of
the alternating output voltage. ¥, is proportional to the differential
pressure Ap and is to a first order independent of temperature.

It is assumed here that the transducer is perfectly
symmetrical, so that F;=F;=F, The quantity
1/C;y + 1/C; can thus be used for measuring the tem-
perature ¢ and the mean pressure p. Fig. 6a shows that
this quantity is in fact closely dependent on tempera-
ture and hardly affected at all by the differential pres-
sure A p. The temperature dependence can be approxi-
mated by a linear function:
1 1

C—1+C—2=ao+alt, (8)
where a¢ and @, are constants that can be determined
by calibration; see fig. 6b. Similarly, in the relation be-
tween the output quantity 1/C; — 1/C, and the dif-
ferential pressure Ap to be measured the effect of the
temperature ¢ on the zero error and the sensitivity can
be approximated by linear functions:

1 1

—— — ——=4az+ ast + (a4 + ast)(p2 — p1), (9)

G Cy
where ag, a3, a, and ap are constants.

Fig. 7 shows a circuit that we have designed to com-
pensate for linear temperature effects. 11, Iz and s
are integrators, which each consist of a resistor, a
capacitor and an operational amplifier (see inset). I;
contains the capacitance C; of the differential-pres-
sure transducer and /2 contains Cp. If V denotes the
amplitude of the output voltage of the oscillator O
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with stable angular frequency w, the amplitudes of
the alternating voltages after the integrators are

s Y
v CORCl ’
s Y
2 7 wRG’
| 4
Vref = s
WTref

where R is the — variable — resistance in /; and I,
and 7. is the time constant of Irs. The three alter-
nating voltages after the integrators are multiplied by
the factors a, a and b respectively, summed and then
rectified. The result is fed back and compared with a
direct voltage V; at the input. The factors 4 and a are
chosen so as to satisfy the equation

ATrer [(A104
—ao ),
R as

which contains constants from (8) and (9). Calcula-

b=
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Fig. 8. The improvement obtained with the circuit in fig. 7. @) The
relative change £ in the zero error (1/Cy — 1/Ca at Ap=0, see
fig. 5a) for a temperature variation of 10 °C, as a function of tem-
perature f. The upper and lower points are the results of meas-
urements without and with the compensation circuit respectively.
b) The relative change f2 in the sensitivity for a temperature varia-
tion of 10 °C, again with and without compensation circuit.
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tions show that the feedback signal before rectification
has an amplitude

Vaa,
wR as

(as + ast).

The feedback signal is thus proportional to the factor
in (9) that represents the sensitivity. The feedback and
the action of the controller C therefore keep the value
of a4+ ast constant, so that the linear temperature-
dependence of the sensitivity is eliminated.

The controller C affects the amplitude of the oscil-
lator O; we assume that the frequency of the oscillator
is sufficiently constant. The output signal of the circuit
is obtained by multiplying the signals after the inte-
grators, by ¢, —d and e respectively and then summing
them. Calculations in which equation (8) is used show
that the amplitude V, of the output signal follows
from the relation
Vv 1 1
Vo= — {C_l o (a2 + ast)}, (10
when the factors ¢, d and e are chosen so as to satisfy:

as

c=1-—,
4
a

d=1+—>
41

and

Tref { d0d3
e = — —az].
R a1

Using eq. (9) we can write eq. (10) as

Vo = s (as + as)(p2 — p1). an
wR

Since the sensitivity a4 + as¢ is kept constant by feed-

back and control, the amplitude of the output signal

is proportional to the differential pressure to be meas-

ured.

Fig. 8 shows the improvement achieved by intro-
ducing temperature compensation. For a temperature
change of 10 °C fig. 8a gives the relative change f in
the zero error and fig. 8b the relative change f2 in the
sensitivity, both with and without temperature com-
pensation. A roughly tenfold improvement is ob-
tained.

Fig. 9 shows the Philips differential-pressure trans-
mitter type PD3, which incorporates the transducer
with the temperature-compensation circuit described
here. The measuring range can be adjusted, for
example from 20 to 100 mbar for the type with a ~
maximum range of 100 mbar of differential pressure.
The maximum error for the measured Ap value with
this type is guaranteed to be less than 0.2% of the
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Fig. 9. a) The type PD3 differential-pressure transmitter, complete with transducer and tempera-
ture compensation circuit, produced by Process Control Instrumentation of Kassel, West Ger-
many, a German Philips company. b) As (@), now partly cut away to show the transducer.

measuring range. This applies for a temperature range
from —30 °C to 80 °C. The maximum direct-current
output signal is 20 mA, which is proportional to the
measured differential pressure or — for flow-rate
measurements — to the root of the differential
pressure.

Further developments

Higher-order temperature and pressure effects can
be compensated with the aid of a microprocessor. This
can also be used for calculating the mass flow from the
measured differential pressure, the temperature and
static pressure of the process fluid, and the geometry
of the orifice plate. A device that combines a differen-
tial-pressure transducer and a microprocessor can also
generate error signals if there is a malfunction. The
data for the temperature compensation do not have to
be entered by means of resistors but can be stored as
numbers in a PROM (Programmable Read-Only
Memory). The device can supply the results of the
measurements to a standard data-transmission system
(a ‘bus’). Experimental versions of a differential-pres-
sure transducer for laboratory use are now ready; the
device has an exceptionally high accuracy — ten times
better than the instrument developed for process con-
trol — and is suitable for a bus system complying with
the standards IEEE 488 or IEC 625.

Another promising development is a differential-
pressure transducer that delivers the results of its
measurements along an optical-fibre link 51, This is
not sensitive to interference from electromagnetic

fields, which can be a problem with conventional
copper wires. Such interference can be particularly
serious when measurements are carried out in the
vicinity of electric motors or high-power trans-
formers. Since a transducer cannot generate an
optical signal directly in a glass fibre, we use a method
in which the transducer generates an optical signal via
an electronic circuit containing LEDs (Light-Emitting
Diodes). Our circuit is made from components in
CMOS technology (Complementary Metal-Oxide
Semiconductor), and takes only 50 pA, so that the cir-
cuit can operate continuously for more than ten years
from lithium batteries.

(81 J. Kordts, V. Graeger and G. Martens, Hard & Soft (Mikro-
peripherik) No. 4/86, 7, 1986.

Summary. The differential-pressure transducer developed at Philips
Forschungslaboratorium Hamburg is made completely of alumina,
and is therefore resistant to practically all corrosive fluids used in
process engineering. The transducer has a single liquid-filled cham-
ber, isolated by two diaphragms from the fluids whose differential
pressure is to be measured. The deflections of these diaphragms are
measured by a capacitive method. Four electrodes, applied to the
two diaphragms and on opposite sides of a central plate, form two
capacitors. The measured differential pressure is proportional to the
difference of the reciprocals of their capacitances. This difference is
affected, however, by the temperature of the liquid in the trans-
ducer. The effect is compensated by using the sum of the reciprocals
of the capacitances, which is proportional to the temperature. The
linear temperature compensation is produced by an electronic cir-
cuit that includes operational amplifiers and a feedback loop. This
circuit and the ceramic transducer are incorporated in the Philips
PD3 differential-pressure transmitter, which is now on the market
in six models with different measuring ranges. Experimental ver-
sions are now ready of a differential-pressure transducer for labor-
atory use, in which nonlinear temperature effects can also be com-
pensated. A method is being studied for transmitting the results of
measurements along optical fibres.
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1937 THEN AND NOW 1987

High-pressure mercury lamps

Some fifty years ago the first Philips. high-pressure mer-
cury lamp [*!, the HP 300, with an electrical power of
75 watts and a luminous flux of 3000 lumens (upper right),
was put on the market. It had about three times the lumi-
nous efficacy of a comparable incandescent lamp. Shortly
after this a related lamp, the SP 500 W, with a power of
500 W and a luminous flux of 30000 Im was introduced.
This lamp [**] had to be water-cooled (centre right). Be-
cause of the small dimensions of the actual light source it
gave a very high luminance, as required in projector lamps
and searchlights. The SP 500 W was manufactured almost
unmodified until a few years ago.

Today high-pressure mercury lamps are widely used in
road lighting, factories and various other places where
plenty of bright ‘white’ light with reasonably good colour
rendering is required. Although the efficacy, life, reliability
and colour rendering of these lamps are all much im-
proved, they still have a close resemblance to their ‘ances-
tor’, the HP 300, especially internally (lower right). The
inside of the glass envelope is now often coated with fluor-
escent powder. The power of the modern Philips high-
pressure mercury lamps (no water cooling now) is between

50 and 2000 W, while the associated lumi-
nous flux is between 2000 and 125000 Im.

For about 25 years Philips have also man-
ufactured high-pressure mercury lamps con-
taining accurately measured amounts of the
iodides of sodium, thallium and indium
(‘metal-halide lamps’). These additives pro-
duce a ‘whiter’ white (large photo) and im-
prove the efficacy by about 50%.

1*1  All mercury lamps with a gas pressure higher than
1 bar are called high-pressure mercury lamps (or
mercury-vapour lamps). For lighting, however, a
pressure of 20 bars and above (sometimes as high
as 200 bars) gives the best colour rendering and
efficacy.

[**) From Philips Technical Review, June 1937.
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Interactive MR image synthesis

M. H. Kuhn and W. Menhardt

In proton magnetic-resonance tomography (MR) the images can be obtained by the inversion-
recovery method or by the spin-echo method. The contrast in these images is very dependent
on the time parameters of the pulse trains used for obtaining the signals that ultimately pro-
duce the MR images. The optimum image contrast to use depends on the pathological abnor-
malities the observer is looking for. The image contrast required, and hence the value of the
various parameters, is not always known beforehand, however. Researchers at Philips For-
schungslaboratorium Hamburg, the Philips Research Laboratories in Hamburg, have now
designed an image-processing procedure that permits the observer to synthesize, in real time,
an image for a different setting of these parameters, without any need for a new MR exposure.
The observer can thus experiment from the MR control console, to find the settings that give
the contrast ratios he requires. It is also possible to use colour in the image. A further valuable
aid is a facility for indicating two areas in the image that should give the maximum contrast.

Introduction

The most outstanding advantage of proton mag-
netic-resonance tomography (MR) is that it enables
images to be obtained of cross-sections of the human
body without causing any physiological damage. Fig. 1
shows a Philips Gyroscan S5 installation that gives
such images. Other advantages of magnetic-resonance
tomography are that the difference between diseased
and healthy tissue can often be made more visible than
with other diagnostic methods, that in general no con-
trast agent is necessary and that the contrast in the
image can be manipulated fairly easily. A disadvantage
is that MR equipment is still expensive. This is mainly
because of the need for a highly uniform and power-
ful magnetic field, now more likely than not produced
by superconducting coils. This means that to reach
and maintain the very low temperature required (near
absolute zero) it is necessary to use liquid helium.

In proton MR tomography use is made of the pre-
cession of the spin axis of protons that form the
nucleus of hydrogen atoms in the tissue. The fre-

Dr M. H. Kuhn and W. Menhardt are with Philips GmbH For-
schungslaboratorium Hamburg, Hamburg, West Germany.

quency of this ‘Larmor precession’ is proportional to
the strength of the constant magnetic field. The pre-
cessing protons induce r.f. signals in a detector coil.
When a small gradient is introduced into the constant
field the location of the hydrogen atoms that are res-
ponsible for the detected signals can be determined
from the frequency. ’

From the detected signals various parameters can
be derived that when taken together are fairly charac-
teristic of the relevant tissue. These parameters are the
proton density o, the relaxation time 77 of the longi-
tudinal magnetization and the relaxation time T3 of
the transverse magnetization. Other parameters that
can be derived relate to the rate of blood circulation
and the chemical composition, but these will not be
considered here. Later we shall return to the theore-
tical basis for the relaxation times 77 and T3. All we
need to say here is that it has been found that healthy
and diseased tissue often show a remarkable difference
in 77 and T3, even when the proton density @ is about
the same for both kinds of tissue.

The magnitude of the detected r.f. signals is a func-
tion not only of the proton density ¢ and the relaxa-




96 M. H. KUHN and W. MENHARDT

tion times 77 and T3 but also of the ‘pulse parameters’.
The term pulse parameter refers to the time intervals
between the successive pulses in a pulse train that is
periodically applied to excite the Larmor precession
of the protons. From equations giving the signal mag-
nitude as a function of these quantities it follows that
the pulse parameters greatly affect the magnitude of
the detected signals and can even change their polarity
in certain cases. The choice of the pulse parameters

Philips Tech. Rev. 43, No. 4

be obtained without the need to make a further MR
scan. The observer (normally a medical practitioner)
can then experiment to determine the combination of
pulse parameters that produces contrast ratios that
give the best visualization of certain lesions. The dif-
ficulty with this procedure until now has been that cal-
culating new grey levels for 256 X 256 pixels — in our
case — required a great deal of computer time, which
meant a relatively long wait for results.

Fig. 1. Philips Gyroscan S5 MR installation, which produces images of ‘slices’ of the human body
by proton magnetic resonance.

therefore has an important bearing on the grey levels
in the resultant image and hence on the contrast be-
tween the tissues. Changing the pulse parameters, for
example, has been found to reverse the contrast be-
tween grey and white brain matter.

When an MR image has been formed that is based
on an exposure with a certain set of values for the
pulse parameters, it is possible to use the equations
mentioned above to convert the grey levels obtained
for each picture element (pixel) into grey levels for
other pulse parameters. The advantage of this proce-
dure is that images with different contrast ratios can

Efforts have been made for some time to find meth-
ods in which calculations of images with different pulse
parameters can be made virtually in ‘real time’, i.e.
almost instantaneously. The most common method
uses RAMs (random-access memories) organized in
the form of a look-up table. Each binary number that
corresponds to a pixel and is stored in an image
memory with 256 X 256 locations is transformed with
the aid of the RAM look-up table. If the binary num-
ber for each pixel has a length of n bits, the look-up
table contains 2" locations. In calculating a new image
the binary number serves as the address for the look-



Philips Tech. Rev. 43, No. 4

up table. A binary number for a new pixel is then
stored at each address. Until now this procedure could
only be used for one of the quantities 7}, T3 or 0. An-
other possibility was to use a complicated procedure
with three image memories for each of these quanti-
ties, including a network of RAM look-up tables and
digital adders and multipliers.

For our MR system at Philips Forschungslaborator-
ium Hamburg we have developed a method in which
numbers for 77, Tz and g are stored together at each
location in the image memory. Each location in this
memory has a magnitude of ten bits. Since the original
digital values for 77, T2 and @ have eight bits, this
means that we can only use three, three and four bits
respectively of these values. Additional quantization
noise is caused by the rounding off made necessary by
the availability of only 2° = 8 levels for T; and T and
of 2* = 16 levels for 0. We have minimized the effects
of this noise by using an algorithm proposed by
R. Floyd and L. Steinberg ['! in the conversion from
eight to three or four bits. This algorithm distributes
the quantization error of a pixel over the adjacent
pixels such that the mean grey level of a group of
pixels approximates to the grey level of the pixel be-
fore quantization.

The inclusion of this image-processing method en-
ables the operator to adjust the pulse parameters from
the console to obtain the optimmum image contrast. An
additional advantage is that the effect of varying the
pulse parameters can easily be demonstrated to others,
thus making the method particularly suitable for in-
structional use. The magnitude of the pulse param-
eters follows from the length of a number of bars on
the monitor screen; see fig. 2. The computer program
positions a cursor at the end of the bar for the pulse
parameter that the operator wishes to modify. The
operator can move the cursor by a ‘track-ball’ inter-
active device, incorporated in the operating console.
After he has indicated the magnitude of the modified
pulse parameter by moving the cursor to the left or
right, the new image appears on the screen almost im-
mediately — within 60 to 90 ms — so that the observer
can evaluate the result at once. Once the required
image contrast has been found, the observer can have
the image calculated with the original 8-bit values of
Ty, T, and o. This image is virtually free from quan-
tization artefacts. This computing procedure, how-
ever, requires about half a minute before the image
appears. Finally, a photograph of the image can be
taken with a ‘matrix camera’.

The method described has recently been extended to
include a number of new features. The first is contrast
maximization. The observer uses a light pen to indi-
cate two pixels between which the contrast should be
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Fig. 2. Monitor screen of the MR installation at the Hamburg
laboratories. The screen shows a cranial image. The magnitude of
the pulse parameters used for making the image is given by the
length of the bars at the top of the photograph. The observer is able
to modify these parameters by moving the cursor along the bars.

as high as possible. The computer then calculates
pulse-parameter values for which the maximum differ-
ence between the grey levels of the pixels is obtained.
This gives the observer a better view of particular
anatomical or pathological details. The second new
feature is the use of colour. The MR image is then
composed of differently coloured ¢, 7 and T2 com-
ponents. The brightnesses correspond to the appro-
priate values of o, 77 or T>. Since many biological tis-
sues can be identified by a unique combination of g,
T and T3, the result is that colours appear in the com-
posite image that are characteristic of specific tissues.
After some practice an observer can recognize parti-
cular anatomical details at a glance and in many cases
distinguish between malignant and benign tissue. In
future, after the values of ¢, T, and T; that charac-
terize specific tissues have been accurately charted,
this method should evolve to become a kind of tissue-
characterization system. The medical user will then be
able to point at a particular region in an MR image
with a light pen, and the computer will tell him the
type of tissue likely to be located in that region.

In the following we shall first touch on the theoret-
ical background of proton magnetic resonance. We
shall then take a closer look at the procedures used in

(11 R. Floyd and L. Steinberg, An adaptive algorithm for spatial
grey scale, SID 75 Digest, Washington, DC, 1975, pp. 36-37.
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Fig. 3. The excitation of the Larmor precession. @) The brief appli-
cation of an r.f. magnetic field in the x-direction at a frequency
equal to that of the Larmor precession makes the magnetization M
of the material rotate through an angle & in the (¥,2)-plane (& pulse).
The constant magnetic field of flux density B has the direction of
the z-axis. b) The vector M then precesses about the z-axis. The
longitudinal magnetization M: does not change direction but the
transverse magnetization My does. ¢) The transverse magnetization
M, decays exponentially with time constant 73; ¢ time. d) Recovery
of the longitudinal magnetization. M: increases until thermal equi-
librium is reached with magnetization My. The recovery follows an
exponential curve with time constant 73, which is always greater
than T3.

the new method of interactive MR image synthesis.
Finally, some examples of applications will be dis-
cussed and a synthesized image in colour will be
shown.

Theoretical principles of proton magnetic resonance

Proton magnetic resonance is based on the effect in
which the axis about which protons spin describes a
precessional motion about the direction of a constant
magnetic field of flux density B. The angular fre-
quency w of this ‘Larmor precession’ is proportional
to the flux density:

w =yB. (1

The quantity y is called the gyromagnetic ratio of the
proton. An r.f. magnetic field perpendicular to the
constant field excites the precession if its frequency is
equal to the precessional frequency w/2x, which fol-
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lows from eq. (1). This is the basis of proton magnetic
resonance [2],

An object in thermal equilibrium in the constant
magnetic field has a nuclear magnetization in the
direction of the field, since there are more spins
aligned with the field than spins aligned in the oppo-
site sense. The magnetization, which is the sum of the
magnetic moments per unit volume, is very small; at
B=0.3T it is only 107® of the theoretical saturation
value with all the spins in the same direction. The ap-
plication of the r.f. field referred to above for a short
time (an ‘r.f. pulse’) makes the magnetization M
rotate through an angle «, see fig. 3a. Because of the
Larmor precession of the individual protons, the vec-
tor M starts to precess as well (fig. 3b). After some
time this precession decays away as the system returns
to the state of thermal equilibrium. The longitudinal

‘magnetization M, which does not change direction,

has a slower relaxation to thermal equilibrium than
the transverse relaxation My, which rotates in the
(x,»)-plane (fig. 3¢ and d). The more rapid return of
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Fig. 4. Determination of the relaxation time 73 by means of an
inversion-recovery sequence. @) The amplitude S of the r.f. signal as
a function of time ¢ upon application of a 180° pulse at # = 0 (the
pulse rotates the magnetization M through 180°, see fig. 3@) and a
90° pulse at ¢ = Tp. The pulses of the r.f. magnetic field are indi-
cated by the thin arrows. b) The magnetization vector (thick arrow)
at different times: / immediately before the application of the 180°
pulse, 2 immediately after this, 3 immediately before the applica-
tion of the 90° pulse, 4 immediately after this. (The coordinate sys-
tem should be considered as rotating at the frequency of the Larmor
precession about the z-axis.) ¢) The longitudinal magnetization M;
as a function of time. The times 1, 2, 3 and 4 are indicated. After 4
the transverse magnetization induces an r.f. signal in the detector
coil. The amplitude of this signal is a measure of the longitudinal
magnetization at time 3. This gives one point — M:(7p) — on the
exponential curve.
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the transverse magnetization to the thermal-equili-
brium state is due to slight differences in the frequency
of the Larmor precessions, caused by interaction be-
tween the spins. The Larmor precessions thus fall out
of phase and eventually cancel one another out. The
time constant 73 associated with the relaxation of the
transverse magnetization is therefore always smaller
than the time constant 73 associated with the relaxa-
tion of the longitudinal magnetization.

The rotating transverse magnetization My induces
an r.f. signal that decreases in amplitude in the detec-
tor coil. Its frequency, as we have seen, is determined
by the magnitude of the constant magnetic field. It
was the discovery that spatial information could be
added to this signal by applying a small fixed gradient
to the constant magnetic field that made proton MR
tomography possible. This gradient has the direction
of one of the space coordinates. The frequency of the
detected signal is then a linear function of that space
coordinate, so that the detected signal is the Fourier
transform of a notional signal that is a linear function
of location. Image-reconstruction methods related to
those used in X-ray computer tomography can be
used to translate the detected signals into grey-level
values for pixels that together yield an (x,y) cross-sec-
tion or ‘slice’ of the object.

On reconstruction, the signals obtained as described
above give grey-level values that are approximately
proportional to the local proton concentration, i.e.
the local water content. Some identification of organs
or tissues is possible from the images. Intensive inves-
tigations of proton magnetic resonance for medical
applications have shown that local attribution of
values for the relaxation times 7; and T2 considerably
widens the useful range of application of MR tomo-
graphy, particularly since in many cases the compari-
son of 73~ and T;-dependent images makes it possible
to distinguish between diseased and healthy tissue. It
is not easy to see how information about 7; can be
derived from the detected r.f. signal, since the longi-
tudinal magnetization M is constant in direction and
does not induce any signal in the detector coil. M; con-
tinues to increase along an exponential curve with a
time constant 7 (see fig. 3d) after the initiation of the
Larmor precession.

Fig. 4 illustrates the principle of determining the
relaxation time 77 using the ‘inversion-recovery
method’. First, the r.f. field is applied for a time
necessary to rotate the magnetization M through 180°
(@ = 180° in fig. 3a). After this ‘180° pulse’ the spin
system starts to recover its thermal equilibrium (2 — 3
in fig. 4b) along the exponential curve shown in fig. 4c.
No r.f. signal has yet been induced in the detector
coil, however, since the mean transverse magnetiza-
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tion is zero. After a time Tp has elapsed, a 90° pulse is
applied, which rotates the magnetization through 90°
and does give transverse magnetization. The signal
induced immediately after application of the 90° pulse
isameasure of the longitudinal magnetization M;(Tp),
as shown in fig. 4c. Repeating the experiment for other
values of Tp would give more points on the exponen-
tial curve, but the procedure we have adopted is
slightly different.

Fig. 5 shows the principle of determining the relaxa-
tion time 72 by means of the spin-echo method. After
a 90° pulse the longitudinal magnetization is zero and
the transverse magnetization has the same magnitude
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Fig. 5. Determination of the relaxation time 72 by means of a spin-
echo sequence. @) The amplitude S of the r.f. signal as a function of
time ¢, with a 90° pulse applied at =0 and a 180° pulse at times
t=1Tg/2, t=3Tg/2 and ¢t=57T%/2. b)-f) The magnetization vector
(thick arrow) at different times. (The coordinate system should be
considered as rotating about the z-axis at the mean frequency of the
Larmor precession.) Because of field inhomogeneities the magneti-
zations I and 2 of different domains start to go out of phase (¢ —d)
immediately after the 90° pulse (b — ¢). The 180° pulse (d—¢)
causes the y-component of the submagnetizations to change sign.
The submagnetizations / and 2 then converge again and, at a time
Ty after the 90° pulse, they come back into phase again (f); they
then give an echo signal. Owing to the decrease in the transverse
magnetization, the recovery is not complete. The relaxation time T3
can be determined from the decrease in the peak height of the dif-
ferent echoes.

i21 P, R. Locher, Proton NMR tomography, Philips Tech. Rev.
41, 73-88, 1983/84;
L. Kaufman, L. E. Crooks and A. R. Margulis (ed.), Nuclear
magnetic resonance imaging in medicine, Igaku-Shoin, New
York 1981.



as the longitudinal magnetization immediately before-
hand. The magnetiztion vectors of different domains
now precess about the z-axis with an angular fre-
quency approximately equal to w, from eq. (1). How-
ever, owing to local field inhomogeneities, the angular
velocities are slightly different, so that vector I/ of a
submagnetization is slightly out of phase and rotates
faster than the average angular velocity, while vector 2
rotates more slowly (see fig. 5d). To bring about con-
vergence a 180° pulse is then applied, causing the
y-component of the vectors of the submagnetizations
to change sign and gradually eliminating the de-
phasing. With a time of 0.5 Tg between the 90° and
180° pulses the vectors of the submagnetizations are
back in phase again a time Ty after the 90° pulse,
causing a signal known as a spin echo to be induced in
the detector coil. Periodic repetition of a 180° pulse
produces a sequence of spin echoes. The peak height
of the successive spin echoes decreases as an exponen-
tial curve with a time constant T3; see fig. 5a.

The images of interest in clinical diagnostics are
those that contain information about the relaxation
time T3, the relaxation time T or the proton density @.
To obtain these images repeated pulse trains are ap-
plied, consisting of 180° and 90° pulses in a specific
sequence. In our investigations we have used a spin-
echo sequence SE consisting of one 90° pulse and four
180° pulses for measuring T2, and an inversion-
recovery sequence IR consisting of one 180° pulse,
one 90° pulse and four 180° pulses for measuring 73.
This is illustrated in fig. 6, which also shows the varia-
tion in amplitude of the detected r.f. signal.

As we noted, after the application of a 90° pulse the
longitudinal magnetization M, becomes zero and the
transverse magnetization becomes the same as the
longitudinal magnetization just beforehand. Imme-
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diately after the 90° pulse the longitudinal magnetiza-
tion starts to recover again exponentially:

M, = My(1 — /M),

where M is the magnetization in thermal equilibrium.
The transverse magnetization similarly decreases
exponentially:

. M = MJ.O e—-t/T,,

where M) ¢ is the transverse magnetization immediate-
ly after the 90° pulse. From the exponential functions
given here for M; and M| we can derive approximate
expressions (for TRSE>> Tg and TR®>> Ty, and
apart from a constant factor) for the heights S, to
Sa, of the four echoes in the signal due to the spin-
echo sequence and the height Sg of the first echo in the
signal due to the inversion-recovery sequence [3]; see
fig. 6:

Sa, « Moo(1 — _
Sp « Moo(l — 2" T0/T1 4 T/ Thy e T/ Ty

e Tr%/Thy efiTB/ Boi=1to4

@
€)

where o represents the proton concentration and 7x5E,
TR, Tp and Ty are parameters that determine the
time dependence of the patterns of pulse sequences.
(For simplicity we shall not go into the significance of
the second, third and fourth echoes in the signal pro-
duced by the inversion-recovery sequence.) The image-
reconstruction methods mentioned earlier can be used
to derive values for ¢, T, and T3 for each pixel from
the measured peak heights Sa, to Sa, and Sg. For this
theratio of S4, to S is calculated for each pixel. From
the result, which no longer depends on ¢ and 73, a
value for T can be obtained from a look-up table in
the computer. A value for T3 can then be obtained by
using the method of least squares to calculate a line of
best fit for In S,, as a function of i7g. Finally, with the

180° 180° 180° 180°

78|0°

904
180° 180° 780° 780° ‘

SE

IR

Fig. 6. The pulse sequence periodically applied to determine the proton density and the relaxation
times 7; and 72 from the detected signals with the aid of equations (2) and (3). The 90° and 180°
pulses are indicated by arrows and the amplitude S of the detected r.f. signal is shown diagram-
matically as a function of time ¢. SE spin-echo sequence. JR inversion-recovery sequence. 4, to
A4 echo si Egnals of the spin-echo sequence. B first echo signal of the inversion-recovery sequence.

TrR, TR5E, Tg, Tp pulse parameters.
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aid of T1 and T3, Sa, gives a value.for the proton
density o.

Image-synthesis procedure

We have already described how the quantities Sa,
to Sa, from the spin-echo sequences and Sg from the
inversion-recovery sequences are obtained for each
pixel and how the relaxation times 73 and T3 and the
proton density ¢ are calculated from them. We shall
now see how the values of Sa, and Sp are recalculated
into other values for another setting of the pulse
parameters Tg and TR5E, or Tg, Tp and TR™®. The use
made of a video look-up table in this process will be
illustrated with reference to fig. 7.

The results of an MR exposure are stored in the
image memory IM. A distinction is to be made here
between an SE image, built up from the signals of the
spin-echo sequences, and an IR image, built up from
the signals of the inversion-recovery sequences. For
an SE image binary numbers are stored at each mem-
ory location for Sa, (4 bits), 71 and T3 (3 bits each);
for an IR image binary numbers are stored at each
location for Sg (4 bits), 77 and T3 (3 bits each). In the
periodic generation of an image on the monitor M
each pixel in the image memory is ‘translated’ by
means of the video look-up table in the memory LTM.
Here the binary value of the combination Sa,, 71, T2
or S, T1, Tz serves as the address ADR for LTM. The
address thus has a length of 10 bits and the look-up
table contains 2'° 8-bit numbers. The result of the
translation with the look-up table is an 8-bit sample
VS of the video signal. A sequence of 256 x 256 = 218
samples contains the information for a complete
image. A video signal is constructed from the samples,

.l M ADR LTM Vs | M
2. 10bits |[10bits)| 20, gpits |(8bits)
I
A
£
CALC
A
Y
MEM

Fig. 7. Block diagram illustrating the image-synthesis procedure.
IM image memory for 256 X 256 picture elements (pixels) with
10 bits per memory location. ADR address formed by a number in a
memory location of /M. LTM look-up table in the form of a RAM
with 2!° memory locations with 8 bits per location. VS video-signal
sample for the monitor M. CALC part of the MR software that
generates new contents for LTM when one of the pulse parameters
is modified. MEM memory for the pulse parameters. TB track-ball,
an interactive device for altering the pulse parameters.

MR IMAGE SYNTHESIS

and this is fed to the monitor. Arrangements are made
to ensure that the video signal always contains the
complete range of grey levels for the monitor, from
white to black. We shall now consider how the con-
tents of the look-up table (21° x 8 bits) are altered.
When the observer changes one of the pulse param-
eters, a new content for LTM is generated by the part
of the MR software denoted by CALC in fig. 7. The
relevant pulse parameters are stored in the memory
MEM. The observer can change a pulse parameter in

- MEM by means of the interactive track-ball device 7B.

As soon as a new pulse-parameter value is entered,
CALC generates new numbers for the look-up table.
For an SE image the observer can alter Tg or 7xSE and
for an IR image Tg, Tp or Tx'®. (Tt may be different
for SE and IR images.) v

The basis for the calculation of new numbers for
the look-up table is formed by egs. (2) and (3). From
these equations other equations can be formulated for
the new values Sa,” and Sg” as a function of the old
values Sa,' and Sp'respectively. For an SE image, on
changing the pulse parameter T&' to Tg": '
e Te'"/Ty
Sa," = Sa/ Tg//T, °?

e B 2
and on changing the pulse parameter TS to TxSB":
1 — R/

Sa/ = Sa/ 1= o To7T -

For an IR image on changing the pulse parameter Tg’
to Tx":

e Te"/Ty
e'TE’/TZ )

SB" — SBI

on changing the pulse parameter Tp' to Tp":

1 - 2¢T0"/T 4 TNy
SBII — SBI

1 — 2D/ 4 TN 2

and on changing the pulse parameter TR to Tz'™R":

1 — 2¢7To/T1 4 Ty

SB” = SB’ 1 — 2e—TD/T1 n e—TRIRI/TI .

The image-synthesis procedure described has been
implemented in our MR laboratory configuration. The
heart of the configuration is a superconducting mag-
net with a flux density of 2 T (Tesla). The configu-

(81 F. W. Wehrli, J. R. McFall, G. H. Glover, N. Grigsby, V.
Haughton and J. Johanson, The dependence of nuclear mag-
netic resonance (NMR) image contrast on intrinsic and pulse
sequence timing parameters, Magn. Resonance Imaging 2,
3-16, 1984;

W. H. Perman, S. K. Hilal, H. E. Simon and A. A. Maudsley,
Contrast manipulation in NMR imaging, Magn. Resonance
Imaging 2, 23-32, 1984;

M. H. Kuhn, W, Menhardt and I. C. Carlsen, Real-time inter-
active NMR image synthesis, IEEE Trans. MI-4, 160-164,
1985.
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SYNTHERIZED SPIN-ECHO

Fig. 8. Part of the RAMTEK 9460 graphic display, used in the MR
configuration at the Philips Hamburg laboratories. The screen
shows an SE cranial image. The track-ball, used in conjunction
with the cursor for varying the pulse parameters, can be seen at the
lower right.

ration contains a VAX 11-780 computer and a
RAMTEK 9460 display system; see fig. 8. As men-
tioned, the observer can use the interactive track-ball
device with display system to alter the pulse param-
eters to any required values. The slightly modified
Floyd-Steinberg algorithm that we use for distributing
the quantization error of a pixel over adjacent pixels
prevents the occurrence of the ‘interference patterns’
that are characteristic of the ‘ordered dither’ tech-
nique (41, Fig. 9 shows the effect of the quantization by

Philips Tech. Rev. 43, No. 4

the Floyd-Steinberg algorithm. Fig. 9a is the original
SE image of eight bits and fig. 96 shows the modified
image with only four bits per pixel. Magnified details
can be seen in fig. 9c and d. Although the resolution is
not quite so good, since groups of adjacent pixels
receive the same grey level, there are no interference
patterns. The image in fig. 95 compared with that in
fig. 9a seems to show no change in the grey-level tran-
sitions after the four-bit quantization. The eventual
image is made with the original number of eight bits
per pixel.

Some applications

As we noted, the method of interactive variation of
the pulse parameters can be very useful for optimizing
specific contrasts and for instructional use. In IR
images, for example, the influence of the pulse param-
eter Tp is very marked. In the inversion-recovery se-
quence the relaxation time 77 determines the rate at
which the longitudinal magnetization M; returns to its
original value (see fig. 4¢). It will be evident that the
exponential curves for two tissues with different T
values may intersect. If Tp is approximately equal to
the time interval between the 180° pulse and the point
of intersection, a small change in 7p can cause a
reversal of the contrast between the two tissues. This
is illustrated in fig. 10: a change in Tp of only 40 ms
causes a reversal of the contrast between the white

-
d.“

lnr

d

Fig. 9. Quantization effect with the Floyd-Steinberg algorithm (1], @) The original SE cranial image
with 8 bits per pixel. b) The modified image with only 4 bits per pixel. ¢) and &) Magnified details

of a and b.
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Fig. 10. Contrast reversal in an IR cranial image on changing the pulse parameter 7p. @) Exposure
with Tg = 50 ms, 7g = 500 ms and 7p = 180 ms. The grey brain matter (cortex) is light grey, the
white brain matter is shown almost black. ») Exposure with Tp = 220 ms and the same values for
Te and Tr. The grey brain matter now appears almost black, the white brain matter is shown dark

grey.

and grey matter in an IR image of the main lobe of the
brain. As we have said, our method can also be used
for maximizing the contrast between two parts of an
image indicated by the observer.

The use of colour in the image is a valuable addi-
tion. It is possible in principle to characterize bio-
logical tissue more or less unambiguously by the
values of the proton density ¢ and the relaxation times
T, and T,. If tissues are represented by vectors in a
three-dimensional (o, T1, T3) space, the end-points of
vectors of identical tissue form clusters of points that
do not as a rule overlap. A primary colour can be as-
signed to each of the quantities ¢, 77 and Tz, e.g. blue

Fig. 11. Cranial image in colour [8!. The image is a superposition of
a blue image, a green image and a red image. In the blue image the
brightness is proportional to the proton density @, in the green
image it is proportional to the relaxation time 77 and in the red
image to the relaxation time 73. Each type of tissue has a character-
istic additive colour. For example, the malignant tissue of the
tumour at the top of the photograph can clearly be distinguished
from the benign tissue around it by its orange-yellow colour.

to o, green to 71 and red to T3. If the brightness of
each of the primary colours is made equal to the
values of the relevant quantities, each type of tissue is
represented by a characteristic secondary additive
colour. Fig. 11 shows that with this procedure a
tumour in the brain can be distinguished from the sur-
rounding healthy tissue 51,

Our laboratories are currently working on a data-
base that will contain the characteristic quantities o,
T, and Tz of all biological tissues, with the associated
spread in values. When this database has been com-
pleted, we hope that it will be possible to use it for
identifying tissue in an MR image, perhaps with the
aid of other characteristic data such as the age of the
patient. The computer can then use look-up tables to
establish the type of tissue present in any region of the
image indicated by the medical user.

141 C. N. Judice, J. F. Jarvis and W. H. Ninke, Using ordered

dither to display continuous tone pictures on an AC plasma
panel, Proc. SID 15, 161-169, 1974.
This image was made available to us by Dr Maas of the Eppen-
dorf University Hospital, Hamburg.

(61

Summary. In MR tomography the contrast in images made with the
spin-echo method orthe inversion-recovery method depends greatly
on the time parameters of the r.f. pulses that are applied to obtain
signals. The user of MR equipment cannot, however, always indi-
cate the contrast values — the parameters required — beforehand.
Once a single MR exposure has been made, the grey levels of points
in the MR image can be recalculated to give grey levels for other
pulse parameters. The use of a RAM look-up table enables the
computer to perform this calculation in real time. The user can thus
see the result of a different choice of pulse parameters on the moni-
tor screen immediately. Because small numbers of bits have to be
used for the digital values of the proton density and the two relaxa-
tion times the quantization noise in the image is increased, but the
application of a modified Floyd-Steinberg algorithm prevents the
occurrence of ‘interference patterns’ in the image. The definitive
image, which takes rather longer to calculate, is free from quantiza-
tion noise, however, since it is obtained by using the original num-
bers of bits. Refinements of the method are the addition of colour
to the image and a procedure for maximizing the contrast between
areas in the image indicated by the user.
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Layered semiconductor structures

In research on materials for the electronics industry we have recently seen a growing
interest in layered epitaxial structures. If the layers are very thin, these structures often
have very different physical properties from the individual materials, and different
kinds of applications. Typical examples are the combinations of the III-V semicon-
ductors GaAs and AlxGa,-xAs in field-effect transistors with a high electron mobility
and in semiconductor lasers with a short emission wavelength.

Although these new structures do not seem to be compatible with the laws of
ordinary chemical thermodynamics, they can be fabricated if careful attention is paid
to the facilities for preparation. The layers or films are deposited on a substrate by
evaporation in ultra-high vacuum (molecular beam epitaxy, or MBE) or by deposition
from a gas mixture containing metal-organic compounds (metal-organic vapour-
Dhase epitaxy, or MO-VPE). When these technologies are combined with sophis-
ticated methods of characterization and analysis, monolayers of atoms or molecules
can be applied, a layer at a time, and abrupt transitions can be introduced into the
compoaosition.

The main centre for the Philips activities in the MBE of III-V semiconductors is the
Research Laboratories at Redhill, in Britain. The leading position of these Laborator-
ies can be judged by the record established there for electron mobility in semiconduc-
tor structures. Work on the MBE of I1-VI semiconductors has recently been started at
the Research Laboratories at Briarcliff, in the U.S.A., while the MBE of silicon and
combinations of metals is being investigated at the Research Laboratories in Eind-
hoven.

The MO-VPE technology has perhaps won greater industrial acceptance than
MBE. Contributions from our Laboratories at Limeil-Brévannes (France) and
Eindhoven have helped to bring this technology to a high degree of perfection in
recent years.

Combinations of very different materials, such as silicon on GaAs (or GaP), GaAs
on silicon, semiconductors on oxide substrates or combinations of metals and semi-
conductors also receive attention. There are good prospects for the discovery of new
Dphysical effects and unusual properties of materials that can be used in new appli-
cations.

The time was clearly ripe for a special issue of Philips Technical Review on these
structures. We now present a general survey of the subject and four articles that de-
scribe some of the activities of Philips Research on layered semiconductor structures.
However, our special issue can really give no more than a glimpse of a field still
Sforging strongly ahead. .

A. R. Miedema




Philips Tech. Rev. 43, No. 5/6, May 1987

e |

i‘uh
\
‘9

%
‘t\‘i‘n**

' N s

The crystal perfection that can be achieved in layered semiconductor structures can be seen
from images made by transmission electron microscopy of the crystal lattice. This image
shows alternate 3.5-nm layers of GaAs (dark) and AlAs (light); the arrangement of the

atoms is indicated by blue for Al, green for Ga and red for As. Changes in composition are
completed within a thickness of about one monolayer.
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Research on layered semiconductor structures

J. Wolter

Introduction

The special properties of semiconductor single crys-
tals have regularly led to the introduction of devices
based on new principles of application. This has resul-
ted for example in silicon integrated circuits with high
packing densities and complex functions, and in opto-
electronic devices based on III-V compounds such as
gallium arsenide (GaAs). Materials scientists have
contributed extensively to these developments by mak-
ing it possible to grow high-purity crystals free from
lattice defects. ‘ :

Most semiconductor devices manufactured today
contain only one basic material. We now see the emer-
gence of a completely new class of devices with
structures consisting of ‘stacked’ thin layers of dis-
similar semiconductors. In these ‘heterostructures’ the
electric potential in the direction perpendicular to the
layers can be modified to produce interesting physical
effects, sometimes with novel applications.

During the last ten years or so, research on these
structures has expanded rapidly. Their physical back-
ground is now much more clearly understood and var-
ious discoveries have been evaluated for practical
application. This has only been possible through the
interplay of ideas, potential device applications and
advanced growth techniques, with multi-disciplinary
contributions from large numbers of workers in in-
dustrial and university laboratories. Efforts in this
field are expected to intensify in the years ahead. -

Among the structures investigated, probably the
most fascinating are the ‘superlattices’. These are built
up from alternate ultra-thin layers, typically"1 nm
thick, of two dissimilar semiconductor materials.
Then there is the ‘quantum-well structure’, consisting
of a semiconductor layer less than 30 nm thick be-
tween two layers of another semiconductor with a
larger band gap. This also has peculiarly interesting

Prof. Dr J. Wolter, Professor in Semiconductor Physics at Eindho-
ven University of Technology, was formerly with Philips Research
Laboratories, Eindhoven.

properties. And even a simple heterojunction between
two dissimilar semiconductors offers interesting
potential applications. :
This article gives a brief review of the research on
these multilayer structures. It includes a general dis-
cussion of some of the physical aspects and practical
implications. An indication is also_given of the
methods of preparation and the Semiconductor
materials. Finally there is a summary of the Philips
activities in this field. p o

Superlattices 4

The basic idea of the formation of superlattices was
put forward in about 1970 by L. Esaki and R. Tsu [!],
They considered an array of alternating ultra-thin lay-
ers of two dissimilar semiconductors with different
band gaps; see fig. I. The alternation gives a periodic
modification of the electric potential perpendicular to
the interfaces. Extra potential wells are therefore
created for the electrons, in addition to the ‘ordinary’
potential wells around each atom in the crystal lattice.
When the periodicity of the superlattice becomes less
than about 10 nm, there is a marked change in the
energy-level diagram for the electrons: the valence
and conduction bands are split into ‘minibands’ and
new forbidden zones (‘minigaps’) are created. A simi-
lar modification applies to the enefgy of the quanti-
zed lattice vibrations (phonons) as a function of their
wave number; this has already been demonstrated ex-
perimentally by Raman spectroscopy [21. .

A curious effect can occur when an electric field is
applied to a superlattice {11, The presence of minigaps
gives rise to “Bloch oscillations’ and to a negative dif-

(11 1, Esaki and R. Tsu, Superlattice and negative differential con-
ductivity in semiconductors, IBM J. Res. & Dev. 14, 61-65,
1970.

(21§, L.Merz, A. S. Barker, Jr., and A. C. Gossard, Raman scat-
tering and zone-folding effects for alternating monolayers of
GaAs-AlAs, Appl. Phys. Lett. 31, 117-119, 1977.
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Fig. 1. Atomic arrangement and energy-band diagram of a superlat-
tice consisting of alternate ultra-thin layers of two semiconductors
with different band gaps E;. In addition to the normal lattice period
a, there is also a superlattice period as. At the interfaces the band-
gap difference creates potential wells W, which split the valence and
conduction bands into valence minibands ¥M and conduction mini-
bands CM.

ferential conductivity, as illustrated in fig. 2. The ener-
gy bands are tilted and the resulting slope is
proportional to the voltage. Electrons are driven to-
wards the upper edge of the conduction band, but in a
conventional semiconductor they never arrive there,
since the distance they have to travel is much farther
than the mean distance between two phonon emis-
sions. In a superlattice, however, the minibands may
be so narrow that the electrons do have a good chance
of reaching the upper edge. Once they arrive there,
they turn back towards the bottom edge because they
cannot pass the forbidden zone. The electrons there-
fore oscillate between the two edges many times be-
fore emitting a phonon. The average electron position
is shifted by a phonon emission, and the shift decreas-
es as the angle of tilt becomes larger. A higher voltage
therefore gives a lower current.

Another type of superlattice has also been proposed
and investigated ¥, This consists of layers of the
same semiconductor with alternate p-type and n-type
doping. The donor atoms in the n-type layers deliver
electrons and the acceptor atoms in the p-type layers
deliver holes. The resulting charge distribution creates
a new set of potential wells, again producing energy-

:

b —*2z

Fig. 2. The occurrence of Bloch oscillations and a negative differen-
tial conductivity in a superlattice in an electric field [3]. The energy
diagrams (energy E as a function of position z) are shown for the
conduction electrons in a conventional semiconductor (a) and in a
superlattice (b). In a conventional semiconductor the emission of
phonons Ph prevents electrons E/ from reaching the upper edge of
the conduction band C. In a superlattice the miniband CM is so
narrow that electrons do have a chance of arriving at the upper edge.
They are reflected there, and may oscillate repeatedly between the
band edges before emitting a phonon. The shift Az in the mean
position of the electrons at a phonon emission decreases as the slope
of the tilted band increases. This means that the current through the
lattice decreases with increasing voltage.
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the layer thickness. A practical example of this ‘band-
gap engineering’ is the ‘staircase’ modification of the
energy-band structure for an avalanche photo-
diode !, Here the band gap is increased in stepsin such
a way that the band-edge discontinuities provide
the entire ionization energy; see fig. 3. The multiplica-
tion of electrons then only occurs at the well-defined
steps. The statistical fluctuations in the internal
gain will therefore be much smaller than in con-
ventional avalanche photodiodes, resulting in a better
noise performance.

Another example is a superlattice of two semicon-
ductors with an indirect band gap. In the separate
materials the minimum of the conduction band does
not correspond to the same wave number as the
maximum of the valence band, and therefore the
coupling to a phonon is required for an electron-hole
recombination. Consequently therecombination prob-
ability is much smaller (e.g. by a factor of 1000) than
in a direct-gap semiconductor. In a superlattice, how-
ever, the band structure can be tailored in such a way
that a material with a direct band gap is obtained [°1.

This principle might be applied to gallium phos-
phide (GaP) and aluminium phosphide (AIP), which
have nearly the same lattice constant and have band-
gap transitions in the green and the blue, respectively.
If these two indirect-gap semiconductors could be
used to form a superlattice with a direct band gap, a
blue-emitting laser material could perhaps be obtained.
It might even be possible to obtain light emission from
a superlattice of silicon and germanium. This would be

Fig.3. Energy-band diagram of a ‘staircase’ superlattice for an ava-
lanche photodiode [4]. The electrons generated by the incident pho-
tons can only ionize the atoms in the crystal at the steps in the con-
duction band. The creation of new electrons therefore occurs at
well-defined positions in the lattice. This reduces the statistical fluc-
tuations in the electron multiplication.
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a revolutionary development in optoelectronics, and
the idea of growing these structures and studying them
experimentally and theoretically presents a challenge.

Quantum-well structures

A semiconductor layer sandwiched between two
other semiconductor layers with a larger band gap is
called a quantum well when it is so thin (< 30 nm) that
the states for electrons and holes moving perpendicu-
lar to the interfaces are quantized. The confinement
of charge carriers then gives rise to discrete energy
levels; see fig. 4. The energies corresponding to move-
ments parallel to the interfaces have to be added to
these levels. The difference between the lowest conduc-
tion level and the highest valence level is greater than
in the bulk material. Luminescence due to electron-
hole recombinations will therefore occur at shorter
wavelengths. The changes in the densities of states
associated with quantization (¢! also help to increase
the probability of recombination.

In recent years quantum wells consisting of III-V
semiconductors have been studied in many research
laboratories. Most attention is given to structures of

hv, Eg

h

=

Fig. 4. Band diagram for a quantum well consisting of a semicon-
ductor layer (green) sandwiched between two other layers of semi-
conductors with a larger band gap (blue). Only the discrete levels
(red) are shown that correspond to states in which the electrons and
holes only move at right angles to the interfaces. The difference in
energy between the lowest conduction level and the highest valence
level is larger than the band gap Ej; in the bulk material, so that the
luminescence due to electron-hole recombinations occurs at shorter
wavelengths.

3] G. H. Dohler, Electron states in crystals with ‘nipi-superstruc-
ture’, Phys. Stat. Sol. B 52, 79-92, 1972. This author also gives
a clear description of superlattices in: Sci. Am. 249, No. 5§ (No-
vember), 118-126, 1983.

4] F. Capasso, W. T. Tsang and G. F. Williams, Staircase solid-
state photomultipliers and avalanche photodiodes with en-
hanced ionization rates ratio, IEEE Trans. ED-30, 381-390,
1983.

8] U. Gnutzmann and K. Clausecker,Theory of direct optical
transitions in an optical indirect semiconductor with a super-
lattice structure, Appl. Phys. 3, 9-14, 1974.

6] R. Dingle, Confined carrier quantum states in ultrathin semi-
conductor heterostructures, Festkorperprobleme 15, 21-48,
1975.
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GaAs sandwiched between Al,Ga,;_,As, two materials
that have nearly the same lattice constant. Similar
structures, but with a thicker active layer with no
quantization effects, are applied in semiconductor
lasers!?), e.g. for Compact Disc players!®! and digital
optical recording *). With a quantum-well version of
this laser [1%) the wavelength of the laser emission can
be reduced by making the well thinner. Similar wave-
length tuning can of course be applied in other devices
such as light-emitting diodes and photodetectors.

In addition to the wavelength tuning, quantum-well
devices have other attractive features, such as a high
luminescence efficiency and a lower and less tempera-
ture-dependent threshold current for laser opera-
tion (111, They may also offer stability and long life.
Recognition of these features has already led to an in-
dustrial application.

High electron mobilities

It is well known that III-V semiconductors have
good transport properties. Electrons in GaAs, for in-
stance, have a smaller effective mass and therefore a
higher mobility than in silicon. The electron mobility
is generally limited, however, by a number of scatter-
ing processes, especially at built-in impurities. Colli-
sions between electrons and their donor atoms are
often unavoidable because they are present in the same
medium. These processes, which are more important
at low temperatures (<< 77 K) than the interactions
with phonons, were until recently the obstacles in the
race to achieve higher electron mobilities by im-
proving methods for growing crystals.

The introduction of modulation doping in hetero-
structures containing GaAs and Al,Ga;_,As provided
a breakthrough 2!, The principle, based on ideas put
forward earlier by Esaki and Tsu 1), is simple and in-
genious: only the Al,Ga;_,As is doped, e.g. by the in-
corporation of donor atoms (n-type doping). Because
of the band-gap discontinuity the electrons move
from the donor atoms to the undoped GaAs. This
results in a spatial separation between the donor
atoms and the electrons, thus increasing the mobility
by several orders of magnitude '3, A further increase
can be obtained by introducing a thin spacer layer of
undoped Al,Ga,;_,As, which increases the distance
between the donor atoms and the electrons still fur-
ther. The increase in mobility is particularly large at
low temperatures. At the Philips laboratories at Red-
hill in England a value of 3.1x10% cm?V~!s™! has
recently been measured 141,

This principle can be applied in super-fast tran-
sistors and integrated circuits. Most of them are based
on a structure of the MOSFET type (metal-oxide-

Philips Tech. Rev. 43, No. 5/6

semiconductor field-effect transistor). This consists of
a p-type silicon layer with connections to source and
drain, an insulating SiOz layer and a metal layer
connected to the gate; see fig. 5a. When a negative
voltage is applied to the gate the conduction electrons
are pushed away from the interface between semicon-
ductor and insulator and no current can flow between
source and drain. When a positive voltage is applied
to the gate the conduction electrons are attracted to
the interface, forming a very thin inversion layer with
a ‘two-dimensional electron gas’. The electrons can
now only move freely in the directions parallel to the

1Q

Fig. 5. a) Schematic cross-section of a MOSFET (metal-oxide-
semiconductor field-effect transistor). The metal layer M is con-
nected to the gate G and is separated from the p-type silicon by an
insulating layer of SiO2. Contact regions connect the silicon to the
source S and the drain D. At a positive gate voltage the electrons
flow from S to D in a very thin inversion layer containing a
two-dimensional electron gas (TDEG) near the interface with the
SiOg layer. b) Schematic cross-section of a field-effect transistor
with a modulation-doped heterojunction. The donor atoms of the
n-Al,Gaj _,As layer deliver electrons to the undoped GaAs layer.
Near the interface a two-dimensional electron gas is formed at a pos-
itive gate voltage. Owing to the spatial separation from the parent
donor atoms, the electrons here have a very high mobility.

interface. Partly because of their good switching char-
acteristics MOSFETs are widely used in computers
today.

If the p-typesilicon layer is replaced by GaAs and the
SiOgz layer is replaced by n-type Al,Ga,;_,As (fig. 5b),
structures with higher electron mobility can be pro-
duced. The two-dimensional electron gas is then
formed in the undoped GaAs layer near the interface
with the n-Al,Ga;_,As layer. Since this layer is fully
depleted, it behaves as an insulator. Whereas a
MOSFET contains amorphous SiOg, the heterojunc-
tion here is formed by single-crystal semiconductors
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with nearly perfect lattice matching. The absence of
dislocations and asperities at the interface gives a
further reduction in electron scattering.

This type of field-effect transistor is commonly re-
ferred to as a HEMT (high-electron-mobility transis-
tor) 6], Nowadays many industrial laboratories are
fabricating and studying HEMTs. Integrated circuits
containing these transistors have already been made.
An important feature of HEMTs is the high speed at
which they can process signals. Considerable amounts
of charge are rapidly accepted and released, with rela-
tively little energy dissipation [18), Switching times of
the order of 107s have already been observed, which
makes them faster, for the same energy dissipation,
than any other semiconductor device. It seems highly
likely that they will be widely used in advanced

applications such as high-frequency amplifiers,
supercomputers and super-fast signal-processing
systems.

Modulation doping is also applicable to super-
lattices and quantum wells, of course. The combina-
tion with the minibands in superlattices offers much
scope for speculation, but we shall leave the matter
here.

Quantized Hall effect

In a measurement of the Hall effect the quantity de-
termined is the voltage induced in the y-direction (for
example) of a sample by the combination of a current
in the x-direction and a magnetic field in the z-direc-

7] 3, C. J. Finck, H. J. M. van der Laak and J. T. Schrama,
A semiconductor laser for information read-out, Philips Tech.
Rev. 39, 37-47, 1980.

81 Special issue ‘Compact Disc Digital Audio’, Philips Tech. Rev.
40, 149-180, 1982,

i8] K. Bulthuis, M. G. Carasso, J. P. J. Heemskerk, P. J. Kivits,
W. J. Kleuters and P. Zalm, Ten billion bits on a disk, IEEE
Spectrum 16, No. 8 (August), 26-33, 1979.

010) N. Holonyak, Jr., R. M. Kolbas, R. D. Dupuis and P. D.
Dapkus, Quantum-well heterostructure lasers, IEEE J. QE-16,
170-186, 1980.

(1) W, T. Tsang, Extremely low threshold (AlGa)As modified

multiquantum well heterostructure lasers-grown by molecular--

beam epitaxy, Appl. Phys. Lett. 39, 786-788, 1981.

(121 R, Dingle, H. L. Stérmer, A. C. Gossard and W. Wiegmann,
Electron mobilities in modulation-doped semiconductor hetero-
junction superlattices, Appl. Phys. Lett. 33, 665-667, 1978.

1131 A concise survey of the electron mobilities in modulation-
doped heterostructures of GaAs and Al,Ga;_,As is given in:
H. L. Stérmer, Surf. Sci. 132, 519-526, 1983.

(141 Measurement by C. T. Foxon and J. J. Harris, to be published
shortly. .

18] T, Mimura, S. Hiyamizu, T. Fujii and K. Nanbu, A new field-
effect transistor with selectively doped GaAs/n-Al,Ga;-yAs
heterojunctions, Jap. J. Appl. Phys. 19, L225-1.227, 1980.

18] T Mimura, Why HEMT are necessary and how they are made,
J. Electron. Eng. 20, No. 200, 60-62, 1983;

H. Morkoc and P. M. Solomon, The HEMT: a superfast tran-
sistor, IEEE Spectrum 21, No. 2 (February), 28-35, 1984.

0171 K. von Klitzing, G. Dorda and M. Pepper, New method for
high-accuracy determination of the fine-structure constant
based on quantized Hall resistance, Phys. Rev. Lett. 45,
494-497, 1980.
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tion: see fig. 6a. The ratio of this voltage to the cur-
rent is called the Hall coefficient (or Hall resistance).
The structures described here, with a two-dimensional
electron gas, can exhibit an intriguing effect, the
quantized Hall effect, which was first observed in a
silicon MOSFET [17), At very low temperatures and
strong magnetic fields there are plateaus in the curve
of the Hall coefficient as a function of the magnetic
field. The conductivity at these plateaus is indepen-
dent of the experimental parameters and is given very
accurately by A/ne?, where A is Planck’s constant, 7 is
an integer and e is the electronic charge. Klaus von
Klitzing received the Nobel Prize for Physics in 1985
for his discovery of this effect.

There is as yet no full explanation of this effect. It is
however generally accepted that it is related to the
properties of the two-dimensional electron gas, whose
energy levels for the motion perpendicular to the

a
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Fig. 6. @) Arrangement for Hall-coefficient measurements. I current
in the x-direction. B magnetic flux density in the z-direction. Vy in-
duced Hall voltage in the y-direction. The Hall coefficient (or Hall
resistance) Ry is given by Vu/l. b) The fractional quantized Hall
effect measured for a heterojunction of GaAsand Al,Ga;_yAsata
very low temperature and a very strong magnetic field 201, The
Hall-coefficient curve has plateaus with a value of h/fe?, where h/e?
is equal to 25813 Q and fis a fraction of 1.
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interface are quantized. Because of the magnetic field,
quantization also occurs parallel to the interface, giv-
ing rise to the formation of ‘Landau levels’. These
levels are successively depleted as the magnetic field is
increased. Whenever a level becomes fully depleted,
there is a plateau in the curve of the Hall coefficient.
To explain this it is generally assumed that between
the Landau levels there are localized energy states in
which the electrons do not contribute to the conduc-
tivity. It may also be significant that the electrons
are not homogeneously distributed throughout the
sample 1181,

Soon after the discovery of the quantized Hall effect,
it was also found in heterostructures of GaAs and
Al,Ga; _,As 1%, Further investigations of these struc-
tures revealed another unexpected effect, the fractio-
nal quantized Hall effect [2°], It was found that pla-
teaus also occur where the Hall coefficient is given by
hife?, with f =3,2,2, .. ; see fig. 6b. This means that
plateaus must also occur when the Landau levels are
‘'only partially occupied. This effect cannot be explai-
ned from the single-electron model. This provides fur-
ther motivation for much more theoretical and experi-
mental investigation of these structures.

The observation of the quantized Hall effect also
has practical consequences in view of the high accura-
¢y with which the Hall coefficient at the plateaus can be
experimentally determined. Attempts are being made
in various standards institutions to use this effect for
creating a new reference resistance with an accuracy
better than 1 in 108,

Growth technblogies

The progress made in research on the structures de-
scribed here has only been possible because of the
development of advanced methods for the epitaxial
growth of thin-film semiconductor layers. The poten-
tial applications that have emerged have provided a
tremendous stimulus. At the same time the growth
technologies have greatly stimulated the development
of sophisticated semiconductor devices.

Two growth technologies are pre-eminent for the
ability to control compositions and layer thicknesses
and for obtaining virtually defect-free surfaces and
interfaces. One of them is metal-organic vapour-phase
epitaxy (MO-VPE). In this technology layers of a
material such as Al,Ga;_,As are deposited on a
heated GaAs substrate from a reactive gas mixture
containing AsH; and metal-organic compounds of
aluminium and gallium [211[22], The other technology
is molecular beam epitaxy (MBE), which is essentially
a special form of évaporation in ultra-high vac-
uum [2%1 [24], Here the layers are deposited by the re-
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action of molecular (or atomic) beams incident on the
heated substrate.

. The success of these technologies is largely due to
the facilities available for controlling the growth and
analysing the structures. They include the use of
photoluminescence, transmission electron microscopy
and various methods of surface analysis [25], With
these technologies structures can be made that are
virtually defect-free, with transitions that are abrupt
on an atomic scale. :

Materials

The materials that have received most attention are
GaAs and Al,Ga;.-xAs. They have very similar lattice
constants, which means that epitaxial structures on a
GaAs substrate are nearly free of stress. These struc-
tures have proved suitable for testing new ideas and
for practical evaluation. Some work has also been
done with other materials, mainly III-V semiconduc-
tors. However, the considerable scope offered by modi-
fication of the band structure discussed here will be a
considerable stimulus to the use of other materials.

Many materials cannot easily be combined because
their lattice constants are too different. This inhibits
perfect epitaxial growth and induces undesired
dislocations at the interface. Some lattice mismatch
can nevertheless be accommodated by an elastic strain
in the crystal lattice, without the generation of misfit
dislocations at the interface. Interesting combinations
of semiconductors that have very different properties
can be made in this way.

An example of such a combination is silicon on
GaAs 241 with a 4% difference between the lattice
constants. With such a structure integrated circuits in
silicon could be combined with optoelectronic

(18] R, Woltjer, R. Eppenga, J. Mooren, C. E. Timmering and J.
P. André, A new approach to the quantum Hall effect, Euro-
phys. Lett. 2, 149-155, 1986.

081 D, C, Tsui and A. C. Gossard, Resistance standard using
quantization of the Hall resistance of GaAs-Al,Ga;-rAs
heterostructures, Appl. Phys. Lett. 38, 550-552, 1981.

200 D, C. Tsui, H. L. Stormer and A. C. Gossard, Two-
dimensjonal magnetotransport in the extreme quantum limit,
Phys. Rev. Lett. 48, 1559-1562, 1982.

- A survey of the fractional quantized Hall effect is given by
-H. L. Stérmer in: Festkérperprobleme 24, 25-44, 1984,

i211 p M. Frijlink, J. P. André and M. Erman, this issue, pp. 118-

132, .

221 M, R. Leys, M. P. A. Viegers and G. W. 't Hooft, this issue,

pp. 133-142,

(231 B, A. Joyce and C. T. Foxon, this issue, pp. 143-153.

{241 P, C. Zalm, C. W. T. Bulle-Lieuwma and P. M. J. Marée, this
issue, pp. 154-165.

[25] See the other articles in this issue. A general description of var-
ious methods of surface analysis is given in: H. H. Bron-
gersma, F. Meijer and H. W. Werner, Philips Tech. Rev. 34,
357-369, 1974.

{281 j, C, Bean, J. C. Feldman, A. T. Fiory, S. Nakahara and I. K.
Robinson, GeySii-x/Si strained-layer superlattice grown by
molecular beam epitaxy, J. Vac. Sci. & Technol. A 2, 436-440,
1984.
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components, such as lasers and photodiodes, in
GaAs, on the same wafer. Another example is a
strained-layer structure of silicon and SiGe. It has
been demonstrated that dislocation-free SiGe layers
as thick as 75 nm can be grown on silicon (261, The
ideas of modulation doping and band-structure modi-
fication can also be applied in this way for silicon. In
layer structures that have an elastic strain degeneracies
in the conduction band can also be eliminated, so that
higher electron mobilities are possible in principle.
Structures of materials with a moderate lattice mis-
match are now being widely studied by many materials
scientists. It is hard to say whether this will lead to
novel devices. The only certainty is that there will be
many problems to overcome in the fabrication.

Research at Philips

In recent years Philips have done a great deal of
work on thin-film epitaxial semiconductor structures.
The study of MO-VPE and MBE processes has resul-
ted in a continuous improvement in the control of the
growth of multilayer structures. A variety of
interesting structures have been fabricated and their
properties have been investigated, with particular at-
tention to the fundamental physics of the structures.
Potential device applications, such as the quantum-
well laser and the HEMT, are also topics of research.

There is work on MO-VPE growth at the research
laboratories in Limeil-Brévannes, in France, and in
Eindhoven. Structures of various III-V semiconduc
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tors are being investigated, but the emphasis is on
combinations of GaAs and Al,Ga;_yAs. The same
applies to the work on MBE at the Redhill labora-
tories, in England. Another MBE activity has been
the growth of silicon layers on GaP and GaAs, a joint
project undertaken by the FOM Institute for Atomic
and Molecular Physics in Amsterdam and the Philips
Research Laboratories in Eindhoven. At the Briarcliff
laboratories, in the U.S.A., work has recently started
on MBE of II-VI semiconductors. MBE of silicon and
silicon-germanium structures is also being studied at
the Eindhoven laboratories.

Some of these activities are reviewed in the following
articles in this special issue. The first two deal with
various aspects of the growth of GaAs and
Al,Ga,;_,As structures by MO-VPE. The growth of
similar structures by MBE is then discussed. The final
article deals with MBE of silicon films on GaP and
GaAs.

Summary. Research on layered epitaxial structures of semiconduc-
tor materials is a field of rapidly growing significance. Structures of
special interest are the superlattice consisting of alternate ultra-thin
layers of two dissimilar semiconductors, the quantum well formed
by a thin semiconductor layer sandwiched between two semi-
conductor layers with a larger band gap, and the modulation-doped
heterojunction. The controlled modification (‘tailoring’) of the
energy-band structure gives some fascinating physical effects. There
are also potential new applications, such as quantum-well lasers
and high-electron-mobility transistors. Suitable growth tech-
nologies are metal-organic vapour-phase. epitaxy (MO-VPE) and
molecular beam epitaxy (MBE). Various aspects of fundamental
physics, growth procedures and device applications are topics of
research at several Philips laboratories.
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Metal-organic vapour-phase epitaxy of multilayer
structures with III-V semiconductors

P. M. Frijlink, J. P. André and M. Erman

Introduction

Thin single-crystal films of III-V semiconductor
materials such as GaAs and Al,Ga;_xAs are now
widely used in devices such as solid-state lasers Bland
microwave field-effect transistors [2]. The films are
obtained by epitaxial growth, in which they adopt the
crystal structure of the substrate (usually GaAs).
Conventionally, the films are grown by deposition
from a melt or a solution (liquid-phase epitaxy, LPE)
or from a reactive gas mixture (vapour-phase epitaxy,
VPE). In recent years the control over these growth
processes has been improved considerably to reduce
the dimensions of the semiconductor devices and cir-
cuits. There is however only a limited capability for
growing multilayer structures with very abrupt inter-
faces, required for particular applications as men-
tioned in the opening article 3,

In the last ten years or so two growth techniques
have been developed which can meet the special
requirements for interface abruptness. One is a
modified version of VPE, in which the reactive gas
mixture contains metal-organic compounds (metal-
organic vapour-phase epitaxy, MO-VPE), the other is
molecular beam epitaxy (MBE), which will be dis-
cussed later in this issue [4]. An important feature of
these techniques is that the chemical composition near
the growing surface can be changed in a time interval
an order of magnitude smaller than the time necessary
for growing a single atomic layer. This has made it
possible to grow multilayer structures with sharp
interfaces on the scale of one atomic monolayer.
Consequently, new devices requiring such abrupt
interfaces can now be made. An example of such a
device is the Al,Ga, _,As/GaAs quantum-well laser: a

Ir P. M. Frijlink, Dr J. P. André and Dr M. Erman are with
Laboratoires d’Electronique et de Physique Appliquée (LEP),
Limeil-Brévannes, France. .

semiconductor laser with a very thin active GaAs layer
between Al,Ga;_xAs barriers, which gives a narrow
emission peak at a relatively short wavelength with a
low threshold current [8]. Another example is the
high-electron-mobility transistor (HEMT): a micro-
wave field-effect transistor with an Al,Ga;_,As/GaAs
heterojunction, which has an excellent high-frequency
performance (61,

At LEP the MO-VPE growth of III-V layer struc-
tures has been extensively investigated ["]. Several
aspects have been considered, such as the develop-
ment of a suitable growth-reactor system and the
assessment of the relevant growth parameters for
obtaining multilayer structures with the required
properties. The layers and their interfaces have
been characterized by spectroscopic ellipsometry and
photoluminescence measurements. In addition, the
applicability of various structures for practical devices
has been studied.

It has been found that MO-VPE is a reliable
and versatile method for growing a large variety
of device-quality III-V semiconductor materials and
multilayer structures. It has proved possible to grow
successive layers with precise control of composition
and lattice match to the substrate, giving high elec-
trical and optical quality. Precise compositional
control is possible not only with ternary materials
such as Al,Ga;-xAs but also with quaternary mat-
erials such as In,Ga;.,P,Asi-y. Doping profiles are
controlled with a resolution of less than 10 nm. MO-
VPE growth is particularly successful for the prepara-
tion of quantum-well lasers and HEMT devices based
on GaAs and Al,Ga;_xAs.

A large number of results have shown that MO-
VPE and the characterization methods have great
potential, and that practical devices can be made.
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Some examples are:

« The photoluminescence of a quantum well in which
the active layer is only about 0.6 nm thick.

¢ A strong visible luminescence of a quantum well
with Alg.2Gag, gAs in the active layer.

¢ A quantum-well laser emitting at 775 nm with a
maximum power of 230 mW per facet in continuous-
wave (CW) operation at 300 K and a CW threshold
current density of 660 A/cm?.

+ A two-dimensional electron gas at the interface of
a GaAs/Al;Ga,-,As heterojunction giving an elec-
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Finally, modulation-doped heterostructures will be
discussed, with emphasis on the special properties
related to the formation of a two-dimensional elec-
tron gas.

Preparation of multilayer structures with abrupt
interfaces

A suitable reactor system for the MO-VPE growth
of Al,Ga;_,As is shown in fig. I. A heated GaAs
substrate is exposed to a gaseous mixture containing

Wi

] 4
L

®

Fig. 1. Schematic diagram of the MO-VPE equipment used for growing Al,Ga;.,As multilayer
structures. In a quartz reactor layers are deposited from the gas phase on to a GaAs substrate
Sub. This is kept at a temperature of about 700 °C by inductive r.f. heating of the substrate
holder. The gas phase contains hydrogen (used as the carrier gas) and the reactive components
trimethyl aluminium (TMA), trimethyl gallium (TMG) and arsine (AsHs), supplemented by dop-
ing reactants, e.g. silane (SiHy) for n-doping. The hydrogen is purified by diffusion through a
membrane of palladium (Pd diff.). The supply of the several gases can be controlled and mixed in
such a way that any desired gas composition can be obtained very rapidly. § standard valve; R
pressure regulator; M flow meter with regulating valve; DM mass-flow meter; F filter for gas

purification; A non-return valve; ¥ four-way valve.

tron Hall mobility of 7.5x 10%® cm?V~1s™! at 300 K
and of 2.7 x 10° cm?V~1s7! at 4 K, yielding field-effect
transistors with a transconductance as high as
250 S/m for a gate length of 1 um. .

In this article, the discussion of our MO-VPE inves-
tigations will be restricted to multilayer structures of
GaAs and AlyGa,_As, the most widely investigated
of the III-V structures and the most promising for
immediate practical application. After a general de-
scription of the MO-VPE method, it will be shown
how structures with abrupt interfaces can be obtained.
It will be demonstrated that spectroscopic ellipsometry
can be a useful tool for depth profiling and interface
characterization. Next, the composition and lumines-
cence properties of quantum wells will be dealt with,
as well as the application in quantum-well lasers.

(1 See for example J. C. J. Finck, H. J. M. van der Laak and
J. T. Schrama, A semiconductor laser for information read-
out, Philips Tech. Rev. 39, 37-47, 1980.

(2] See for example P, Baudet, M. Binet and D. Boccon-Gibod,
Low-noise microwave GaAs field-effect transistor, Philips
Tech. Rev. 39, 269-276, 1980.

(8] 3, Wolter, Research on layered semiconductor structures, this
issue, pp. 111-117.

41 B, A. Joyce and C. T. Foxon, Molecular beam epitaxy of

multilayer structures with GaAs and Al,Ga;-,As, this issue,

pp. 143-153.

One of the first descriptions of a quantum-well laser, operating

at room temperature, has been given by R. D. Dupuis, P. D.

Dapkus, N. Holonyak, Jr., E. A. Rezek and R. Chin, Appl.

Phys. Lett. 31, 295-297, 1978.

(6] Successful fabrication of a HEMT device was reported for the
first time by T. Mimura, S. Hiyamizu, T. Fujii and K. Nanbu,
Jap. J. Appl. Phys. 19, L225-1.227, 1980.

(71 Many of our colleagues at LEP contributed to the investiga-
tions described here. The MO-VPE growth of Al,Gaj_,As
multilayer structures has also been investigated at the Philips
Research Laboratories in Eindhoven, see M. R. Leys, M. P, A.
Viegers and G. W. 't Hooft, this issue, pp. 133-142.

5]
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the metal-organic compounds trimethyl aluminium
(Alz(CHjs)e) and trimethyl gallium (Ga(CHg)s) with
arsine (AsHs) and hydrogen (Hgz), which is used as
carrier gas. The pyrolysis of the reactive compounds
at the substrate surface leads to the epitaxial deposi-
tion of a single-crystal Al,Ga,.,As layer in the overall
reaction: '

3 x Ala(CHs)s(g) + (1 — x) Ga(CHs)s(g) + AsHs(g)

Ha(g)

Al:Ga,_ H .
W ,Gai-_xAs(s) + 3 CHy(g)

The composition of the deposited layer depends on
the partial pressures of Alz(CHs)e and Ga(CHjs)s in
the gas phase. Addition of substances such as silane
(SiH,4) or diethyl zinc (Zn(C2Hs)2) to the gas phase
leads to n- or p-doping of the layer.

Compared with the more conventional VPE and
LPE methods, the MO-VPE method has some advan-
tages for growing multilayer structures with abrupt
interfaces: it is essentially a ‘far-from-equilibrium’ or
‘one-way-deposition’ process. Since the growth rate is
essentially proportional to the supply of the reactants
that provide the group III elements, decreasing the
supply of these reactants will in principle make the
giowth rate arbitrarily small. By changing the gas
composition very thin layers with abrupt composi-
tional changes can be obtained. However, for high
electrical and optical quality, these layers must be
pure. If we assume a constant rate of contamination,
e.g. from outgassing of the reactor walls, it is clear
that an extremely small growth rate will result in a
high contamination level in the solid grown. This
means that there are essentially two ways of obtaining
very pure heterostructures with very abrupt inter-
faces: either we use a reactor system in which we make
sure that the overall contamination level is very low,
and reduce the growth rate sufficiently to avoid tran-
sient control problems on changing the gas composi-
tion to grow an interface, or we aim for effective
control of very rapid changes in the gas composition
and use a high growth rate, thus reducing the require-
ments for contamination control. In view of the
present ‘state of the art’ in MO-VPE reactors, we
chose the second option. v

In our investigations, the Al,Ga;.xAs layers are
generally deposited on substrates consisting of chro-
mium-doped semi-insulating GaAs wafers. These
wafers are sawn from a single-crystal ingot, grown by
the Czochralski method. The mechanically polished
substrate surface is disoriented with respect to the
(001) crystal plane by a few degrees. The substrate is
supported by a graphite susceptor. The appropriate
substrate temperature, between 600 and 750 °C, is
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obtained by inductive r.f. heating of the susceptor. A
thermocouple in the susceptor measures the substrate
temperature. The carrier gas is purified by diffusion
through a palladium membrane. The supply of the
various reactive compounds is controlled by mass-
flow meters.

As pointed out, the MO-VPE growth of multilayer
structures with abrupt interfaces requires an instan-
taneous and precise control of the partial pressures in
the reactor system. In the system of fig.1 the gas
transport is arranged so that the gas composition over
the wafer can be changed in a controlled way within
0.1 s, neglecting adsorption and desorption at the
reactor walls. At a total gas pressure of 10° Pa (1 atm)
and a suitably low growth temperature of 650 °C, the
growth rate of Al,Ga;_,As layers can be as low as 0.5
nm/s. This means that the time required for changing
the chemical composition at the crystal surface is
much less than the growth time of one monomolecu-
lar layer of Al,Ga;_,As. This permits the growth of
well-defined multilayer structures, with a reproducible
control over composition, thickness and doping
profile in the direction of growth on an atomic scale.

As will be discussed later, depth profiling and inter-
face quality can be demonstrated for quantum wells
by analysing their luminescence properties and for
modulation-doped heterostructures by considering
the increase in the electron mobility near the inter-
face. However, we shall first discuss a more general
characterization method: spectroscopic ellipsometry.
This method has been found to be very useful in inves-
tigating the chemical and structural quality of the
interfaces.

Depth profiling and interface characterization by
spectroscopic ellipsometry

Ellipsometry is an optical technique that makes use
of the change in polarization of light at the surface
to be investigated 8], The state of polarization of
polarized light can be characterized by the amplitude
A and the phase & of two perpendicular components
into which the total electric vector of the light can be
resolved. The component parallel to the plane of in-
cidence (Ep) and the component perpendicular to it
(Es) are given by:

E,=A,expj(dp + wi),

1
E;=Asexpj(0s + wi), W

where j is the imaginary unit and w is the angular fre-
quency of the light wave. At arbitrary values of the
amplitudes and phases, the tip of the total electric
vector will describe an ellipse; the light is then said to
be elliptically polarized. On reflection the change in
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the parallel component is different from the change in
the perpendicular component, so that the shape of the
ellipse will change; see fig. 2.

In an ellipsometer the complex ratio ¢ of the reflec-
tances of the parallel and perpendicular omponents is
determined; this can be expressed as:

_ (ED/Es)r
- (Ep/Es)i ’

where the indices r and i refer to the reflected and
incident beams. Substitution from eq. (1) gives the rela-
tion with the changes in amplitude and phase on reflec-
tion, which can be described by two parameters y and
A

@

o =tanyexpjd, 3

~ (Ap/Ad:
tan y = 7(Ap/As)i : G
4= (51; ol 55): . (5p ™ 5s)i- (5)

For a reflection at a clean substrate, the quantities y
and A4 can be correlated with its refractive index and
absorption coefficient. If the substrate is coated with a
thin layer, information about the thickness of the layer
and its optical properties can also be obtained.

The layers we have deposited and their interfaces
have been investigated by a special form of ellipsom-
etry, in which o is determined as a function of the
energy of the incident light (spectroscopic ellip-
sometry). Since o is directly related to the dielectric
function of the reflective material, such measurements

enable us to make a detailed structural and chemical -

analysis of the surface. The spectroscopic ellipsome-
ter used in our experiments has the following optical
components: a xenon lamp, a rotating polarizer, the
sample, a fixed analyser, a double monochromator

~\

=

\ ,

Fig. 2. Schematic representation of the reflection of elliptically
polarized light at the surface of a layer. The parallel and
perpendicular components E, and Es of the electric vector of the
reflected light beam (r) differ from those of the incident beam (V).
The ratio of the reflectances of the two components depends on the
angle of incidence 0, the angle of refraction ¢ and the complex
index of refraction 7 and the thickness d of the layer.
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and a photomultiplier. The optical range is from
1.6 eV (because of the limited sensitivity at longer
wavelengths of the S20 extended-UV photocathodes)
to 5.4 eV (because of the use of calcite prisms for the
polarizer and analyser). The output signal of the
photomultiplier is sampled as a function of the
angular position of the polarizer and a Fourier anal-
ysis is made by a minicomputer to determine the value
of o.

The dielectric function & can be derived at each
energy by using the Fresnel expressions for the reflec-
tion coefficients of the parallel and perpendicular
components and Snell’s law. For a clean wafer ¢ is
given by:

1 — 2
ﬁ sin @tan? @ + sin? 6, (6)

where 0 is the angle of incidence. In fig. 3¢ the con-
tinuous lines give the dielectric function for a care-
fully cleaned GaAs wafer under vacuum at room tem-
perature. A characteristic feature is the presence of a
double-peak structure in the €2 curve, corresponding
to different optical transitions (at 2.93 and 3.16 eV)
between the valence and conduction bands[®). The
spectrum of the dielectric function of GaAs is very
sensitive to crystalline imperfections induced for
example by high temperatures (lattice vibrations),
doping or Al incorporation. Generally speaking, any
type of imperfection tends to reduce the &2 peak
height and especially the contrast in the double-peak
structure. Evaluation of the spectrum obtained can
therefore give useful information about the ordering
of the GaAs lattice and the doping level or Al incor-
poration [1°],

The dielectric functions of various Al,Gaj_yAs
alloys have also been measured. As an example, the
continuous lines in fig. 35 give the spectrum for an
undoped Alg.54Gag.46As sample. Compared with the

E=¢€ —j€r =

18] See for example D. E. Aspnes, Spectroscopic ellipsometry of
solids, in: B. O. Seraphin (ed.), Optical properties of solids,
New developments, North-Holland, Amsterdam 1976,
pp. 799-846.

Surface analysis by ellipsometry has also been described in this
journal: K. H. Beckmann, Optical investigations of semicon-
ductor surfaces, Philips Tech. Rev. 29, 129-142, 1968;

F. Meijer and G. A. Bootsma, Investigation of the chemical
behaviour of clean silicon and germanium surfaces, Philips
Tech. Rev. 32, 131-140, 1971.

91 A survey of the various valence-conduction band transitions in
GaAs has been given by Y. Petroff in: M. Balkanski (ed.),
Optical properties of solids, North-Holland, Amsterdam 1980,
Chapter 1.

101 M. Erman, J. B. Theeten, N. Vodjdani and Y. Demay,

Chemical and structural analysis of the GaAs/AlGaAs het-
erojunctions by spectroscopic ellipsometry, J. Vac. Sci. &
Technol. B 1, 328-333, 1983;
M. Erman, J. B. Theeten, P. Frijlink, S. Gaillard, Fan Jia Hia
and C. Alibert, Electronic states and thicknesses of
GaAs/GaAlAs quantum wells as measured by electroreflect-
ance and spectroscopic ellipsometry, J. Appl. Phys. 56, 3241-
3249, 1984.
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Fig. 3. Real and imaginary parts ey and &2 of the dielectric functions
of GaAs (@) and Alg.54Gao.46As (b), plotted against the energy E of
the incident’light. The continuous curves were derived from the
measured complex ratio o as given by eq. (6). The &2 curve for
GaAs has a characteristic double-peak structure at about 3 eV. The
dotted curves refer to simulations generated by using a set of seven
harmonic oscillators (see text). Above 2.5 eV good agreement with
the measurements is obtained.
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pure GaAs case, the spectrum shows no double-peak
structure in the neighbourhood of 3 €V, but otherwise
it has the same general features. It has been demon-
strated that the spectrum of an arbitrary Al,Ga;_.As
alloy can be derived by interpolation. This can be
done accurately by describing the variation of & with
the energy E as a sum of harmonic oscillators, each
characterized by its amplitude A;, its centre position
E; and its half-width I5:

e=Y A{E-E-iD)7 + G+E+D™). ()
i

The GaAs dielectric function can be simulated by a set
of seven oscillators as shown in fig. 3a by the dotted
lines. The description is satisfactory above 2.5 €V.
The basic idea for simulating the dielectric function of
any Al,Ga;_,As alloy is to use the same set of seven
oscillators with a simple variation (quadratic in x) of
Aj;, E; and I;. The law of variation can be determined
from measurements at a few x-values. This simulation
method is illustrated by the dotted lines in fig. 3b
for Alg.54Gag.46As. Good agreement with the meas-
urements is again obtained above 2.5 eV.

The results for pure wafers can be used for simula-
tions on actual samples of Al,Ga;_,As layers de-
posited on a GaAs substrate. These simulations are
based on the ‘effective-medium approximation’ (111
for thicknesses less than the wavelength of the inci-
dent light. This means that the dielectric function € of
a mixture of two materials A and B, with known
dielectric functions &4 and &g, can be evaluated from
the relation:

v(Eea —€)Ea +26) 1+ (1 —v)(es—&)es + 26)1 =0,
‘ ®

where v is the volume fraction of A.

In evaluating and understanding the specific pro-
perties of heterojunctions and multilayer structures,
an important aspect is the structure, on the atomic
scale, of the transition regions between the various
layers. In the ideal case of an abrupt heterojunction,
the top of the semiconductor substrate A has the same
composition and crystalline structure as the bulk of
A, while the bottom of the deposited layer of the
other semiconductor B has the same composition and
structure as the bulk of B. Two types of deviation can
occur from this ideal case:

o Interdiffusion of A and B and formation of an alloy
with a chemical nature distinct from both materials:
this will be referred to as a ‘chemical’ interface.

o Interpenetration of A and B, without changing their
chemical nature, so that their separation is not planar

(1l ¢, G. Grangyvist and O. Hunderi, Optical properties of ultra-
fine gold particles, Phys. Rev, B 16, 3513-3554, 1977.
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but rough on the atomic scale; this will be referred to
as a ‘physical’ interface.

Investigations of different types of structures by
spectroscopic ellipsometry have demonstrated the
sensitivity of this method to the presence and nature
of interface regions. As an example, fig. 4a gives the
simulated curves of tany and cosd4 plotted against £
for a structure with an ideal interface and for struc-
tures with chemical and physical interfaces. At the
critical energy of about 3 eV (fig. 3) the curves for the
ideal and physical interfaces are quite similar, while
the curves for the chemical interface differ markedly.
This is due to the presence of the intermediate com-
position at the chemical interface, giving rise to a
shifted double-peak structure. This indicates that
spectroscopic ellipsometry on Al,Ga;_,As structures
will be especially sensitive to the presence of a chem-
ical interface.

A more extensive comparison is obtained by con-
sidering the mean-square difference J; between the
cases i and j, given by

Oy = (tany; — tan w;)® + (cosd; — cos4;)%. (9)

Infig. 4 and 4c the calculated differences are given as
a function of the incident light energy E and the total
thickness d;. Because of the optical absorption of the
top layer, the interface region cannot be detected
when E > 3.5 eV and d, > 15 nm. The major contrast
at about 3 eV between chemical and ideal is a factor of
two greater than between physical and chemical. Even
at this energy the contrast is strongly reduced when d,
becomes larger than 30 nm. This means that d; should
be of the order of 10 nm to achieve a satisfactory
interface analysis. This limitation can be taken as an
advantage when successive heterojunctions on the
same substrate have to be investigated. An in situ
analysis will be possible for each individual hetero-
junction, provided that sufficient material is deposited
between two successive transitions.

The comparison between modelling and exper-
iment will be illustrated by the results obtained

a
Fig. 4. Theoretical comparison between the ellipsometry properties
of three types of interface. @) Calculated curves of tan i and cos4
as a function of the energy E. The continuous curves refer to an
ideal interface between GaAs and 10 nm Alg.s4Gag.46AS, the dotted
curves to a chemical interface region of 5 nm with the intermediate
composition Alg,27Gag.73As and the dashed curve to a physical
interface region that is a mixture of GaAs and Alg,54Gag.4sAs. For
clarity the curves have been shifted with respect to one another in
the vertical direction. At about 3 eV, the deviation from the ideal
interface is larger for the chemical interface than for the physical
one. b) Mean-square difference dy, given by eq. (9), between the
chemical and ideal interfaces as a function of the total thickness d;
and the energy E. The greatest contrast is obtained at d; = 10 nm
and E = 3 eV. ¢) Mean-square difference dy between the chemical
and physical interfaces plotted against d; and E. The maximum
contrast is about half that in (b).
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Fig. 5. Results of ellipsometry experiments and modelling for three
types of heterostructure. The experimentally determined values of
tany and cosA are plotted against the energy E (continuous
curves). The modelling was performed for the tan ¢ curves. The
sequences of layer compositions and thicknesses shown refer to the
best simulations (dotred curves). A chemical interface region is
detected for a thin GaAs layer on Alp.54Gao.46As (@). No interface
region is detected for a thin Alg 54Gag.46As layer on GaAs ().
When there is a rapid alternation between these compositions, a
chemical interface region is also formed in this case (c).

on three samples of multilayer structures. Fig. 5a
gives the measured data and best simulations for a
thin GaAs layer on Alg 54Gag.46As. The oscillations
between 1.6 and 2.2 eV are due to interferences in the
Alg.54Gag 46As layer and can be used to evaluate the
thickness of this layer (1050 = 10 nm). Because of the
presence of a thin native oxide layer (measurements
were made in air), the comparison between modelling
and experiment is made for the tan y curve only, since
the oxide layer induces a small shift in the cos A curve.
The comparison indicates the presence of a chemical
interface region, with a thickness of 1.5 £ 0.9 nm.
Fig. 5b shows the results for a thin Alg 54Gag 46AS
layer on GaAs. The shift in the cos A curve is larger
than for the first sample, and this can be attributed
to a thicker native oxide layer due to the presence of
Al in the top layer. The best modelling is obtained
by assuming no interface region (ideal interface).
The conclusion can therefore be drawn that the
Al,Ga;_,As/GaAs heterojunction (the ‘normal’
situation) is essentially abrupt and is better defined
than the converse situation discussed earlier. A
careful error analysis of the results shows that the
maximum transition thickness is about 0.5 nm,
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compared with about 1.5 nm in the converse
situation.

To test the ability of spectroscopic ellipsometry to
detect an interface region we have also examined a
structure in which a 3-nm interface region had been
deliberately grown. This was done by rapid alter-
nation of the gas flows corresponding to GaAs and
Alg.54Gag.46As in such a way that the interface could
be considered as a sequence of twenty layers of
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alternating composition, with each individual layer
about 0.15 nm thick. Since this thickness is below that
of one monolayer a chemical mixture would be ex-
pected: the interface region should look like an
Alg.27Gag.73As layer about 3 nm thick. This is con-
firmed experimentally; see fig. Sc. The modelling as-
suming a chemical interface gives the best fit with the
experimental data, with fewer uncertainties in the
layer thicknesses. The best simulation is obtained with
an interface of 3.1 + 1.0 nm.

Quantum wells

When a GaAs layer is sandwiched between two
Al,Ga;_,As layers that have a larger band gap, there
are steps in the energy-level diagram at the inter-
faces [1!. The existence of energy bands is due to the
periodicity of the crystals, but their configuration is
essentially determined by interactions over a range of
about one unit cell of the crystal. In fact, the mag-
nitude of the band gap of each material appears to be
maintained right up to the interface. The band-gap
difference leads to discontinuities in the conduction
and valence bands at the interfaces. The conduction-
band discontinuity is related to the difference in elec-
tron affinity between the two materials and is now
assumed to be about 60% of the band-gap differ-
ence [12],

An interesting quantization effect is observed when
the GaAs layer becomes thinner than the mean free
path of the electrons between two collisions with lat-
tice vibrations (phonons), lattice imperfections such
as point defects, or impurity atoms 3!, The electrons
trapped in the GaAs layer can then be reflected many
times between the two interfaces. If the half-wave-
length of the electrons in the direction perpendicular
to the interfaces does not fit into the quantum well an
integer number of times, the state will only have a
very short lifetime, because of extinction by inter-
ference. Only the particular states that do fit in this
way can exist permanently. Thus for the movement
perpendicular to the interfaces only discrete energy
values are permissible.

In directions parallel to the interfaces the electrons
can move freely, and to a first-order approximation
this does not affect the wavelength of the perpendic-
ular movement. This implies that the electrons may
have some extra energy. Each permitted state in the
perpendicular direction therefore gives rise to a dis-
crete energy band, whose lower band edge, character-
ized by zero movement in the parallel directions, is
determined by the energy necessary to give a wave-
length of 2d/n, where n is an integer and d is the well
thickness plus an effective (‘tunnelling’) penetration
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Fig. 6. Simplified energy-level diagram and density of states for a
quantum well formed on a GaAs substrate Sub by a very thin GaAs
layer between two AlGai-xAs layers with a larger band gap Ejy.
The confinement in the narrow potential well leads to discrete
energy levels for electrons and holes that move perpendicular to the
interfaces. These levels are characterized by the quantum number
n. For each quantum state two valence levels exist, corresponding
to ‘heavy’ holes and ‘light’ holes. The energy bands corresponding
to movement parallel to the interfaces are not shown, their edges rep-
resent zero movement. The variations in the density of states N(E)
with E is not continuous as in the bulk material (dashed
curves), but occurs in steps (continuous curves). This means that
the luminescence resulting from the recombination of electrons and
heavy holes with n =1 can have a high efficiency. The energy
difference between the states associated with the luminescence is
larger than in the bulk material, so that the luminescence occurs at
shorter wavelengths.

width of the wave into the barriers. The lowest-energy
state will be the state with n = 1. There is an anal-
ogous effect for the holes, with the complication that
two types of holes exist in GaAs, with light and heavy
effective mass. The resulting energy-level diagram and
density of states are shown in fig. 6.

Luminescence

If we create electron-hole pairs in a quantum well
by shining light on it, the electrons and holes will lose
energy through a number of rapid relaxation pro-

12) R C. Miller, D. A. Kleinman and A. C. Gossard, Energy-gap
discontinuities and effective masses for GaAs-Al,Ga;_,As
quantum wells, Phys. Rev. B 29, 7085-7087, 1984.

[13] The possible quantum states in heterostructures with ultra-thin
semiconductor layers have been compiled by R. Dingle, Fest-
korperprobleme 15, 21-48, 1975.
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cesses, and they will thermalize in the n = 1 states,
with the particle distribution approaching a Fermi-
Dirac distribution around a quasi-Fermi level. After
this there is a much slower (e.g. 1000 times)
recombination process. At each recombination, a
photon will be emitted at the wavelength correspond-
ing to the energy difference between an electron and a
hole, both within a few times &7 from the band edges
of their respective n = 1 levels. With a thinner quan-
tum well these band edges are more widely separated
and the emitted photons will therefore have a shorter
wavelength. A theoretical relation between the
quantum-well thickness and the emission wavelength
is given in fig. 7. This relation now permits us to assess
the thickness of the GaAs quantum well directly by

800nm

A

T 7501
700

2 4 6 8

_>d

10 nm

Fig. 7. Calculated relation between well thickness d and emission
wavelength A corresponding to the recombination of electrons and
heavy holes in the n = 1 state, for a rectangular GaAs quantum well
between Alg,54Gag.46As barriers. For a decrease in thickness from
12 to 2.5 nm the calculated reduction in wavelength is from 800 to
680 nm.
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Fig. 8. Photoluminescence spectrum of a multiple-quantum-well
sample on excitation at 4 K with radiation at 514.5 nm from an
argon laser. The emission intensity 7 is plotted in arbitrary units as a
function of the emission wavelength A. The quantum wells have
various thicknesses d and are separated by 50 nm of Alg,;Gao,sAs.
The thinner wells were grown last, to prevent re-absorption of
emitted radiation. Each well gives an emission peak due to the
recombination of electrons and heavy holes with n =1. The peak
positions do not differ greatly from the theoretical values indicated
in fig. 7. Broader peaks are observed with the thinner wells.
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measuring the emission wavelength for small values
of kT, e.g. at 4 K. A small correction is necessary
because electrons and holes will first form excitons
(mobile electron-hole ‘pairs’) before recombining
completely. This effect reduces the photon energy by
about 5-10 meV, depending on the thickness of the
quantum well.

Fig. 8 shows the emitted spectrum of a sample con-
taining five quantum wells of different sizes, which
was excited by light from an argon laser at 514.5 nm.
For each quantum well we only see the emission from
the excitons associated with the n =1 states. The
polished surface of the substrates we used was at an
angle of 6 degrees to the (001) plane of the crystal.
The surface is ‘step-like’ during growth, with mono-
layer steps of ‘height’ 0.283 nm and about 2.8 nm
apart. Addition of one GaAs molecule at each step
site increases the mean grown thickness by 0.028 nm.
In the plane of the quantum well, the excitons extend
over about 30 nm, i.e. an order of magnitude larger
than the distance between the steps, and the excitons
will therefore not ‘see’ the steps but only the mean
thickness of the GaAs layer, which varies in units of
not more than 0.028 nm.

The width of the peaks is determined by the amount
of (unintentionally incorporated) impurities in the
epitaxial layer (5x 10™ to 10'® cm™®) and also by the
amount by which the thickness of the quantum well
varies over the light spot whose photoluminescence is
measured. The tail of each peak on the low-energy
side can be attributed to band-bending and to localized
states due to impurities and thickness variations with
a magnitude of a few tens of nm in the plane of the
quantum well [14],

The width of the peaks is not related to the actual
shape of the quantum wells, insofar as this is the same
everywhere in the light spot, and does not therefore
give information about the transition width of the
composition profile at the interfaces. This transition
will be fairly gradual because of the time necessary to
change the gas composition over the wafer, and pos-
sibly because of adsorption or desorption at the walls
of the reactor and tubing. Another possible source of
gradual transition at the interface could be inter- .
diffusion during growth, which may be enhanced
when the interface is still close to the growing surface.

It has been shown [15] that the contribution of inter-
diffusion without surface-proximity enhancement is
less than 0.1 nm for normal growth conditions. Since
the time required for changing the gas concentration
without adsorption or desorption is of the order of
0.1s, its contribution will also be less than 0.1 nm.
The two remaining mechanisms, adsorption/desorp-
tion and surface-proximity enhanced diffusion, are
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most likely to provoke exponential tails at each com-
positional transition.

The effect of gradual compositional changes on the
energy-level diagram is illustrated in fig. 9. Here the
conduction-band edge in the well is lowered so little
that the minimum is higher than the n = 1 electron
level in pure GaAs. It is clear that the n = 1 electron
level will shift to a higher energy and the n = 1 heavy-
hole level to a lower energy. Thus the energy differ-
ence between the #n = 1 states will be larger and the
photoluminescence peak will be shifted to shorter
wavelengths. For a given transition width, this shift is
relatively larger for narrower quantum wells. This
made it possible to assess the transition width by com-
parison of the relative positions of the photolu-
minescence peaks of a multiple quantum-well sample
with the theoretical values for perfectly rectangular
wells. The required exact knowledge of the ratios of
the physical magnitude of the quantum wells was ob-
tained by ensuring that the growth rate remained con-
stant, and that there was no perturbation in the
growth rate due to flow transients occurring when the
gas flows are switched. The flow through the sources
was stabilized by insertion of capillary tubes at the
exit of the bubbling vessels.

The usefulness of these capillary tubes may be illustrated by the
fact that, in our reactor, 50 cm® of saturated trimethyl-gallium
vapour in the bubbler is sufficient to grow 500 nm of GaAs. An
accuracy of 0.1 nm in the thickness of a quantum well means that
we have to be able to displace a smallest unit of just 0.02% of this
volume (0.01 cm®) into the reactor chamber at the required instant.
The result was checked by growing samples with superlattices con-
sisting of alternating layers of GaAs and Al/Ga;-xAs. The ripple
wavelengths in the depth profiles obtained by secondary-ion mass
spectrometry (SIMS)!'8] agree well with the periods in the super-
lattices.

From the observed relative shifts of the photo-
luminescence peaks in the spectra of multiple quan-
tum wells that were subsequently grown, we con-
cluded, assuming an exponential decay profile of the
Al content at the interfaces, that the transition width
is no larger than about 0.5 nm for all interfaces [17],

By forced depletion of the gas stream in the hori-
zontal reactor chamber, a replica of a structure grown

(141 p_ M. Frijlink, J. P. André and J. L. Gentner, Very narrow
interface multilayer 111-V heterostructures by organometallic
vapor phase epitaxy, J. Cryst. Growth 70, 435-443, 1984.

(18] R. M. Fleming, D. B. McWhan, A. C. Gossard, W. Wiegmann
and R. A. Logan, X-ray diffraction study of interdiffusion and
growth in (GaAs),(AlAs),, multilayers, J. Appl. Phys. 51, 357-
363, 1980.

(18] See for example H. H. Brongersma, F. Meijer and H. W.
Werner, Surface analysis, methods of studying the outer
atomic layers of solids, Philips Tech. Rev. 34, 357-369, 1974,

071 P, M. Frijlink and J. Maluenda, MOVPE growth of
Gai-xAleAs-GaAs quantum well heterostructures, Jap. J.
Appl. Phys. 21, L574-1L.576, 1982.
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Fig. 9. The effect of gradual changes in composition on the energy-
level diagram of a GaAs quantum well. With abrupt changes ideal
interfaces are obtained, resulting in a rectangular well (a). If the
composition changes slowly near the interfaces, the well becomes
less deep (b). The edge of the conduction band E. and the edge of
the valence band E, are modulated in such a way that the minimum
of E; becomes higher than the lowest conduction level of a rectang-
ular well, whereas the maximum of E, becomes lower than the
highest valence level. The energy difference between the n = | states
will therefore increase, so that the luminescence occurs at shorter
wavelengths.
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Fig. 10. Photoluminescence spectrum of a sample with five GaAs
quantum wells, excited at 4 K with an argon laser emitting at
514.5 nm. The thinnest well, with an estimated thickness of only
about 0.6 nm, has a weak emission peak at a very short wavelength
(620 nm).

upstream can be grown downstream with layers less
than a third of the thickness. In this way it was pos-
sible to show that even a 0.6-nm GaAs layer embedd-
ed in Alg.35Gag g5As acts as a quantum well and
gives a well-defined photoluminescence peak ['*], in
the absence of significant interdiffusion of the layers
during growth. The spectrum of a multilayer structure
containing such a quantum well is shown in fig. 10.
The emission wavelength of this well is very short,
620 nm.

Application in lasers

The use of one or more quantum wells as the active
layer permits the manufacture of separate confinement
semiconductor lasers with shorter emission wave-
lengths, lower threshold currents, higher output
power and a longer lifetime than conventional semi-




128 P. M. FRIJLINK er al.

02um 2um O4pm 25um 0.2um
> »>ie D >

10°cm’ 0.8
NG'Nd 7077 0 X
T 10" ‘ T
0
a 4Lnm Sub
7
[ 50[1[77»:
i 2 y
NS 1 [70um
S S ) F ,
¢ = / {
,; i J/ }, d
b

Fig. 11. @) Composition and doping profiles in a quantum-well laser
manufactured at LEP. The quantum well consists of a 4-nm layer
of pure undoped GaAs. Outside the well the Al content x increases
gradually from 0.5 to 0.8. Near the substrate and the surface the Al
content decreases again to zero. The barrier on one side of the
quantum well is p-doped with acceptor concentration Na (blue), the
one on the other side is n-doped with donor concentration Na(red).
Both the substrate Sub and the surface layer are heavily doped (n*
and p* respectively). b) Schematic structure of the laser. The laser
chip has a height of 70 pm, a width of 150 pm and a length /. The
chip is indium-soldered to a copper block with the epitaxial layers
(blue) downwards. The other side is metallized with an AuGe-alloy.
A current / above a threshold value generates laser emission (red) in
the longitudinal direction.

conductor lasers '8, Fig. Ila shows the composi-
tional and doping profiles of the epitaxial layers for
such a laser, which consists of a single central GaAs
quantum well that collects and confines electrons and
holes coming from n- and p-Al,Ga;_xAs respectively.
The well is surrounded by an almost parabolic alu-
minium concentration profile (with x increasing from
0.5to0 0.8) 0of 0.2 pm on both sides, which confines the
light by the gradient in the refractive index. Cladding
layers of Alg gGag 2 As with alow refractive index pre-
vent coupling between the light in the central guide
and the GaAs in the substrate and the top layer. To
obtain good electrical contacts, a heavily n-doped
GaAs substrate and a thin heavily p-doped GaAs top
layer are used, and the transitions from Alg sGag.2As
to GaAs at the extremities occur gradually within
0.2 um.

After the deposition, the substrate is reduced in
thickness by grinding and polishing the back, and
both sides are metallized for electrical contacts.
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Fig. 12. Threshold current density jin plotted against laser emission
wavelength A at room temperature for four-well lasers obtained
from the same wafer (circles) and for two single-quantum-well
lasers (crosses). The pulse duration was 2 us with a repetition rate
of 500 Hz. The shorter the emission wavelength, the higher the
threshold for laser operation. No laser operation was detected
below 730 nm.
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Fig. 13. Photoluminescence spectrum at 4 K on excitation with
514.5-nm argon-laser radiation of a sample containing two
Alg.2Gag sAs quantum wells of thickness 3 and 8 nm and
Alg.sGag.sAs barriers. The combination of a narrow well and Al
incorporation gives a very short emission wavelength.

Cleaving and sawing provides individual laser chips,
typically 500 by 150 pm, with the cleaved planes at the
extremities acting as mirrors for obtaining optical
resonance. The laser crystals are soldered, p-side
down, to an indiated copper block (fig. 11b), which
acts as a heat sink.

The threshold current for laser operation increases
as the quantum well becomes thinner. In view of the
thickness dependence of the emission wavelength
(fig. 7) this implies that lasers with a shorter emission
wavelength have a higher threshold current. Fig. 12
shows the threshold current density as a function of
the emission wavelength for quantum-well lasers with
different well thicknesses {'4]. No laser action was
obtained for wavelengths shorter than 730 nm, prob-
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Fig. 14. Power P emitted per facet as a function of current 7 for a
quantum-well laser of the type shown in fig. 115 with / = 500 pm,
operating at room temperature and emitting at 775 nm. The thresh-
old current is 0.50 A, corresponding to a current density of
660 A/cm?. A maximum power of 230 mW is obtained.

ably because carrier capture becomes too inefficient
for thinner wells.

The answer to this problem may be to use a large
number of quantum wells, or Al,Ga;_,As instead of
GaAs for the quantum well, which can then be thicker
for the same emission wavelength. For a given thick-
ness, the incorporation of Al in the active layer shor-
tens the emission wavelength. Fig. 13 shows the photo-
luminescence of 3-nm and 8-nm quantum wells with
20% of aluminium in the active layer. The emission
wavelengths are considerably shorter than for pure
GaAs wells of comparable thickness.

A laser structure that was more extensively studied,
with a single quantum well and an emission at
775 nm, had a threshold current density of 530 A/cm?
in the pulsed mode (2-pus pulses with a repetition rate
of 500 Hz) and 660 A/cm? in CW operation. In fig. 14
the CW light output at room temperature is plotted
against the input current. The maximum available
light output power per facet was about 230 mW. The
cavity length was 500 pm. Still lower threshold cur-
rent-density values, down to 300 A/cm? for a cavity
length of 440 um, were obtained using 15-nm quan-
tum wells, emitting at 860 nm.

Modulation-doped heterostructures

Modulation-doped Al,Ga;._,As/GaAs heterostruc-
tures have become a subject of intensive study in many
laboratories. In these structures, GaAs is undoped
whereas Al,Ga;_,As is n-doped with a typical donor
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concentration of between 10!7 and 5x10'® cm™3,
except for a thin undoped layer next to the hetero-
junction, called a spacer layer. Owing to the difference
in electron affinity and band gap between GaAs and
Al,Ga;_,As, there is a step in the conduction and
valence bands at the heterojunction; see fig. 15. In-
duced electron transfer creates an electron-accumula-
tion region on the GaAs side of the heterojunction
and an electron-depletion region on the Al,Ga;_,As
side. The potential well in the accumulation region
gives quantization of the electron states in the direc-
tion perpendicular to the heterojunction. Since move-
ment parallel to the interface remains free, a two-
dimensional electron gas is formed.

Ec
TDEG

I

——F
Ey

Fig. 15. Schematic energy-band structure of a modulation-doped
heterostructure. Ey top of valence band; Er Fermi level; E; bottom
of conduction band. The structure consists of an n-doped
AlyGa;_,As layer and an undoped GaAs layer, separated by a thin
undoped AlyGa;_,As layer or spacer. In the potential well on the
GaAs side near the heterojunction, conduction electrons accum-
ulate, forming a two-dimensional electron gas (TDEG). These elec-
trons are spatially separated from the parent donor atoms in the n-
doped layer.

The spatial separation between the accumulated
electrons and the donor impurities greatly decreases
the rate of impurity scattering. This results in a high
electron mobility parallel to the heterojunction, which
is increased at low temperatures as there is less optical
phonon scattering. The combination of high electron
density with high electron mobility in the accumula-
tion region makes these structures very attractive for
application in high-frequency devices.

An example of the modulation-doped heterostruc-
tures we have investigated ['®1 is shown in fig. 16.

1181 W, T. Tsang, Extremely low threshold (AlGa)As modified
. multiquantum well heterostructure lasers grown by molecular-

beam epitaxy, Appl. Phys. Lett. 39, 786-788, 1981;
D. R. Scifres, C. Lindstrom, R. D. Burnham, W. Streifer and
T. L. Paoli, Phase-locked (GaAl)As laser diode emitting
2.6 W CW from a single mirror, Electron. Lett. 19, 169-171,
1983.

(191 [nvestigations on modulation-doped heterostructures have
also been described by J. Maluenda and P. M. Frijlink in Jap.
J. Appl. Phys. 22, L127-L129, 1983, and in J. Vac. Sci. &
Technol. B 1, 334-337, 1983.
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Fig. 16. Cross-section of a typical modulation-doped heterostruc-
ture on a Cr-doped semi-insulating GaAs substrate. Below the
spacer of thickness d a two-dimensional electron gas (TDEG) is

formed. The n-Alg.3Gag.7As layer contains 7.5x 10'7 cm™® of Si
atoms.

On a semi-insulating Cr-doped GaAs substrate there
is a 0.5-um non-doped GaAs layer and a 0.15-um
Alg.3Gag.7As layer doped with 7.5x 107 at. Si/cm?,
with a thin non-doped Aly.3Gag.7As spacer layer of
variable thickness. A 10-nm cap layer of GaAs facil-
itates the formation of ohmic contacts. Hall measure-
ments were made on these structures: orthogonal
external electric and magnetic fields induce a voltage
across the sample at right angles to both fields, and
this voltage was determined. The reciprocal of this
voltage is proportional to the free carrier concentra-
tion and the ratio of this to the electrical resistivity
gives the electron mobility.

Results of the Hall measurements on these struc-
tures are shown in fig. 7. The sheet electron density
and the electron mobility determined at 77 K are given
as a function of the spacer thickness. The density
decreases with larger spacer thickness, owing to a
decreasing accumulation effect. The electron mobility
has a maximum of 8 x 10* cm? Vs at a thickness of
12 nm, where the electron density is 8.3 x 10'* cm™2.

The electron mobility in this structure at 77 K is
determined by the scattering at residual impurities in
the direct vicinity of the electrons and at intentionally
incorporated donors with Coulomb fields extending
into the accumulation region. A screening effect also
has to be considered. Electrons tend to stay longer

near positive scattering centres than elsewhere. These
centres are therefore surrounded by a net negative
charge, which partly screens their fields and therefore
reduces the scattering. If the spacer is very thin, most
of the scattering occurs at intentionally incorporated
donors. With a larger thickness this scattering dim-
inishes owing to the increasing separation between
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electrons and donors. This leads to a higher mobility,
although the screening effect becomes weaker because
of the lower electron density. With a thick spacer,
scattering occurs mainly at residual impurities. The
only result of an increase in thickness is then a lower
electron density, so that there is less screening and
hence a lower mobility.

The dependence of the electron mobility on the
temperature is illustrated in fig. 18 for one of our
samples containing a 15-nm undoped spacer layer and
a 45-nm n-doped layer of Alg 3;Gag.gsAs, with a
30-nm GaAs cap layer [141[20] The sheet electron
density was found to be 5 x 10'! cm™2. At room tem-
perature a mobility of 7.4 x 10® cm?V~'s™! was meas-
ured. At lower temperatures, the decrease of optical
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Fig. 17. Effect of spacer thickness d on the electron mobility u at
77 K and the sheet electron density ns, determined by Hall meas-
urements on the modulation-doped heterostructures of fig. 16 (191,
With increasing spacer thickness the sheet electron density

decreases monotonically, whereas there is a maximum in the
electron mobility.
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Fig. 18. Decrease in the electron mobility u with temperature 7 for a
modulation-doped heterostructure based on Alg 35Gag ¢sAs and
GaAs with a spacer thickness of 15 nm.
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phonon scattering leads to markedly higher mobilities:
1.21x10°cm?V~1s1at77K and 1.73 x 108 cm? V157!
at 4 K. The highest mobility obtained for one of our
best samples was 2.7 x 105 cm?V~!s~! at 4 K.

Application in transistors

The idea of a modulation-doped heterostructure
has been used in the fabrication of a high-electron-
mobility transistor (HEMT), a special type of field-
effect transistor. Here the electrons are transferred be-
tween the source and drain electrodes via a very thin
channel near the substrate surface. The current con-
ductance between source and drain is modulated by
the transverse electric field between the gate and the
substrate. A characteristic feature of a HEMT device
is that the conductance takes place in the undoped
GaAs layer in the accumulation region near the
heterojunction.

The technology used in the fabrication of HEMT
devices is based on planar processes. Here again
MO-VPE has been found to be an appropriate method
for depositing the various layers. Device isolation is
obtained by boron implantation. The ohmic drain
and source contacts are formed by evaporated alloys
of gold and germanium. Several device geometries
have been considered, differing in the length and
width of the gate and in the source-gate and drain-
gate spacings.

The gain that can be obtained is proportional to the
transconductance, i.e. the change in the drain-source
current induced by a given change in the gate voltage.
The transconductance can be derived experimentally
by measuring the drain-source current as a function
of drain-source voltage at different values of the gate
voltage. In fig. 19 the curves measured at 300 and 77 K
are given for a non-optimized device in which the Al
gate had a length of 100 um and a width of 1000 um
and the source-gate and drain-gate spacings were
1 pm 118, This particular device was in fact the first
HEMT made with MO-VPE (instead of MBE), thus
demonstrating the feasibility of this technique. The
transconductance, determined by the distance between
the curves for different gate voltages, increases mark-
edly on going from 300 K to 77 K. This clearly demon-
strates the higher electron mobility at lower tempera-
tures.

The best values obtained so far for the transcon-
ductance are 250 S/m at 300 K and 450 S/m at 77 K.
These values were measured for a HEMT device with
a gate length of 1.1 um, a gate width of 240 pym and a
source-drain spacing of 4 um. The test versions of the
HEMT devices were found to have a good high-fre-
quency performance, mainly because of the modu-
lated doping and the small gate length. Microwave
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Fig. 19. Characteristic curves of drain-source current Ips plotted
against drain-source voltage Vps for a HEMT device at 300 and
77 K, with the gate voltage varying in steps of 200 mV. The
transconductance, derived from the spacings between the curves,
increases threefold from 300 to 77 K.

measurements indicate a noise figure of 2.1 dB with
an associated gain of 5.1 dB at 12 GHz and a cut-off
frequency of 30 GHz.

Quantized Hall effect

An interesting effect associated with the presence of
a two-dimensional electron gas in modulation-doped
heterostructures is the ‘quantized Hall effect’. This
can be observed when the Hall voltage is measured at
very low temperatures (< 4 K) as a function of the
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Fig. 20, Quantized Hall effect for a modulation-doped heterostruc-
ture based on Al 3Gap.7As and GaAs, with a two-dimensional
electron gas. The Hall resistance Ry (Va/I) and magnetoresistance
Rm (Vx/I), measured at 4 K, are given as a function of the mag-
netic flux density B (in the z-direction). At certain values of the flux
density there is a plateau in the curve for Ry and there is a minimum
for Rm.

{201 j P, André, A. Britre, M. Rocchi and M. Riet, Growth of
(Al,Ga)As/GaAs heterostructures for HEMT devices, J. Cryst.
Growth 68, 445-449, 1984. :



132 MO-VPE OF III-V SEMICONDUCTORS, I

strong magnetic field. The Hall resistance Ry — the
ratio between the measured Hall voltage and the elec-
tric current — does not increase linearly with the mag-
netic field but has a number of plateaus [?!1, The
resistance at these plateaus appears to be independent
of the electron mobility, sample geometry and impur-
ity concentration and is given to an accuracy of
1 in 108 by:

Ry = h/én, (10)

where % is Planck’s constant, e the electronic charge
and » an integer 221, A plateau in the Hall resistance
is associated with a minimum in the magnetoresist-
ance.

The quantized Hall effect has been observed for
several modulation-doped heterostructures grown
in our Laboratories (23], An example of the results
is given in fig. 20, where the Hall resistance and
magnetoresistance measured at 4 K are plotted against
the magnetic field. The sample had a 7-nm spacer of
undoped Alg.3Gag.7As between 500-nm undoped
GaAs and 150-nm Si-doped Alg.sGag.7As. The value
derived for the sheet carrier density in the accumula-
tion region was 4 x 10** cm™2 and the electron mobil-
ity measured at 77 K was 6x10* cm®V~'s™'. The
plateaus in the Hall resistance and the close corre-
spondence with the variation in the magnetoresistance
are clearly visible.

‘wavelengths down to 730 nm.
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(211 The quantized Hall effect was first observed in silicon-MOS
field-effect transistors, see K. von Klitzing, G. Dorda and
M. Pepper, Phys. Rev. Lett. 45, 494-497, 1980.

Shortly afterwards this effect was also observed in

Al;Ga,..xAs/GaAs heterostructures, see D. C. Tsui and A. C.

Gossard, Appl. Phys. Lett, 38, 550-552, 1981.

With strong pulsed magnetic fields plateaus also occur at

fractions of #, see D. C. Tsui, H. L. Stormer and A. C. Gos-

sard, Phys. Rev. lett. 48, 1559-1562, 1982, and J. Wolter, this

issue, pp. 111-117.

(23] The measurements of the quantized Hall effect were made by
colleagues at Philips Research Laboratories, Eindhoven, and
also at the Catholic University of Nijmegen. See for example
R. E. Horstman, E. J. van den Broek, J. Wolter, R. W. van
der Heijden, G. L. J. A. Rikken, H. Sigg, P. M. Frijlink,
J. Maluenda and J. Hallais, Solid State Commun. 50, 753-756,
1984;

R. Woltier, J. Mooren, J. Wolter and J. P. André, Solid State
Commim. 53, 331-333, 1985.

[22]

Summary. Vapour-phase epitaxy with metal-organic reactants (MO-
VPE) is a good method for growing multilayer structures of III-V
semiconductor materials such as GaAs and Al;Ga,_yAs. Precise
control of the growth parameters can give interfaces that are abrupt
on an atomic scale. The quality of the interfaces and the depth
profiling have been assessed by spectroscopic ellipsometry and
confirmed by photoluminescence experiments on quantum wells
consisting of a thin GaAs layer between two Al,Ga,-rAs layers
with a larger band gap. The emission wavelength of these wells can
be varied in a controlled manner from 800 to 620 nm by decreasing
the well width or incorporating aluminium in the well, or both.
Laser operation has been obtained for quantum wells with emission
In modulation-doped hete-
rostructures with GaAs and Al;Ga;-xAs a two-dimensional elec-
tron gas is formed on the GaAs side near the heterojunction. The
spatial separation of carriers and donor impurities gives high elec-
tron mobilities, particularly at low temperatures. This favours the
application of such structures for obtaining transistors with a good
high-frequency performance. At low temperatures the presence of a
two-dimensional electron gas is responsible for the ‘quantized Hall
effect’.
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Metal-organic vapour-phase epitaxy with a novel reactor and
characterization of multilayer structures

M. R. Leys, M. P. A. Viegers and G. W. 't Hooft

Introduction

The previous article [!) explains how multilayer struc-
tures with Al,Ga;_,As can be grown on a GaAs sub-
strate by metal-organic vapour-phase epitaxy (MO-
VPE). The great importance of abrupt transitions in
such structures prompted us to optimize the growth
method to produce such transitions. A novel reactor
was therefore developed that could be used to bring
about very fast changes in the gas composition. Trans-
mission-electron-microscope (TEM) investigations of
the resulting structures have shown that the transition
between layers of different composition can take place
within approximately one monolayer. Investigations
of the optical quality of the structures have shown
that quantum wells consisting of a very thin GaAs layer
between two Al,Ga;_,As layers can have a high lumi-
nescence efficiency. We have studied the temperature
dependence of the radiative recombination coefficient
for various quantum wells; this quantity is important
for optoelectronic applications of quantum-well lasers.
The measured temperature dependence and the varia-
tion with well thickness showed reasonably good agree-
ment with calculations based on a simple model.

In this article we first describe the new reactor and
the growth procedure. We then discuss the character-
ization by TEM, with special attention to the method
of obtaining a good contrast between layers of differ-
ent composition. TEM micrographs of structures that
have been grown are then shown. Finally the tempera-
ture dependence of the radiative recombination coeffi-
cient in quantum wells is compared with the value in
the bulk material and the consequences for laser ap-
plications are discussed.

Growth of multilayer structures with abrupt transitions

MO-VPE can be used to produce a multilayer struc-
ture on a substrate by appropriately changing the
composition of the vapour phase above the substrate
surface during epitaxial growth '), To obtain struc-

tures with abrupt transitions and very thin layers, good
control of the gas composition is essential. This means
that special precautions have to be taken with the de-
sign of the reactor and the processing conditions. A
rapid change in the supply of the components does not
necessarily produce the same rapid change near the

.~_J-— - |

E—

Sub

Fig. 1. Diagram of a novel reactor for MO-VPE of Al,Ga,_,As lay-
ers. The carrier gas (Hz) is supplied to the mixing chamber M at the
bottom of the vertical reactor. A component C is admitted by a
pneumatic valve V to the mixing chamber or switched by another
valve to a bypass B. The substrates Sub are attached to the inner
wall of a hollow susceptor H, which is heated by r.f. induction to a
temperature of about 700 °C. Thin films are deposited on the
substrates from the gas mixture (carrier gas plus components). E
exhaust.

Drs M. R. Leys, formerly with Philips Research Laboratories,
Eindhoven, is now with the University of Lund, Sweden; Dr M. P.
A. Viegers and Dr G. W. ’t Hooft are with Philips Research Lab-
oratories, Eindhoven.

(11 p. M. Frijlink, J. P. André and M. Erman, Metal-organic
vapour-phase epitaxy of multilayer structures with 111-V semi-
conductors, this issue, pp. 118-132.
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substrate surface. While the components are being
transported through the reactor various recirculation
effects can occur, with the result that the original fast
change in the gas composition can be ‘spread out’ to
give a gradual change in the composition in the actual
structure. One important factor here is gas recircula-
tion in the reactor; another is diffusion, especially
from ‘stagnant’ volumes in the valves and in a bound-
ary layer near the substrate surface. Our reactor has
been designed to reduce this ‘smoothing out’ to a
minimum {21,

The new reactor

Fig. 1is a diagram of the new reactor used for pro-
ducing multilayer structures with sharp transitions.
Fig. 2shows part of the experimental arrangement used
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chamber through a feed line or is switched to a bypass
line. These lines have the same flow resistance, so that
the transit times are the same and there are no pres-
sure fluctuations when the valves are opened or closed.
The inlet valves and the lines are purged constantly
with hydrogen so that there are no stagnant volumes
in the gas-feed system.

The geometry of the reactor is optimized for fast
throughput of the gas mixture (carrier gas plus com-
ponents). This means that the distances between inlet
valves, mixing chamber and substrates are kept to a
minimum. Recirculation of the gas mixture is largely
eliminated by streamlining the input region, and by
the vertical arrangement of the reactor. The gas mix-
ture passes through a hollow susceptor with a rectang-
ular internal cross-section; the substrates are attached

N

Fig. 2. Part of the experimental MO-VPE arrangement for growing layers of Al,Ga,_,As. The
reactor with gas inlet at the bottom is shown at the centre, and the valves for admitting the various
components are arranged around it radially. The substrate is heated to the required temperature
in the reactor by r.f. induction in the suspector. The thermostatic baths with bubbling vessels con-
taining the metal-organic compounds are on the right.

for producing the structures described in this article.
The carrier gas (hydrogen) and the reactive compo-
nents enter the vertical reactor from below after pas-
sing through a mixing chamber. The different compo-
nents are supplied to the mixing chamber by separate
lines (five in total). Each component enters the mixing

to the inner wall of the susceptor. With this geometry
the free convection — the tendency of hot (less dense)
gases to rise, as in a chimney — helps rather than hin-
ders the forced convection. This minimizes the effect
of gas recirculation and reduces the thickness of the
diffusion-boundary layer near the substrate surface.
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The graphite susceptor contains two areas (each
35 x 70 mm?) for positioning the substrates. It is heat-
ed by r.f. induction. The hydrogen acting as carrier
gas is purified by a palladium diffusor. The system for
the growth of Al,Ga;_,As also contains sources of the
reactive components trimethyl aluminium (Alz(CHj)g),
trimethyl gallium (Ga(CHj)s3) and arsine (AsHj), as
well as the reactive components for n-type or p-type
doping. A microcomputer controls the supply of the
various components during growth and keeps the sus-
ceptor at the correct temperature.

Growth procedure

The multilayer structures are grown on the (001)
surface of a GaAs substrate. The susceptor is kept at
700 °C during the growth. The total gas flow through
the reactor is 7.5 1/min and the total pressure in the
reactor is 10° Pa (1 atm). The partial pressure of
Ga(CHs)s is 3 Pa, the partial pressure of AsH3 is 75 Pa.
Under these conditions the growth rate is 0.35 nm/s,
corresponding to slightly more than one monolayer
per second. The partial pressure of Ala(CH3)g can be
varied from 0 to 12 Pa to grow AlGa;_,As layers
with different compositions. The partial pressure of
Aly(CHj)e for the growth of AlAs is 3.6 Pa.

To demonstrate how flexible the growth process is
and how well the layer thickness can be controlled, we
made a complicated test structure. The growth pattern
of the structure is shown in fig. 3. At the start we grew
alternate layers of GaAs and Alp.55Gag.45As by con-
tinuous introduction of Ga(CHj)s and AsHjz while
alternately switching the flow of Al3(CH3)g from the
mixing chamber to the bypass line. Thefirst GaAs layer
(called the buffer layer) and the first Alg 55Gag.45AS
layer are relatively thick; the others are extremely thin
(down to about 0.7 nm grown in two seconds). Next
some layers of Al,Ga;_,As with ascending x were
grown. Before growing each layer the component sup-
ply was briefly interrupted (for about 5 s) until the par-
tial Al3(CHz3)e pressure had reached the appropriate
value. In the final part of the growth Ga(CH3)3 and
Al3(CH3)e were supplied alternately, to produce a
quasi-superlattice, consisting of alternate 3.5-nm lay-
ers of GaAs and AlAs. Finally, a layer of AlAs and a
top layer of Alg 55Gag.45ASs were grown.

Characterization by transmission electron microscopy

It is difficult to obtain direct and unambiguous infor-
mation about layer thickness and transition width in
these multilayer- structures. The previous article ex-
plains how luminescence spectra can be used for
estimating the thicknesses of the layers and transition
regions [, The model used, however, only applies for
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Fig. 3. Diagram of a test structure grown by MO-VPE, consisting
of a large number of Al,Ga,_,As layers with different values of x.
The growth time (in seconds) for each layer is plotted along the ver-
tical axis. The layers and growth times are not shown to scale.

a direct-gap semiconductor (Al,Ga;_,As withx < 0.35)
with a layer thickness between 2 and 20 nm. Analytical
techniques such as Auger electron spectroscopy and
secondary-ion mass spectroscopy 3! are limited by the
fact that the depth resolution is no better than about
2 nm. Also, since these methods only give the composi-
tion as a function of depth, details at interfaces cannot
be observed.

The method we used for characterization in our in-
vestigations was transmission electron microscopy
(TEM). In principle a resolution of 0.2 nm can be ob-
tained with TEM, so that structures can be studied on
an atomic scale. The method can also reveal details
with atomic dimensions at interfaces.

The basic requirement for TEM is a specimen thin
enough to be transparent to electrons. This means
that a multilayer structure has to be studied in cross-

[21 M. R. Leys, C. van Opdorp, M. P. A. Viegers and H. J. Talen-
van der Mheen, Growth of multiple thin layer structures in the
GaAs-AlAs system using a novel VPE reactor, J. Crystal

_ Growth 68, 431-436, 1984,

131 See H. H. Brongersma, F. Meijer and H. W. Werner, Surface
analysis, methods of studying the outer atomic layers of solids,
Philips Tech. Rev. 34, 357-369, 1974.




136 M. R. LEYS et al.

section, which requires a special technique for speci-
men preparation 4. The TEM micrographs shown
here were made with a Philips EM 420 ST microscope
operated at 120 kV. It is possible to distinguish be-
tween layers of different composition in the structure
because they diffract the electrons differently (5. We
shall now show how the composition of the layers
affects the contrast in a TEM micrograph (61,

Contrast

In making a TEM micrograph of a single crystal a
coherent electron beam is diffracted at the crystal
planes in directions given by Bragg’s law:

2dsinf = 4, 1)

where d is the distance between the planes, 8 the angle
between the incident beam and the planes (about 0.5°)
and A is the wavelength of the electrons. The diffracted
beams are focused to form a diffraction pattern at the
diaphragm in the back focal plane of the objective lens;
see fig. 4. When the specimen is tilted so that only one
set of planes exactly satisfies the Bragg relation, then
apart from the transmitted beam only one other beam
effectively reaches the back focal plane. An image can
then be made through the aperture of a diaphragm at
the back focal plane, either including the transmitted
beam (bright field) or with the diffracted beam only
(dark field).

Local deviations from the Bragg relation and local
differences in the composition of the specimen pro-
duce a contrast (amplitude contrast) in the TEM
micrograph. The multilayer structures considered
here are always oriented in such a way that the Bragg
condition is satisfied, so that the contrasts in the TEM
photograph are a direct representation of the local
differences of composition.

The amplitude of an electron beam that is diffracted
from the (hk/) planes is determined by the structure
factor Fii;, defined as [6!:

n
Fui = Y, fiexp 2mj(hx; + ky; + Iz)), 2
i

where 7 is the number of atoms in the unit cell of the
crystal structure, j the imaginary unit () — 1), f; the
scattering factor of atom i, and x;, y; and z; are the co-
ordinates of this atom, expressed in fractions of the
dimensions of the unit cell. For the Al and Ga atoms
in Al,Ga;_,As the atomic scattering factors have to
be weighted with the relative concentrations:

Jaysca =xfar + (1 — X)fca. 3

Since the scattering factor is proportional to the atom-
ic number, fa; is much smaller than fas whereas fga
and fas are not very different. The coordinates
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(xi, ¥i,z;) of the atoms in the unit cell can be derived
from the crystal structure of Al,Ga;_,As. This corres-
ponds to the zinc-blende structure of ZnS: the Al/Ga
atoms form a cubic close-packed structure in which
As atoms occupy half the number of tetrahedral in-
terstices. Fig. 5 shows the unit cell of Al,Ga;_,As. The
coordinates (x;,y;, z;) of the atoms are:

(O 00) (01212) (2a a2) (2,2,0) for Al/Ga

C))
200 GHD G QLD for As.
4. El
ul '
A
% A P
, )\ NN
0
'3 D
=

Fig. 4. Ray diagram for dark-field imaging with transmission elec-
tron microscopy (TEM). The single-crystal specimen Sp is oriented
in such a way that the angle € for the incident electron beam E/ only
satisfies the Bragg relation given in eq. (1) for one set of planes
(with spacing d). The diffracted beam D and the transmitted beam
T are focused by an objective lens O on to the back focal plane F,
where there is a diaphragm. The aperture A in the diaphragm only
passes the diffracted beam. Contrasts in the micrograph are due to
local deviations from the Bragg relation and local differences in
composition.

——

~ \\ 4 I ] )
/// ‘ // \\\
} | \\ ,/‘
i L —
Al, Ga As k0283nm4’

Fig. 5. Unit cell of Al,Ga,_,As. The Al/Ga atoms form a face-
centred cubic lattice: they are situated at the corners of the unit cell
and at the centre-points of the six faces. The As atoms fill half the
number of the available tetrahedral interstices. The coordinates of
the atoms in the unit cell are given in equation (4). The lattice
constant is 0.566 nm.
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On substituting f; and (x;,»;,2z;) in eq. (2) for
different values of &, k and / it is found that the struc-
ture factor depends most strongly on x for diffraction
from (002) planes (61 In this case the structure factor
is given by:

Foop = fo exp(4njz;). )

Substituting z; from eq. (4), fai/ca from eq. (3) and
fas, we obtain:

Fooz = 4xfar + 41 — X)foa — 4 fas. ©)
With fas = fca this becomes:
Fooz = 4x(fa1 — fca)- O]

The composition dependence of the intensity fogp of
the diffracted beam is then given approximately by:

it s 3 ot ®

This means that layers with a small x (for example
GaAs, x = 0) will be dark compared with layers with a
large x (for example AlAs, x = 1), if we make a dark-
field image with Iyoe alone.

Another contribution to the contrast is connected
with the number of electrons taking part in the imag-
ing. In the presence of heavier atoms in the specimen,
many electrons are scattered over such large angles

(=

= S

i

Fig. 6. Ray diagram for a high-resolution TEM micrograph. The
electron beam E/ is incident on the specimen Sp in the direction of
(say) the [110] axis. The beams produced by diffraction from the
crystal planes are focused by an objective lens O on to the back fo-
cal plane F. The diffraction pattern formed by the combination of a
large number of diffracted beams results in an image of the crystal
lattice at the image plane /.
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that they fall outside the lens aperture. This effect is
not so pronounced in specimens consisting of lighter
atoms (they have less scattering power). Although this
effect does not greatly enhance the contrast, it opera-
tes in the same sense as the amplitude contrast: areas
with GaAs appear darker and those with AlAs appear
brighter.

The resolution of the dark-field image is determined
by the diameter of the aperture of the diaphragm in
the back focal plane of the objective lens. This aper-
ture cannot be made arbitrarily large: the maximum
diameter is equal to the distance between the transmit-
ted and the diffracted beams. This means that the
resolution cannot be better than the spacing of the
(002) planes; in GaAs this is 0.283 nm. In practice it is
about 0.5 nm.

A higher resolution can be obtained by quite a dif-
ferent method, in which the electron beam is incident
parallel to one of the crystal axes with a low index,
e.g. the [110] axis. In this case the beam is diffracted
from many crystal planes, all nearly parallel to the in-
cident beam. An image of the crystal lattice is formed
by combination of a large number of these diffracted
beams, as shown in fig. 6. Calculation of the contrast
is very complicated in this case because there are so
many beams. Nevertheless, because of the difference
in scattering between Al and Ga, the GaAs regions ap-
pear darker than the AlAs regions.

Results

Several TEM micrographs were made of the struc-
ture that was grown in the pattern shown in fig. 3.
Fig. 7 shows a dark-field image made with Jyg2. The
different layers are easily distinguished from each
other. At the top of relatively thick AlAslayers a wavy
interface can be seen; the ‘waves’ have an amplitude
of about 2 nm and a wavelength of about 100 nm.
This effect has not yet been completely understood. It
is probable that the interface structure is due to sur-
faceinstability during growth, caused by adsorption of
impurity atoms, notably oxygen and carbon. These
may accumulate at ‘steps’ already present on the
growing crystal surface. Such impurities slow down

41 M.P.A.Viegers, A.F.de Jong and M.R.Leys, Characterization
of structural features in thin layers of GaAs,Al(x)Ga(l — x)As
and AlAs by means of structure factor imaging and high reso-
lution electron microscopy, Spectrochim. Acta 40B, 835-845,
1985.

81 P M. Petroff, Transmission electron microscopy of interfaces
in III-V compound semiconductors, J. Vac. Sci. & Technol.
14, 973-978, 1977.

61  Good books on diffraction theory for TEM include:

P. B. Hirsch, A. Howie, R. B. Nicholson, D. W. Pashley and
M. J. Whelan, Electron microscopy of thin crystals, Butter-
worth, London 1965;

G. Thomas and M. J. Goringe, Transmission electron micros-
copy of materials, Wiley, New York 1979.
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Fig.7. TEM dark-field image, with (002) diffraction, of a multilayer
structure of Al,Ga,_,As grown as in the diagram of fig. 3. Layers
with low x (Al-poor) appear dark compared with layers with high x
(Al-rich), as indicated by eq. (8). The arrows indicate undulations
at the AlAs surface.

Aly 70Gag 3pAs

AlpssGap3sAS ; L

Fig. 8. TEM dark-field image, with fgg2, of the bottom part of the
multilayer structure of fig. 3. The GaAs layers (dark) have a thick-
ness ranging from 0.7 to 3.5 nm. The Al,Ga,_;As layers become
brighter as x increases; an increase of 0.05 is clearly visible.
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the advance of a step over the surface. During the
growth of ‘thick’ layers (> 60 nm), with prolonged
adsorption of impurities, this may have the effect of
disturbing the two-dimensional growth required for a
planar surface. Pure GaAs is much less sensitive to
oxygen and carbon than AlAs, and will therefore
maintain a planar interface much more easily. It is
remarkable that the growth of a thin layer of 3.5 nm
of GaAs is nevertheless sufficient to produce a smooth
interface on a surface with undulations 2 nm high. It
appears that the flatness of a surface is largely kineti-
cally determined, e.g. by the surface mobility and the
adsorption of impurities. The flatness is therefore not
determined by the abruptness of the changes in com-
position, which depends on the technology of the
MO-VPE reactor.

The lower part of the structure is shown in more de-
tail in fig. 8. The stepwise changes of 5% in the alumin-
ium content are clearly visible in the TEM micrograph
as differences in grey tone. It can also be seen that the
changes in composition take place within 0.5 nm,
which is approximately equal to the attainable reso-
lution and corresponds to a transition region of
one or two monolayers. In considering the minimum
thickness of the GaAs layers, we have to remember
that only an integral number of monolayers can be de-
posited. This means that the thickness of the GaAs
layers must always be a multiple of half the lattice
constant (0.283 nm). The thinnest layer, grown in 2 s
at an average rate of 0.35 nm/s will therefore have a
thickness varying in steps between 0.57 and 0.85 nm.

By combining several beams (fig. 6) a more detailed
image of the structure is obtained. Fig. 9 shows a
TEM micrograph made with the electron beam inci-
dent along a [110] direction for an image of the quasi-
superlattice of GaAs and AlAs (fig. 3). The structure
in the micrograph bears a direct relation to the atomic
order in the GaAs and AlAs layers. Each round ‘spot’
visible in the micrograph corresponds to a combina-
tion of a Ga (or Al) atom and an As atom,; see fig. /0.
The growth steps at the interfaces are clearly visible,
especially at the transition from AlAs to GaAs. It is
clear that the transition from GaAs to AlAs, and vice
versa, takes place within approximately one mono-
layer (0.283 nm). The growth steps observed at the in-

71 w. K. Burton, N. Cabrera and F. C. Frank, The growth of
crystals and the equilibrium structure of their surfaces, Phil.
Trans. R. Soc. London A 243, 299-358, 1950/51.

18] 1. H. Neave, B. A. Joyce, P. J. Dobson and N. Norton,
Dynamics of film growth of GaAs by MBE from RHEED ob-
servation, Appl. Phys. A 31, 1-8, 1983.

See also the article by B. A. Joyce and C. T. Foxon, Molecular
beam epitaxy of multilayer structures with GaAs and
Al;Ga;-xAs, this issue, pp. 143-153.

18] G. W. ’t Hooft, M. R. Leys and H. J. Talen-van der Mheen,
Temperature dependence of the radiative recombination coeffi-
cient in GaAs-(Al,Ga)As quantum wells, Superlattices & Micro-
structures 1, 307-310, 1985.
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Fig.9. TEM high-resolution micrograph, with the electron beam in
a [110] direction, of part of the quasi-superlattice of GaAs and
AlAs, grown as shown in fig. 3. The transition from GaAs to AlAs
(and vice versa) takes place within about one monolayer. Growth
steps are visible at the interfaces.
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Al Ga As

Fig.10. Projection in the (110) plane of a structure with a GaAs lay-
er and an AlAs layer. Dashed circles are drawn around the Ga (or
Al) and As atoms that lie close together in this projection. These
correspond to the round spots visible in the TEM image in fig. 9.

MO-VPE OF III-V SEMICONDUCTORS, 11 139

terfaces are due to the presence of surface islands dur-
ing the (two-dimensional) growth. The occurrence of
surface islands during epitaxial growth is known from
crystal-growth theory [”! and has also been demon-
strated in the growth of GaAs with MBE [8].

Temperature dependence of the radiative recombina-
tion coefficient in quantum wells

The reactor described in this article can be used for
the fabrication of quantum-well lasers of the type de-
scribed in the previous article [!!. Under optimum
growth conditions it is possible to obtain quantum
wells that have a high value of the luminescence
efficiency, defined as the number of emitted photons
divided by the number of injected charge carriers. A
high efficiency means that the probability of a sponta-
neous radiative electron-hole recombination, given by
the coefficient B, is large compared with the probabili-
ty of non-radiative transitions. The dependence of
these probabilities on temperature is of practical im-
portance for optoelectronic devices. In general, the
coefficient B decreases with increasing temperature
whereas the probability of non-radiative transitions
increases. This leads to a fall in the luminescence
efficiency and increases the threshold current for laser
operation at higher temperatures.

Theoretically, B is less strongly dependent on the
temperature in a quantum well than in the bulk mat-
erial; this has an advantageous effect on the lumines-
cence efficiency and on the threshold current for laser
operation when quantum wells are incorporated as
the active layer. We have studied the temperature de-
pendence of B experimentally by measuring the lumi-
nescence decay times at different temperatures [,
The measurements were performed on bulk GaAs and
on quantum wells, which have such a high efficiency
at these temperatures that, as a first approximation,
the effect of non-radiative transitions can be neglec-
ted. Before looking at the results, we shall first show,
in simple theoretical terms, how the temperature de-
pendence of B in a quantum well differs from that in
the bulk material [°].

Theory

The radiative recombination coefficient B is defined
as:

B=1L/np, )

where L is the photon generation rate (number of
photons per unit time and per unit volume) and » and
p are the concentrations of electrons and holes in the
conduction and valence bands, respectively. To estab-
lish the temperature dependence we assume that holes
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of only one type are present in the valence band. The
values of n, p and L are determined by the densities of
states 0. and oy and by their occupation probabilities
Jfe and f;, in the conduction and valence bands (101,

n= Ef Qe f. dE., (10)
E, ’
p= _f on(l — fn) dEn, (11)
L« Ef owafull — f2) dEe—En),  (12)

where E. is the energy of an electron in the conduction
band with minimum energy E. and Ej, is the energy of
a hole in the valence band with maximum energy E\;
see fig. 11. In eq. (12) E; is the band gap (E. — E,) and
Orea is the reduced density of states for electron-hole
pairs:

(13)

The occupation probabilities f. and. fi depend on
temperature in accordance with Fermi-Dirac statis-

Ored = 3(07" + o)7L

— Kk

Fig. 11. Parabolic variation (schematic) of the energy E of the elec-
trons in GaAs, as a function of the wave number k (momentum).
GaAs is a direct-gap semiconductor: the minimum E. of the con-
duction band and the maximum Ey of the valence band lie at about
the same value of k. The difference between E¢ and Ey is the band
gap E;. Ep. and Epy are the quasi-Fermi energies for electrons
and holes, respectively. A photon is generated when an electron
(with energy E.) in the conduction band recombines with a hole
(energy En) in the valence band. This recombination must comply
with the selection rule that the electron and the hole should have the
same value of k (conservation of momentum).

Philips Tech. Rev. 43, No. 5/6

tics. At low concentrations of conduction electrons
and holes, approximate values of f; and 5 are given
by Boltzmann’s formula:

Jo = exp{(EFr,e — ES)/kT}, 14
Jo =1 — exp{(En — Er,n)/kT}, (15)

where Eg, . and Er,, are the ‘quasi-Fermi energies’ for
electrons and holes. '

The difference in the temperature dependence of the
radiative recombination coefficient B for a quantum
well and for bulk material can be traced back to the
differences in g, and @y. In bulk GaAs the conduction
and valence bands are a parabolic function of the wave
number k (fig. 11). For a conduction electron this
means that the energy E. is given by:

i

E.=E. +
¢ " 8n’m,

, (16)

where # is Planck’s constant and m. is the effective
electron mass. The number of energy levels at E. in an
interval dE. is equal to the number of k-states in the
corresponding interval dk. This number is
proportional to the contents of a spherical shell in the
k-space (hence proportional to k2dk), so that:

Qe x k*dk/dE.. an

Since it follows from eq. (16) that k is proportional to
(E. — Eo)! it is clear that:

0c « (Ec — E)t. (18)
In the same way we find:
on « (Ev— En)}, (19)

and taking account of the k-selection rule (conserva-
tion of momentum) in the recombination:

Ored « (Ee — En — Eg)t. (20)

Substituting eqs (14) and (18) in eq. (10) gives:

n« Ef (Ee — Eo)} (exp(Ex,c — Eo)/kT} dE.. (21)
If we put ¢ = (E. — E.)/ kT, we obtain:
n « (kT)} exp{(Ex,e — Eo)/kT} of et exp(—¢) de. (22)

The integral here is independent of temperature, so
that the temperature dependence of n is given by:

n « THexp{(Eg,e — E)/KT}. (23)
In the same way we find:
p « T exp{(Ey — Exp)/kT}, 4)

L « T} exp{(E, — E. + Ep,e — Exp)/kT}. (25)
When eqs (23), (24) and (25) are substituted in eq. (9)
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Fig. 12. Diagram of a quantum well consisting of a GaAs layer
(thickness d) between two Al,Ga;_As layers with a larger band
gap E;. The layers are grown in the z-direction on a GaAs substrate.
In a very thin GaAs layer the movements of electrons and holes in
the z-direction correspond to discrete levels with energy differences
that are much greater than the thermal energy k7. The electrons
and holes produce photons on recombination. Almost all the elec-
trons have the energy of the lowest conduction level (£,) and al-
most all the holes have the energy of the highest valence level, in
addition to the thermal energy for free movement parallel to the
interfaces.
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Fig. 13. Log-log plots of the luminescence decay time 7 against the
absolute temperature 7, for three quantum wells of GaAs (thick-
ness d) between two layers of Alp.33Gag.67As. The exponent of the
temperature dependence can be derived from the slopes of the lines.
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the exponential factors cancel, so that the tempera-
ture dependence of the radiative recombination coef-
ficient By in bulk GaAs is given by:

By « T°%. (26)

In a quantum well, consisting of a thin layer of
GaAs between two layers of Al,Ga;_,As, with alarger
band gap, discrete energy levels exist for the electron
movements perpendicular to the interfaces ['}; see
fig. 12. At these levels the increase in the density of states
©. with energy then takes place in steps. For a very thin
well the energy difference between these levels is much
greater than kT, so that almost all the electrons occu-
py the lowest level at energy E;. The density of states
may then be assumed to be constant over the energy
range where the occupancy f. has a reasonable value,
so that eq. (10) becomes:

n« /mexp{(Ep,e — EJ)/kT} dE.. 27
E,

After substituting ¢ = (E. — E{)/kT, we then find fot
the temperature dependence:

n « Texp{(Er,. — E)kT}. (28)

The pre-exponential factor here is now 7! instead of
T%, asin eq. (23). The same applies for p and L with
respect to equations (24) and (25). Since the exponen-
tial factors are eliminated again on substituting in eq.
(9), it follows that the temperature dependence of the
radiative recombination coefficient B, in a quantum
well is given by:

By« TV (29)

As the well thickness increases the energy levels come
closer together, so that the densities of states may no
longer be assumed to be constant and the temperature
dependence of B, will change from T7' to T,

Experimental results

The temperature dependence of B can be deter-
mined experimentally by measuring the decay time 1
of the luminescence. This is given by:

= Bng + Y, (30)

where ny is the concentration of the majority carriers
and 1o, ! is the probability of non-radiative transi-
tions. If the luminescence efficiency is high, the second
term can be neglected, so that 77! at constant ng has
the same temperature dependence as B.

The measurements of t were made for quantum
wells of GaAs between Alg.33Gag.e7ASs, grown by
MO-VPE with the reactor described here, producing

101 See for example C. Kittel, Introduction to solid state physics,
4th edition, Wiley, New York 1971.
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transition regions of one or two monolayers. Fig. 13
shows a log-log plot of the measured values of 7
against temperature for three wells of different thick-
nesses. In all three cases a reasonably straight line is
found, sothat 7 « T°. The value of a corresponding to
the slope is 1.07 for a thickness d of 6.5 nm, 1.22
for d = 13 nm and 1.41 for d = 30 nm. There is there-
fore good qualitative agreement with the predicted
temperature dependence as a function of the layer
thickness. A quantitative interpretation of the results
is difficult because the variation of the energy levels
with layer thickness is not accurately known.
Because of the smaller temperature dependence of 7
in a quantum well the threshold current Iy, for laser
operation is also less dependent on temperature. In
the ideal case (to.' = 0, no non-radiative processes)
the value of Iy, is determined solely by 7, so that the

temperature dependence is given by:
ILn < TC, 3D

Usually an empirical relation is used to represent the
temperature dependence of the threshold current:

Ih < exp(T/To), (32)

where the value of Ty characterizes the temperature

Philips Tech. Rev. 43, No. 5/6

behaviour. From equations (31) and (32) it can be
shown that: "

Iy (AIi/dT) = T/a = To. (33)

For a conventional semiconductor laser at room tem-
perature a is about 1.5, so that the maximum value of
Ty is about 200 K. In an ideal quantum well with high
luminescence efficiency the value of @ may approach
1, so that Ty is about 300 K. The smaller increase in
threshold current with temperature will lengthen the
life of quantum-well lasers.

In the work described here Ing. H. J. Talen-van der
Mheen took part in the growth experiments and
C. W. T. Bulle-Lieuwma and Drs A. F. de Jong con-
tributed to the TEM investigations.

Summary. A novel type of reactor has been developed for making
MO-VPE multilayer structures, in which very sharp transitions can
be obtained between layers of different composition. The perfection
of the structures produced is very well demonstrated by means of
transmission electron microscopy. It is demonstrated for instance
that the transition regions are no thicker than approximately one
monolayer. The optical quality of the quantum wells is determined
by measuring the decay time of the luminescence. It appears that
the decay time in quantum wells is less dependent on temperature
than in bulk material, so that the threshold current for laser opera-
tion is also less temperature-dependent.
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Molecular beam epitaxy of multilayer structures
with GaAs and Al,Ga;_,As

B. A. Joyce and C. T. Foxon

Introduction

As indicated in the opening article of this issue [,
thin epitaxial films of some III-V semiconductors have
properties which are important in high-frequency and
optoelectronic applications. Such films can be pre-
pared by conventional growth techniques such as
liquid-phase epitaxy (LPE) or vapour-phase epitaxy
(VPE). For particular applications it may be advan-
tageous to use metal-organic vapour-phase epitaxy
(MO-VPE), discussed in the previous articles [21[8] or
molecular beam epitaxy (MBE) [4],

MBE is a refined form of ultra-high vacuum evap-
oration. In this technique thermally generated col-
lision-free molecular (or atomic) beams of the constit-
uent elements, formed in Knudsen sources, are de-
posited on a heated substrate where they react to form
an epitaxially related crystalline film. Growth tem-
“peratures are usually somewhat lower than those used
in the more conventional growth techniques, while
growth rates are in the range 0.01 to 1 nm/s. Because
the molecular beam fluxes can be started or stopped
rapidly using a simple mechanical shutter, atomically
abrupt interfaces can be obtained. Using in situ anal-
ysis it is possible to measure directly the intensity of
the various molecular beams and as a result films of
high crystalline quality with precise control of the
thickness, composition and doping level can be ob-
tained. Changes in composition and doping level on
an atomic scale facilitate the formation of well-de-
fined multilayer structures with special properties [5].

The growth of III-V semiconductor films by MBE
has been studied extensively at Philips Research
Laboratories in Redhill, England. This study included
the preparation of various types of III-V compounds
and layered structures, investigation of the mech-
anisms controlling the growth and dopant incorpora-
. tion, characterization of surfaces and interfaces,

Dr B. A. Joyce and Dr C. T. Foxon are with Philips Research Lab-
oratories, Redhill, Surrey, England.

measurements of film or layered-structure properties
and the improvement of the MBE equipment. The
film properties have been studied in situ using non-
destructive surface analysis. The III-V semiconduc-
tors grown by MBE have included mainly the binary
compound GaAs and the related ternary alloy
Al,Ga;_,As but some work has also been carried out
both on the fundamental properties controlling
growth and on measurements of film properties for
other alloys such as InGaAs, InGaP, GaAsP, InAsP
and InGaAsP. In all cases single-crystal films were
grown epitaxially on GaAs or for InGaAs on InP.
The progress of MBE technology has led to films
and multilayer structures having adequate quality for
device applications. Background donor and acceptor
levels can be as low as 2 x 10* cm™, In a hetero-struc-
ture of GaAs and Al,Ga;_,As a two-dimensional
electron gas is formed in the GaAs material near the
interface, showing extremely high electron mobilities
at low temperatures: > 3 x10® cm?V~!s~! at 4 K.
With structures of GaAs between Al,Ga;_,As bar-
riers multiple quantum-well lasers have been grown in
which the GaAs wells are as thin as 1.3 nm, corre-
sponding to about five monolayers of material. At

(11 J. Wolter, Research on layered semiconductor structures, this
issue, pp. 111-117.

(21 p. M. Frijlink, J. P. André and M. Erman, Metal-organic
vapour phase epitaxy of multilayer structures with III-V semi-
conductors, this issue, pp. 118-132.

81 M. R. Leys, M. P. A. Viegers and G. W. 't Hooft, Metal-
organic vapour phase epitaxy with a novel reactor and char-
acterization of multilayer structures, this issue, pp. 133-142.

41 See for example: L. L. Chang, L. Esaki, W. E. Howard, R.
Ludeke and G. Schul, Structures grown by molecular beam
epitaxy, J. Vac. Sci. & Technol. 10, 655-662, 1973;

A. Y. Cho and J. R. Arthur, Molecular beam epitaxy, Progr.
Solid State Chem. 10, 157-191, 1975.

(81 A. C. Gossard, P. M. Petroff, W. Wiegmann, R. Dingle and
A. Savage, Epitaxial structures with alternate-atomic-layer
composition modulation, Appl. Phys. Lett. 29, 323-325, 1976.
See also: G. H. Dohler, Solid-State superlattices, Sci. Am. 249
(No. 5), 118-126, 1983;

D. W. Shaw, Advanced multilayer epitaxial structures, J.
 Cryst. Growth 65, 444-453, 1983.
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this well width a visible laser emission is obtained at
704 nm ¥, To our knowledge this is the shortest
wavelength reported for a room-temperature injection
laser with only GaAs in the wells.

In this article the discussion on MBE will be re-
stricted to certain aspects of the growth of GaAs and
Al,Ga;_yAs. Among the III-V compounds and
alloys these materials are the most widely investigated
and the most promising for practical devices. Before
dealing with some results of our investigations a
general description of the MBE process will be given.
The results to be discussed concern the surface chem-
istry of growth, the control of the Al,Ga;_,As
composition and the growth dynamics. Special atten-
tion will be given to the interface between GaAs and
Al,Ga;_,As films. Finally some properties and pos-
sible applications will be discussed.

The MBE process

It will be useful to define at the outset the important
features of the MBE process in terms of the apparatus
used, process parameters and source materials !7].
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Fig. 1. Schematic diagram of an MBE system showing the essential
features required for the growth of 11I-V compound semiconductor
films. Atomic or molecular beams of the film constituents are
produced in the heated Knudsen effusion cells K. By opening the
shutters S the beams are directed to the heated substrate Sub on the
stage S7, which can be rotated. The beam fluxes are monitored by
the ion gauge G. Substrates are introduced via a sample entry lock
En and a sample exchange mechanism Ex. A RHEED system
consisting of an electron gun E/ and a fluorescent screen Fis used to
study the substrate surface before growth and the film surface dur-
ing growth. Other facilities for in situ analysis such as a quadrupole
mass spectrometer and an Auger electron spectrometer are not
shown. Is water-cooled thermal isolator. Pyv pump for obtaining
intermediate vacuum. Pyyv pump for obtaining ultra-high vacuum.
V view port.
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Although MBE is simply a refined form of vacuum
evaporation in which directed neutral thermal atomic
and molecular beams impinge on a heated substrate
under ultra-high vacuum conditions, the apparatus
required to achieve this with the necessary degree of
control has become rather complex. The essential
elements of a system suitable for growth of III-V
compound films are illustrated schematically in fig. /.
It is based on a two- or three-chamber stainless-steel
ultra-high-vacuum system (< 10™° Pa), usually ion-
pumped or cryopumped, and incorporates large areas
of liquid-nitrogen-cooled panels. The provision of a
vacuum interlock, to enable the substrate to be intro-
duced into the growth chamber without breaking the
vacuum, is essential if films having high-quality elec-
trical and optical properties are to be prepared.

The atomic or molecular beams are formed in
heated Knudsen effusion cells. An example of such a
cell is shown in fig. 2. The material to be evaporated is
contained in a crucible, which is heated by radiation
from a separate winding. In the cell we attempt to
ensure that the liquid or solid phase and the vapour
are in equilibrium (Knudsen evaporation). The mean
free path of the vapour (atoms or molecules) is much
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Fig. 2. Schematic diagram of a typical Knudsen effusion cell, acting
as source of the Group 11 element (Ga or Al) for the MBE growth
of 111-V-films. The evaporation source E is contained in a crucible
Cru of boron nitride. The heater winding Wi is surrounded by heat-
shields Sh of tantalum. The beam of evaporated particles leaves the
cell through the orifice Or. The temperature is read by a thermo-
couple TC passing through the insulators Is and connected to a
radiation collector Co/ of tantalum. Su thermocouple support of
boron nitride.
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larger than the cell orifice, ensuring molecular flow.
The inner crucible is made either of reactor-grade
graphite or, preferably, pyrolytic boron nitride, so
that the possible contamination of the molecular
beams is minimized. Beam intensities are controlled
by the cell temperatures and for molecular flow are
given by [7):

ap; cos 6

e —
nnd “(2nm; kT)?

where J; is the flux per unit area at a distance d from
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surface structure !®). Additionally there may be an
Auger electron spectrometer to determine surface
composition and purity [1°!. Some or all of these facil-
ities may be housed in a separate analysis/preparation
chamber mounted between the sample-insertion inter-
lock and the growth chamber. A general view of the
equipment used for our MBE experiments is shown in
fig. 3.

A RHEED arrangement consists simply of a 5-20 keV
electron gun and a fluorescent screen. The electron
beam is incident at a very shallow angle (1°—3°) to

Fig.3. General view of the MBE equipment (Varian GEN 1I) at the Philips Research Laboratories
in Redhill. The growth occurs in the vacuum chamber on the left by effusing molecular beams
from the tubular Knudsen cells. The growth rates for GaAs and Al,Ga,_.As can be deduced
from RHEED intensity variations measured in the growth chamber. The vacuum system on the
right is used for the introduction and preparation of substrates.

the source, which has an orifice of area a and contains
atoms (molecules) of mass m; having an equilibrium
vapour pressure p; at temperature T (in K). 8 is the
angle between the beam and the substrate surface nor-
mal. Individual cells are thermally isolated by a suc-
cession of heat shields and the flux is regulated by a
shutter operating in front of each aperture. A single
microcomputer can be used to control all of the cell
temperatures (within + 0.25 K) and all of the shutters
to achieve any growth sequence.

Fluxes are usually monitored by an ion gauge
which can be rotated in and out of the beams. Other
analytical facilities may include a quadrupole mass
spectrometer for residual gas analysis and leak-
checking !, and a reflection high-energy electron
diffraction (RHEED) arrangement for assessment of

18] K. Woodbridge, P. Blood, E. D. Fletcher and P. J. Hulyer,
Short wavelength (visible) GaAs quantum well lasers grown by
molecular beam epitaxy, Appl. Phys. Lett. 45, 16-18, 1984,

11 various MBE aspects have been extensively reviewed by
K. Ploog, Molecular beam epitaxy of 11I-V compounds, in:
H. C. Freyhardt (ed.), Crystals — growth, properties and
applications, Vol. 3, Springer, Berlin 1980, pp. 73-162. A
review more directly related to the work described in this
article has been given by C. T. Foxon, Molecular beam

_ cpitaxy, Acta Electron. 21, 139-150, 1978.

8] In a quadrupole mass spectrometer the ions formed in the
ionizer are mass-separated using r.f. and d.c. fields generated
by four electrodes.

11 The importance of in situ RHEED studies in the MBE develop-

ment has been demonstrated by (for example):

A.Y. Cho, J. Appl. Phys. 41, 2780-2786, 1970, and 42, 2074-

2081, 1971, and by J. H. Neave and B. A. Joyce, J. Cryst.

Growth 44, 387-397, 1978.

A survey of various surface-analysis methods, including elec-

tron diffraction and Auger electron spectroscopy has been

given by H. H. Brongersma, F. Meijer and H. W. Werner,

Surface analysis, methods of studying the outer atomic layers

of solids, Philips Tech. Rev. 34, 357-369, 1974.

[10]
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the substrate surface. The diffracted electron beams
form a characteristic pattern on the fluorescent
screen, which provides information on the mor-
phology and the symmetry of the surface. Because of
the small incidence angle the information obtained in
RHEED is derived from the first few atomic layers.
Temporal variation in the intensity of diffraction fea-
tures during MBE growth can be related to growth
dynamics.

Since the atomic or molecular beams are neutral
and collimated they are necessarily divergent, and
usually non-axial with respect to the substrate. To
obtain uniform growth rate or composition (in the
case of alloy films) over a large substrate (diameter 5
to 8 cm ), the substrate stage is rotated at speeds be-
tween 0.03 and 2.0 Hz. It was shown that with this
technique a growth-rate variation of < 1% could be
obtained across a 5-cm substrate, with comparable
control of alloy composition 11}, For alloy growth,
however, the time taken for a complete revolution
must be shorter than the time to grow a monolayer, to
avoid a periodic modulation of alloy composition in
the direction of growth.

To provide the basis of high-quality films, a sub-
strate surface free of crystallographic and other
defects and clean on an atomic scale (<{0.01 monolayer
of impurities) must be prepared. This usually involves
free etching by an oxidative process which removes
any carbon and leaves the surface covered with a pro-
tective volatile oxide, which is subsequently removed
in the vacuum system by heating in a beam of arsenic.
The final quality of the substrate surface can be
checked by RHEED and Auger spectrometry, for
example.

Growth is initiated by bringing the substrate to
the appropriate temperature (typically in the range
500-700 °C) in a beam of arsenic and then opening
the shutter of the Group III element source. Growth
rates are in the range 0.03-3 nm/s (0.1-10.0 um/h),
corresponding to beam fluxes from 5x10'% to
5x10'® at. cm™2s™!. The arsenic flux is typically 3-5
times greater than that of the Group III element, but
it is the latter which determines the growth rate.

Source materials are usually elemental, and all of
the Group III elements produce monoatomic beams.
The arsenic source is rather more complex, however,
both in terms of the species produced and the methods
used to produce them. When evaporation takes place
directly from the element, the flux consists entirely of
tetratomic molecules (Ass), but if GaAs is used as the
source, the arsenic flux is dimeric ['2]. Alternatively,
" dimers can be produced from the element by using a

two-zone Knudsen cell in which a tetramer flux is for-

med conventionally and passed through an optically
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baffled high temperature stage, which can be designed
to produce a complete conversion to a dimeric
flux 1181,

Dopant beams are also produced from Knudsen
effusion cells. The elements used for doping in MBE
are principally Be for the preparation of p-type films
and Si or Sn for the preparation of n-type films. All
these elements evaporate as monomers. Free-carrier
concentrations can be controlled over the range be-
tween 10'# and 10'® carriers per cm®. The upper limit
is set by the limited solid solubility in the lattice, the
lower by the presence of background impurities.

Surface chemistry of growth

Surface kinetic data on growth and doping can be
obtained by using modulated molecular beam tech-
niques [121114) The flux of an incident species can be
modulated by opening and closing the shutter of the
Knudsen cell periodically or by placing a beam chop-
per inside the vacuum system. The perturbation of the
incident flux gives rise to a time-varying concentration
of chemisorbed atoms and molecules on the substrate
surface. This leads to a time-dependent desorption
rate, which can be measured mass-spectrometrically.
Alternatively, by modulating the desorption flux with
a beam chopper, atomic and molecular species which
are leaving the surface directly can be identified and
distinguished from background vapour species.

The kinetic parameters to be extracted from modu-
lated molecular-beam experiments include the surface
residence time, desorption energy, sticking coefficient
and order of reaction in which the adsorbed and de-
sorbed species are involved. From these data detailed
interaction mechanisms have been deduced, especially
for the reaction of gallium and arsenic on (100)

1) A, Y, Cho and K. Y. Cheng, Growth of extremely uniform
layers by rotating substrate holder with molecular beam
epitaxy for applications to electro-optic and microwave
devices, Appl. Phys. Lett. 38, 360-362, 1981;

K. Y. Cheng, A. Y. Cho and W. R. Wagner, Molecular-beam
epitaxial growth of uniform Gag.47Ine.s3As with a rotating
sample holder, Appl. Phys. Lett. 39, 607-609, 1981.

0121 C T. Foxon, J. A. Harvey and B. A. Joyce. The evaporation
of GaAs under equilibrium and non-equilibrium conditions
using a modulated beam technique, J. Phys. & Chem. Solids
34, 1693-1701, 1973.

131 3 H. Neave, P. Blood and B. A. Joyce, A correlation between
electron traps and growth processes in n-GaAs prepared by
molecular beam epitaxy, Appl. Phys. Lett. 36, 311-312, 1980.

14 C, T. Foxon, M. R. Boudry and B. A. Joyce, Evaluation of
surface kinetic data by the transform analysis of modulated
molecular beam measurements, Surf. Sci. 44, 69-92, 1974.

(18] C. T. Foxon and B. A. Joyce, Interaction kinetics of Ase. and
Ga on {100} GaAs surfaces, Surf. Sci. 64, 293-304, 1977.

18] C. T. Foxon and B. A. Joyce, Interaction kinetics of As, and
Ga on {100} GaAs surfaces using a modulated molecular beam
technique, Surf. Sci. 50, 434-450, 1975.

171 C, T. Foxon and B. A. Joyce, Surface processes controlling the
growth of GayIn;_yAs and Ga,In,-,P alloy films by MBE, J.
Cryst. Growth 44, 75-83, 1978.
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substrates of GaAs. It has been demonstrated that the
use of an As4 flux (from an elemental arsenic source)
and that of an As; flux (from a GaAs source) lead to
substantially different surface reactions (181 (161
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Fig. 4. Model of the chemistry of growth of a GaAs film from mole-
cular beams of Ga and Asz. The As sticking coefficient approaches
unity when the substrate is already covered with a monolayer of Ga
atoms. An Asz molecule is first adsorbed into a weakly bound pre-
cursor state, in which it can migrate on the surface. Dissociative
chemisorption can occur on Ga adatoms with a sticking coefficient
< 1. Excess Asy molecules can either desorb from the precursor
state or associate at low temperatures, leading to desorption of an
As4 molecule.
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Fig.5. Model of the chemistry of growth of a GaAs film from mole-
cular beams of Ga and As,. Here an Asy molecule, adsorbed into a
weakly bound precursor state, migrates on the substrate. The mole-
cules can desorb or be chemisorbed on adjacent Ga adatoms. Pair-
wise interaction of two chemisorbed Asy molecules on adjacent Ga
atoms leads to the incorporation of four As atoms in the lattice and
to desorption of another four As atoms as an Ass molecule. As a
result the sticking coefficient of As,4 is < 0.5.
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The interactions of the As; flux and gallium on a
GaAs substrate are summarized in the growth model
shown in fig. 4 "% According to this model the As;
molecules are first adsorbed into a mobile, weakly
bound precursor state. The surface residence time of
molecules in this state is less than 107° s. The basic
process for As incorporation during thin-film growth
is a simple first-order dissociative chemisorption on
surface Ga atoms. When the Ga flux is lower than half
the As; flux, one As atom sticks for each Ga atom
supplied. The maximum value of the As, sticking
coeflicient is unity, which is obtained when the surface
is covered with a complete monolayer of Ga atoms (as
in fig. 4). At relatively low substrate temperatures
(< 600 K) there is an additional association reaction
to form As, molecules. These desorb very slowly by a
first-order reaction. At substrate temperatures above
600 K some dissociation of GaAs may occur.

By contrast, the reaction mechanism with an in-
cident As, flux is significantly more complex [1¢]. The
model for this is shown in fig. 5. Here the Ass mole-
cules are first adsorbed into a mobile precursor state.
The migration of the adsorbed As, molecules has an
activation energy of about 0.25 eV. The surface resi-
dence time is temperature dependent, from which a
desorption energy of about 0.4 eV may be deter-
mined. A crucial finding is that the sticking coefficient
of arsenic never exceeds 0.5, even when the Ga flux is
much higher than the As, flux or when the surface is
completely covered with a monolayer of Ga atoms (as
infig. 5). This is explained by assuming a pairwise dis-
sociation of As, molecules chemisorbed on adjacent
Ga atoms. This second-order reaction is the key fea-
ture of the thin-film growth of GaAs with an As, flux.
From any two As, molecules four As atoms are incor-
porated in the GaAs lattice, while the other four
desorb as an Ass molecule.

Composition control for Al,Ga,_;As films

For the MBE growth of the ternary III-111-V alloy
Al;Ga;_,As, beams of Al, Ga and excess Asy or As,
are directed simultaneously at the substrate surface.
In this way films of good crystallographic perfection
can be obtained. A critical factor, however, in alloy-
film growth by MBE is the production of films having
a homogeneous composition.

Growth reactions for III-1II-V alloys, in so far as
the Group V element is concerned, are similar to those
observed in the growth of binary compounds. The on-
ly problem is to establish those kinetic factors which
can influence the ratio of the Group III elements [17],
An important point to note, however, is that the ther-
mal stability is determined by the less stable of the two
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binary compounds of which the alloy may be consid-
ered to be composed. In the case of Al,Ga;_,As films
AlAs is more thermally stable than GaAs. Thus by
using growth parameters comparable to those for
GaAs, films of good compositional uniformity and
control can be prepared.

At comparatively low substrate temperatures
(<575°C) the sticking coefficients of Al and Ga are
both unity, so the alloy composition is determined
simply by the ratio of the two atomic fluxes. However,
to obtain adequate electrical and/or optical properties
it is frequently necessary to use significantly higher
substrate temperatures. In that case preferential de-
sorption of the more volatile Ga occurs, which means
that the sticking coefficient of Ga is less than unity.
The value for Al, on the other hand, does not change
significantly over the entire temperature range used
(= 650-750°C). The effective loss of Ga can be readily
calculated from its known vapour pressure over GaAs.

Growth dynamics

1t is possible to explore some features of the growth
dynamics of MBE by monitoring temporal variations
in the intensity of various features in the RHEED pat-
tern. It has been found that damped oscillations in the
intensity of both the specular and diffracted beam
occur immediately after initiation of growth 18], A
typical example for the specular beam is shown in
fig. 6. The period of oscillation corresponds exactly to
the growth of a single monolayer, i.e. a complete
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Fig. 6. Oscillations of the intensity of the specular beam in“the
RHEED npattern from a (2 X 4) reconstructed surface in the [110]
azimuth, during the growth of a thin GaAs film on a (001) substrate
of GaAs['7], The notation (2 x 4) indicates an enlargement of the
surface unit cell by a factor of two and four in the [110] and [110]
directions respectively. The growth is initiated by an incident flux of
Ga atoms at the heated substrate which is maintained in a flux of
either Asz or Asy. The intensity I is given in arbitrary units as a
function of the growing time ¢. The oscillation period corresponds
to the growth of a monolayer of GaAs.
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layer of Ga and As atoms, which in the [001] direction
is equal to the thickness of half the lattice constant.
The period is independent of the azimuth of the
incident beam and of the particular diffraction feature
being measured [19), Theamplitude, however, isstrong-
ly dependent on both of these parameters. For evalua-
tion of growth dynamics most of the information is
contained in the specular beam, so we shall limit the
discussion to this feature.

Similar oscillatory effects have been observed dur-
ing epitaxial growth of thin metal or silicon films,
when studied in situ, for example by Auger spectro-

" scopy or low-energy electron diffraction (LEED) [2],

The observation of these effects is usually associated
with a layer-by-layer growth process (i.e. two-dimen-
sional nucleation). Detailed analysis of the oscilla-
tions provides important information on growth dy-
namics.

If we equate changes in intensity of the specular
beam in the RHEED pattern with changes in surface
roughness, a smooth equilibrium surface corresponds
to high reflectivity. On commencement of growth,
clusters are formed at random positions on the crystal
surface, leading to a decrease in the reflectivity. This
decrease can be predicted for purely optical reasons,
since the de Broglie wavelength of the electrons is
about 0.012 nm while the bi-layer step height is about
0.28 nm; i.e. the wavelength is at least an order of
magnitude less than the size of the scatterer, so diffuse
scattering will result. Nucleation is not restricted to a
single layer, but can reoccur before the preceding
monolayer is complete. In the early stages, however,
one monolayer is likely to be almost complete before
the next monolayer starts, so the reflectivity will
increase as the surface again becomes smooth on the
atomic scale, but with subsequent roughening as the
next monolayer develops. This repetitive process will
cause the oscillations in reflectivity to be gradually
damped as the surface becomes statistically distributed
over several incomplete monolayers.

In fig. 7 we show a real-space representation of the
formation of two monolayers which illustrates how
the oscillations in the intensity of the specular beam

1181 j, H. Neave, B. A. Joyce, P. J. Dobson and N. Norton, Dy-
namics of film growth of GaAs by MBE from RHEED
observations, Appl. Phys. A 31, 1-8, 1983.

0191y J, Harris, B. A. Joyce and P. J. Dobson, Oscillations in the
surface structure of Sn-doped GaAs during growth by MBE,
Surf. Sci. 103, L90-L96, 1981.

{20 vy Bostanov, R. Roussinova and E. Budevski, Multinuclear
growth of dislocation-free planes in electrocrystallization, J.
Electrochem. Soc. 119, 1346-1347, 1972;

Y. Namba, R. W. Vook and S. S. Chao, Thickness periodicity
in the Auger line shape from epitaxial (111) Cu films, Surf. Sci.
109, 320-330, 1981;

K. D. Gronwald and M. Henzler, Epitaxy of Si(111) as studied
with a new resolving LEED system, Surf. Sci. 117, 180-187,
1982.
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occur. There is a maximum in reflectivity for the initial
and final smooth surfaces and a minimum (or max-
imum in diffuse scattering) for the intermediate stage
when the growing monolayer is approximately half
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Fig. 7. Real-space representation of the formation of the first two
monolayers of GaAs (/eft) with the corresponding RHEED oscil-
lations (right). The intensity 7 is given as a function of time ¢ for
various numbers 6 of monolayers deposited. When a smooth sub-
strate is progressively covered with less than half a monolayer, the
reduction in smoothness leads to a continuous decrease of reflectiv-
ity and hence of intensity. At higher coverages, up to one mono-
layer, the surface again becomes smoother, The intensity maximum
at @ = 1 is however lower than that at § = 0 because the growth of a
monolayer is not perfectly two-dimensional. Similar intensity varia-
tions occur between 8 = 1 and 8 = 2. The increasing influence of
the deviation from two-dimensional growth leads to a progressive
damping of the amplitude of the oscillation, as shown in fig. 6.
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complete. We have, however, also established that the
amplitude of the intensity oscillations is dependent on
the direction of the primary electron beam, being
greater for the beam incident along [110] than for the
beam incident along [110]. This would suggest, if we
take our optical model one stage further, that most of
the steps which develop on the surface are along the
[T10] direction, as shown in fig.7, i.e. they cause
maximum diffuse scattering when their longer edges
are normal to the incident beam.

From the results obtained we may conclude that
growth occurs principally by a two-dimensional mono-
layer-by-monolayer process, but new monolayers are
able to start before preceding ones have been com-
pleted. The oscillation period provides a continuous
and absolute growth rate monitor with atomic-layer
precision.

GaAs-Al,Ga,_,As interfaces

The MBE method described here has been used to
prepare various multilayer structures based on GaAs
and Al,Ga,.xAs. These include: single-heterojunction
twodimensional electron-gas structures and multiple-
quantumwell (MQW) structures formed from thin
semiconductor films (usually GaAs) confined by layers
of higher band-gap material (usually AlGaAs); when
the structure is periodic and the confining barriers are
thin enough for the wells to be electronically coupled
the structure is known as a superlattice. For the prop-
erties of such structures the quality of the interfaces is
very important, as has been indicated in the previous
articles of this issue.

It is clear from the RHEED study of growth dy-
namics [*®! that films of GaAs and Al,Ga,_As grow
predominantly by a process of two-dimensional nu-
cleation of new monolayers. The damped intensity
oscillations are however indicative of some non-ideal-
ity, i.e. growth is not perfectly two-dimensional. It ise
not yet possible to extract quantitative information on
the structure and composition of GaAs-Al,Ga;_,As
interfaces from the RHEED observations, but several
other techniques have been utilized. It is important to
emphasize, however, that experimentally realizable
interface perfection is so high that conventional
methods of profiling do not have the required resolu-
tion to test it. These methods involve ion sputtering to
section the material followed by some means of com-
position determination, such as Auger electron spec-
trometry and secondary-ion mass spectrometry
(SIMS) 1101, ’

The best claimed (and probably optimistic) resolu-
tion limit of 1 nm was based on a 90%-10% peak-height
range of the Auger signal of Al, from which an
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interfacial width of 1.3 nm was deduced for a GaAs-
Aly 5Gag sAs interface 21!, Even when a superlattice
of GaAs and Alg.3Gag.7As was ‘expanded’ by a fac-
tor of 2400 using a very shallow angle bevelling tech-
nique, the minimum well width of GaAs in which the
Auger signal of Al went to zero (< 1% Al) was 5 nm,
probably due to ion beam mixing and other sputtering
effects [22],

To put these results in context, it has been demon-
strated by other characterization techniques that
superlattices of alternate monolayers of GaAs and
AlAs can be grown successfully with MBE [81 7], The
available methods of obtaining structural and com-
positional information with the necessary level of
spatial resolution are limited to transmission electron
microscopy (TEM) of cross-sections, and to optical
techniques using photoluminescence and excitation
spectroscopy.

Characterization with TEM

In TEM cross-sections, when the superlattice per-
iod is greater than a few atomic layers it becomes very
difficult to form a dark-field image from the superlat-
tice spots since they are then too close to the main lat-
tice reflections. However, because Ga and Al have sig-
nificantly different scattering factors, the superlattice
can still be imaged !, as shown in fig. 8a. Here the
dark bands correspond to GaAs and the light bands to
Al,Ga;_,As, but it is clear that the resolution is not
adequate to define the interface on an atomic scale.

It is also possible to produce lattice-plane images of
superlattices at extremely high resolution, but it is
only possible to obtain a reasonable contrast distinc-
tion between the two materials for GaAs-AlAs struc-
tures. For GaAs-Al,Ga;_,As structures the interfaces
are not clearly defined, but it is nevertheless evident
that there is lattice-point alignment with no crystallo-
graphic disorder across the interface. An example of
this is shown in fig. 8, a cross-section image of a
quantum well consisting of GaAs between two
Al,Ga, _,As layers. The compositional variation can-
not be precisely determined, however.

Luminescence investigations

Probably the best available method for investigat-
ing interface disorder effects in superlattices or mul-
tiple quantum-well structures relies on their optical
characterization [?*]. The measurements are of photo-
luminescence and excitation spectra, typically at
about 4 K, and the features observed are due to free
or bound excitons, i.e. weakly bound mobile electron-
hole pairs. Typical photoluminescence and excitation
spectra for a sample which was grown in our Varian
GEN 1I system at 650 °C are shown in fig. 9. The
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Fig. 8. Above: (110) cross-sectional TEM micrograph of a multiple
quantum-well structure. The GaAs wells (dark) are 5.5 nm thick,
the Al;Ga,_xAs barriers (light) 17.5 nm. The micrograph was
taken under dark-field conditions using the (002) diffraction.
Below: high resolution (110) cross-sectional TEM micrograph
(dark-field image) of a 2.7-nm quantum well of GaAs (dark)
between two AlGa;_xAs barriers (light). The samples were grown
by K. Woodbridge and the micrographs were taken by J. P. Gowers
and D. J. Smith (University of Cambridge).

sample consists of five GaAs quantum wells 5.5 nm
thick between barriers of Al,Ga;_,As.

Exciton linewidths become broader as the well
width decreases, but this could result from two pos-
sible effects. The first is a layer-to-layer thickness
variation, leading to different energy levels for the
conduction electrons in the different layers. The con-
finement of the conduction electrons in GaAs wells
between the potential barriers of Al,Ga;_,As gives rise
to the occurrence of discrete levels, as in the theoret-
ical example of a particle confined in a box. The
approximate value of the confinement energy E,, as-
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suming infinitely deep wells, is given by:
nZh?

E, = ——,
" 8me.d?

where n is an integer, m,. is the effective mass of con-
duction electrons, # is Planck’s constant and d the
well thickness. For a thickness variation Ad which is
independent of d, the variation of the confinement
energy (AE,) is given by:

AE,=cd™®,

where ¢ is a constant.

The second alternative is for a thickness variation
within each layer, but with a constant average layer
thickness. This is the case corresponding to a growth
process which is not perfectly two-dimensional. It will
lead to a modification of the exciton energy provided
the lateral scale of the interface roughness is greater
than the exciton diameter, which is about 30 nm in
bulk GaAs. When the lateral scale of the interface
roughness becomes smaller than the diameter it will
‘feel’ an average potential, so that the energy levels
will be sharp and narrow luminescence peaks will be
observed. A study of the linewidths alone can there-
fore give information only if the lateral scale of the
roughness is greater than the exciton diameter.

It is not possible to distinguish between these alter-
natives in transmission and luminescence measure-
ments, since all the layers are then probed simulta-
neously, but a distinction can be made by excitation
spectroscopy. In this technique the luminescence in-
tensity at a fixed wavelength is measured as the excit-
ing wavelength is varied. If there is a layer-to-layer
thickness variation, luminescence peaks will be ob-
served at energies corresponding to each thickness,
since recombination at a given energy can only orig-
inate from wells of a specific thickness. If there is no
average thickness variation, however, identical peaks
will be observed in the excitation spectra for the
different luminescence energies at which the spectra
are obtained. Apparently this is the case in the sample
of fig. 9. From the peak width of 3.5 meV a thickness
variation of less than one monolayer can be deduced.

Excellent agreement between theory and experiment
was obtained for well widths between 8 nm and 15 nm
for the model in which there was no average thickness
variation, but with an interfacial roughening on the
scale of one (0.28 nm thick) monolayer 28], In the
experiment the wells of GaAs and the barriers of
Alyg.24Gag,76As were deposited at a substrate tempera-
ture of 690 °C. For very similar structures of GaAs
and Alg.21Gay.79As barriers, deposited at 670 °C, the
halfwidths of free exciton luminescence were studied
as a function of well thickness [?41. It was deduced
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Fig. 9. a) Low temperature photoluminescence spectrum (relative
intensity I as a function of the emission energy E.n,) from a five-
period quantum-well structure with 5.5-nm GaAs wells and 17.5-nm
Al,Ga;_,As barriers. b) Corresponding excitation spectrum,
obtained by measuring the relative photoluminescence intensity I as
a function of the excitation energy Eex. at a fixed emission energy
of 1.601 eV. The well-resolved peaks correspond to the formation
of conduction electrons in the quantum state n = 1 and heavy and
light holes in the n = I state. Note that the emission peak and the
first excitation peak occur at the same energy. The peak width of
3.5 meV corresponds to a thickness variation which is less than one
monolayer. The spectra were measured by P. J. Dobson and
K. J. Moore.

211 C. M. Garner, C.Y. Sy, Y. D. Shen, C. S. Lee, G. L. Pearson,
W. E. Spicer, D. D. Edwall, D. Miller and J. S. Harris, Jr.,
Interface studies of Al,Ga;-yAs-GaAs heterojunctions, J.
Appl. Phys. 50, 3383-3389, 1979.

221 1, P. Erickson and B. F. Phillips, Examination of MBE
GaAs/Alg,3Gag.7As superlattices by Auger electron spectros-
copy, J. Vac. Sci. & Technol. B 1, 158-161, 1983.

[281 C. Weisbuch, R. Dingle, A. C. Gossard and W. Wiegmann, Op-
tical characterization of interface disorderin GaAs-Gaj -, Al As
multi-quantum well structures, Solid State Commun. 38, 709-
712, 1981.

241 H, Jung, A. Fischer and K. Ploog, Photoluminescence of
AlyGa;_rAs/GaAs quantum well heterostructures grown by
molecular beam epitaxy; I1. Intrinsic free-exciton nature of
quantum well luminescence, Appl. Phys. A 33, 97-105, 1984.
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that more than 65% of the interface within the photo-
excited area (100 um diameter) was atomically sharp,
and any roughness in the remaining area only exten-
ded over one monolayer.

In conclusion, the analytical methods with suf-
ficient resolution have undoubtedly demonstrated the
high structural and compositional perfection of the
interfaces between some MBE-grown layers. For
GaAs-Al,Ga;_,As heterojunctions we can be confi-
dent that it is possible to prepare interfaces by MBE
so that compositional changes occur over no more
than one monolayer. They are free of extended de-
fects.

Some properties and possible applications

Important properties of MBE-grown layers are the
donor and acceptor concentrations and the free car-
rier concentration and mobility. These properties can
be obtained by electrical characterization methods
such as measurements of the Hall coefficient (28] and
the electrical resistivity. The donor and acceptor con-
centrations can be derived by careful analysis of the
temperature dependence of the free carrier concentra-
tion and mobility [26],

GaAs layers grown in our laboratory by MBE in a
Varian GEN II equipment were found to have a low
background acceptor level. This was determined by
studying the electron mobility in 10-12 pm thick films
lightly n-doped with silicon. The mobilities meas-
ured are typically 7.8 x 10* cm®V~1s7! at 300 K and
1x10% cm?V~1s™! at 77 K. The free electron concen-
trations allowing for depletion are 3x 10 cm™
and the sum of the donor and acceptor concentrations
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Fig. 10. Laser emission (relative intensity J plotted against emission
wavelength A) for a series of multiple quantum-well structures of
GaAs wells and Al,Ga;_,As barriers and for a conventional semi-
conductor laser. The structures show emission at progressively
shorter wavelengths as the well thickness d is reduced. The structure
with the thinnest well (1.3 nm) operates in the visible part of the
spectrum, the emitting wavelength being 704 nm. The multiple
quantum well lasers were made by P. Blood, E. D. Fletcher and
P. J. Hulyer from layers grown by K. Woodbridge.
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can be estimated to be about 7 x 10 cm™ [28], Hence
a value of 2 x 10 cm™ is derived for the background
acceptor concentration. Unintentionally doped films
of similar thickness are fully depleted and this implies
that the background donor concentration is also
about 2x 10* cm™. Two-dimensional electron-gas
structures prepared in the same MBE equipment were
found to have mobilities as high as 3x 108 cm?V~1s™?
at 4 K, which also indicates how pure such sam-
ples are.

Multiple-quantum-well GaAs-AlGaAs injection
lasers have been grown by MBE in our laboratory-
constructed equipment. The GaAs well width was
varied from 5.5 to 1.3 nm to study its effect on the
wavelength of the laser emission [¢). The smallest well
width (1.3 nm) corresponds to only about five mono-
layers of GaAs. The wells are separated by 8 nm wide
Al.Ga;_,As barriers.

In fig. 10 the laser emission spectrum is given for
quantum-well structures with various well widths and
for a conventional laser with GaAs in the active re-
gion, which emits at about 880 nm. A decrease of the
well width from 5.5 to 1.3 nm results in a progres-
sive reduction in operating wavelength from 837 to
704 nm 8], The emission at 704 nm is in the visible
part of the spectrum. To our knowledge it is the short-
est emission wavelength achieved with a room-tem-
perature injection laser with only GaAs (and no Al) in
the wells. Quantum-well lasers with such a short-wave-
length emission are of interest in view of their possible
use in optical information read-out systems.

The reduction of well width, particularly below
about 3 nm, leads however to a strong increase of the
threshold current for laser emission. This forms the
only limitation for the realization of practical short-
wavelength quantum-well lasers: as demonstrated,
extremely thin wells with sufficiently abrupt interfaces
can readily be obtained by MBE. Recently the in-
fluence of the number of wells on the threshold cur-
rent was investigated, using a structure with a fixed
waveguide [27), It was shown that a small number of
wells (preferably a single well) is favourable for
obtaining lower threshold currents. For broad-area
devices with a well of only 2.5 nm in a wide optical
waveguide a threshold current density of about
1 kA/cm?® was measured. This implies that it should

(251 The Hall coefficient represents the voltage induced by
external electric and magnetic fields orthogonal to each other,
which appears across a sample in a direction at right angles to
both fields. The reciprocal of this coefficient is proportional to
the free carrier concentration, and the ratio of the Hall coef-
ficient to the electrical resistivity gives the free carrier mobility.

(261 G, E. Stillman and C. M. Wolfe, Electrical characterization of
epitaxial layers, Thin Solid Films 31, 69-88, 1976.

271 P, Blood, E. D. Fletcher, K. Woodbridge and P. J. Hulyer,
Short wavelength (visible) quantum well lasers grown by
molecular beam epitaxy, Physica 129B, 465-468, 1985.
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be possible to obtain narrow stripes (5 um wide) of
production-type lasers with threshold currents below
50 mA.

In our MBE research and development at PRL
invaluable assistance was given by Mr J. H. Neave.
Many other members of the MBE group at PRL also
contributed to the work described in this article, and
there were many other contributions from members
of other groups and other Philips colleagues.
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Summary. The growth of thin films of GaAs and Al,Ga;-yAs on
GaAs substrates by molecular beam epitaxy (MBE) has been in-
vestigated extensively within the Philips Research Laboratories
at Redhill. High-quality films and multilayer structures with con-
trolled thickness and composition have been deposited. Detailed in-
formation has been obtained on the surface chemistry and the dy-
namics of growth. Itis possible to produce abrupt interfaces between
GaAs and Al.Ga;-xAs layers, where the compositional changes oc-
cur over no more than one monolayer. GaAs layers have been grown
with low background impurity concentrations (2 X 10! ¢cm™®) and
this has enabled us to achieve high electron mobilities at low tem-
peratures (3 x 10% em2V-15"! at 4 K) in two-dimensional electron-
gas structures. Multiple quantum-well structures prepared by grow-
ing very thin GaAs wells between Al/Ga;_yAs barriers showed laser
emission at wavelengths down to 704 nm.
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Silicon molecular beam epitaxy on GaP and GaAs

P. C. Zalm, C. W. T. Bulle-Lieuwma and P. M. J. Marée

Introduction

Most products emerging from today’s semiconduc-
tor industry are manufactured from silicon. Only for
applications such as light-emitting diodes, microwave
devices 11 and lasers for optical communication %],
Compact Disc players [#! and digital optical record-
ing 4] are I11-V semiconductors employed. New and
technologically interesting possibilities can be envis-
aged if single-crystal wafers containing both types of
semiconductor can be prepared. Such monolithic waf-
ers can be used for the fabrication of devices combin-
ing the high-frequency and optoelectronic features of
I1I-V compounds with modern silicon VLSI technol-
ogy. It might even be possible to integrate a laser diode,
a detector (for the reflected laser light) and the circuits
for drive and signal processing all on a single chip.
But there are many difficulties to be mastered in achiev-
ing this goal.

Because of the similarity in crystal structure, silicon
can be deposited epitaxially on a substrate such as the
well-known III-V semiconductor GaAs. A problem is
the difference in interatomic distances: the lattice con-
stant of Si is about 4 % smaller than that of GaAs.
Such a mismatch may lead to incorporation of crystal
defects in the layer or film, and these can adversely
affect the electrical properties. Deposition of III-V
material on Si poses an additional problem, con-
nected with the presence of atomic steps and ‘kinks’
in the surface and with the different bonding of the
two components to Si; see fig. 1. A slight bonding pref-
erence for one component (e.g. As) may induce ‘anti-
phase boundaries’, dependent on the growth mech-
anism. This may also affect the electrical properties. It
was therefore decided to investigate the growth of Si
on I11-V substrates. The intention was to obtain a bet-
ter understanding of the effect of the lattice mismatch
on the crystal quality and to assess the potential and
limitations of these systems.

A large number of experiments were performed
with GaP as the substrate material. This only has a

Dr P. C. Zalm and C. W. T. Bulle-Lieuwma are with Philips Re-
search Laboratories, Eindhoven; Drs P. M. J. Marée is with the
FOM Institute for Atomic and Molecular Physics, Amsterdam.

slight lattice mismatch (0.36%) with Si. We expected
that a study of the combination of Si and GaP would
shed some light on the onset of crystal defects due to
lattice mismatch. Substrates that give a much larger
mismatch are also of interest. A good representative
of this category, which includes all the III-V materials
of technological significance, is GaAs. The growth of
silicon on GaAs was therefore extensively investigated
as well.

A suitable growth technique is molecular beam epi-
taxy (MBE), essentially a controlled deposition by
evaporation in ultra-high vacuum [®). It has been
shown that MBE of Si films on an Si substrate below
800 °C gives material of excellent quality for device
manufacture ). Low deposition temperatures reduce
diffusion across the interface, so that very abrupt
changes in composition can be obtained. In addition,
the decomposition of III-V compounds at higher tem-
peratures limits the temperature range for epitaxial
growth.
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Fig. 1. a) Schematic representation of a surface of a single-crystal
substrate showing steps S and a kink K. ) Two examples of atomic
arrangements for a binary compound (e.g. GaAs) grown epitaxially
on a substrate containing only one type of atom (e.g. Si). The
difference in bonding leads to anti-phase boundaries A at steps S in
the substrate surface.
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Fig. 2. High-resolution lattice images, made along the [110] direc-
tion by transmission electron microscopy (TEM), of MBE-grown Si
on (001) GaP (a) and (001) GaAs (b). The interface region on GaP
does not have any crystal imperfections. The interface region on
GaAs has 60° dislocations D close to the interface and stacking
faults S on (111) planes. The gradual interface transitions of about
five monolayers can be attributed to an intermixing of elements or
to the roughness of the substrates after the cleaning procedure.

The growth experiments described in this article
were performed at the FOM Institute for Atomic and
Molecular Physics (AMOLF) in Amsterdam, where a
silicon MBE facility with associated analysis equip-
ment is available for research purposes. Supplemen-
tary information on the properties of the films was
obtained with various surface-analysis techniques at
Philips Research Laboratories in Eindhoven.

Our studies showed that Si could be deposited epi-
taxially on (001) GaP, with no lattice defects for film
thicknesses up to 75 nm. A cross-sectional lattice im-
age made with a high-resolution transmission electron
microscope is shown in fig. 2a. In films thicker than
75 nm misfit dislocations are introduced. The critical
thickness for the onset of dislocation formation is
much larger than predicted by current theory. In Si
films deposited on (001) GaAs many crystal defects
such as misfit dislocations and stacking faults are ob-
served; see fig. 2. The way in which the lattice mis-
match induces the observed crystal imperfections is
now fairly well understood. This may be important
for the fabrication of thick perfectly epitaxial hetero-
structures. Before discussing the results in more de-
tail, we shall first give a description of the MBE equip-
ment and the procedure.
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Experimental arrangement and procedure

Because of the fairly high temperature (> 1400 °C)
required for significant evaporation, and the high
reactivity of molten Si, effusion cells of the Knudsen
type [%) cannot be used as a source. A good alternative
is the electron-beam evaporator depicted in fig. 3.
Here a high-power beam of electrons, with an energy
of about 10 keV and a current of about 0.1 A, is fo-
cused by a magnetic field on to a Si ‘slug’, resulting in
localized heating, melting and evaporation. The beam
is scanned over an area of about 0.5 cm?.

A problem with such a source is the limited evap-
oration rate. Above a certain power input ‘splut-
tering’ occurs: droplets or clusters containing many Si
atoms are ejected and deposited on to the substrate.
Whereas atoms that arrive individually can diffuse
over the surface until they arrive at a suitable lattice
position, these droplets form immobile amorphous
islands, because they do not disintegrate sufficiently
well on impact.

To prevent this effect the deposition rate must be
limited to less than about 2 nm/s, corresponding to a
silicon flux of less than 10'® at.cm™s™*. This in turn
necessitates growth in ultra-high vacuum to prevent

El
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Fig. 3. Schematic representation of the electron-beam evaporator
used as source for silicon MBE. Evaporation is produced by heating
with an electron beam E/ emitted by the emitter assembly Em and
deflected by a magnetic field on to a silicon slug. Si; solid silicon, Si,
molten silicon, M magnet, MP magnet pole pieces. A deflection of
270° is used to avoid tungsten contamination from the filament.
The copper holder Cu for the silicon slug is water-cooled to prevent
melting and outgassing.

(11 p. Baudet, M. Binet and D. Boccon-Gibod, Low-noise micro-
wave GaAs field-effect transistor, Philips Tech. Rev. 39, 269-
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21 G.A. Acket, J. J. Daniele, W. Nijman, R. P. Tijburg and P. J.
de Waard, Semiconductor lasers for optical communication,
Philips Tech. Rev. 36, 190-200, 1976.

31 Special issue ‘Compact Disc Digital Audio’, Philips Tech. Rev.
40, 149-180, 1982.

T4l K. Buithuis, M. G. Carasso, J. P. J. Heemskerk, P. J. Kivits,

W. J. Kleuters and P. Zalm, Ten billion bits on a disk, IEEE
Spectrum 16, No. 8 (August), 26-33, 1979.

(81 Details of the MBE growth of 11I-V compounds have been
given in the previous article in this issue by B. A. Joyce
and C. T. Foxon.

61 Various aspects of silicon molecular beam epitaxy have been
described in an extensive review article by Y. Ota, Thin Solid
Films 106, 3-136, 1983.
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excessive contamination. Even at 1078 Pa the rate of
incidence of molecules from the residual gas is about
3x 10 cm2s71. If all these molecules were to ‘stick’
and remain on the surface the relative contamination
level would be 3 x 1078, corresponding to an undesired
doping level of 1.5x 10" cm™. This would not only
be disastrous for the electrical properties, but would
also prevent perfect crystal growth. Although the
sticking probability is generally much less than unity
(typically 107%), great care has to be taken with the
design and operation of an MBE system, so that these
problems can be avoided.

For our experiments we used an earlier version of
the present silicon-MBE system at the FOM institute
AMOLF, designed by T. de Jong et al. ™ and shown
schematically in fig. 4. It has the basic features found
in many research-oriented systems, and consists of
three linked vacuum chambers. Substrates mounted
on holders are introduced twelve at a time into the
load-lock annexe to the storage chamber; the twelve
holders are placed on a carrousel. After loading, the
storage chamber is sealed, pumped down and baked
for about ten hours at 150 °C. The final pressure is a
few times 10~ Pa. Then the valve to the main cham-
ber is opened and a holder with substrate is picked up
and transferred with the aid of a magnetically coupled
transfer rod. During the transfer the main chamber
remains at low pressure (10~ Pa). The desired sub-
strate temperature is obtained by direct-current heat-
ing and checked with an infrared pyrometer to an ac-
curacy of *25°C,

Fig. 4. Schematic diagram of an earlier version of the silicon MBE
system at AMOLF. The system contains three vacuum chambers
which can be connected by the gate valves V. A holder with a sub-
strate is supplied via a load lock L. An ion gun I is used for cleaning
the substrate surface. In the main vacuum chamber the surface is
investigated by low-energy electron diffraction (LEED) and Auger
electron spectroscopy (AES). The growth is started by introducing
silicon vapour from the chamber with the Si source So. The dia-
gram does not show the equipment for substrate heating and tem-
perature measurement, the microbalance for growth-rate monitor-
ing, or the quadrupole mass spectrometer for residual-gas analysis.
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The source chamber is mounted below the main
chamber. When the evaporator is turned on, residual
gas adsorbed on the slug surface and the filament is
released. This is pumped away and the valve to the
main chamber is only opened when the source is
stabilized at the desired evaporation or deposition
rate, measured by a quartz-crystal oscillator micro-
balance. The pressure in the main chamber rises by
less than an order of magnitude during the growth;
the additional gas is mainly relatively harmless Hj
from the bulk of the Si slug.

Substrate preparation and analysis

Successful MBE growth of Si on GaP and GaAs re-
quires careful attention to the preparation and clean-
ing of the substrate and the analysis of its surface. It is
known that epitaxial Si films can be deposited on (001)
Si from 200 °C, whereas the deposition on (111) Si
requires much higher temperatures (> 600 °C) (6], It
was therefore decided to use (001) substrates only.
These are cut from liquid-encapsulated Czochralski-
grown crystals, polished and degreased. The GaP sub-
strates of thickness 1 mm are too small to be mounted
directly on the holder, and are therefore attached by
small amounts of indium to a 7 mm X 25 mm silicon
carrier. The indium provides a uniform thermal and
electrical contact for the substrate heating, and does
not affect the purity of the films. The GaAs substrates
are 0.4 mm thick and can be cut immediately to the di-
mensions required for direct mounting in the holder.

Although the substrates are treated with the utmost
care, their surface will always be covered by a thin
film of oxide. Nor can slight contamination by car-
bon, from ‘CO; in the atmosphere or from organic
cleaning fluids, be avoided in practice. These contami-
nants are removed by sputter-etching with an Ar*
beam at an energy of 600 to 800 eV and a total dose of
about 10'® cm™. As ion bombardment makes the sub-
strate surface amorphous, post-annealing is necessary
to restore the crystallinity by solid-phase epitaxial
regrowth [81, This is done at 550 °C for 30 min (GaP)
and at 600 °C for 90 min (GaAs).

A problem with this cleaning procedure is that the
two components may be sputtered at different rates.
Ih addition, at the temperatures necessary for reason-
able regrowth rates (> 1 nm/min) there will be some
evaporation. Since the two components evaporate at
different rates, there will be a depletion of one of the
components (usually the group V element) at the sur-
face. Consequently the surface, although crystalline,
will have a non-stoichiometric composition after
cleaning. In principle this deficiency can be corrected
by supplying the ‘missing’ component through ad-
sorption from the gas phase, or by first growing a
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stoichiometric crystalline film of the III-V material on
the substrate, as described in the previous article [?!.

The effectiveness of the cleaning procedure was
checked by Auger Electron Spectroscopy (AES) [°1:
an energetic (a few keV) electron beam removes a
strongly bound electron from a target atom, and the
‘hole’ created is ‘filled’ by a more weakly bound elec-
tron. The energy gained is used to eject another
weakly bound (Auger) electron with an element-
specific energy between 10 and 2000 eV. Determining
the number of Auger electrons therefore provides in-
formation about the composition of the surface. This
technique is surface-sensitive since the escape depth
(without energy loss) of the Auger electrons is less
than about 2 nm. Residual impurities with a surface
concentration greater than 1 % can be detected. Our
AES measurements revealed that the cleaned surfaces
of GaP and GaAs contain less than 0.01 of a mono-
layer of carbon, nitrogen or oxygen.

Another surface-sensitive technique, low-energy
electron diffraction (LEED) [®!, was used to check the
recrystallization of the surface. In LEED, a low-energy
(< 200 eV) electron beam is reflected by the sample.
Diffraction occurs, and if the surface is crystalline
there will be constructive interference of the reflected
beams in certain directions only. A phosphor screen
placed in the path of the reflected and subsequently
post-accelerated electrons will then emit light locally.
Spot patterns thus obtained are characteristic of the
ordering of the surface atoms. The distance between
the various spots is inversely proportional to the inter-
atomic distances on the surface in a specific direction.

Methods of investigating the films.

Once the substrates had been cleaned sufficiently,
Si films were deposited with thicknesses ranging from
a few tenths of a nanometer to a few hundred nano-
metres. The films were investigated by in sifu analysis
with the integrated AES and LEED equipment (fig. 4)
and further characterization was performed outside
the MBE system [107 (111,

The structural quality of the layers was investigated
by transmission electron microscopy (TEM). The ob-
served defects were correlated to the strain induced
by the lattice mismatch with the substrate. The occur-
rence of strain and defects was studied further by
measuring the back-scattering of light ions in various
directions, which is sensitive to the exact positions of
the atoms in the lattice. Additional information was
obtained by Raman scattering, where the frequency
shift of the scattered light is a measure of the stress
caused by atomic displacements from bulk lattice
sites. The variation of composition with depth was
studied in some samples by secondary-ion mass spec-
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troscopy (SIMS). In this technique the ions that are
successively sputtered from the surface by an ion
bombardment are analysed [°!.

Not all of the Si films were grown on GaP and GaAs.
Some were grown ‘homo-epitaxially’, i.e. on an Si
substrate. Investigations by TEM revealed that these
films were completely free of defects, thus verifying
the quality of the MBE system and the procedure.

Results of in situ analysis

Figs 5 and 6 show LEED patterns from cleaned
GaP and GaAs surfaces and from Si films deposited

Fig. 5. LEED patterns from a (001) GaP substrate (@) and a silicon
film (b). The patterns indicate that when silicon is deposited the sur-
face reconstruction changes from (4 xX2) to (2 x1).

71 A description of this MBE system has been given by T. de Jong,
W. A. S. Douma, L. Smit, V. V. Korablev and F. W, Saris,
J. Vac. Sci. & Technol. B 1, 888-898, 1983.

8] T. de Jong, F. W. Saris, Y. Tamminga and J. Haisma, Solid
phase epitaxy of silicon on gallium phosphide, Appl. Phys.
Lett. 44, 445-446, 1984.

91 See for example H. H. Brongersma, F. Meijer and H. W.
Werner, Surface analysis, methods of studying the outer atom-
ic layers of solids, Philips Tech. Rev. 34, 357-369, 1974.

101 S5j MBE on GaP has been reported previously by T. de Jong,
W. A. S. Douma, J. F. van der Veen, F. W. Saris and J.
Haisma, Appl. Phys. Lett. 42, 1037-1039, 1983.

111 Some of the investigations on Si MBE on GaAs have been re-
ported by P. C. Zalm, P. M. J. Marée and R. 1. J. Olthof,
Appl. Phys. Lett. 46, 597-599, 198S.
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on them. For (001) GaP the surface reconstruction is
characterized as (4 X 2), indicating that the periodi-
cities along the [110] and [110] directions are four times
as large and twice as large as in the bulk material. The
LEED pattern from (001) GaAs gives a c¢(8 X 2) recon-
struction indicating an eight times two enlarged unit
cell as compared with the bulk material, with a centre
of symmetry. These results are typical of crystalline

a | b ! c !
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Normal bulk diffusion of substrate atoms through
the Si film is negligible at the temperatures used here,
but there are other possible causes for the segregation
observed. Detailed inspection of AES spectra and
LEED patterns of various films have revealed two
competing mechanisms. First there is surface dif-
fusion of Ga and P or As from the sides and base of
the substrate, an ‘infinite’ supply. This can be elim-

Fig. 6. LEED patterns from a (001) GaAs substrate (a) and Si films of thickness 1.4 nm (b) and
14 nm (¢). On deposition, the surface reconstruction changes from ¢(8 X 2) to (2 x 1); the diffrac-
tion spots become more diffuse, indicating more crystal defects. The distance between the spots
indicates that the 1.4-nm film has almost the same lattice constant as GaAs, whereas the lattice
constant of the 14-nm film is 4% less and has the same value as for bulk Si.

GaP and GaAs surfaces after ion bombardment and
annealing.

Only a few Si monolayers have to be deposited on
GaP or GaAs for the LEED patterns to indicate a
(2 x 1) reconstruction, which is typical of (001) Si sur-
faces. The distance between corresponding diffraction
spots, however, remains unchanged. It appears that
the interatomic spacing in the Si film is the same as in
GaP or GaAs, i.e. the growth is coherent or pseudo-
morphic on the substrate. This can only be established
reliably for Si on GaAs, of course; the lattices of Si
and GaP are too similar (a difference of only 0.36%)
for any change in LEED spacings to be noticed. For
thicker films on GaAs the diffraction spots broaden
and become more diffuse. This is a strong indication
of increasing crystal imperfection. Moreover, the dis-
tance between the spots increases by 4%, correspon-
ding to a decrease in interatomic spacing to the value
for bulk Si. Finally, for very thick films the LEED
spots (not shown here) become somewhat sharper
again, suggesting an improvement in the crystal
quality.

To determine the surface composition, Auger spec-
tra were recorded for various Si coverages, see fig. 7.
The Auger signals from the substrate atoms decay ex-
ponentially with thickness up to 1 nm, suggesting
layer-by-layer growth rather than a formation of is-
lands. At a greater thickness (>> 10 nm), however, the
Auger spectrastill indicate the presence of Gaand P (or
As) with a total surface concentration of 5 X 10" cm™2,
indicating some segregation.

inated by reducing the growth temperature. Secondly,
there is a position-exchange reaction with the incident
Si atoms at the surface. The orientation ['?! and shape
of the LEED pattern for a silicon monolayer on GaAs
can only be explained if the Si atoms are assumed to
expel Ga atoms from their lattice positions, so that
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Fig. 7. Auger spectra of a cleaned (001) GaAs substrate and
of Si films of thickness d deposited at 600 °C. The derivative
dN/dE is shown in arbitrary units as a function of the electron
energy E, where N is the number of Auger electrons detected. The
arrows denote the peak positions corresponding to the charac-
teristic Auger transitions of As (31 eV), Ga (55 eV) and Si (92 eV).
For 0 < d < 1 nm, the Ga and As peaks decrease exponentially
with film thickness and the Si peak increases exponentially. When
the thickness exceeds 10 nm the Ga and As peaks do not vanish.
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they can bond directly with As atoms. This is rather
surprising, since there are unoccupied As sites above
the Ga atoms that form the upper layer of the Ga-en-
riched (001) surface. The exchange between Si and Ga
atoms is corroborated by the. Auger spectra of a
monolayer, which showed that there was some Ga on
top of the Si layer. A similar bonding preference has

been reported for the deposition of germanium on

GaAs [13), -

Characterization by transmission electron microscopy

A technique such as LEED can give useful informa-
tion about crystalline properties but is not very suit-
able for characterization of the crystal perfection be-
cause of its low sensitivity to defects. Transmission
electron microscopy (TEM), however, can give more

detailed structural information 141 [18) Two examples

have already been given in fig. 2, showing cross-sec-
tional images of Si on GaP and GaAs obtained by
high-resolution electron microscopy. Useful informa-
tion can also be derived by making TEM ‘plane-view’
images at a much lower magnification. Before discus-
sing some of the results, we shall first give a short de-
scription of the procedure for our TEM investiga-
tions.

Procedure

The samples are first made transparent to electrons.
The preparation techniques required for the two kinds
of imaging are very different.

For the preparation of samples for plane viewing,
3-mm discs are drilled from the wafer ultrasonically.
The discs are reduced in thickness from the rear by
jet-etching with a chlorinated-methanol etchant until
the substrate has been completely removed from a
small central area of diameter say 0.5 mm. The Si film
can be examined here without interference from the
substrate. At the edges the interface region can be
studied.

For cross-sectional imaging, samples of {110} orien-
tation are prepared 8], Two strips less than 3 mm
wide are cut from the wafer along one of the {110}
planes, bonded together with the epitaxial films facing
each other and then embedded in resin; see fig. 8.
Thin slices are cut, mechanically polished and reduced
in thickness by Ar-ion milling on a rotating sample
holder at grazing incidence (about 10° to the surface)
and a low voltage (= 4 kV) to make the surface
smooth and minimize the formation of an amorphous
top layer. ' _

Images were obtained with a Philips EM 420 ST
microscope operating at 120 kV. The contrast observ-
able in TEM images has been described in an earlier
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article in this issue ['7). An area of GaP or GaAs ap-

pears dark compared with a silicon area because of
the difference in atomic scattering. The plane-view
images are made in ‘bright field’ (with the transmitted
beam) or in ‘dark field’ (with one diffracted beam)
under dynamic diffraction conditions. Defects can
then be observed because of local variations in the
diffraction conditions (amplitude contrast). The
cross-sectional images are made with the electron
beam along the [110] direction, so that there is strong
simultaneous excitation of many diffracted beams.
Recombination of the transmitted beam and several
of the diffracted beams results in a high-resolution
image (phase contrast).

11001)
- [170]
a “T110]
> /
‘/
b
c 3mm

Fig. 8. Schematic illustration of the preparation of (110) samples
for cross-sectional TEM imaging. Two bars are cut along one of the
{110} planes (@). The bars are bonded together with the epitaxial
films facing each other and are embedded in resin (). They are then
sawn into thin slices (c). The slices are further reduced in thickness
by Ar ion milling on a rotating sample stage.

(121 A J. van Bommel and J. E. Crombeen, Experimental deter-
mination of the correlation between the LEED pattern and the
Ga-As bond vectors in the surface of GaAs (001), Surf. Sci. 57,
437-440, 1976.

(131 B, J. Mrstik, LEED and AES studies of the initial growth of
Ge epilayers on GaAs (100), Surf. Sci. 124, 253-266, 1983.

(41 M. P. A. Viegers, C. W. T. Bulle-Lieuwma, P. C. Zalm and
P. M. J. Marée, Misfit dislocations in epitaxial layers of Si on
GaP (001) substrates, Mater. Res. Soc. Symp. Proc. 37,
331-336, 1985.

151 C. W. T. Bulle-Lieuwma, P. C. Zalm and M. P. A. Viegers,
Characterization of MBE grown Si on (001) GaAs by transmis-
sion electron microscopy, Proc. Microscopy of Semiconductor
Materials Conf., Oxford 1985 (Inst. Phys. Conf. Ser. 76, sec-
tion 4), pp. 123-128.
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Si on GaP

Plane viewing of Si on GaP gives almost featureless
images for thicknesses up to 75 nm, indicating film
growth with no misfit dislocations. It appears that the
Si lattice is strained to match GaP, giving a coherent
interface. At thicknesses above 75 nm, misfit disloca-
tions are introduced. This is energetically more favour-
able when the strain energy becomes too high. An ex-
ample of a TEM image with dislocations is given in
fig. 9. This shows a rectangular network of misfit
dislocations near the interface, and stacking faults
intersecting the Si film and also forming a rectangular
pattern.

The critical thickness observed (75 nm) for disloca-
tion formation is considerably larger than the value of
14 nm derived from J. H. van de Merwe’s theory as-
suming a thermodynamic equilibrium between an ar-
ray of misfit dislocations along the interface and the
strained layer 8], A barrier to dislocation formation
appears to exist. An understanding of its origin may
be important for the production of perfect thick epi-
taxial heterostructures. We therefore studied the lat-
tice defects of films thicker than 75 nm in more detail.

A complete characterization reveals that the dislo-
cations are of the 60° type: ‘Burgers vectors’, descri-
bing the direction and magnitude of the atomic dis-
placements, are at an angle of 60° to the dislocation
lines in [110] and [110] directions in the (001) inter-
face; see fig. 10a. This is a common configuration for
dislocations nucleating at the surface of a strained
layer and gliding towards the interface along {111}
slip planes [1%). These intersect the interface along the
[110] and [110] directions of the dislocation lines.

The presence of stacking faults (fig. 9) can be ex-
plained by considering the atomic arrangement in the
slip planes. This is shown in fig. 105 for a face-centred
cubic (fcc) lattice with a biaxial strain field in the (001)
plane. The resolved shear stress f on a (111) plane is
in the [112] direction. The unit displacement de-
scribed by the Burgers vector b is achieved by two
movements b; and 32, producing 90° and 30°
Shockley partial dislocations 2°). The force on the
90° dislocation (« b, - £) is twice that on the 30° dis-
location (« by -?). The principle just outlined is the
same for all four {111} planes and is applicable to
Si (211 The special geometry in Si on (001) GaP there-
fore ensures that the 90° dislocation, which experien-
ces the larger force, nucleates first. It moves to the
interface and produces a stacking fault there. The
defect structure thus initially consists of stacking
faults bounded by 90° dislocations at the interface.
As the film grows, the 30° dislocations also nucleate
because of the stacking-fault energy. This means that
the stacking faults disappear, giving perfect 60° dis-
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Fig. 9. Transmission electron micrograph of a planar section of an
MBE-grown Si film 100 nm thick on (001) GaP, showing dislo-
cations D along the interface and stacking faults S intersecting the
Si film.

a
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Fig. 10. a) Schematic illustration of the four possible Burgers vec-
tors b of a 60° dislocation D, along one of the two {(110) directions
on the (001) interface. The vectors, which describe the magnitude
and direction of the atomic displacement, are at an angle of 60° to
the dislocation line. &) Schematic illustration of the atomic arrange-
ment in one of the {111} planes of a face-centred cubic lattice, for a
(001) film with a biaxial strain field. The resolved shear stress fona
(111) plane is in the [112] direction. The unit displacement b, which
results in a 60° dislocation, is produced by b, and b2, giving 90°
and 30° Shocl}}ey partial dislocations. The vectors are given by:
by =4%a[112], by =4a[211] and b=3}a[101], where a is the lattice
constant.

locations. In fig. 9 these form a rectangular network,
while the stacking faults can be associated with the
situation where the 30° dislocations have not yet
nucleated.

An example of incompletely formed (dissociated)
60° dislocations is shown in the high-resolution image

18] J H, vander Merweand C. A. B. Ballin: J. W. Matthews (ed.),
Epitaxial growth, part B, Academic Press, New York 1975.

[19) 3 W. Matthews in: J. W. Matthews (ed.), Epitaxial growth,
part B, Academic Press, New York 1975.

1201 A H. Cottrell, Dislocations and plastic flow in crystals, Ox-
ford Univ. Press, London 1953.

[21] J. Hornstra, Dislocations in the diamond lattice, J. Phys. &
Chem. Solids 5, 129-141, 1958.

[22] A Gomez, D. J. H. Cockayne, P. B. Hirsch and V. Vitek, Dis-
sociation of near-screw dislocations in germanium and silicon,
Phil. Mag. 31, 105-113, 1975.
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of fig. 11. Close to the interface, the dislocations are
found to have an average separation of about 10 nm.
This is substantially larger than the equilibrium dis-
tance at 880 °C 221, This may indicate that the local
strains in the interface region differ considerably from
the mean strain in the bulk of the film.

Finally, we note that the above geometrical effects
depend strongly on the crystallographic orientation of
the strained film and on the sign of the stress field. For
example, in a compressive field it is not the 90° dislo-
cations but the 30° dislocations that will have to nu-
cleate first because of the different atomic arrange-
ment. Since the 30° dislocations are subject to a smal-
ler force from the shear stress, there may be a greater
barrier to their nucleation than with a tensile force.
Thus, films free from epitaxial defects may be thicker
for compressed GaP on (001) Si than for strained Si
on (001) GaP. We can assume that the nucleation of
the 90° dislocations will immediately follow the nu-
cleation of the 30° dislocations, because they are sub-
ject to a larger force from the shear stress. This means
that the defect structure would consist only of perfect
60° dislocations.

Si on GaAs

Plane-view images of Si on (001) GaAs reveal Moiré
fringes; see fig. 12. This indicates a small difference in

atomic spacing between film and substrate, with no-

rotational misorientation on average. The periodicity
corresponds to the 4% lattice mismatch between Si and
GaAs. The fringes are bent locally and sometimes in-
terrupted. Most of these distortions can be attributed
to the presence of dislocations. In regions where the
substrate has been removed completely, a high density
of dislocations is observed. Stereomicroscopy reveals
that they extend from the surface to the interface and
back, with only short segments along the interface.
The dislocations in the Moiré fringes of fig. 12 are more
pronounced for diffraction at (220) planes than for
diffraction at (400) planes. This means that they are
preferably located in (110) planes. When gliding on
(111) planes, they have to move along {112) directions.
As shown in fig. 13, these dislocations can be clearly
seen in cross-sectional images. As expected, their di-
rections are very close to the (112} directions.
Investigations of the interface region (fig. 2) indicate
that thin Si films grow coherently on GaAs in spite of
the 4% lattice mismatch. The defect structure observed
consists of dislocations close to the interface and stack-
ing faults in (111) planes with the density increasing to-
wards the interface. Because LEED indicated non-
pseudomorphic growth above 1.4 nm, we attribute this
defect structure to the relaxation of the misfit stress.
Below 1.4 nm there is a planar tensile stress in the Si
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Fig. 11. High-resolution electron microscopy (HREM) cross-sec-
tional image along the [110] direction of MBE-grown Si on (001)
GaP, showing dissociated 60° dislocations close to the interface.
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Fig. 12. Bright-field TEM images of a planar section of an Si film
200 nm thick on (001) GaAs for diffraction at (220) planes (a) and
(400) planes (b). Both images show Moiré fringes, approximately
perpendicular to the diffraction vector in the [220] and [400] direc-
tions. The periodicity corresponds to the 4% lattice mismatch. The
distortions of the fringes are due to the presence of dislocations,
which are more pronounced in (a) than in ().

Fig.13. Dark-field cross-sectional TEM image along the [110] direc-
tion of 200-nm MBE-grown Si on (001) GaAs. The Si film has a
high density of dislocations, whereas no defects are observed in the
GaAs substrate. Many dislocations run in {112} directions.

film, leading to a strain equal to the lattice mismatch.
This stress can initially cause a homogeneous tetra-
gonal distortion, giving rise to pseudomorphic growth.
Above 1.4 nm relaxation occurs by the formation of
60° dislocations in the same way as for considerably
thicker Si films on GaP. The larger lattice mismatch<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>