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The microprocessor-controlled CM12/STEM 
scanning-transmission electron microscope

U. Gross, F. J. M. Mescher and J. C. Tiemeijer

Continuous technological innovation in electron optics, mechanical engineering, electronics 
and vacuum engineering have earned Philips a leading position in the market for transmission 
electron microscopes. A recent invention is the Twin objective lens, which makes it possible to 
switch quickly from a transmission image to an image produced by scanning the specimen 
with the electron beam. In the latest microscope, the CM12/STEM scanning-transmission 
electron microscope, ease of operation has been considerably increased by the addition of 
microprocessor control. This microscope gives images that show that the microscope has a line 
resolution of 0.14 nm in the transmission mode and a point resolution of 1 nm in the scanning 
mode.

Introduction

The classical transmission electron microscope, as 
developed in the early thirties by Ernst Ruska and 
others, is comparable, in the geometry of the ray pat­
tern, with a photographic enlarger or a slide projec­
tor. The extremely thin specimen is illuminated from

Dr U. Gross, Ir F. J. M. Mescher and Ing. J. C. Tiemeijer are with 
the Philips Industrial and Electro-acoustic Systems Division, Eind­
hoven.

an electron source by means of one or more condenser 
lenses. The subsequent lenses produce a magnified 
image on a fluorescent screen, which converts the elec­
tron image into a visible image. The electron image 
can be recorded on photographic material.

The motivation for using electrons instead of vis­
ible light is of course to improve the resolution. Elec­
trons at an energy of 120 kV are equivalent to electro-
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magnetic radiation at a wavelength A of about 
3.4 xlO-3 nm.

The wavelength A is given by the relation

h 
A = . 

]OemaV

where h is Planck’s constant, e the charge and the rest mass of 
the electron, and V* a corrected value for the accelerating voltage 
V, taking account of the relativistic change of mass. V* is given by 
the relation

e
V*= Hl + ------?K),2m0c2

where c is the velocity of light. A useful expression, which does not 
take the relativistic change of mass into account and is valid for 
accelerating voltages lower than about 100 kV, is:

1.23 
A = —-— nm,

where the accelerating voltage V is in volts.

The wavelength in an electron microscope is thus 
about 100000 times smaller than in an optical micro­
scope. The resolution of an electron microscope, how­
ever, is not 100000 times better111. This is because 
the resolution is not merely proportional to the wave­
length; it is also inversely proportional to the aperture 
angle of the objective lens. In an electron microscope 
the aperture angle has to be very much smaller than 
that of an optical microscope. The main reason for 
this is the need to minimize spherical aberration. The 
magnetic lenses that are combined to form the column 
of a modern electron microscope always have a 
positive spherical aberration, which means to say that 
the lenses are stronger for peripheral rays than for 
rays at the centre. Spherical aberration, unlike most 
other lens errors, cannot therefore be corrected.

It is perhaps interesting to illustrate the structure of 
a classical electron microscope by referring to a 
photograph and diagrams of the first microscope that 
Philips put on the market: the EM 100 of 1950; see 
fig. 1121. This microscope had one condenser lens and 
four image-forming lenses. These were a considerable 
improvement at the time, because the addition of a 
‘diffraction lens’ made it possible to observe an ordi­
nary image and an electron-diffraction pattern one af­
ter the other. This diffraction pattern related to a very 
small part of the specimen, selected by means of an 
SA diaphragm (SA for ‘selected area’). The principle 
was due to Prof. J. B. Ie Poole and was for a long time 
the only way in which information about local crystal 
structures could be obtained in a transmission elec­
tron microscope 111.

Fig.l. a) The EM 100 transmission electron microscope, which 
Philips put on the market in 1950. (This microscope had a horizon­
tal column to facilitate observation of the fluorescent screen.) 
b) The ray diagram for observing a highly magnified image of the 
specimen. ES electron source. CL condenser lens. OL objective 
lens. DL diffraction lens. IL intermediate lens. PL projector lens. 
FS fluorescent screen. The lenses with the cross-hatched coils are in 
operation. 5 specimen. OD objective diaphragm, c) The ray dia­
gram for observing an electron-diffraction pattern. SAD selected- 
area diaphragm, f focal length of the objective.

Fig. lb shows the important part played by the ob­
jective diaphragm OD, which is located at the back 
focal plane of the objective lens. It intercepts elec­
trons that are scattered in the specimen, and is a use­
ful aid for varying contrast in the image. Fig. 1c shows 
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that, with parallel illumination of the specimen, a 
diffraction pattern is formed at the back focal plane 
of the objective. To obtain an image of this diffraction 
pattern the objective diaphragm must be removed. 
This diaphragm does have to be used, however, for 
producing an ordinary image. If the aperture of the 
diaphragm coincides with the image of the electron 
source formed by the electrons transmitted through 
the specimen, not scattered in the specimen (fig. lb), 
the image formed on the screen is called a bright-field 
image. This image, which is the one normally used, 
has contrasts different from those in a ‘dark-field’ 
image. A dark-field image is obtained by tilting the il­
luminating beam in such a way that the aperture of 
the objective diaphragm coincides with the image of 
the electron source formed by electrons that have 
been scattered over a defined angle in the specimen.

Philips transmission electron microscopes have 
undergone continuous improvement in the last 30 
years13 ]. While there have been a number of more 
gradual modifications and refinements, the emergence 
of another type of electron microscope, the scanning 
electron microscope, has considerably accelerated the 
evolution of transmission electron microscopes. Experi­
ence gained with scanning electron microscopes[4] — 
developed mainly for scanning the surface of large 
specimens with a narrow electron beam — and with 
electron microprobes [5] — developed primarily for 
wavelength-dispersive analysis of X-radiation from 
large specimens with a crystal spectrometer — has led 
to the realization that additional information could be 
obtained in a transmission electron microscope by 
scanning the specimen.

In the seventies this resulted in the development of 
a ‘STEM’ accessory unit for the Philips transmission 
electron microscope (STEM is an acronym for Scan­
ning-Transmission Electron Microscope). With this 
electronic unit the electron beam can be made to 
‘write’ a rectangular raster across the specimen. The 
electron gun of a cathode-ray tube in the STEM unit 
is controlled by a signal from a detector, and pro­
duces an image on its screen in which the contrast is 
obtained by techniques different from the conven­
tional methods. Fig. 2 shows the detectors that are 
available for these techniques. The signals from the 
different detectors originate from:
• high-energy electrons back-scattered from the speci­
men (BSD),
• low-energy electrons produced by secondary emis­
sion in the specimen (SED),
• X-rays emitted by excited atoms in the specimen 
(EDX),
• non-scattered transmitted electrons (BFD),
• scattered transmitted electrons (DFD),

• transmitted electrons of specific, selected energy 
(EELS).

It should be noted that this evolution from a clas­
sical transmission electron microscope (TEM) to a 
scanning-transmission electron microscope (STEM) 
does not mean that the ‘ordinary’ scanning electron 
microscope (SEM) has become redundant. An SEM 
has its own specific range of applications, for the in­
vestigation of much larger and thicker specimens. 
Very often the SEM can also be used for wavelength- 
dispersive analysis of X-radiation, whereas a STEM 111

Fig. 2. Schematic representation of the detectors around the speci­
men and in the projection chamber. The detectors are mainly used 
when the instrument is used as a scanning-transmission electron 
microscope (STEM). EB electron beam. SED secondary-electron 
detector. BSD back-scattered electron detector. EDX detector for 
energy-dispersive X-ray analysis. BFD bright-field detector, for 
non-scattered transmitted electrons. DFD dark-field detector, for 
scattered transmitted electrons. EELS electron-energy-loss spectros­
copy detector, for transmitted electrons sorted by energy; see also 
fig-9.

111 J. B. Ie Poole, A new electron microscope with continuously 
variable magnification, Philips Tech. Rev. 9, 33-45, 1947/48.

[21 A. C. van Dorsten, H. Nieuwdorp and A. Verhoeff, The Phi­
lips 100 kV electron microscope, Philips Tech. Rev. 12, 33-51, 
1950/51.

[3! C. J. Rakels, J. C. Tiemeijer and K. W. Witteveen, The Philips 
electron microscope EM 300, Philips Tech. Rev. 29, 370-386, 
1968.

141 W. Kuypers and J. C. Tiemeijer, The Philips PSEM 500 scan­
ning electron microscope, Philips Tech. Rev. 35, 153-165, 
1975.

I51 M. Klerk, The electron microprobe, Philips Tech. Rev. 34, 
370-374, 1974.
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can only perform an energy-dispersive analysis with a 
solid-state detector. In scanning a specimen, however, 
a STEM will give a better resolution than that of most 
SEMs, since it has a finer beam, which is not broad­
ened so much in the thin specimen.

The first Philips transmission microscopes of the 
EM 400 series appeared on the market in 1975. These 
microscopes have a column that facilitates the addi­
tion of a STEM accessory. The column has two con­
denser lenses and five image-forming lenses. The large 
number of lenses provided more facilities for elimina­
ting chromatic magnification errors, radial distortion 
and image rotation. In addition, a cross-over point 
could be created for all the geometric ray patterns at a 
fixed position just beneath the final lens. It was then 
possible to use a diaphragm with an aperture of 
200 pm cross-section, to separate the column from the 
projection chamber, where the fluorescent screen and 
the photographic material are located. In this arrange­
ment an oil-free ion-getter pump can maintain a clean 
vacuum in the column and in the emission chamber, 
containing the electron source. This, and the use of

Fig. 3. The EM 420 transmission electron microscope complete 
with all accessories. The Dewar vessel immediately to the right of 
the column contains liquid nitrogen for cooling the energy-disper­
sive X-ray detector (EDXm fig. 2); below this and to the right is the 
electronic unit for displaying the X-ray spectrum. On the extreme 
right is the STEM unit. This, like most other accessory units, is in­
tegrated into the latest electron microscope, CM12/STEM; see 
fig. 4.

metal bellows instead of rubber rings, meant that a 
very clean environment could be created for the speci­
men and the filament. Consequently there is very 
little contamination of the specimen by hydrocarbons 
and the filament has a long life. Another advantage of 
these microscopes is that they no longer have to be 
mechanically aligned, since the alignment is done with 
correction coils.

In 1978 the Twin objective lens was introduced [6]. 
A microscope with this objective can easily be switched 
from a broad beam for normal images to a narrow 
beam for scanning images and analyses. Switching 
between broad beam and narrow beam does not 
change the heat flow in the objective, so that there is 
hardly any change in its dimensions. Nor is it neces­
sary to change the polepieces. The objective has so 
much space between the polepieces that there is room 
for detectors and for a maximum specimen tilt 
through an angle of ± 60 °. Since the distance be­
tween the specimen and the X-ray detector is there­
fore small, more of the X-radiation emitted by the 
specimen can be intercepted and measured. The large 
tilt angle is useful for crystallographic electron-dif­
fraction analyses.

The Twin objective is a modified immersion objec­
tive of the Riecke and Ruska type, with the specimen 
half-way between the polepieces. The specimen is 
located at the common focal plane of the two lenses 
formed by the magnetic field between the polepieces. 
Added to the immersion objective is a ‘minilens’, 
which acts as a third condenser lens. A special mag­
netic configuration allows the minilens to be switched 
off optically by simply reversing the current in the as­
sociated coil. This explains the high stability of the 
Twin objective. By making the mini-condenser lens 
optically inactive or active the minimum cross-section 
of the ‘spot’ at the specimen can be made either 
1.5 nm or 0.04 pm. The smaller spot is called the 
‘nanoprobe’ spot and the larger one the ‘microprobe’ 
spot.

With its Twin objective, a STEM unit and various 
detectors a Philips transmission-electron microscope 
can be used for a wide range of analyses. It can also 
produce transmission and scanning images of high 
resolution. Fig. 3 shows the EM 420 microscope com­
plete with all the accessory units for various purposes. 
Although the microscope is highly versatile and is vir­
tually a complete laboratory in itself, its use requires a 
thorough knowledge of electron optics and analysis 
techniques. The complexity of an electron microsope 
with all these additional facilities is clear from the 
number of controls — 250 in all.

Recently Philips have introduced the scanning­
transmission electron microscope type CM12/STEM,
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Fig. 4. a) The CM12/STEM scan­
ning-transmission electron micro­
scope, which is much easier to operate 
than the microscope in fig. 3. On the 
left in the lower panel is the control 
screen for communication between 
user and the microprocessor — the 
heart of the instrument. The upper 
control panel contains two monitor 
screens, which display the STEM 
images. On the extreme right is the 
‘videoscope’, an accessory that dis­
plays the brightness variation for one 
image line, b) Close-up of the control 
screen, with ‘soft keys’ on either side; 
the user uses these to communicate 
his requirements to the control soft­
ware.

a

shown in the photograph of fig. 4a. In this instrument 
all the features of the EM 420 in fig. 3 are integrated, 
and all the electronic circuits are controlled by a 
microprocessor. This microprocessor guides the user 
to the various features available — a very useful facil­
ity. The microprocessor first offers the user, via the 
control screen (see fig. 4b), a choice of the modes he 
can work with, where a mode is a setting with a particu­
lar ray pattern. All the necessary operations are then 
carried out in an interactive dialogue with the user. 
The user requires less expertise in electron optics, and 
can now concentrate more closely on his investiga­
tions. In each mode the values of currents in the cor­
rection coils can remain stored in the microprocessor’s 
memory. If the user wishes to depart from the pro­
grammed settings, he can adjust the lens currents to 

suit his own requirements. Since there are no longer 
any fixed electrical connections between the controls 
and the electronics, there are far fewer manual con­
trols. Consequently the CM12/STEM electron micro­
scope is almost as easy to operate as the EM 100 in 
fig. 1, but it offers many more facilities and the resolu­
tion is incomparably better.

We shall now take a closer look at the electron- 
optical aspects of the instrument, dealing first with the 
Twin objective and then with the various modes. Then 
we shall touch briefly on the microprocessor control 
system. Finally, we shall demonstrate the features of 
the CM12/STEM with some micrographs of very dis­
similar specimens.

t61 The Twin lens is patented; the number of the patent in the 
United States is 4306149.
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The electron optics

Fig. 5 shows a schematic cross-section of the col­
umn with emission chamber and projection chamber. 
The illumination system consists of the electron gun 
with filament and (electrostatic) Wehnelt lens, two 
condenser lenses, the minilens and the upper half of 
the objective lens. The last two lenses also act as a 
condenser lens and form part of the Twin objective,

Fig. 5. Cross-section of the microscope column. EC emission cham­
ber. EG electron gun. A anode. GA deflection coils for electron-gun 
alignment. GV valve for separately venting the emission chamber. 
Ci first condenser lens. C2 second condenser lens. BT beam­
deflection coils above the specimen. CD condenser-diaphragm 
holder. TL Twin-objective lens. The mini-condenser lens is not 
shown (see fig. 7). SB block for accommodating the ‘goniometer’ 
(not shown); the goniometer permits the specimen in the specimen 
holder to be displaced. PT deflection coils below the specimen. SD 
SA diaphragm holder. DL diffraction lens. IL intermediate lens. Pi 
first projector lens. PD partition diaphragm. P2 second projector 
lens. PV valve for separately venting the projection chamber. 
FC film camera. SFfluorescent screen, for accurate focusing with a 
binocular magnifier. PC plate camera. MS fluorescent screen for 
observing the image through lead-glass windows in the projection 
chamber P, see also the title photograph. IGP ion-getter pump. 

which we shall return to presently. The image-forming 
system consists of the lower half of the objective lens, 
the diffraction lens, the intermediate lens and two pro­
jector lenses.

At various positions in the column there are correc­
tion coils, which correct the beam for errors due to 
geometric imperfections and material inhomogene­
ities. The correction coils consist of:
• stigmator coils, for eliminating beam astigmatism, 
and
° deflection coils; these correct errors in deflection but 
their main function is to alter the direction of the 
beam so that it writes a rectangular raster across the 
specimen, for example.

The stigmator coils are oriented radially and ar­
ranged in sets of eight with an angle of 45° between 
them, as shown in fig. 6a. The deflection coils are com­
bined in groups of four at 90° spacing. Two of these 
groups placed one above the other can produce a 
wide range of deflections in two perpendicular planes 
through the optical axis, as illustrated in fig. 6b, c and 
d. Two coils are shown from each group of four; the 
beam deflection is only shown in one plane through 
the optical axis. The correction coils free the user 
from the need for mechanical adjustment of the lenses.

At various positions in the column there are dia­
phragms that are adjustable in position and inter­
changeable, with a choice of four different sizes. 
These are:
o the condenser diaphragm, in the illumination sys­
tem;
o the objective diaphragm, just beneath the specimen 
in the back focal plane of the lower half of the objec­
tive lens; and
o the SA diaphragm, in the image-forming system. 
The column also contains fixed diaphragms, whose 
aperture cannot be changed. There is also a partition 
diaphragm (PD in fig. 5) of 200 pm cross-section, as 
mentioned earlier, which separates the vacuum in the 
column from that in the projection chamber. Water 
vapour from the photographic material and oil va­
pour from the diffusion pump and backing pump, 
which are connected to the projection chamber, are 
thus prevented from contaminating the specimen and 
reducing the life of the filament. The vacuum in the 
emission chamber and specimen chamber are main­
tained by a ‘dry’ ion-getter pump, i.e. one that re­
quires no oil for its operation.

The specimen is placed in a specimen holder, which 
is slid through a vacuum lock into the specimen stage 
or ‘goniometer’. The specimen can then be displaced 
in two directions at right angles to each other over an 
area of 2 mm by 2 mm and also tilted through a 
maximum angle of ± 60° about an axis in the plane
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Fig. 6. The correction coils, a) A set of eight stigmator coils, used 
for correcting beam astigmatism. The diagram shows how an ellip­
tical cross-section of the beam is changed into a circular cross­
section by currents i and - i in four of the eight coils. The magnetic 
lines of force are shown red. b) Deflection coils that not only cor­
rect errors in the beam direction but also cause the illuminating 
beam to describe a line across the specimen, as illustrated here sche­
matically. (The deflection of the beam shown corresponds to a di­
rection of the field and hence of the coils perpendicular to the plane 
of the drawing; the coils as shown are thus rotated through 90°; this 
also applies to c and d.) c) In this mode of energization the beam 
rotates about an imaginary pivot point PP above the coils, d) The 
same situation, but now with the pivot point below the coils. In cer­
tain modes, e.g. the dark-field mode with conical illumination, PP 
is in the specimen.

of the specimen. The special feature here is that this 
axis intersects the optical axis in every position of the 
specimen. This is referred to as a ‘eucentric’ move­
ment of the specimen. The advantage is that the tilt 
axis always appears to go through the centre of the 
image on the user’s screen. In addition to the standard 
specimen holder there are special specimen holders in 
which the specimen can be rotated, stretched, cooled 
or heated, and can always be tilted.

The Twin objective lens

In modern electron microscopes the specimen is 
not situated above the objective lens but inside it. The 
lens system is known as an immersion objective. In 
the symmetrical immersion objective proposed by 
Riecke and Ruska the specimen is situated exactly 
half-way between the polepieces[7]. Such a lens is a 
‘condenser objective’ [8], with the part of the magnet­
ic field above the specimen acting as a condenser lens 
and the part of the field below it as an image-forming 
lens. In an analogy with ordinary optics we can think 

of a strong biconvex glass lens, which is cut in half 
perpendicular to the optical axis. The two identical 
halves are then moved away from each other through 
a distance of twice their focal length, and the speci­
men can then be considered to be located in the com­
mon focal plane between them.

The Twin objective lens is a symmetrical immersion 
objective to which a condenser lens, the minilens, has 
been added; see fig. 7[91. The minilens is situated im-

Fig.7. The Twin objective lens161. PS polepieces. FC ferromagnetic 
core, including the coils OC. BT and PT deflection coils above and 
below the specimen 5. MC mini-condenser coil. RR reluctances. 
VT stainless-steel tubes, enclosing the vacuum for the electron 
beam. The goniometer (not shown) is located between the coils OC; 
there is therefore another partition between the vacuum and these 
coils. In the left-hand half of the figure the minilens is not active; in 
the right-hand half it is. The blue magnetic lines of force are pro­
duced by a current in the coils OC. Because of their curvature, these 
lines of force form a positive lens both below and above the speci­
men; see also fig. 8. The red lines of force are the result of a current 
in the coil MC. In the right-hand half the red lines of force and the 
blue lines of force together form the mini-condenser lens, because 
of their curvature. In the left-hand half the current in MC is re­
versed, so that the red and blue lines of force counteract each other, 
causing the mini-condenser lens to become optically inactive here. 171 

171 W. D. Riecke and F. Ruska, A 100 kV transmission electron 
microscope with single-field condensor objective, Proc. Int. 
Cong, on Electron Microscopy Vol. 1, Kyoto 1966, pp. 19-20.

181 J. R. A. Cleaver, The choice of polepiece shape and lens op­
erating mode for magnetic objective lenses with saturated pole­
pieces, Optik 57, 9-34, 1980.

t9] K. D. van der Mast, C. J. Rakels and J. B. Ie Poole, A high 
quality multipurpose objective lens, Proc. Cong, on Electron 
Microscopy Vol. 1, The Hague 1980, pp. 72-73.
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mediately above the polepieces of the objective and 
can be switched on or off (i.e. made optically active or 
inactive), depending on the required mode of opera­
tion. Normally, switching a lens off interrupts the cur­
rent through the lens, which means that the heat-flow 
conditions are changed, and hence the dimensions. 
Near the specimen, however, the dimensions have to 
be highly stable, so that changes in heat flow are not 
permitted. The minilens is switched on and off opti­
cally without causing fluctuations in heat flow, by 
means of a special magnetic configuration in which 
the minilens is de-activated by reversing the current in 
the appropriate coil.

In this magnetic configuration the magnetic flux of 
the objective lens is split in such a way that about 50% 
of the action of the minilens is based on this flux and 
50% on the flux from its own coil. In the left-hand 
half of fig. 7 the two fluxes in the ‘air gap’ of the 
minilens oppose one another. The resultant flux in the 
air gap is therefore zero and the minilens is optically 
inactive. In the situation shown in the right-hand half 
of fig. 7 the current in the coil of the minilens has been 
reversed, and the two fluxes in the air gap reinforce, 
so that the minilens is optically active. The flux of the 
objective lens is split by including an additional reluc­
tance around the coil of the minilens. This reluctance 
and the ‘air gap’ of the minilens are formed by rings 
of non-magnetic material, such as aluminium or 
copper.

The unmodified symmetrical immersion objective is 
particularly suitable for making very small spots on 
the specimen. Fig. 8a shows the ray diagram for the 
smallest spot, the nanoprobe spot, used for scan 
images and for analyses. Here the electrons move par­
allel to one another between the second condenser 
lens (C2) and the condenser part (Oa) of the objective. 
An incidental advantage of this objective is that there 
is a relatively large amount of space between the pole­
pieces. A disadvantage of a symmetrical immersion 
objective without an additional condenser lens, how­
ever, is that when the instrument is used as a TEM the 
objective is less suitable for parallel illumination and 
defocused illumination, i.e. with the spot on the speci­
men slightly out of focus.

Fig. 8b shows that these disadvantages have been 
overcome by the addition of the minilens (Cm). When 
this lens is energized so that its focus coincides with 
that of the condenser part (Ou) of the objective, the 
result is a ‘telecentric’ optical system. The special fea­
ture of such a system is that a parallel incident beam 
leaves the system still as a parallel beam. Fig. 8b 
shows that, in spite of the presence of the converging 
lens Ou just above the specimen, parallel illumination 
of the specimen is nevertheless obtained. If the con-

Fig. 8. The main operating conditions of the Twin objective lens. 
C2 second condenser lens. Cm mini-condenser lens. Ou condenser 
lens formed by the magnetic field above the specimen 5. O] image­
forming lens produced by the field below the specimen, a) Ray dia­
gram when the smallest possible spot — the nanoprobe spot — is 
formed on the specimen. Cm is not in operation, b) Ray diagram 
for parallel illumination of the specimen. Cm and Ou together form 
a telecentric system, c) Ray diagram when C2 is energized in ano­
ther way, producing a larger spot — the microprobe spot — on the 
specimen, d) The detectors and holders that have to be accommo­
dated between and in the polepieces near the specimen; see also cap­
tion to fig. 2. SH specimen holder, which can be tilted through an 
angle 8 about an axis 7>1 perpendicular to the plane of the drawing. 
OD holder for four different objective diaphragms.

denser lens C2 is energized in another way a larger 
spot than the nanoprobe spot is produced on the 
specimen — the microprobe spot; see fig. 8c. Fig. 8a, b 
and c show three important modes of operating with 
the Twin lens. The ray diagrams are limiting cases for 
a large number of variations, e.g. with a defocused 
spot or with incompletely parallel illumination of the 
specimen.

The specimen is thus placed half-way between the 
polepieces of the objective lens, since with the easily 
switched mini-condenser lens a strong lens immediate­
ly above the specimen is no handicap. Fig.8iZ shows 
that the relatively large free distance above and below 
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the specimen is used for accommodating a holder for 
four different objective diaphragms, the detectors for 
back-scattered electrons and emitted X-rays, and also 
for tilting the specimen holder through the largest 
possible angle. The detector for secondary electrons, 
which has an electrode at a potential of 10 kV to col­
lect electrons with an energy of less than 50 eV, is ac­
commodated in a radial hole in the upper polepiece. 
The specimen must be tilted:
• for investigating crystal structures with the aid of 
diffraction patterns;
• for making stereo micrographs, i.e. micrographs 
with opposite angles of tilt, but otherwise identical;
° for making series of micrographs with different tilt 
angles, from which a computer can reconstruct three- 
dimensional images, e.g. of biological macromole­
cules; and
• for obtaining maximum signals from the X-ray de­
tector.
There is sufficient space for the X-ray detector to be 
mounted close to the specimen. The solid angle at 
which the detector ‘sees’ the specimen is therefore 
relatively large, and this also means that a strong sig­
nal is obtained from the X-ray detector, so that selec­
tive energy-dispersive analysis of the specimen is pos­
sible.

The designers of the objective described here were 
confronted with two conflicting requirements: they 
could have either a large space between the polepieces 
or a high resolution. Scaling down the polepieces re­
duces the space available, but gives a higher res­
olution because the spherical and chromatic aberra­
tions will be smaller. On the other hand, a relatively 
large space between the polepieces gives a slightly 
lower resolution. The dilemma was resolved by making 
two versions of the objective lens, the Twin lens and 
the Super-Twin lens. In the first version the emphasis 
is on a large tilt angle, in the second on a high resolu­
tion with high magnification. Table I lists the focal 
distance, spherical and chromatic aberration, point 
and line resolution, minimum spot diameter and tilt 
angle for the two objectives.

Table I. Focal length/, constants Cs for spherical aberration and 
Cc for chromatic aberration1101, minimum spot diameter d, point 
resolution Rv, line resolution Ri and maximum tilt angle 0 for the 
Twin and Super-Twin objectives.

Twin Super-Twin

f 2.7 mm 1.7 mm
cs 2.0 1.2
CQ 2.0 1.2
d 2.0 nm 1.5 nm

0.34 nm 0.30 nm
K 0.20 nm 0.14 nm
3 ±60° ±15°

Operating modes
With the versatile Twin lens and the deflection coils 

above and below the specimen the CM12/STEM 
microscope offers a large number of optical settings 
or modes. In this section we shall look at the most 
important of these modes, classified by the nature of 
the energization of the deflection coils.

The illumination of the specimen corresponds in 
general to fig. 8a, b or c, i.e. illumination with the 
nanoprobe spot, a parallel beam or the microprobe 
spot. The spots may be slightly defocused to cover a 
larger area of the specimen. We note in passing that 
the deflection coils above the specimen can also be 
used as a focusing aid with a standard TEM image, by 
energizing the upper coils with a square-wave voltage 
and situating the pivot point PP in the specimen, as 
shown in fig. 6d. The user then sees two images, and 
the image-forming system is correctly focused when 
the two images coincide. This ‘wobbling’ illumination 
procedure considerably simplifies the focusing 1101.

Modes with no dynamic energization of the deflection 
coils

These modes include the conventional TEM modes. 
They consist of a high-magnification mode TEM-HM 
and a low-magnification mode TEM-LM. In the 
TEM-HM mode the objective is always energized and 
most of the other image-forming lenses are energized; 
the image is focused by varying the current through 
the objective. In the TEM-LM mode the objective is 
only weakly energized, so that really the diffraction 
lens is the first image-forming lens. The image is 
therefore focused by varying the current through the 
diffraction lens. With central illumination a bright- 
field image is obtained, and with tilted illumination a 
dark-field image. In the latter case the electrons that 
are not scattered in the specimen are intercepted in 
TEM-HM by the objective diaphragm. In tilted illu­
mination the deflection coils above the specimen are 
therefore statically energized.

An image of the electron diffraction pattern at the 
back focal plane of the first image-forming lens can be 
obtained both in the TEM-HM and in the TEM-LM 
mode. The other image-forming lenses are then ener­
gized so as to produce an image corresponding to this 
focal plane on the fluorescent screen. In the TEM-HM 
diffraction mode the SA diaphragm (see fig. 5) can be 
used to select a part of the ordinary image of the speci­
men for closer investigation of the crystal structure.

Element analysis can be carried out in the nano­
probe mode. Since the spot at the specimen is extreme­
ly small (fig. 8a and Table I) it is then possible to ana-
[1°! C. E. Hall, Introduction to electron microscopy, McGraw-

Hill, New York 1953.
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lyse the X-radiation originating from a very small part 
of the specimen. Here the energy-dispersive X-ray de­
tector EDX is used; see fig. 8d. The energy distribu­
tion of the X-radiation permits qualitative and quan­
titative analysis of the elements in the specimen.

Sensitive specimens can be analysed in the low-dose 
mode. This can be done for ordinary micrographs, 
diffraction micrographs and even with STEM, which 
will be discussed below. The procedure is as follows. 
At low electron density and low magnification an in­
teresting part of the specimen is identified. The speci­
men is not displaced further and with high magnifica­
tion and at the normal electron density — which 
might cause local damage to the specimen — a part 
next to the interesting part is observed; the image is 
then focused. During this procedure the deflection 
coils above and below the specimen are energized stat­
ically (fig. 6b), in such a way that the lateral displace­
ment of the beam above the specimen is compensated 
beneath it. Finally, without energizing the deflection 
coils and without refocusing, the actual exposure on 
the photographic plate is made. The interesting part 
of the specimen that produces the image then lies on 
the optical axis of the microscope again.

Diffraction patterns can be obtained not only in the 
conventional way by illuminating the specimen with a 
parallel beam but also by using a convergent beam. 
According to W. Kossel and G. Mollenstedt this gives 
a CBED pattern (CBED is the abbreviation for con­
vergent-beam electron diffraction) built up from 
‘patches’ instead of points[11]. The patches have a 
structure that carries additional crystallographic in­
formation. The use of a convergent beam in diffrac­
tion has the further advantage of providing informa­
tion about a very small part of the specimen.

An important mode for users who wish to depart 
from the programmed settings for electron-optical 
experiments is the free-control mode. In this mode the 
user can vary the currents through the separate lenses 
as he wishes.

Modes with the upper deflection coils dynamically 
energized

The upper deflection coils are mainly used when the 
instrument is used as a scanning-transmission electron 
microscope (STEM). The spot then describes a rec­
tangular pattern across the specimen, and the video 
signal supplied to one of the monitors on a control 
panel (fig. 4) is modulated by a detector signal. The 
detectors situated above the specimen can be seen in 
fig. 8c/. Their output signals correlate with the number 
of secondary electrons, the number of back-scattered 
electrons or the X-ray intensity. Fig. 9 shows that a 
signal can also be used that correlates with the number

Fig. 9. Ray diagram for use of the microscope as a STEM, using the 
detectors in the projection chamber; see also figs 2 and 5. / imaging 
lenses below the objective. The grey, red and blue beams corre­
spond to different positions of the spot, which describes a line 
across the specimen S. The beams defined by the continuous lines 
are not scattered in the specimen; they all pass through a circular 
area CA in the back focal plane of Oi. The beams defined by the 
dashed lines are scattered at a particular angle in the specimen; they 
all pass through an annular area AA, which is concentric with G4. 
A STEM bright-field image can thus be obtained with the signal 
from detector BF, and a STEM dark-field image with the signal 
from detector DF. In the EELS detector electrons with a high kinet­
ic energy are not deflected so much in a magnetic field perpendic­
ular to the plane of the drawing as electrons of low energy. The 
electrons can thus be sorted by energy. ES exit slit of the detector.
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of electrons transmitted through the specimen. 
Fig. 10a shows the corresponding ray diagram when 
the nanoprobe spot is used.

Fig. 9 demonstrates the advantages of a symmetri­
cal immersion objective when the instrument operates 
as a STEM. When a parallel beam is incident on the 
condenser part (Ou) of the objective a parallel beam 
emerges from the objective part (Oi), since the speci­
men is located in the common focal plane. In addition 
to non-scattered beams there are also scattered beams 
emerging from the objective. All the non-scattered 
beams pass through the same circular area in the back 
focal plane of the objective part. All the beams scat­
tered at a particular angle pass through an annular 
area concentric with the first one. The special feature 
is that these areas do not move when the spot travels 
across the specimen.

Since the lens system forms an image of both the 
circular area and the annular area, it is in general 
possible to measure the intensities of transmitted 
non-scattered and scattered beams. This is done with 
the detectors BF and DF in the projection chamber 
(fig. 9). The corresponding video signals produce a 
STEM bright-field image or a STEM dark-field image 
on a monitor. The transmitted electrons can also be 
sorted by energy with an EELS detector (EELS stands 
for electron energy-loss spectroscopy); we shall return 
to this presently.

In the SEM and STEM modes a choice can be made 
between high-magnification (HM) and low-magnifica­
tion (LM) modes. In the S(T)EM-HM mode the nano­
probe spot (fig. 10a) is used, with the fineness of the 
raster pattern on the specimen adapted to the size of 
the spot. In the S(T)EM-LM mode a coarser pattern 
and a much larger spot are used. This is done by swit­
ching off the objective and focusing the illuminating 
beam with the condenser lens C2 (fig. 5).

Another mode is the TEM dark-field mode with 
conical illumination. The incident beam is tilted over 
a preset angle (fig. 6d) and then rotated continuously 
about the optical axis. On a photographic plate a kind 
of superimposition of dark-field images is obtained, 
since all the azimuthal angles of the illuminating beam 
are described. The advantage of this is that more de­
tails can be seen in the image than in an ordinary 
dark-field image, since the details are illuminated 
from many more directions.

Modes with the lower deflection coils dynamically 
energized

In the SCIM mode (SCIM: scanning in imaging) 
the image of the specimen is scanned with the aid of 
the lower deflection coils, see fig. 10&, making use of 
detector BF in the projection chamber. In the SCID

Fig. 10. Ray diagrams in different modes, when a) only the 
deflection coils above the specimen b) only the deflection coils 
below the specimen, and c) the deflection coils above and below the 
specimen are used. The ray diagram in (a) is the one used for the 
nanoprobe spot in STEM. The ray diagram in (b) is the one used 
for scanning the specimen from below; the signal from detector BF 
(fig. 9) can then be converted into a video signal for one of the moni­
tors. The ray diagram in (c) is the one used in the low-dose mode, 
when the coils are statically energized. When the coils are dynamic­
ally energized, this is the ray diagrams for use as a STEM with the 
EELS detector; see also fig. 9. The deflection of the beam above the 
specimen is then compensated below it.

mode (SCID: scanning in diffraction) the image of the 
diffraction pattern is treated in the same way. In these 
forms of scanning, the image of the specimen or the 
diffraction pattern moves across the detector. The re­
sult presented on a monitor is comparable with an 
ordinary TEM micrograph. The advantage of this 
procedure is that the video signal can be processed 
electronically. If the analog video signal is converted 
into a digital signal with an A/D converter, the signal 
can also be processed numerically.

Modes with the upper and lower deflection coils 
dynamically energized

In the EELS detector (fig. 9) the electrons trans­
mitted through the specimen are deflected through an

1111 G. Möllenstedt, Über die chromatischen Verluste von Elektro­
nen beim Durchtritt durch Materie, Optik 9, 473-480, 1952;
G. Thomas and M. J. Goringe, Transmission electron micros­
copy of materials, Wiley, New York 1979;
M. N. Thompson, A review of TEM microdiffraction tech­
niques, Philips Electron Opt. Bull. EM 110, 31-39, 1977;
J. W. Steeds, Convergent beam electron diffraction, in: 
J. J. Hren, J. I. Goldstein and D. C. Joy (eds), Introduction to 
analytical electron microscopy, Plenum, New York 1979, 
pp. 387-422.
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angle of about 90° in a magnetic field. The angle of 
deflection depends on the energy of the electrons: 
high-energy electrons are deflected less than those 
with low energy. At a particular current through the 
magnetic coil the electrons passing through the output 
slit have a particular energy, so that the electrons at 
the input of the detector can be sorted by energy by 
varying the current. These electrons always have to 
pass through the aperture in the partition diaphragm 
(PD in fig. 5) below the second projector lens, which 
separates the vacuum of the column from that of the 
projection chamber. At the input of the EELS detec­
tor, however, the electrons must all have the same di­
rection. If the EELS detector is to be used for making 
a STEM micrograph, the deflection due to the upper 
deflection coils must therefore be compensated by an 
equal and opposite deflection due to the lower deflec­
tion coils; see fig. 10c. The ray diagram is comparable 
with that in the low-dose mode, but there the deflec­
tion coils are not used dynamically but statically.

The control system

The user communicates with the instrument by 
means of controls that adjust quantities such as cur­
rents in lenses, deflection coils and stigmator coils and 
d.c. voltages in the electron gun. As a result a picture 
appears on the screen in the projection chamber, 
photographic material is exposed or an image is 
formed on a monitor screen. In earlier microscopes 
there were fixed connections between almost every 
coil or electrode in the microscope column and one or 
more controls on the control panels. This meant that 
there were very many manual controls, and the user 
had to be thoroughly familiar with the consequences 
of varying any particular current or voltage.

The new microscope discussed here has some man­
ual controls and a control screen for communication 
with the user; see fig. Ila. The screen shows the mode 
the instrument is operating in and the settings of vari­
ous optical parameters. On each side of the screen 
there are eight controls, called ‘soft keys’, whose 
function is determined by the control software. The 
information on the screen, which is called a ‘page’, in­
dicates the function of these soft keys; see fig. lib. 
The other controls on the control panels do not in gen­
eral have any fixed connection with the microscope 
column either. When a control is operated, it delivers 
one or more electrical pulses, which are converted into 
a command to the control software. The controls are 
therefore usually associated with a function. The 
principal functions are magnification, image bright­
ness and focus. In addition to the soft keys there are 
two ‘ordinary’ controls whose function is not fixed

Fig. 11. The user communicates with the instrument by means of 
a) the controls on the panels and b) the soft keys on either side of 
the control screen. Information displayed on the screen includes the 
name of the mode in which the microscope is operating and the 
parameter settings.

but can be changed. These are the multifunction con­
trols, which are mainly used for alignment of the mic­
roscope column; their function is indicated by the 
pages relating to the alignment procedure.

The control software guides the user to his goal 
— a micrograph or an analysis — via the pages on the 
screen and the controls on the panels. The user does 
not therefore need to know as much about the optical 
structure of the instrument as he did with previous in­
struments. Fig. 12 gives an idea of the hierarchy of the 
pages that the user can call to the screen. The figure 
gives four levels. (The particular pages shown refer to 
a simpler version of the microscope, with a limited 
range of mode options.)

The page from level 1 shows a menu with four op­
tions. If the user selects the option MODES, the 
screen then shows the page MODE SELECTION 
from level 2. The menu now gives options for the 
modes that are available with the particular version of 
the instrument, and the option CONFIGURATION, 
which shows a page that displays the features of the 
instrument. (This page shows here that the user has 
placed an electron gun with a tungsten cathode, not
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Fig. 12. The hierarchy of some of the many ‘pages’ that can be displayed on the control screen. 
The number at the upper left of each page indicates the level. The mode is selected from the op­
tions on a page at level 2. The mode to which the instrument is set can be seen from a page at level 3. 
The field in the centre then gives the settings of the parameters; the fields on either side indicate 
the functions of the soft keys. Parameters are changed via a page at level 4.
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an LaBg cathode, in the microscope.) The pages at 
level 3 associated with the various modes show at the 
centre the settings of parameters such as the ‘high ten­
sion’ and spot size. The functions of the sixteen soft 
keys are indicated on the left and right. If the user 
presses the soft key PARAMETERS, the screen dis­
plays the relevant page of level 4. This indicates the 
options selected for the parameter values (dark 
against a light background) and the options still open 
(light against a dark background). Options previously 
selected can be changed by pressing one of the two 
soft keys on the appropriate line. The user can return 
to a page at the preceding level by pressing the key 
READY at the bottom of the screen; see fig. lib. 
Light-emitting diodes (LEDs) indicate whether this 
key or other keys are ‘active’.

The heart of the control system is a 16-bit micro­
processor, the INTEL 8086. To gain computing speed 
and accuracy this microprocessor works in conjunc­
tion with a numeric data processor, the INTEL 8087. 
This can process floating-point numbers between 
8.43 x IO’37 and 3.37 x 1038 to an accuracy of seven 
decimal places. The 8086 microprocessor processes 
the commands given by the user or by sensors with the 
RMX 88 operating system. The operating system en­
sures that the commands are dealt with virtually in 
real time. All the computed results are transmitted 
every 15 ms in order of importance, under the control 
of an external clock signal. The two processors and 
the input and output units interact via an IEEE 796 
bus system. The 8086 processor communicates with 
the various electronic circuits through a bus system 
that we have designed. This bus system is insensi­
tive to interference (from high-voltage flashover for 
example). This insensitivity is largely due to the use of 
optical couplings.

As an example we shall show, with reference to 
fig. 13, how the current in the deflection coils above 
and below the objective is controlled. In general this 
current is equal to the sum of a direct current used for 
correcting the beam direction and a sawtooth alter­
nating current used for scanning. The current in the 
deflection coils must be very accurately controlled to 
avoid unacceptable movement of the image.

The circuit for generating the current through the 
deflection coils is designed in such a way that a digital 
signal from the control system is multiplied by an 
analog signal in two digital/analog converters. In one 
digital/analog converter the digital signal Ddc is mul­
tiplied by an accurate direct voltage Kef. In the other 
digital/analog converter the digital signal Dac is mul­
tiplied by an accurate sawtooth voltage Pst. Multi­
plication can be performed in four quadrants, so that 
for example two negative signals multiplied together

Fig. 13. Diagram of the current control in a set of deflection coils 
above or below the objective. MDAC multiplying digital/analog 
converters. Doc and Dac digital signals from the control system. 
Kef accurate direct voltage, Pst accurate sawtooth voltage. 
FBA feedback amplifier. PA power amplifier. Both amplifiers are 
part of a control network that includes the deflection coils. The 
value of the current i in these coils is fed back as a voltage across a 
resistor R.

Fig. 14. STEM results displayed on the two monitor screens. Images 
are indicated by hatching. The same images have the same direction 
of hatching; coarser hatching indicates higher magnification. 
a) One image or two images on each screen or on each half of the 
left-hand screen. An image can be projected into the other image at 
a different magnification. Fig. 19 shows an example for the choice 
given schematically at the lower right. b) One image or two images 
on the left-hand screen only. The right-hand screen displays the 
brightness variation of one line as a curve. The curve may also be 
displayed on the ‘videoscope’, fitted to the microscope as an acces­
sory; see fig. 4a.
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give a positive signal. The product signals are then 
added. The result acts as a reference signal in a con­
trol network, which includes a feedback amplifier and 
a power amplifier. The power amplifier supplies a cur­
rent i to the deflection coils. The value of the current 
is fed back into the control network as a voltage 
across a resistor.

The period of the sawtooth voltage Pst in fig. 13 is 
between 1 and 1000 ms, or is equal to the line period 
in one of the television standards. The amplitude of 
the analog sawtooth signal is digitally calibrated 
by the control system every time the microscope is 
switched on. Because of this automatic calibration the 
advantage of digital electronics — accuracy — is com­
bined with that of analog electronics — speed.

In the STEM modes the video signals for the two 
monitors (see fig.4a) are derived from one or more 
detector signals. The video signals are the result of 
such operations as amplification, switching, mixing 
and filtering. These operations have to take place in a 
large bandwidth (up to 10 MHz) without the occur­
rence of noise or distortion due to overloading. This 
difficult problem has been solved by means of con­
stant-current-source technology, also used in high- 
frequency oscilloscopes. The signal from the detectors 
is converted into a current that appears to come from 

a source with an infinitely large internal impedance. 
There are two channels for video signals, so that the 
two monitors can be operated separately. The chan­
nels can also be combined in a variety of ways, and 
different magnifications can be selected for the moni­
tors. One screen may be divided into two halves, so 
that each half shows the signal from one channel; see 
fig. 14a. If required, a monitor can display the video 
signal of one line as a curve; see fig. 14b.

Some results of investigations made with the micro­
scope

To conclude, we shall illustrate the versatility of the 
CM12/STEM microscope with a number of micro­
graphs of different specimens, made in different 
modes. The corresponding page on the screen is 
shown with each picture. Fig. 15 is a TEM micrograph 
of a gold particle vacuum-evaporated on a film of 
amorphous carbon. Twinning structures are visible in 
the gold particle. The micrograph was made with the 
Super-Twin objective at a magnification of about 
8 x 106. More important than the magnification is the 
resolution achieved. The spacings of the (1 Tl) planes 
and the spacings of the (111) planes in the crystal lat­
tice (the value is 0.235 nm) appear to be visible. Since

Fig. 15. a) TEM bright-field micro­
graph of a gold particle evaporated 
on to a film of amorphous carbon. 
Images of this kind are generally used 
for demonstrating the resolution of a 
transmission electron microscope. 
The spacings of some of the lattice 
planes are indicated in the picture; 
the series of points are interference 
patterns, so that it cannot be said 
that atoms are visible. The total mag­
nification factor of the micrograph 
here is about 8 x 106. b) The corres­
ponding page. The magnification 
shown corresponds to the magnifica­
tion on the screen in the projection 
chamber. A ‘Scherzer contrast’ has 
been used here, i.e. the image is defo­
cused until the phase contrast reaches 
a maximum as judged by a particular 
criterion written into the control pro­
gram.
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Fig. 16. a) TEM dark-field micro­
graph of the same type of gold par­
ticles as in fig. 15, but now at reduced 
magnification. Not all of the particles 
are visible (see fig. 17) because the il­
lumination was from one side, b) The 
corresponding page. The tilt angle of 
the illumination can be calculated 
from the tilt angles in the x- and y- 
directions, stated at the bottom of 
the page. The user can select a dif­
ferent azimuthal angle if desired.

Fig. 17. a) Micrograph comparable 
with the one in fig. 16 but now with 
conical illumination. The tilted illu­
minating beam rotated continuously 
about the optical axis. Since the illu­
minating beam passed through all 
azimuthal angles, nearly all the gold 
particles are visible, b) The corre­
sponding page.
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Fig. 18. a) Micrograph of a CBED 
pattern (CBED: convergent-beam 
diffraction pattern1111) of single­
crystal silicon. Because of the [111] 
orientation of the specimen surface a 
120° symmetry can be observed. 
b) The corresponding page.

the intersection of these planes with the plane of the 
micrograph is ‘visible’ — in fact, interference patterns 
are observed — there is also an indication of the inter­
section with the (200) planes, whose spacing is 
0.204 nm.

Fig. 16 shows a TEM dark-field micrograph of the 
same amorphous carbon film with gold particles, but 
now at a lower magnification. For comparison fig. 17 
shows a TEM dark-field micrograph with conical illu­
mination of the same specimen, made with the tilted 
beam rotating continuously about the optical axis. 
More particles are visible in fig. 17 than in fig. 16, be­
cause for fig. 16 the specimen was illuminated from 
one direction only. In the case of fig. 17 the illumina­
ting beam passed through all possible azimuthal angles.

Fig. 18 shows a CBED pattern, where the illumina­
ting beam converges so as to make the spots of the 
diffraction pattern overlap completely. The resulting 
complicated pattern1111 gives information about the 
symmetries in the crystal structure, here of single­
crystal silicon with [111] orientation. Observation of 
the cubic structure of silicon in the [111] direction 
reveals a 120° symmetry. The specimen is locally 100 
to 200 nm thick. This was achieved by ion-etching a 
silicon wafer a few microns thick until it Was so thin 
that a small hole appeared in it. The diffraction micro­
graph corresponds to a ‘wedge’ of material next to the
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Fig. 19. a) STEM-HM micrograph of latex spheres. Gold has been 
evaporated on to the specimen from one direction. On the left-hand 
half of the screen there is a bright-field image, on the right-hand 
half a dark-field image. The image on the right is projected into the 
left-hand image at a different magnification, b) The corresponding 
page.



290 U. GROSS et al. Philips Tech. Rev. 43, No. 10

b

Fig. 20. a) STEM-HM micrograph of crocidolite fibres. To confirm 
that we are dealing with asbestos, the length/breadth ratio dxld2 
was determined. This ratio was calculated by the software and 
shown in the micrograph. AO, A1 and A2 are reference points for 
the measurement. The micrograph also gives the measured lengths 
of di and d2, corrected for the magnification, and the angle be­
tween di and d2 . b) The corresponding page, also with the meas­
ured results, c) Spectrum taken with the energy-dispersive X-ray 
spectrometer, showing the peaks for the elements that are character­
istic of crocidolite. The three peaks on the right are a second Fe 
peak and Cu peaks, originating from copper in the specimen gauze.

hole. Micrographs of this kind are very useful in the 
study of silicon since dopants show up as changes in 
the pattern.

Fig. 19 shows a STEM-HM micrograph of tiny 
spheres of latex. To obtain a shadow effect, gold was 
evaporated on to the specimen from one direction. 
The gold particles on the specimen are comparable 
with those in figs 15, 16 and 17. Specimens of this type 

Fig.21. SCID micrograph (SCID: scanning in diffraction) of a 
MoO3 crystal, a) Image on the monitor screen, which is comparable 
with an electron-diffraction micrograph taken with one of the two 
cameras in the projection chamber, b) Almost the same image, but 
now with an extra vertical deflection for each line, which is propor­
tional to the brightness in (a). The relative brightness, and hence the 
relative value of the detector signal, can thus be measured in the 
image, c) The corresponding page.

c

are widely used in scanning electron microscopy for 
checking the resolution. The left-hand half of the 
monitor screen shows a bright-field image, the right­
hand half a dark-field image. The image on the right 
was projected at a different magnification into the 
image on the left. The method of splitting the screen 
corresponds with that shown on the lower right in 
fig. 14a.
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Fig. 20 shows how the presence of asbestos, whose 
harmful effects are well known, can be demonstrated. 
Fig. 20a is a STEM-HM dark-field micrograph of 
fibres of blue asbestos (crocidolite), one of the most 
harmful forms of asbestos. Crocidolite has the 
formula Na2-xCao.5x(Mg,Fe2+)3n.6xFefixSi8022(OH)2. 
The micrograph also presents the result of a method 
of measuring the dimensions of one of the fibres. A 
distance in the image can be defined by positioning a 
cross-wire, pressing a button, then repeating this at 
another setting. In this micrograph, and also on the 
page in fig. 20b, the length and breadth of the fibre are 
displayed, with their ratio and the angle in degrees 
between the directions of measurement. The length/ 
breadth ratio, which should be at least 3, is extremely 
important in the characterization of asbestos. The 
measurement of this ratio and fig. 20c, which shows 
the spectrum measured with the energy-dispersive 
X-ray detector, confirm that this is a micrograph of 
crocidolite. (The three unnamed peaks on the right of 
fig. 20c are a second Fe peak and two peaks due to Cu 
in the gauze supporting the specimen.)

Fig. 21 shows SCID micrographs of single-crystal 
molybdenum oxide (MoOs). The monitor image in 
fig. 21a is comparable with a normal diffraction pat­
tern. One of the bright spots is the zero-order image 

of the electron source; the other spots are images of 
higher order. The distance between the spots is a 
measure of the lattice constant of the crystal. Fig. 21b 
shows the monitor image obtained when the detector 
signal is not used for modulating the intensity of the 
electron beam in the monitor tube but for producing 
extra vertical deflection of the beam. In this way the 
relative value of the detector signal can be measured 
in the monitor image. The changeover between this 
picture and the previous one is not made via the page 
on the control screen, as in fig. 21c, but by means of a 
key.

Summary. The CM12/STEM electron microscope has a Twin ob­
jective and microprocessor control. With this special objective it is 
possible to switch over quickly from a conventional TEM mode, 
with a direct image of the specimen or diffraction pattern on a flu­
orescent screen in the projection chamber, to a STEM mode, where 
the specimen is scanned by the illuminating beam and a detector 
signal is converted into a video signal for one of the monitors. 
Because of the special magnetic configuration of the objective, 
which includes a mini-condenser lens, this switch-over produces 
hardly any change in the heat-flow conditions in and around the 
polepieces. The CM12/STEM is very much easier to operate than 
other microscopes because the microprocessor guides the user to 
the various operating modes and features by providing information 
on a control screen. The use of ‘soft keys’ and multi-functional 
controls on the panels keeps the number of manual controls rela­
tively small. Micrographs demonstrate the resolution and some of 
the many features of the instrument.
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Noise due to optical feedback in semiconductor lasers

B. H. Verbeek, D. Lenstra and A. J. den Boef

Wave reflection of signals into a device in which they are amplified can have considerable 
effects on its operation. A typical example is acoustic feedback with a microphone. An effect 
not so well known, but just as undesirable, is the fluctuation in the optical power of a laser be­
cause of reflected radiation. Since reflected radiation is an essential feature in many applica­
tions of semiconductor lasers, that radiation may lead to problems in the laser cavity.

Introduction
After the construction of the first working lasers in 

the early sixties, there was much speculation about the 
potential uses of the new radiation source. They ranged 
from ‘science-fiction’ applications to machining aids 
and distance measurements. While many of the uses 
envisaged at that time have since materialized, no-one 
could then have foreseen the scale on which lasers 
would be used in a wide variety of consumer products 
as well as in scientific equipment. Semiconductor lasers 
are used today as light sources in optical communica­
tions and in Compact Disc and LaserVision players. 
A problem that can arise in such applications is the 
fluctuation in intensity that can occur if radiation is 
reflected back into the laser cavity. Some aspects of 
this optical feedback will be dealt with in this article.

Laser action is based on stimulated emission, a pro­
cess in which a photon of energy hv stimulates elec­
trons that are in an energy state E\ to return to a state 
of lower energy E2, with the emission of a photon 
such that Ex - E2 = hv; see fig. 1. The emitted pho­
ton has the same energy and phase and moves in the 
same direction as the original photon, and in its turn 
can cause further stimulated emission. To obtain the

Dr B. H. Verbeek and Ing. A. J. den Boef are with Philips Research 
Laboratories, Eindhoven; Dr D. Lenstra is with the Department of 
Physics at Eindhoven University of Technology. 

highest possible stimulated emission the photons are 
reflected back and forth through the material a num­
ber of times from two reflecting surfaces. These reflec­
ting surfaces define the boundaries of the laser cavity. 
(Since we shall refer to an external feedback reflector 
later, we shall call this cavity the internal cavity.) The 
two reflecting surfaces allow some of the radiation to 
pass through, giving a beam of coherent radiation 
that only contains energy at the frequencies that lead 
to constructive interference on repeated reflection (the 
longitudinal modes). A necessary condition is that 
there should be more electrons available in the high 
energy level than in the low one (population inver­
sion). This condition can be met in a number of ways. 
In a solid the population inversion can be brought

hv

E2 • • •
2hv

Fig-1- Laser action can occur when the energy level Ei of the atoms 
or molecules of a material contains more electrons than the lower 
energy level E2. An incident photon of energy hv = Ei — E2 causes 
the emission of a second photon with the same energy and phase as 
the original photon.
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about by intense light flashes. In a gas it results from 
collisions with accelerated electrons or with fast mole­
cules or atoms. The inversion in semiconductor lasers 
is achieved by injecting charge carriers into a pn junc­
tion.

Briefly, the operation of a semiconductor laser is as follows; see 
fig. 2. A current in a pn junction in a direct111 semiconductor causes 
electrons to flow from the conduction band in the n-type material 
towards the conduction band in the p-type material. These elec­
trons can recombine with holes in the p-type material, with the 
emission of photons. Above a certain current stimulated emission 
occurs. The optical power of the laser can be directly controlled by 
varying the current.

Semiconductor lasers are now more and more widely used in var­
ious kinds of business and professional applications. This is be­
cause they are small and robust, are not so expensive as other types 
of lasers, and are easy to use.

An important application of semiconductor lasers 
is in information read-out in Compact Disc and Laser- 
Vision players. In these players the laser light is focused 
on the reflecting layer of the disc. The information is 
contained in the disc in the form of pits with a depth 
of about jA (A is the wavelength of the laser light). 
The intensity of the reflected light is detected by one 
or more photodiodes. The pattern of the pits on the 
disc is represented in the detector signal by the 
difference in intensity between the light reflected from 
the bottom of the pits and the light reflected from the

Fig. 2. The position of the energy level with the lowest energy in the 
conduction band £c and the energy level with the highest energy in 
the valence band E„, showing the population of these bands near a 
pn junction (schematic), a) When there is thermal equilibrium be­
tween the conduction and valence bands the population of the ener­
gy states by electrons and holes can be indicated by a single Fermi 
level F. b) If a voltage is applied across the junction, the correspon­
ding energy levels in the p-type and n-type material come closer to­
gether. The energy barrier is now so small that the charge carriers 
can cross the junction. The thermal equilibrium between the bands 
is now disturbed and the population of the bands can no longer be 
indicated by a single Fermi level. If the current that starts to flow 
through the junction is not too high, an equilibrium still exists in 
each separate band and the population of the levels can be represen­
ted as shown. This causes population inversion in a region around 
the pn junction and stimulated emission can occur. 

surface of the disc. Because of interference, the light 
reflected by the bottoms of the pits is less intense than 
the light reflected by the surface of the disc. The de­
tector signal therefore approximates to a rectangular 
waveform with two levels. In spite of precautions, 
some of the reflected light arrives at the output reflec­
tor of the laser (optical feedback) rather than the de­
tector. This radiation can affect the laser action in the 
internal cavity, producing fluctuations in the intensity 
of the laser light. These fluctuations can be large 
enough to distort the intensity pattern of the light re­
flected from the disc, introducing read-out errors. To 
avoid these problems it is necessary to understand the 
mechanisms involved in this unwanted feedback.

This article describes our experimental and theoret­
ical work on these problems. First we shall discuss the 
structure and characteristics of the laser without feed­
back. We shall then deal with the subject of optical 
feedback, making a distinction between coherent 
feedback and incoherent feedback. We make this dis­
tinction because the feedback radiation may not nec­
essarily be coherent with the radiation in the laser cav­
ity. If the feedback is coherent (at low feedback lev­
els) a good theoretical description of the behaviour of 
the laser can be obtained. In this article we shall main­
ly confine ourselves to coherent feedback, with a brief 
mention of some of the effects encountered in incohe­
rent feedback.

Laser structure
In the introduction we touched briefly on the prin­

ciple of the semiconductor laser with a pn junction in 
a semiconducting material (‘homojunction laser’). 
Structures of this type give laser action above a rela­
tively high threshold current, which gives problems 
with overheating. Laser action can be obtained at a 
much lower current when the pn junction consists of 
two different semiconducting materials. For this rea­
son lasers have been developed that consist of two lay­
ers of different composition [2], known as ‘double­
heterojunction lasers’. There are many structures and 
materials in use, depending on the characteristics re­
quired for a particular laser application. The structure 
of the laser we have used in our investigations is the 
one used in Compact Disc and LaserVision players. In 

111 Semiconductors can be either direct or indirect. The direct type 
is appropriate for laser action. This terminology indicates that 
the optical transitions between energy bands can take place di­
rectly, i.e. without the need for an extra impulse quantum of 
momentum, as required in indirect semiconductors.

121 See J. C. J. Finck, H. J. M. van der Laak and J. T. Schrama, 
A semiconductor laser for information read-out, Philips Tech. 
Rev. 39, 37-47, 1980, and G. A. Acket, J. J. Daniele, 
W. Nijman, R. P. Tijburg and P. J. de Waard, Semiconductor 
lasers for optical communication, Philips Tech. Rev. 36, 
190-200, 1976.
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this section we shall take a brief look at the operation 
and characteristics of a laser with this structure. The 
problems that arise due to optical feedback are also to 
be found in many other laser structures, however. The 
results and the descriptions of these problems have a 
much wider relevance than for this special laser struc­
ture alone.

A cross-section through this structure is shown in 
fig. 3. The laser action is excited in layer A, the active 
layer, which consists of p-Alo.wGao.ssAs. This layer 
is sandwiched between two Alo.4sGao.55As layers, one 
p-type and the other n-type. (Since the Ga atoms in a 
GaAs lattice can be replaced by Al atoms without 
causing distortions or stresses in the lattice, it is rela­
tively easy to make perfectly matching layers of 
different material.) Because of the difference in the 
aluminium content of the active layer and the bound­
ary layers, the refractive index in the active layer is 
larger and the band gap is smaller than in the two ad­
jacent layers. The band gap is the difference in energy 
between the lowest level of the conduction band and 
the highest level of the valence band. The energy-band 
diagram for this layer structure can be seen in fig. 4.

This structure of layers of semiconducting material 
is essentially that of an ordinary diode. When a volt­
age is applied across the diode in the forward direc­
tion the electrons of the n-type material and the holes 
of the p-type material move towards the active layer. 
Here both types of charge carriers are confined by the 
energy barriers XEN and EEC. Holes and electrons can 
only disappear from this active layer by radiative re­
combination (EEV and EEC are larger than the mean 
thermal energy of holes and electrons). Laser action 
in the diode starts when the current through the active 
layer is high enough to cause population inversion 
and the photons resulting from the radiative recombi­
nation can cause sufficient stimulated emission to 
compensate for the optical losses in the laser (the 
‘lasing’ condition). To meet this condition the radia­
tion has to be enclosed in a resonant cavity. This is 
effected in the j'-direction by the difference in refrac­
tive index mentioned earlier. In the z-direction there is 
a step in the refractive index at the cleavage planes of 
the crystal, where about 30% of the radiation is reflec­
ted back into the laser cavity. The cavity boundary in 
the x-direction is formed by inserting a current-isolat­
ing layer of n-GaAs. The pnp structures on either side 
of the groove in this layer ensure that the current is 
limited to the groove, so that it is the only place where 
population inversion occurs. Since the laser light is 
present not only in the active layer but also in both 
boundary layers and even in a small zone of the cur­
rent-isolating layer, there is a small step in the refrac­
tive index (5 X ICT3) in the x-direction at the position

Fig. 3. Cross-section through the layer structure in a laser with a 
double heterojunction. A substrate S of p-GaAs contains, one above 
the other, a current-isolating layer B, a cladding layer Gp, an active 
layer A in which the laser action is produced, a cladding layer Gn 
and a top layer T, to which contacts can be applied. The V groove 
in the current-isolating layer ensures that the current injected into 
the structure in the y-direction is confined in the x-direction. 
Dimensions and compositions of the different layers are indicated 
in the figure. The laser light is generated in the grey area and propa­
gates in the z-direction. The length of the layer structure in the 
z-direction is much greater than the transverse dimensions of the 
structure.
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Fig. 4. Schematic representation of the band structure in the layers 
Gp, A and Gn of the laser. A current in the y-direction causes elec­
trons in the conduction band of the n-type material to be pumped 
towards the active layer. Because of the energy difference AEc be­
tween the conduction bands of the active layer and the boundary 
layer Gp, the electrons are confined. In an analogous way, holes 
collect in the active layer. Holes and electrons can only disappear 
from the active layer by recombination. Under the action of inci­
dent photons a coherent beam of radiation is thus produced.

of the V groove. As a consequence, light is optically 
confined in the x-direction as well.

The four layers are grown on a substrate of p-GaAs 
and this structure is then covered with a top layer of 
n-GaAs. These layers facilitate the application of con­
tacts. As aluminium oxidizes easily, it is not easy to 
apply good metal contacts to AlGaAs.

A current in this structure in the y-direction pro­
duces radiation. Fig. 5 shows the light output in the 
active layer as a function of the injection current. Up 
to a certain current value there is only spontaneous 
emission. The radiated power, the number of photons 
formed by recombination of electrons and holes, only
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Fig. 5. Optical power P of the laser as a function of the current J. 
The spectrum of the laser is shown for a number of current values. 
a) Spontaneous-emission spectrum, b) multimode spectrum, c) 
single-mode spectrum.

increases slowly with the number of electrons injected 
into the active layer. When the injection current 
reaches a threshold value Jt, there is population inver­
sion and stimulated emission can occur. Above this cur­
rent the power increases strongly with current. At low 
currents the power is emitted in a fairly broad wave­
length range (about 1 nm) close to 780 nm. When the 
current reaches a value well above the threshold current, 
the laser emits at a single sharply defined wavelength 
(single-mode behaviour with coherent radiation).

Optical feedback, experiments

In the applications of semiconductor lasers we have 
mentioned, the intensity or the laser power plays an 
important part, because it is the variation in the laser 
power reflected by the disc that contains the informa­
tion to be read out or transmitted. This is why it is so 
important that the intensity of the laser is sufficiently 
constant for the intentional variations to be observed.

In a laser with no feedback there are various pro­
cesses that cause fluctuations in the power. In the first 
place, there are small fluctuations in the laser power 
that are inherent in the process of radiative recombi­
nation (spontaneous emission). This noise contribu­
tion is fairly small and causes few problems, because 
it is constant above the threshold current. In addition, 
small changes in the input signal, the injection cur­

rent, affect the output signal or the laser power. Vari­
ations in the temperature of the laser structure also 
affect the laser power. It is therefore essential to keep 
the injection current and the temperature of the laser 
structure as constant as possible [3]. But even if all 
these conditions are satisfied, there may still be marked 
fluctuations in the laser power, if some of the laser 
radiation is reflected back into the internal cavity. 
This can happen to some extent when information is 
read from a Compact Disc or LaserVision disc and 
when a laser is connected to an optical fibre for com­
munications purposes. Depending on the amount of 
radiation reflected back to the internal cavity and on 
the phase difference between the reflected radiation 
and the radiation in the laser, the optical field can be­
come perturbed, giving large fluctuations of the laser 
power. We have studied this effect in the experimental 
arrangement described below (see fig. 6).

An image of the laser radiation (the ‘spot’) is 
formed by two lenses L\ and La on the feedback reflec­
tor M, which simulates a reflecting element such as a 
plate or the end of a fibre. The amount of feedback 
(the feedback fraction f) can be determined with the 
aid of filters located between the laser and the feedback 
reflector. The phase of the feedback radiation can be 
varied by moving the feedback reflector M and the 
lens L2. A part of the laser beam is split off by a beam 
splitter B for measuring the spectrum, the power, the 
noise and the coherence of the laser radiation.

The output power and the spectrum of the laser de­
pend on the current through the laser structure (see 
fig. 5). We shall have to take this current dependence

Fig. 6. Diagram of an experimental arrangement for determining 
fluctuations in the laser power. An image of the laser light is pro­
duced by two lenses Li and L2 on the feedback reflector M. The 
feedback fraction can be varied with the aid of filters placed be­
tween the two lenses. The phase of the feedback radiation can be 
varied by moving the feedback reflector M and the lens L2. A part 
of the laser beam is extracted through a beam splitter B for measur­
ing the spectrum, the noise, the coherence, the wavelength and the 
power (MA).

131 In our experiments we do indeed keep the temperature of the 
laser structure as constant as possible. In systems containing 
lasers a feedback loop with a photodiode controls the injection 
current of the laser to give constant output power.
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into account if we want to study the fluctuations in the 
laser power as a function of the feedback parameters.

The laser power is measured with a P-I-N diode. m
The output signal of the diode is split to give a mean- a
value term (<P>) and a fluctuating term (EP(tj). In 
the experimental arrangement the root-mean-square 
value of XP(t), ]/<(EP(t))2>, is determined in a 
band of about 3 kHz at a frequency of 200 kHz. The 
modulation index [4] m is defined as the ratio of this 
r.m.s. value to the mean value <P>. In fig. 7 this 
modulation index is shown as a function of the cur­
rent through the laser structure for a number of values 
of the feedback fraction. The phase of the feedback 
radiation is varied by moving the feedback reflector 
through a range of a few wavelengths. In this way min­
imum and maximum values for the modulation index 
are found. Fig. 7 a shows the modulation index for a ¿> 
laser with no feedback. In general terms, the modula­
tion index decreases with the injection current above 
the threshold value. (With no feedback the laser power, 
the d.c. component of the diode signal, increases while m 
the fluctuations, the a.c. component of the diode sig- , 
nal, remain constant.) The abrupt change in the laser 
power at the threshold current appears here as a change 
in slope. Just above the threshold current there is a 
peak in the modulation index. It follows from wave­
length measurements that this occurs at the current at 
which the laser ceases to emit at more than one wave­
length (multimode behaviour) and starts to emit at a 
single wavelength (single-mode behaviour).

103

Fig- 7. The modulation index as a function of the injection current > 
for different values of the feedback coefficient (r = 0, 0.02, 0.2 and 
2%). In these measurements the length of the external cavity is 
varied through a range of a few wavelengths. In this way maximum 
and minimum values are found for the modulation index.
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As feedback is increased (figs 7b to d) we see that 
the modulation index at this current value increases. 
Further above the threshold current the noise also in­
creases with increasing feedback (figs7b and c). Wave­
length measurements show that the laser does not 
really operate in a single mode in these circumstances 
but that radiation at a single wavelength is alternated 
with radiation at other wavelengths. These are not the 
wavelengths determined by the length of the internal 
cavity. The separations between the possible wave­
lengths are in fact much less than the separations be­
tween the laser modes. The fluctuations in the intensity 
of the laser radiation arise because the laser jumps 
from mode to mode, and these fluctuations account 
for the higher modulation index.

At even higher feedback fractions (r = 2%) the 
modulation index above the threshold current, al­
though larger than with no feedback, is no longer so 
strongly phase-dependent. Wavelength measurements 
show that the laser spectrum has a number of stable 
modes. At this feedback value, however, there is a 
distinct increase in the noise near the threshold cur­
rent. In the applications we are concerned with here, 
in which lasers are operated well above the threshold 
current, this contribution to the noise is not signifi­
cant. In what follows we shall not therefore consider 
the threshold noise, and will take a closer look at the 
noise at low feedback levels, as can be seen in fig. 7b 
and c.

At a current above the threshold value the laser 
without feedback emits virtually monochromatic 
radiation. The wavelength of the radiation is one of 
the possible wavelengths determined by the length of 
the internal resonant cavity. The introduction of the 
feedback reflector has the effect of producing a second 
resonant cavity that also has a number of laser modes. 
The wavelengths of these modes are determined by 
the length of the external cavity and come between the 
wavelengths of the internal modes (see fig. 8). The 
presence of the external modes may cause laser light 
to be generated at a different wavelength from the 
wavelength corresponding to the internal mode. What 
happens depends on two factors, the amount of feed­
back and the difference in wavelength between an in­
ternal mode and the nearest external mode. Roughly 
speaking, as the feedback increases, the closer the ulti­
mate wavelength becomes to one of the external 
modes. The wavelength difference between internal 
and external modes can be very precisely controlled 
by small variations in the position of the feedback re­
flector. With a symmetrical adjustment — i.e. with 
the internal mode exactly midway between two exter­
nal modes — and sufficient feedback, the laser wave­
length can go towards that of either of the modes. The
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Fig. 8. Diagram showing the relative positions of the possible wave­
lengths of a laser with feedback. With no feedback the laser oper­
ates at one of the wavelengths indicated as laser modes. These 
wavelengths are fairly widely spaced. The effect of the feedback is 
that the wavelength at which the laser ultimately operates is a suit­
able compromise between a wavelength close to a laser mode and 
one that is close to an external mode.

actual ‘choice’ is not important here. We should note, 
however, that there is a particular feedback value at 
which the laser finds it hard to ‘choose’ between the 
two alternatives. The wavelength then oscillates at 
random between the two extremes, thus producing a 
great deal of noise.

Fig. 9 shows how the wavelength and power of the 
laser radiation change as a function of the phase of 
the feedback radiation, for three values of the feed­
back. The amount of radiation fed back is indicated 
by a dimensionless parameter C, which will be dis­
cussed later. If little radiation is fed back (fig. 9a) the 
variation in wavelength is small. If there is more feed­
back (fig. 9b) the effects are more pronounced. At even 
higher feedback values the laser wavelength may 
change so much that there is laser action on external 
modes (fig. 9c).

The effects that occur (corresponding to the results 
of fig. 9a, b or c) when there is feedback of laser radia­
tion in the internal cavity are determined by the value 
of the feedback and the matching of the internal and 
external cavities (i.e. how close the external modes are 
to the wavelength of the laser without feedback).

[4] Determining the modulation index is a method of measuring 
the noise in a band of a particular bandwidth B. Another pos­
sible measure of the noise is the Relative Intensity Noise 
(RIN), which is the amount of noise per unit frequency, 
defined as <AP2(v)>/ ;P; -2. If the noise is white, i.e. inde­
pendent of frequency, the relation between the two quantities 
is: m = ]/RIN X B .
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Fig. 9. The change in frequency (A/) and the relative power change (AP/Po) of the laser radiation 
as a function of the phase (coqt) of the feedback radiation for three values of the feedback. The 
factor C takes account of both the feedback fraction and the matching between the external and 
internal laser cavities. As C increases the feedback increases, a) C= 0.32. b) C= 0.62. c) C= 1.25.

Both conditions can be described by a single param­
eter C, which takes account of the amount of feed­
back and the length of the external cavity. (It will be 
shown in the next section that there is a theoretical 
basis for the definition of such a parameter.)

The system parameter C contains the product of the feedback 
factor y and the transit time r of the radiation in the external cavity, 
and also a term connected with the change in the refractive index of 
the laser material because of the change in the concentration of 
charge carriers. The feedback factor is defined as:

where c is the velocity of light, la, err the effective length of the inter­
nal cavity, R the fraction of the radiation reflected by the laser 
reflectors in the internal cavity, r the fraction of the radiation re­
flected by the feedback reflector M, and f the fraction of the feed­
back radiation that actually arrives in the internal cavity of the laser.

It appears that there can be a maximum in the noise of 
the laser power for three values of this parameter (see 
fig. 10). The first maximum appears at 1. (This 
corresponds to a feedback fraction of only about 
0.01% in the geometry of the arrangement used in 
fig. 8.) This maximum appears because the laser can­
not choose between two symmetrical alternative 
wavelengths, as described above.

The second maximum appears because the laser 
jumps between more than two external laser modes 
(‘mode hopping’). If the feedback is increased again 
there is also mode hopping between the internal laser 
modes (the third maximum). In this case the noise level 
is much higher than at lower feedback values because 
more modes are involved in the process. Finally, there 
is a stable situation in which the laser emits simultane­
ously at several wavelengths and a higher but constant 
noise level is present.
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Fig. 10. The amount of noise[3) as a function of the parameter C 
(which takes account of the feedback and the matching between the 
external and internal cavities). Varying the phase of the feedback 
radiation gives a maximum value of the noise (continuous curve) 
and a minimum value (dashed curve). The figure also shows the re­
gions where there is mode hopping between several external laser 
modes (e.m.h.), the regions where there is coherence collapse (c.c.), 
and the regions where there is mode hopping between laser-cavity 
modes (m.h.). Beyond the third maximum the laser gives a multi­
mode spectrum.

In principle the effects that cause the noise peaks 
can be described in the same way. In all cases the noise 
arises as a result of mode hopping in the laser. In the 
situation where the second maximum appears, there 
are only external modes, whereas in the situation 
where the third maximum appears there are both in­
ternal and external modes.

In the next section we shall give a theoretical des­
cription of the first situation (corresponding to the ap­
pearance of the first maximum). It will be seen that 
the results calculated from this theory for the phase­
dependence of the wavelength and the power agree 
with the experimental results.

The behaviour of the laser with high feedback is in reality more 
complicated than indicated above. The wavelength measurements 
show that in addition to the mode hopping of the laser between more 
than two wavelengths determined by the external and internal cavi­
ties, there is a marked broadening of the laser line. The linewidth, 
which amounts to a few tens of MHz at low feedback, increases to 
about 20 GHz. The coherence length of the laser (which is inversely 
proportional to the linewidth) has therefore decreased enormously 
(by a factor of 1000). We call this effect ‘coherence collapse’. The 
feedback radiation is no longer coherent with the radiation pro­
duced in the internal cavity. Both the change in the linewidth, and 
the fact that the noise is independent of the length of the external 
cavity lead to the conclusion that the phase relation between the 
feedback radiation and the radiation in the internal cavity has been 
completely distorted. The parameter C has no further significance 
in this region, and strictly speaking the scale in fig. 10 ought to be 
replaced from C = 5 by a scale that only shows the feedback fraction.

Optical feedback, theory

Two important quantities for laser action in the act­
ive layer are the light intensity and the associated con­
centration of charge carriers. Statements about laser 

power and changes in it can be made if we know how 
these two quantities depend on the parameters of the 
laser cavity (refractive index, dimensions) and the cur­
rent injected into the active layer. We shall examine 
the situation in a laser that emits monochromatic 
radiation, i.e. where the current in the active layer is 
greater than the threshold current.

The concentration of electron-hole pairs n(t) in the 
active layer may change for three different reasons. In 
the first place the number of electron-hole pairs de­
creases as a result of spontaneous recombination. The 
number of electron-hole pairs that disappear per unit 
time in this way is inversely proportional to their 
mean lifetime T\. The second process that causes 
electron-hole pairs to disappear is stimulated recom­
bination. This number (of pairs that disappear in this 
way) is proportional to the intensity P of the radiation 
field in the active layer. Finally, electron-hole pairs 
are generated by the passage of a current through the 
active layer. The resulting change in concentration is 
J I qd, where J is the current, q the electronic charge 
and d the thickness of the active layer. Equation (2) 
expresses the change in concentration of electron-hole 
pairs due to all three processes:

dn(t) n(f) J
- G^n(t))P + —. (2)

di ii qd

The second term in this equation contains the intensi­
ty gain Ga, which in turn depends on the concentra­
tion of electron-hole pairs.

The change in the radiation field in the active layer 
can be described by considering the amplitude E of 
the optical field as a function of time. The light inten­
sity in the cavity is equal to | E |2. There are three con­
tributions to the change in the field amplitude. The 
first is proportional to the gain GA(n(Q), the second 
to the constant losses that arise because radiation 
leaks from the cavity, To, and the third is proportio­
nal to a dispersion factor Gd(«(0) that takes account 
of the refractive-index variations due to variations in 
the concentration of electron-hole pairs. If there is 
any feedback radiation returning to the internal cavity 
after a time r, the equation contains a further term 
that takes the feedback factor (y) and the phase (roor) 
of this radiation into account. The equation for the 
change in the amplitude of the optical field is:

<W) ,
^-= | [G^n(t)) -To + E(t)

+ yE(t — r)e_i“»r. (3)

The factor j appears in this equation because we are 
interested in the amplitude of the field here, whereas 
the expressions between brackets relate to the power.
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The angular frequency of the laser with no feedback is 
cuo. The quantity cuor, which occurs in the exponent 
in (3), is the feedback phase referred to earlier. In this 
treatment we neglect multiple reflections. This is 
justified because the feedback factor y is very small in 
the experiments that our model is intended to describe.

We assume that the system without feedback is in a 
stable state characterized by an intensity Po, an 
electron-hole pair concentration no and an angular 
frequency coo. We thus have:

Ga(«o) = To, GD(n0) = 0 and = - r0P0 + —. (4) 
Ti qd

In a situation where there is feedback we can linearize 
the gain Ga and the dispersion Gd around na:

GA(n) = To + ^(n - n0), GD(n) = rj(n - «0). (5)

This linearization permits us to express equations (2) 
and (3) that describe our model in terms of param­
eters that represent the situation with no feedback:

d
— [n(t) - n0] = 
at

1
- (— + ^["(O - «0] - To[P(O - Po], (6) 

11

dE(t) ,
—- n0]E(t) + yE(t - t)^. (7) 

di

We can thus describe the interaction between the 
optical field and the charge carriers by two inter­
related differential equations, (6) and (7). If these can 
indeed describe our experimental results as discussed 
in the previous section, then they must permit single­
frequency solutions that are stable under certain con­
ditions. Closer examination[5] of our equations 
shows that such solutions do exist and that they are of 
the form E(f) = ]/Fexp(iAcoi) and n(f) = «where P, 
n and Aco are independent of time. The frequency 
shift Aco resulting from the feedback, the power P 
and the concentration of charge carriers n are charac­
terized by:

Acor = Csin [0o - (co0 + Aco)r], (8)

P - P„ + lyU + A)
\ cl\J Ea - 2ycos(co0 + Aco)r

2yP0 / JIT \
Po + —- ---- —------ cos(w0 + Aco)r I , (9) 

1 Q \ J/Jt — 1 /

2y
n = n0---- — cos(co0 + Aco)r. (10) 

The constant C ( = yr/cos0o, where tan 0o = qli) in 
these solutions indicates the extent to which the intrin­
sic behaviour of the laser (frequency etc.) changes be­
cause of the feedback. We find in this parameter the 
feedback factor y, the transit time r of the radiation 
through the external cavity, and a quantity 0o that de­
pends on the laser material and the structure of the 
laser. This justifies the introduction of the parameter 
C in the description of the experimental results (see 
page 297). We can compare the measured and theore­
tical behaviour of the frequency and power as a func­
tion of the phase of the feedback radiation if the 
equations (8), (9) can be solved for the quantities Aco 
and P as a function of the phase coot. The power P 
has a cosine dependence on the phase of the feedback 
radiation (see eq. (9), subject also to the condition 
that the diode losses Po are much larger than the value 
of the feedback factor y). A closer examination of the 
stability of the solutions shows that there are two 
different regions. If C< 1, i.e. if there is little feedback, 
there is only one solution for Aco, but if C >1 there 
are more possibilities, which can be related to external 
modes.

In fig. 11 the solutions of equations (8) and (9) are 
shown as Acor ( a measure of the frequency shift) and 
cos(Acc> + coo)r (the power variation apart from a 
constant pre-factor) as a function of the phase coor for 
a number of values of C. The continuous lines give 
the stable solutions and the dashed lines give the un­
stable solutions. In these calculations the ratio of the 
imaginary part to the real part of the refractive index, 
rj/^, is equal to - 4, a value close to the last known ex­
perimental value and characteristic of semiconductor 
lasers. This results in a value of -76° for 0o, so that 
Nw and P are represented as a function of coot by 
practically the same curves, but with opposite sign. 
Low values of C give a single stable solution 
(C= 0.5). If C = 1, both curves have a vertical slope at 
a particular value of the phase. At higher feedback 
levels (C=3) there are three possible values for the 
power and the frequency shift in a particular phase 
range. As the phase goes through this range in both 
directions a hysteresis loop is described as indicated 
by the arrows. Laser action (stimulated emission) only 
occurs if the solution is stable. If small temperature 
and current fluctuations lead to an unstable solution, 
the laser jumps to the next stable solution. If C in­
creases, more stable solutions become possible and 
the behaviour of the laser becomes more complicated.

We can determine the fluctuations in the power as a 
function of the phase by calculating the derivative of 
the power with respect to that phase. This is justified 
for the low-frequency fluctuations we are concerned 
with here (the frequency of the fluctuations in our ex-
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Fig- 11. The frequency shift Acor and the power P as a function of the phase coqt of the feedback 
radiation for different values of the parameter C.

periments is less than about 105 Hz. The calculation 
shows that most of the fluctuations will be in the 
neighbourhood of C= 1.

The calculated and measured results agree well. The 
feedback in the experiment can be calculated from a 
comparison of measured and calculated curves by de­
termining C for the experimental curve. This is found 
to agree well with the feedback value as determined 
from the physical characteristics of the experimental 
arrangement (such as reflection coefficients of the laser 
and the feedback reflector and the length of the exter­
nal cavity). It follows from the theoretical analysis 
that we can expect a large amount of noise in the vicin­
ity of C = 1, which corresponds to the results of the 
experiments. The theory does not account for the large 
amount of noise indicated in fig. 10 for higher values 
of C; the parameter C cannot be used in the same way 
in this range since the linearization that we performed 
in equations (4) and (5) is no longer justified.

Tackling the noise problems

The good agreement found between the results of 
the experiments and the theoretical calculations indi­
cate that we have gained a better understanding of the 
processes that are responsible for noise in the intensity 
of the laser radiation. But this does not mean that we 
have solved the problem introduced by this noise in 
the applications mentioned here. We can however in­
dicate the conditions in which the operation of the 
laser will be least affected by noise. This is the case, 
for example, when the laser shows multimode behav­
iour (see fig. 10), which can arise in various ways. The 
noise level is then constant, although a little higher 

than if there is no feedback. This can be taken into ac­
count by making the differences in intensity that con­
tain the information substantially larger than this 
constant noise level.

In the first place, multimode behaviour of the laser 
can be obtained by providing high feedback. The 
effect of this is to reduce the threshold current and to 
increase the noise around the threshold (see fig. Id). 
This presents no new problems because the lasers are 
operated well above the threshold current. Secondly, 
multimode behaviour can be induced by high-fre­
quency modulation of the injection current. A third 
way of inducing multimode behaviour in the laser is 
to modify the structure of the laser. The laser we have 
described here is one whose characteristics are be­
tween those of a ‘gain-guided’ laser (with an optical 
gain profile), and an ‘index-guided’ laser (with a step 
in the refractive index). This implies that the laser cav­
ity is partly formed by differences in the refractive in­
dex of the materials forming the layers of this struc­
ture. A laser of the gain-guided type, in which the cav­
ity in the x-direction is defined by making only a 
restricted region suitable for the passage of current, 
gives multimode behaviour and therefore no noise 
problems arise. The threshold current of a gain- 
guided laser is higher, however, than in the laser 
structure discussed in this article. This higher thresh­
old current introduces further problems connected 
with cooling and laser life. The beam quality of a 
gain-guided laser is also poorer because of astigma-

151 More information about these calculations can be found in 
G. A. Acket, D. Lenstra, A. J. den Boef and B. H. Verbeek, 
The influence of feedback intensity on longitudinal mode 
properties and optical noise in index-guided semiconductor 
lasers, IEEE J. QE-20, 1163-1169, 1984. 
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tism. Consequently there is sufficient inducement in 
practice to use lasers with characteristics between 
those of the two types.

Another way of minimizing noise is to design a laser 
structure in which the system parameter C has the 
lowest possible value. Small values of C (<1) result in 
a low noise level; see fig. 10. The small value of C can 
be obtained, for example, by increasing the feedback 
of the laser reflectors (C is proportional to 1 — R; see 
equation (1)).

In some applications noise is largely avoided by 
using lasers with reflectors that return nearly all the 

radiation into the internal cavity (R ~ 1), or lasers 
that are forced into multimode behaviour by modula­
tion of the injection current.

Summary. Fluctuations in the optical power of semiconductor 
lasers can arise because of radiation returning to the laser cavity 
after reflection from a surface outside the cavity. These fluctuations 
are undesirable in many applications in which information is opti­
cally transmitted as variations in laser power. Experiments and cal­
culations have been carried out to gain a better understanding of 
the ways in which these fluctuations are affected by the various laser 
parameters. Experimental and theoretical results agree well. Condi­
tions can now be indicated in which there is very little variation in 
laser power as a result of feedback of optical power.
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1937 THEN AND NOW 1W7

Permanent magnets

Although permanent magnets have been used for 
many centuries — in the compass — a good model for 
explaining ferromagnetic behaviour has only been 
available since the beginning of the twentieth century. 
This was when it was first understood that magnetic 
material consists of small domains of magnetic mo­
ments all pointing in the same direction, and that the 
domains could change their orientation by the move­
ment of a ‘Bloch wall’ (see the illustration [*] at the 
top left). With a better understanding of magnetism, 
it became possible to control the microstructure of 
alloys and oxides of the ferromagnetic elements — 
iron, cobalt, nickel — so that their (BH)max-values 
were ten or twenty times those of the classic magnet 
steels. ‘Ticonal G’ from 1937, ‘Ferroxdure II’ from 
1954 and ‘Ticonal XX’ from 1956 were all results of 
such work at Philips on the perfection of magnetic 
materials (see the two electron micrographs on the 
right, taken in perpendicular directions in ‘Ticonal 
XX’).

Later on, elements from the rare-earth group were 
applied, as well as the traditional ferromagnetic el­
ements. This led to the discovery of SmCos in 1968 
and Nd2Fei4B in 1983. Philips are about to apply the 
latter material in the pick-up of the CD player.

A striking picture of the progress during the last 
twenty or thirty years is obtained by comparing the 
load (the brass rods, colour photo) that the various 
kinds of magnets, of the same dimensions, can sup­
port if they levitate at the same distance above an 
‘opposite pole’.

‘Ticonal’ does not appear in this picture, since its 
best features, the combination of a high saturation 
magnetization and a small coercivity (just the oppo­
site of ‘Ferroxdure’, which has a low saturation mag­
netization and a high coercivity), do not show to their 
best advantage in such an experiment.

From Philips Technical Review, August 1937.
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Metastable phases and thermodynamic equilibrium

J. J. van den Broek and A. G. Dirks

The hardening of steel is one of the oldest and best-known processes in which a metastable 
crystalline phase occurs. A supersaturated solution of carbon in iron is formed, and the asso­
ciated crystalline structure is called martensite. Metastable amorphous phases in metal alloys 
have been the subject of keen interest in recent years because of their interesting properties, 
which arise because they have no regular atomic order and no grain boundaries. The occur­
rence of metastable phases, either amorphous or crystalline, can in many cases be predicted 
from the tendency of every system to seek a minimum of the Gibbs free energy. For predic­
tions of this kind the familiar phase diagram, which applies to a state of stable equilibrium, 
can be a valuable aid.

Introduction
Until about 1934, when amorphous metal was first 

successfully produced from the vapour phase, only 
the crystalline form of metals was known. Technical 
applications of amorphous metal did not emerge until 
the seventies, when it became possible to produce this 
material in the form of a metallic ribbon. The method 
consisted in rapidly cooling metal in the liquid state 
by squirting it on to a copper wheel rotating at high 
speed. It seemed likely that the absence of preferred 
directions for the magnetic moment would give metals 
with better magnetic properties, and that the absence 
of grain boundaries would yield metals of much 
greater strength [1L

Amorphous metals have not yet become as widely 
applied as first seemed likely. In the past fifteen years, 
however, there has been renewed interest. This is part­
ly due to the emergence of a new application in the 
form of thin films for magneto-optical recording [2]. 
These films are made by evaporating the components 
on to a cooled substrate, so that atomic disorder is 
‘frozen in’ [3]. Another innovation has been the intro­
duction of mechanical alloying, which can be used, it 
appears, to permit the economical use of amorphous 
metal for exceptionally strong mechanical compo-

Ir J. J. van den Broek and Dr A. G. Dirks are with Philips Research 
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nents. In this method the constituents are ground to a 
fine powder and then intimately mixed t4]. An indus­
trial application announced recently is the use of 
amorphous metal ribbon in transformer cores. The 
losses are lower, so that energy can be saved and the 
transformers can be much smaller.

Amorphous metals are always metastable, which 
means that a fairly significant disturbance, such as a 
sudden increase in temperature, can make the metal 
become crystalline. Evaporation from the vapour 
phase can produce both metastable amorphous alloys 
and metastable crystalline alloys. We have even been 
able to make homogeneous mixtures of metals that 
are normally so immiscible that two phases occur 
both in the solid state and even in the liquid state (like 
oil in water)161.

According to the laws of thermodynamics a system 
at constant temperature and pressure tends towards 
an equilibrium state with a minimum of the Gibbs 
free energy [6]. The Gibbs free energy G is defined as:

G = U - TS + pV, (1)

where U is the internal energy, T the absolute temper­
ature, S the entropy, p the pressure and Vthe volume. 
The quantity U+p V is called the enthalpy (H). In all 
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known metal alloys at room temperature the Gibbs 
free energy of the amorphous phase is greater than 
that of the most stable crystalline phase, i.e. the phase 
with the lowest Gibbs free energy. This explains why 
an amorphous phase is always metastable. If the mo­
bility of the atoms at room temperature is insufficient 
to cause the amorphous structure to become crystal­
line, the amorphous structure can maintain itself.

The phase diagram, an invaluable aid in phase the­
ory, shows the phases that occur at different tempera­
tures and compositions (fractions) of the compo­
nents. These phases are the various crystalline phases, 
the liquid phase or phases and sometimes the gas 
phase. The phase diagram is directly related to the 
(G,x) diagram, which gives the Gibbs free energy G at 
a given temperature for the various phases as a func­
tion of the mole fraction x171. N. Saunders and A.P. 
Miodownik have also pointed out that the (G, x) 
diagram can often be used for predicting whether 
metastable phases will occur 181, especially for alloys 
that have been made by depositing the components on 
to a cold substrate from the vapour phase. The mobil­
ity of the atoms is then usually so low that the homo­
geneous distribution due to the evaporation remains 
unchanged. At a particular composition the phase ob­
tained is the one that has the lowest Gibbs free energy, 
provided that the crystal structure is not too com­
plicated to form on the cold substrate. As a rule, then, 
two separate phases do not occur, although this often 
happens when a state of stable equilibrium is reached.

The difficulty with predicting metastable amor­
phous and crystalline phases from the (G, x) diagram 
is that for most combinations of metals the diagram 
is not known and is also difficult to calculate191. 
A method of approximation for predicting amor­
phous phases, which requires no calculations, is 
known from phase theory [7]. In this method the loca­
tion of a composition region where amorphous alloys 
may occur is given by extrapolating liquidus curves in 
the phase diagram. If the phase diagram of an alloy 
system is known, this method soon gives a result, and 
is just as useful for making predictions as the (G,x) 
diagram.

In the rest of the article we shall first consider the 
phase diagram and its relation to the (G,x) diagram. 
We shall then show how metastable phases can be pre­
dicted with the (G, x) diagram. Next, we shall deal 
with the prediction of amorphous phases with the aid 
of the phase diagram. Both methods will be illustrated 
by practical examples. Finally we shall look at the 
complicated phase relationships that can arise in a 
transition region between a state of stable thermo­
dynamic equilibrium and a state of metastable equi­
librium.

The phase diagram and its relation to the (G,x) 
diagram

First of all we shall recall the basic principles of the 
phase diagram. Fig. 1 shows a (G,x) diagram and the 
phase diagram for two metals A and B that are com­
pletely soluble in each other in the liquid and solid 
states171, e.g. silver and gold. (The mole fraction x is 
the ratio of the number of atoms B to the total num­
ber of atoms in the mixture.) The complete mutual 
solubility is connected with the identical crystal struc­
tures of pure gold and silver and the virtually identical 
atomic radii of both elements. In mixed crystals silver 
and gold atoms can therefore be substituted for one 
another in any mixing ratio.

The shape of the curves in the (G,x) diagram for the 
various phases depends on the temperature T, since
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Fig.l. Principles of the phase diagram, a) A (G,x) diagram, the 
Gibbs free energy G as a function of the mole fraction x of B in the 
mixture of A and B, at a temperature T=Tlt Gl Gibbs free energy 
of the liquid phase L. Gs the same, for the solid phase S. Xl and Xs 
boundaries of the composition range where, in stable equilibrium, 
there are two phases, the liquid phase and the solid phase. In this 
range the Gibbs free energy for a given mole fraction follows from 
the common tangent of the (G,x) curves. The enlarged diagram at 
the top shows that the Gibbs free energy G of a mixture of two 
phases (Gx,Xi) and (Gg.Xa) at a fraction x follows from the line 
connecting the corresponding points. In a state of stable equilib­
rium the appropriate combinations of G and x lie on the common 
tangent, b) The phase diagram for two elements that are completely 
soluble in each other both in the liquid state and the solid state. The 
corresponding (G,x) diagram shown in (a) applies at a temperature 
Ti. The phase diagram can be thought of as being formed from a 
number of (G,x) diagrams at different temperatures. The region 
L+S is two-phase.

the Gibbs free energy G is a function of temperature, 
of course; see eq. (1). Fig. la shows the (G, X) diagram 
for a temperature Ti higher than the melting point of 
pure A and lower than that of pure B. At this temper­
ature, A with little B is liquid, B with little A is solid. 
To the left of the point where the curves intersect, the 
liquid phase has a lower Gibbs free energy than the 
solid phase. The liquid phase is therefore more stable 
here. On the right the same is true for the solid phase. 
In a state of stable equilibrium there is a composition 
region near the intersection point of the two (G, x) 
curves where the solid and the liquid phases form a 
two-phase mixture. The boundaries xl and xs of this 
range follow from the location of the points of con­
tact with the common tangent. In stable equilibrium 
the Gibbs free energy of the two-phase mixture is de­
termined by the point on the common tangent that 
corresponds to the mole fraction x of the alloy under 
consideration.

It can be seen from the inset in fig. la that the common tangent of 
the (G, x) curves must be drawn to find the Gibbs free energy of a 
mixture in the range Xl < A' xs. Suppose that at a fraction x a 
liquid phase forms with Gibbs free energy Gi and fraction Xi and a 
solid phase with G2 and x2. The Gibbs free energy of the mixture of 
liquid and solid is then found for the fraction x by drawing a 
straight line between the points (xi,Gi) and (x2,G2)lf The Gibbs 
free energy of the two-phase mixture is lower than that of homoge­
neous liquid or homogeneous solid solutions of the same composi­
tion. However, of all the possible lines that connect points on the 
curves, the common tangent to the curves at the fractions xl and Xs 
represents the lowest Gibbs free energy that is possible for inter­
mediate fractions.

The stable equilibrium at a temperature Ti can be 
described as follows; see fig. la. Mixtures that are rich 
in A are liquid when x<Xl. Mixtures that are rich in 
B are solid when x>xs. Mixtures with xl<x<Xs 
consist both of a liquid of mole fraction xl and of 
single-phase solid solution of mole fraction xs. Accor­
ding to the ‘lever’ rule, the amount of solid solution 
varies from 0% at x=xl to 100% at x=xs.

The phase diagram corresponding to the system A-B 
in fig. la is shown in fig. lb. There is a region, indi­
cated as L+S, in which the liquid and the solid phases 
coexist. The boundaries of this region are given by the 
contact points of the common tangents of pairs of 
curves in (G, x) diagrams at different temperatures, as 
demonstrated for the temperature 7i. In region S there 
is a single phase of solid solutions which, unlike pure 
A or pure B, do not have a melting point but a melting 
range. The phase diagram describes a state of stable 
thermodynamic equilibrium.
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Fig. 2 gives a (G, x) diagram and the phase diagram 
for a multiple eutectic system A-B in which com­
pounds A2B and AB2 occur. The structures a, fl, y, 
and Ô of pure A, pure B, and the two compounds 
respectively are different, so that at low temperatures 
only phases of nearly pure A, nearly pure B or a com­
pound occur. In the (G,x) diagram, which cor­
responds here to a temperature (72) with solid phases 
only, curves are shown for the Gibbs free energies Ga, 
Gp, Gy and Gg. Here again, the common tangents of 
the (G, x) curves are shown, resulting in three broad 
two-phase regions in the phase diagram. Crystal 
structures of the compounds A2B and AB2 only form 
at the virtually fixed ratios A/B of 2 and 1/2, at which 
the atoms A and B occupy fixed places in the crystal 
structures. Examples of systems with compounds are 
copper-zinc, samarium-cobalt and nickel-zirconium. 
We shall return to the system nickel-zirconium pres­
ently.

Fig. 2. a) A (G,x) diagram and b) the phase diagram for a multiple 
eutectic system A-B with compounds A2B and AB2. The crystal 
structures of pure A and B are indicated as a and /?, and those of 
the compounds as y and <5. G„, Gp, Gy and Gs are the Gibbs free 
energies of the various structures. The (G,x) diagram relates to a 
temperature T2. a + y, y + d, S+P, a + L, L+y, y + L, etc. are two- 
phase regions. L liquid phase.

Predicting metastable phases with the aid of the (G,x) 
diagram

In determining two-phase regions with the aid of 
the common tangent of (G,x) curves it is assumed 
that the atoms possess so much mobility that the two 
phases with different structures and mixing ratios are 
in fact formed. After rapid cooling from the liquid 
phase or deposition from the vapour phase (we shall 
use the term ‘quenching’ for both processes) this 
mobility is sometimes so small, however, that the 
separate phases cannot form. In such cases, therefore, 
there is no point in drawing the common tangent. 
Saunders and Miodownik have pointed out that in­
stead of two separate phases a single phase occurs, 
which is usually the phase that, according to the (G, x) 
diagram, has the smallest Gibbs free energy [8].

This is illustrated in fig. 3. For the system A-B the 
(G,x) diagram in fig. 3a shows curves for the crystal 
structures a, fl and y. Fig. 3b shows the phases that 
are formed in a state of stable equilibrium. On either 
side of the two-phase region a + fl there are single­
phase regions a and fl. The structure y is not formed, 
because the (G, x) curve lies above the common tan­
gent of the curves for Ga and Gp. Fig. 3c applies to a 
situation after quenching. The boundary of the re­
gions a and fl is defined by the point where the cor­
responding curves in fig. 3a intersect. It is assumed 
that no phase y is formed; this may be the case if it is 
difficult for crystallization nuclei to form or if the 
crystallization nuclei grow too slowly, e.g. because 
the structure is too complicated. If the phase y does 
form, we have the situation shown in fig.3<7. There 
are then three single-phase regions, whose boundaries 
are given by two intersection points in fig. 3a.

The probability that a third metastable phase, either crystalline 
or amorphous, will be formed in addition to a and/? increases with 
the area of the grey-shaded region in fig. 3a between the two curves 
and their common tangent. This area is large, for example, when 
element B does not ‘fit’ so well into the structure a of element A, 
since the difference Gf-Gp3 will then be greater. This is the thermo­
dynamic background to the ‘structural difference rule’[10].

We can illustrate the theory above with data from 
Saunders and Miodownik [8]. Fig. 4a shows how the 
composition range for an amorphous phase is deter­
mined for the nickel-zirconium system. The continu­
ous curves give the Gibbs free energy G at room tem­
perature as a function of the fraction x for different

1101 B. X. Liu, Ion mixing and metallic alloy phase formation, 
Phys. Stat. Sol. A 94, 11-34, 1986. 
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crystalline phases and for the liquid phase. The small 
squares relate to the amorphous material. It can be 
seen that there is a relatively large difference between 
the Gibbs free energy of the amorphous phase and 
that of the liquid phase. This is a little surprising, since 
the usual assumption is that they are just about equal. 
The difference is probably a consequence of some 
short-range ordering of the atoms in the amorphous 
phase. The points marked + indicate the minimum 
Gibbs free energy for different compounds of Ni and 
Zr; see the phase diagram in fig.4Z?[11]. The atoms 
do not have sufficient mobility for these compounds 
to be formed, however, so that we can disregard these 
points. The range where the amorphous phase would

Fig. 3. a) (G,x) diagram at room temperature for the system A-B 
with phases a, P and y. Gf and Gfl Gibbs free energy of B with the 
respective structures fl and a. b) The phases at room temperature in 
a state of stable equilibrium as a function of the different mole frac­
tions x. The single-phase composition ranges are indicated. The 
two-phase range, whose location follows from the common tangent 
in (a), is shown by horizontal hatching, c) The same situation, but 
now for ‘quenching’ from high temperature. There are now only 
two single-phase composition ranges, whose separation is given by 
the intersection point of the curves for a and p in (a). It is assumed 
that the structure y does not form, for example because it is too 
complicated, d) The situation if the structure y actually did form.

be expected follows from the points where the curve 
for this phase intersects that for the face-centred cubic 
structure.

Fig. 4c shows the very broad amorphous range (Sa) 
found in this way, together with the results of experi-

Fig. 4. a) The (G,x) diagram181 at 25 °C, and b) the phase dia­
gram ” for the system Ni-Zr. hep hexagonal close-packed struc­
ture. bcc body-centred cubic structure, fee face-centred cubic struc­
ture. Ghcp, Gbcc, GfCc and Gl Gibbs free energy of these structures 
and of the liquid phase. The points indicated by squares relate to 
amorphous material. The points marked by + are the minima of 
(G,x) curves not shown (see fig. 2d) for the various compounds in­
dicated in (b). c) Composition ranges in which amorphous material 
can be found after quenching. Sa the (theoretical) range that is 
given by the points in (a) where the curve for amorphous material 
intersects the curve for the fee structure. Bu the range found experi­
mentally by Buschow1121. Sc the range found experimentally by 
Scott1131.
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ments. The ranges Bu were found at our Laboratories 
by K. H. J. Buschow; they are the result of quenching 
from the liquid phase on a rapidly rotating wheel1121. 
The ranges Sc, found by M. G. Scott and presented in 
a review article by H. A. Davies, are also the result of 
quenching from the liquid phase, but with a different 
technique 1131. The agreement between the theoreti­
cally predicted range and the results of experiments is 
satisfactory. It should be remembered here that high 
accuracy cannot be expected in predictions of this 
kind, since the (G,x) curves are no more than approxi­
mations and because the cooling rate during quen­
ching determines the phases that are actually formed. 
We shall return to this point later.

The method described can also be used for predic­
ting metastable crystalline phases as well as amor­
phous phases181. We shall illustrate this with the 
copper-chromium, copper-molybdenum and copper­
tungsten systems, which we have investigated. These 
metals have such poor miscibility in one another that 
two phases are formed even in the liquid state. We 
have also investigated the copper-cobalt system; these 
metals only have poor miscibility in the solid state 151. 
On a substrate at room temperature we deposited thin 
films of these metal alloys from the vapour phase in 
different proportions and found broad — metastable 
— single-phase regions that were separated by fairly 
narrow two-phase regions, as shown in fig. 5. (If the 
substrate had been cooled well below room tempera­
ture, these two-phase regions would have been even 
narrower, giving the situation illustrated in fig. 3c.) In 
a state of stable equilibrium, i.e. not after quenching, 
these alloys always consist of two phases for all com­
positions, the two phases being the pure metals.

The location of the two-phase regions that form the 
limits of the single-phase regions should again follow 
from the intersection points of the (G,x) curves. Since 
these curves are not known in this case, we had to de­
termine the location of the intersection point in a com­
plicated and rather roundabout way. We plotted the 
energy of formation instead of the Gibbs free energy 
as a function of the mole fraction x. The energy of 
formation is the part of the Gibbs free energy that is 
necessary to make the metals alloy. The only contri­
bution to the energy of formation we took into ac-

1111 P. Nash and C. S. Jayanth, The Ni-Zr (nickel-zirconium) sys­
tem, Bull. Alloy Phase Diagrams 5, 144-148, 1984.

1121 K. H. J. Buschow, Short-range order and thermal stability in 
amorphous alloys, J. Phys. F 14, 593-607, 1984.

[13] H. A. Davies, Metallic glass formation, in: F. E. Luborsky 
(ed.), Amorphous metallic alloys, Butterworths, London 1983, 
pp. 8-25.

1141 See: L. Kaufman and H. Bernstein, Computer calculation of 
phase diagrams, Academic Press, New York 1970. AGiatt is re­
ferred to here as ‘lattice stability’; the values of AGiatt in fig. 5 
for pure Cu, Cr, Mo, W and Co in the various crystal lattices 
are derived from this.

count was AGiatt, which is a measure of the stability 
of the metal in the crystal lattice 1141. The energy re­
quired for the physical mixing is practically indepen­
dent of the crystal structure and was not therefore

Fig. 5. a) The contribution AGlat, to the energy of formation as a 
function of the mole fraction x for the systems Cu-Cr, Cu-Mo and 
Cu-W. A linear relation is assumed between the points at x= 0 and 
x= 1. The horizontally hatched regions at the top of the figure rep­
resent the two-phase composition ranges we found experimentally. 
These ranges separate broad metastable single-phase ranges with 
the fee and bcc structures. The single-phase ranges were found after 
quenching from the vapour phase. The location of the two-phase 
ranges corresponds reasonably well to the intersection point of the 
(AGiatt,x) lines, b) The same, for the system Co-Cu, in which cobalt 
has the hep structure.
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considered. Pure chromium, molybdenum and tung­
sten always have a body-centred cubic structure in 
their stable modification; see fig. 5. In these three 
metals, however, the fee structure is unstable. Pure 
copper does have a stable fee structure, but the bcc 
structure is unstable. In agreement with this, the 
A Gjatt of the bcc structure in copper is 6 kJ/mol higher 
than for the fee structure. In chromium, molybdenum 
and tungsten, on the other hand, the AGiatt of the 
bcc structure is lower than that of the fee structure.

We have assumed that the AGiatt of the metals in­
vestigated is a linear function of the mole fraction. If 
we therefore draw lines connecting the points for the 
A Giatt of the pure metals, we find that the intersection 
points of the (AGiatt,x) lines for Cu with Cr, Mo or 
W, and for Co with Cu, agree reasonably well with 
the locations of the two-phase regions that we found.

Predicting amorphous phases from the phase diagram
The phase diagrams of many combinations of two 

metals, or of metals with metalloids, are known and 
available in handbooks. This is not so for diagrams in 
which the Gibbs free energy G is plotted as a function 
of the mole fraction x, at least not for all the crystal­
line and amorphous phases that can occur in a par­
ticular combination. This means that prediction of 
metastable phases from the (G,x) diagram usually re­
quires calculation of the Gibbs free energy for differ­
ent fractions and phases. The method is therefore 
fairly laborious.

Our method, in which direct use is made of the 
phase diagram, is much less laborious since it requires 
no calculations. Fig. 6 shows how the method is used 
for predicting an amorphous phase for the nickel-zir- 
conium combination in fig. 4. Since at a high quench­
ing rate there is little likelihood of compounds (usually 
with a complicated crystal structure) being formed, 
we ignore the central part of the phase diagram. This 
leaves us mainly with the two-phase regions of the vir­
tually pure elements with liquid, and with the liquid 
phase L between them. The liquidus curves are then 
extrapolated. If the extrapolated curves do not inter­
sect at a temperature above room temperature, they 
form the limits for a composition range in which a 
metastable equilibrium of the liquid or the amor­
phous phase can exist. We thus find a composition 
range for the amorphous phase for Ni-Zr at room 
temperature that corresponds reasonably well with 
the ranges in fig. 4c.

For the actual formation of an amorphous phase 
the rate of cooling from the liquid phase must be high­
er than a certain critical quenching rate. For a given 
composition the critical quenching rate increases with

0 0.5 1
b Ni ------► x Zr

Fig. 6. The phase diagram can be used to determine the mole frac­
tions at which an amorphous phase would be expected after 
quenching, in this case for the system Ni-Zr (see also fig. 4). a) The 
central part of the phase diagram is not considered because, in gen­
eral, no compounds will be formed during quenching. The liquidus 
curves of the almost pure elements are extrapolated to room tem­
perature. b) The composition range in which an amorphous phase 
can be expected; the range is bounded by the extrapolated curves.

the difference between the solidification temperature 
of the crystalline phase and the glass temperature of 
the amorphous phase. The glass temperature is the 
temperature at which the viscosity of the undercooled 
liquid produced by the quenching has increased to 
such an extent that it can be said to be an amorphous 
solid. In quenching from the liquid phase with a rota­
ting wheel a quenching rate is reached that is 109 K/s 
at the most. In deposition from the vapour phase on 
to a substrate that is kept at room temperature, a 
quenching rate of about 1O1Z K/s can be calculated 
from energy considerations. The method used by Scott 
(see fig. 4c) was probably quenching of molten metal 
between rollers; the quenching rate that can be reached 
in this method is not so high, about 107 K/s. This ex­
plains why Buschow did find amorphous material at 
the fraction x — 0.5, where the solidification tempera­
ture of the compound NiZr is high, whereas Scott did 
not. At x = 0.22, where the compound NiyZr2 has an 
even higher solidification temperature, both Buschow
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Fig. 7. Composition ranges in which amorphous material was 
found on quenching from the vapour phase a) for the combination 
of iron with yttrium and rare earths, b) for cobalt with yttrium and 
rare earths121.

Fig. 8. Prediction of the composition range of an amorphous phase 
for the system gadolinium-cobalt; see also figs 6 and 7. a) Extrapo­
lation of the liquidus curves in the phase diagram, b) The range 
thus found.

and Scott failed to find amorphous material. Presum­
ably they would have done so if they had used the 
method of deposition from the vapour phase.

In research aimed at finding suitable ferrimagnetic 
materials for magneto-optical recording, many com­
binations of elements have been investigated at our 
Laboratories for the occurrence of amorphous 
phases121. The results of this work by J. W. M. 
Biesterbos and A. G. Dirks are presented in fig. 7a 
and b. They relate to combinations of iron and cobalt 
with yttrium and rare earths. The amorphous films 
were produced from the vapour phase. The advantage 
of this kind of amorphous material for magneto­
optical recording is that the magnetic-compensation 
temperature can be accurately adjusted by varying the 
composition in a wide range. If we started from 
crystalline material of the combinations mentioned 
above, which can form compounds, we would be 
confined to fairly narrow composition limits cor­
responding to the phase diagram.

The usefulness of our method for predicting an 
amorphous phase is illustrated for gadolinium and co­
balt in fig. 8. The result agrees reasonably well with 
the experimentally determined range in fig.lb. The 

other ranges in fig. 7 can also be predicted with phase 
diagrams, though not so accurately.

Amorphous (metastable) phases are known for 
most combinations of zirconium with 3d transition 
metals, e.g. nickel and zirconium; see fig. 4. It did not 
prove possible, however, to produce amorphous chro- 
mium-zirconium. Fig. 9 shows that this can also be 
explained from the phase diagram. In Cr-Zr, unlike 
Ni-Zr (see fig. 6) there is no question at all of a range 
with a metastable liquid phase that extends to low 
temperatures: the extrapolated liquidus curves inter­
sect each other at a point at about 1000 °C — far 
above room temperature.

The transition from stable thermodynamic equilib­
rium to a metastable equilibrium

When the substrate is not kept at room temperature 
during deposition from the vapour phase, but at a 
higher temperature, the term quenching is not so ap­
propriate. In this situation transitional states can oc­
cur between the stable thermodynamic equilibrium 
and a metastable equilibrium. The effect of the 
substrate temperature Ts has been investigated by
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Fig. 9. The extrapolation of the liquidus curves in the phase dia­
gram of the system zirconium-chromium. It can be seen from this 
that it is almost impossible to obtain amorphous Zr-Cr by quench­
ing, since the intersection point of the extrapolated curves is at 
about 1000 °C.

H. T. G. Hentzell et al. for the system aluminium­
nickel in the range 0.4 <xm< 1 [15] ■ The complicated 
phase diagram for this system can be seen in fig. 10a. 
The phases found by Hentzell et al. as a function of 
the substrate temperature are shown in fig. 106. The 
intersection point of the curves at 300 K is the result of 
our own work, involving vapour deposition on an un­
heated substrate for varying nickel content and in­
vestigation of the structures by X-ray diffraction and 
transmission electron microscopy.

At Ts>700 K the results of Hentzell et al. agree rea­
sonably well with the phase diagram. At 300K<Ts< 
700 K the mobility of the atoms is on the one hand too 
low for a stable equilibrium to be reached, but on the 
other hand too high for a metastable equilibrium to 
be ‘frozen in’. In this transitional region the phase re­
lations are determined by a combination of atomic 
mobility and the tendency of the system to seek a 
minimum Gibbs free energy. This can lead to unex­
pected situations, because the three-phase region 
P' + a' + fee in fig. 106 could not exist in a binary sys­
tem in thermodynamic equilibrium.

At T5<300K the a' phase is not present, possibly 
because the mobility of the atoms is insufficient for 
this phase to occur. There are then only two broad 
single-phase regions: that of the fee structure of pure 
nickel and that of the P' structure, which corresponds 
to the (cubic) structure of caesium chloride. The mole 
fraction that corresponds to the boundary of the two 
single-phase regions is in agreement with the location 
of the intersection point of the (A G, x) curves for the 
fee and P' structures; see fig. 10c. We do not need to
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Fig. 10. The effect of the substrate temperature Ts in quenching 
from the vapour phase for the system aluminium-nickel. a) The 
phase diagram e,8,P' ,a' and fee crystal structures, b) The phase 
relationships as a function of the substrate temperature [151. (The 
intersection point of the lines at room temperature is the result of 
our own research.) If Ts is equal to room temperature, there are two 
single-phase regions, c) The energy of formation AG as a function 
of x for the structures P', a' and fee at room temperature. The 
structure a' is not formed at room temperature because it is too 
complicated; the corresponding curve is therefore shown dashed. 
The intersection point shown corresponds to the boundary of two 
single-phase regions on quenching. This agrees well with the results 
in (b). d) Left-, bright-field micrographs, right', electron-diffraction 
patterns, made with a Philips transmission electron microscope at 
two different mole fractions x of the Ali~xNL film deposited from 
the vapour phase. The diffraction patterns are clearly different.



Philips Tech. Rev. 43, No. 10 METASTABLE PHASES 313

The results in fig. 10 demonstrate that, when the 
substrate temperature changes during the deposition 
of thin metal-alloy films from the vapour phase, there 
are three separate temperature regions:
• a region at high substrate temperature, where the 
location of the phases corresponds reasonably well to 
the phase diagram;
• a region at low substrate temperature, where the 
boundary of wide and largely metastable single-phase 
regions corresponds to the intersection point of the 
relevant (EG,x) curves, and
• a region at intermediate temperatures with fairly 
complicated phase relationships, since on the one 
hand the system tends towards a stable thermody­
namic equilibrium and on the other hand the mobility 
of the atoms is limited.

consider the curve for the phase a', since this phase, 
as noted, is not formed at room temperature.

The boundary of the single-phase regions also fol­
lows from the micrographs in fig. fOc? of structures 
with x=0.60 and 0.70; these micrographs were made 
with a Philips transmission electron microscope. The 
bright-field pictures show an almost identical grain 
structure, consisting of extremely fine crystallites. The 
electron-diffraction patterns reveal that there has been 
a definite change in the crystal structure.

tl5] H. T. G. Hentzell, B. Andersson and S.-E. Karlsson, Grain 
size and growth of Ni-rich Ni-Al alloy films, Acta Metall. 31, 
2103-2111, 1983.

Summary. There is a growing interest in amorphous phases, for one 
reason because of the application of thin films of amorphous metal 
in magneto-optical recording. The phase diagram, which applies 
for a state of stable thermodynamic equilibrium, can often be used 
to predict whether an amorphous phase — invariably metastable — 
will occur in a binary system. This is so, for example, in combina­
tions of iron or cobalt with rare earths, from which amorphous 
films have been deposited from the vapour phase to see whether 
they can be used as a medium for magneto-optical recording. The 
occurrence of metastable phases — either amorphous or crystalline — 
can also be predicted from the (G,x) diagram, in which no account 
need be taken of the (G,x) curves of phases that cannot occur owing 
to limited atomic mobility. The phase that does form on quenching 
is the one that has the lowest Gibbs free energy G at a given compo­
sition. If the substrate is kept at a higher temperature than room 
temperature during deposition from the vapour phase, fairly com­
plicated phase relationships arise in a transitional region between a 
state of stable thermodynamic equilibrium at high temperature and 
a region of metastable equilibrium at room temperature.
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U. Gross, F. J. M. Mescher and J. C. Tiemeijer: The micro­
processor-controlled CM12/STEM scanning-transmission elec­
tron microscope,

Philips Tech. Rev. 43, No. 10,273-291, Nov. 1987.
The CM12/STEM electron microscope has a Twin objective and microproces­
sor control. With this special objective it is possible to switch over quickly 
from a conventional TEM mode, with a direct image of the specimen or 
diffraction pattern on a fluorescent screen in the projection chamber, to a 
STEM mode, where the specimen is scanned by the illuminating beam and a 
detector signal is converted into a video signal for one of the monitors. Because 
of the special magnetic configuration of the objective, which includes a mini­
condenser lens, this switch-over produces hardly any change in the heat-flow 
conditions in and around the polepieces. The CM12/STEM is very much easier 
to operate than other microscopes because the microprocessor guides the user 
to the various operating modes and features by providing information on a 
control screen. The use of ‘soft-keys’ and multi-functional controls on the 
panels keeps the number of manual controls relatively small. Micrographs 
demonstrate the resolution and some of the many features of the instrument.

B. H. Verbeek, D. Lenstra and A. J. den Boef: Noise due to 
optical feedback in semiconductor lasers,

Philips Tech. Rev. 43, No. 10,292-302, Nov. 1987.
Fluctuations in the optical power of semiconductor lasers can arise because of 
radiation returning to the laser cavity after reflection from a surface outside the 
cavity. These fluctuations are undesirable in many applications in which infor­
mation is optically transmitted as variations in laser power. Experiments and 
calculations have been carried out to gain a better understanding of the ways in 
which these fluctuations are affected by the various laser parameters. Experi­
mental and theoretical results agree well. Conditions can now be indicated in 
which there is very little variation in laser power as a result of feedback of op­
tical power.
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J. J. van den Broek and A. G. Dirks: Metastable phases and 
thermodynamic equilibrium,

PhilipsTech.Rev.43,No. 10,304-313,Nov. 1987.
There is a growing interest in amorphous phases, for one reason because of the 
application of thin films of amorphous metal in magneto-optical recording. 
The phase diagram, which applies for a state of stable thermodynamic equilib­
rium, can often be used to predict whether an amorphous phase — invariably 
metastable — will occur in a binary system. This is so, for example, in combi­
nations of iron or cobalt with rare earths, from which amorphous films have 
been deposited from the vapour phase to see whether they can be used as a me­
dium for magneto-optical recording. The occurrence of metastable phases — 
either amorphous or crystalline — can also be predicted from the (G,x) dia­
gram, in which no account need be taken of the (G,x) curves of phases that 
cannot occur owing to limited atomic mobility. The phase that does form on 
quenching is the one that has the lowest Gibbs free energy G at a given compo­
sition. If the substrate is kept at a higher temperature than room temperature 
during deposition from the vapour phase, fairly complicated phase relation­
ships arise in a transitional region between a state of stable thermodynamic 
equilibrium at high temperature and a region of metastable equilibrium at 
room temperature.
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