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Introduction 

With the help of a few brilliant and dedicated engineers, 
George Westinghouse set out 100 years ago to apply 
technical knowledge and inventive genius to harness 
energy. The achievements of the Company since that time 
are a tribute to the engineers and scientists who have led 
the way in achieving our present success. 

Our continued success will depend on our ability to 
unlock still-unknown treasures of knowledge—and to 
transform this knowledge into greater value for society. 

To me, these efforts mean: 
• Expanding the knowledge and expertise in current 
technologies to improve the value of our present 
businesses; and 
• Developing new technologies in areas beyond our 
current needs to create opportunities for continuing self-
renewal and a firm foundation for future growth. 

These current and new technologies have just one 
ultimate purpose: to grow the total value of our 
businesses. 

In this Centennial edition of the Westinghouse 
ENGINEER, we focus on a representative few of the 
technologies in which we provide world leadership. Also, 
to provide a flavor of our rich engineering tradition, we've 
included a "Historical Album" of some significant past 
achievements of Westinghouse engineers and scientists. 

This Centennial edition is dedicated to the 
Westinghouse engineers and scientists who are continuing 
to develop and apply technologies that help to insure the 
future success of Westinghouse. 

D. D. Danforth 
Chairman 



Centralized On-Line Diagnostics 
Using Artificial Intelligence 

The human mind is the last frontier; 
locked within it is the vast majority of 
knowledge needed to solve man's 
everyday, real-world problems. Artifi-
cial intelligence (AI) transfers this 
knowledge into computers so it can be 
shared with and used by others. 

The first commercial application of 
AI-based, on-line diagnostics puts the 
combined diagnostic knowledge of tur-
bine generator experts in the hands of 
utility personnel so they can continu-
ously have a better understanding of 
the health of their equipment. 

1-Engineers at a central Diagnostic Cen-
ter are armed with computer diagnostics 

based on artificial intelligence. Capturing 
the thinking of turbine generator experts 
inside a powerful computer allows engi-

From a Central Diagnostic Center, it 
is possible to monitor any power plant 
in the world, on-line, around the clock 
and diagnose turbine generator condi-
tions as they develop. 
A centralized Diagnostic Center in 

Orlando, Florida (Fig. 1), where the 
diagnosis is actually performed, is 
presently connected to power plant 
data centers through telephone lines 
and a packet switching network to 
transmit digital data. 

The data centers receive signals 
from hundreds of sensors located on 
the turbine generator being diag-
nosed. This data is stored in the data 
center's computer, then transmitted to 
the Diagnostic Center. There, the 
data is analyzed, and the resulting 
diagnosis is sent to the power plant 
and displayed for use by operating 
personnel. 

neers to diagnose the causes of problems 
in distant operating plants—in minutes 

instead of hours or days. 

R. L. Osborne 

C. A. Weeks 

Artificial Intelligence/ 
Expert Systems 
This is one of the few practical com-
mercial applications of artificial intel-
ligence. In particular, this is an 
application of one branch of AI called 
expert systems. 

Expert systems specialize in plac-
ing experts' knowledge in computers. 
While expert knowledge can be writ-
ten into conventional software, the 
input process requires not only 
domain experts, but programmers 
as well. Using AI software, non-
programmers can create and modify 
expert systems through interactive 
input sessions with experts. 
An expert system stores knowledge 

in the form of if-then rules. For exam-
ple, in a medical diagnostic system a 
typical if-then rule might be: "if the 
patient has stomach pains and nau-
sea, then the patient has appendicitis, 
with a confidence factor of 20 
percent." 

In the expert system at Orlando, 
there are thousands of such rules 
which interconnect the data (e.g. nau-
sea, stomach pains) with the diagno-
sis (appendicitis). The rules and the 
way they are related and intercon-
nected represent the knowledge. 

This knowledge by itself, however, 
is not enough. The expert system, like 
its human counterpart, must have 
adequate input data so that the 
knowledge can perform a useful ser-
vice; namely, make a diagnosis. The 
portion of the program which applies 
the rules to the data is called an 
inference engine. 

If the inference engine generates a 
diagnosis from information flowing 
from the input data, it's called a 
forward-chaining expert system. If the 
system assumes a diagnosis, then 
goes back to determine if the data 
supports the diagnosis, it's called 
backward-chaining. 

Expert systems have several 
advantages over other computer-based 
approaches: 

1) A conventional decision-tree 
analysis will not indicate the validity 
of the diagnosis, while an expert 
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system does this by providing a confi-
dence factor with each condition diag-
nosed. This is important because the 
data does not always strongly suggest 
a specific condition. 

Confidence factors can have values 
from — 1 to + 1. A — 1 confidence fac-
tor indicates absolute certainty that 
the condition does not exist, while a 
+ 1 value indicates absolute certainty 
the condition does exist. Values near 
zero indicate uncertainty. 

2) Expert systems can seek out or 
ask for specific additional data to 
improve the quality of the diagnosis. 
If we assume in our medical example 
that the original data given the com-
puter included only how nauseated 
the patient was, his temperature and 
that he had a stomachache, the sys-
tem would give the following 
diagnosis: 

Condition 

Gastroenteritis 
Duodenal Ulcer 
Appendicitis 

Confidence 
Factor  
0.8 
0.4 
0.2 

If a more precise diagnosis were 
desired, the computer might request 
such information as "age, sex, white 
blood count and test for rebound ten-
derness." If the patient were a young 
man, his white blood count normal 
and the test for rebound tenderness 
negative, the diagnosis would be 
revised to show gastroenteritis with a 
confidence factor of 0.95. 

3) An expert system can reach deci-
sions in seconds which, due to the 
complexity of the situation, could oth-
erwise take hours. These decisions, 
such as taking a unit out of service, 
can involve millions of dollars. 

4) An expert system can display 
how it reached its decision, clarifying 
the diagnosis and providing an excel-
lent training tool for new personnel. 

Process Diagnosis System 
The Process Diagnosis System (PDS) 
is an artificial intelligence tool devel-
oped initially at the Research and 
Development Center and Carnegie 
Mellon University. It can be used for 

the on-line diagnosis of a wide variety 
of complex equipment, not just tur-
bine generators. 
PDS is a forward-chaining, rule-

based system. It is an "empty" expert 
system; i.e., it defines a generic set of 
concepts such as sensors, rules and 
hypotheses for representing expert 
knowledge. The knowledge engineer 
uses these concepts to create a rule 
base which contains the expert 
knowledge for diagnosing a specific 
process. 

Once the rule base is defined, the 
PDS inference-engine software will 
use the rule base and the sensor 
inputs to compute the actual diagno-
sis. The representatives and propaga-

2-Centralized on-line diagnostic system. 

Plant 

Sensor Inputs 
4 

Modem 

H Local 
Displays 

tion of belief are similar to that found 
in MYCIN, a medical expert diagnos-
tic system. 

For each rule, there are schemata 
describing each constituent part of 
the rule's antecedent (or evidence), a 
schema describing the rule's conse-
quent (or hypothesis), and a schema 
describing relationships between the 
rule's evidence and hypothesis. 

In most applications, it is just as 
important for the expert system to 
question the "truthfulness" of the 
data it receives as it is to perform a 
diagnosis on the equipment itself. 
The correct diagnosis of any equip-

ment condition requires knowledge of 
the condition and accuracy of the sen-
sors themselves. If a sensor is known 
to be completely failed (e.g., an open 
thermocouple), its reading should be 
ignored. Or, a sensor may be slowly 

t 
Sensor Inputs 

Centralized 
Diagnostic 
Center 

(AI Software) 

Modem 

Plant C 

Plant B 

Sensor Inputs 
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3-Engineers a thousand miles from a 

troubled operating generator can use on-
line diagnostics to help determine the 

health of a customer's equipment. Since 

this is a centralized system, the diagnosis 

benefits not only from the knowledge of 

experts but also the combined experience 

of many users. 

deteriorating so that its reading is 
still useful, but to a reduced extent 
(e.g., a drifting sodium monitor). 
PDS provides a method for han-

dling both situations. The knowledge 
engineer can write rules which will 
determine a sensor's present condi-
tion. These rules can be based on 
redundant sensing, physical or logical 
tests, or on expert knowledge of the 
behavior of a failed or failing sensor. 

These are called sensor diagnosis 
rules and are executed before the set 
of rules perform the actual equipment 
diagnosis. 

Another special class of rules 
exists, called "parameter alteration 
rules," that will dynamically alter the 
equipment diagnosis rules according 
to the results of the sensor diagnosis. 

The Diagnostic Center 
The expert system computer is located 
at the Diagnostic Center rather than 
at individual power plant sites 
(Fig. 2). The centralized approach 
allows the expert system to improve 
its knowledge based on experience 
gained from all power plants using 
the system. This global data base of 
experience is greater than any single 
plant could possibly attain—and thus 
an isolated system would generally 
have less potential for improvement. 

The Diagnostic Center consists of 
three functional areas: 

1) Two Artificial Intelligence Labo-
ratories are used to facilitate the 
transfer of knowledge from experts to 
the engineer who is putting the 
knowledge into the computer. 

The system takes advantage of the 
synergy of using multiple experts to 
create the knowledge. The knowledge 
is put into the computer and then the 
experts are called back to verify that 

the diagnosis is in agreement with 
their judgment and experience. 

The knowledge to allow the com-
puter to supply confidence factor val-
ues is obtained from the experts in 
the form of necessity and sufficiency 
functions. Thus if the human experts 
who provided the knowledge were 
given the same data as the computer, 
they should diagnose the same condi-
tions with approximately the same 
confidence factors. 

The rules can be tested using inter-
nal functions that allow the manual 
entry of sensor values and the setting 
of specific contexts—in lieu of actual 
data. An edit function allows the 
study of the effects of small modifica-
tions in sensor values on the propaga-
tion-of-belief process. 

The first step was the creation of a 
small "root" system. This began with 
ten sensors and used forty-four rules 
and twenty-nine intermediate hypoth-
eses to indicate seven malfunctions. 
This was used to elicit information 
and stimulate thinking by the experts. 

The system presently in operation 
can identify more than 200 condi-
tions, using about 2,300 rules, 
through 110 sensors. 

2) The Operations Center is staffed 
24 hours a day, every day, by a diag-
nostician who reviews all on-line 
diagnoses being made on customer 
equipment, updates rule bases and 
communicates with operators at the 
utilities. 

The real measure of the success of 
the centralized diagnostic system is 
the quality of the rule bases produced 
by constant feedback from the field. 
Each time an improvement or correc-
tion to the rule base is identified and 
implemented, it is used to immedi-
ately improve all rule bases of the 
same type. 

3) In the Diagnostic Center Confer-
ence Room (Fig. 3), engineers can 
interact in problem-solving sessions 
and have direct communications with 
division personnel, the Research and 
Development Center or field locations. 
This "paperless" conference room is 
itself an experiment in people stimu-
lation and data delivery to arrive at 
better decisions in less time. 
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Data Centers 
At the user end of the system are the 
data center and monitors located 
within the power plant. The data cen-
ter is an advanced, in-plant data 
monitoring system and an extension 
of the Diagnostic Center. The diagno-
sis is displayed at the data center, 
along with direct recommendations on 
what actions the operator should 
take. 
The diagnosis is presented in the 

form of a list of "candidate condi-
tions." The condition (malfunction) 
with the highest confidence factor is 
at the top of the list. 
The electronic-mail capability built 

into the data center allows the power 
plant operator to send messages to 
the human diagnostician at the Diag-
nostic Center and vice versa. Since 
the Center at Orlando is manned 24 
hours a day, assistance can be 
obtained beyond the on-line diagnosis. 
To provide aid, the diagnostician has 
access to data bases on equipment 
histories and detailed engineering 
design information. 

Field Experience 
The diagnostic system has been used 
at the Texas Utilities Generating 
Company (TUGCO) since the summer 
of 1984. It monitors and diagnoses 
seven generators in East Texas hav-
ing 4 gigawatts of power output. 

Phase I of the project, which began 
in July 1984, included modifying the 
existing generator monitoring sys-
tems at each plant to permit them to 
transmit data reports hourly as well 
as whenever an alarm condition 
occurs. 

If a developing abnormal condition 
is diagnosed, Diagnostic Center engi-
neers contact the plant operators with 
the diagnosis and potential courses of 
action. 

Phase II, which is now being 
completed, involves the installation 
and verification of the complete data 
centers. 

A number of incidents were cor-
rectly diagnosed during Phase I. 
These ranged from sensor failures to 
broken conductors in a stator 
winding. 

The most important result of this 
phase of the project, however, was the 
updating of the original system based 
on inputs from utility personnel and 
an evaluation of performance by the 
experts. This has resulted in an on-
line diagnostic rule base of unequaled 
quality. 

The value of the diagnostic system 
is illustrated by an incident on one of 
the monitored units in January, 1985. 
Broken phase-coil conductors caused 
the unit to be taken off-line. The 
diagnostic expert system correctly 
diagnosed the situation 2-1/2 hours 
before any variable reached the alarm 
level. The unit was removed from ser-
vice before serious damage occurred 
and was back on turning gear ready 
for synchronization four days later. 
The utility avoided a potentially 
costly event by early recognition of 
the condition and an appropriate 
response. 

The system can discriminate between 
false alarms and real emergencies. In 
February 1985, correction-factor inac-
curacies in a temperature-normalizing 
algorithm caused temperature devia-
tions to be displayed. These could 
have been interpreted as broken con-
ductors on the generator stator wind-
ing. However, the diagnostic system 
correctly diagnosed the situation as 
bad correction factors. An unneces-
sary unit shutdown was avoided. 

The diagnostic system can be used 
as a predictive maintenance tool or to 
plan maintenance priorities during 
regular shutdown periods. 

In September 1984, the expert sys-
tem made use of a sophisticated tem-
perature comparison scheme to 
identify a sensor malfunction which 
could not be identified through more 
conventional range checks. 

Also in that month, the system 
diagnosed a conductor discontinuity 
at a particular location. Since the 
severity was not high, a recommenda-

tion was made to continue running 
for the remaining three weeks before 
a planned outage, but to be ready to 
repair the problem at that time. 

Inspection of the generator three 
weeks later proved the diagnosis was 
correct. 

The diagnostic system is also used 
to issue a monthly report to TUGCO 
listing recommended maintenance 
items. 

Looking Ahead 
The next commercial application will 
not only provide AI diagnostics for 
the generator, but also for steam 
chemistry and thermodynamic perfor-
mance. This system will be the first 
application of AI diagnostics com-
bined with the new turbine generator 
control system, DEH III. 

Turbine AI diagnostics will be the 
most difficult to develop because of 
the need for dynamic analysis of 
higher frequency signals such as 
shaft vibration and acceleration 
measurements. 

The next step in the development 
program is the creation of AI diagnos-
tics for the steam supply system and 
the balance of plant components. 

The use of the PDS diagnostic pro-
gram is not limited to power plant 
equipment, but can be used to diag-
nose virtually any piece of equipment 
or system. 

Using field experience, the existing 
24-hour Diagnostic Center and the 
capabilities of experienced personnel, 
applications as varied as diagnosing 
communications systems, space sta-
tions and submarines are being 
explored. 

R. L. Osborne is Manager of Diagnostics and 
AI Development, Westinghouse Service Technology 
Division, Orlando, Fla.; and C. A. Weeks is Manager 
of Marketing and Product Services, Westinghouse 
Energy Systems Services Division, Orlando, Fla. 
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Gallium Arsenide-Key to 
Future Radar Systems 

Gallium arsenide is an emerging semi-
conductor material which is key to the 
development of future radar and elec-
tronic warfare systems. Because of its 
high electron mobility, it can be made 
into integrated circuits having useful 
output power and radio-frequency 
gain in the frequency bands from 2 to 
100 gigahertz. 

ci 
Today 

41---- TWT 

A new and exciting semiconductor, 
gallium arsenide, is already having a 
dramatic impact on future genera-
tions of many high-frequency defense 
applications, such as radar and elec-
tronic warfare (EW) antennas. 

To appreciate the importance of 
gallium arsenide (GaAs), however, 
it's helpful to review the difference 
between conventional radar and what 
is required for the future. 

Figure 1 shows the contrast 
between the radar of today, which 
uses the so-called "big bottle" 
approach, and the radar of tomorrow. 
Current radars use a high-powered 
electronic traveling wave tube (TWT) 
to generate a large pulse of radio-
frequency (RF) energy (Fig. la). 

The power in the pulse of this 
transmitter is typically from five kilo-
watts up to megawatts for some large 

High Power 
Phase Shifter 

1 a-Big-bottle approach. One high-power 
tube supplies power to all the radiators 
through individual phase shifters. 

1 b-Active-aperture approach. The high-

power tube is replaced by individual 
power sources in each radiator module. 

Circulators route the reflected signal to a 

low-noise amplifier and back to the same 
phase shifter before it's returned to the 

manifold. 

H. C. Nathanson, M. C. Driver, 

R. N. Thomas, W. R. Harden and 

D. Alexander 

ground-based radars. This power is 
distributed to the slots or radiators of 
the antenna face through a device 
called a manifold. Each radiator emits 
from 1/2 to 10 watts in a typical "big 
bottle" airborne radar. Phase shifters 
between the manifold and the radiat-
ing elements electronically steer the 
beam, eliminating the need to 
mechanically rotate the antenna. 

Radars that have a phase shifter 
on each radiating element of the 
array are called "phased-array" 
radars. 

The ability to steer the beam elec-
tronically by changing the electrical 
phase of each radiator is a powerful 
feature of any radar, since mechanical 
antenna rotation is slow. In contrast, 
a phased-array radar can change the 

Tomorrow 
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direction in which it points many 
thousands of times a second. This 
increases its flexibility of application. 

In addition, future radars will 
have "active apertures"; that is, each 
antenna radiator will have a 
"built-in" active source of power, 
eliminating the need for the TWT 
(Fig. lb). The manifold will feed a ref-
erence signal to each active aperture 
or module. The modules themselves 
will amplify this signal and transmit 
it out of the antenna. As before, the 
transmitted signal can be steered by 
internal phase shifters within each 
module. 

Besides providing an extremely 
fast scan, active apertures provide 
increased reliability—because the 
output signal is made up of hundreds 
of independent RF power sources 
instead of just one. 

2-Finished GaAs boule ready for slicing 
and polishing into 3-inch wafers. 

3-Improvement in dislocation density 

of 2-inch-diameter GaAs wafers—doped 
and undoped (above right). 

4-Scanning electron micrograph: portion 
of a GaAs monolithic RF integrated cir-

cuit (lower right). 

Also, such an active-aperture radar 
can point in literally hundreds of 
directions simultaneously, greatly 
increasing target-tracking 
capabilities. 
A single airborne radar must 

replace several current radars in the 
future to save space and weight, so 
each must perform multiple functions 
—such as surveillance, terrain follow 
and avoidance, mapping, and fire 
control. 

The combination of improved per-
formance, multifunctions, electronic 
scan, active aperture and acceptable 
cost constitute the main drivers for 
the development of gallium-arsenide 
technology. 

To meet all these needs, the propa-
gation of signals through electronic 
devices must be much faster. That is, 
electron velocities must be higher, 
devices smaller, electronic paths 
shorter, frequencies higher, and oper-
ating bandwidths wider. 

Fortunately, GaAs provides just 
these characteristics—higher electron 
velocity leads to higher frequencies, 
broader bandwidth, higher RF effi-
ciency, and reduced power require-
ments. (Silicon as a microwave 
material is just too slow.) 

Also, as inexpensive gallium arse-
nide monolithic microwave integrated 
circuits (MMIC's) become available 
during the next five years, their costs 
should drop significantly. 
Wideband low-noise amplifiers and 

power amplifiers as well as broadband 

a Indium-Doped 

100/cm' 
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phase-shifter chips and electronic 
attenuators are all being worked on. 

Besides being applied to linear 
power and signal devices, GaAs is 
being used for digital logic ICs and 
functional gate arrays for memory 
applications, to permit the integration 
of digital and linear functions on a 
single chip. 

GaAs Technology Base 
Much research effort in the U.S. is 
aimed at the routine and reproducible 
fabrication of GaAs MMICs for 
defense applications. There are two 
key technologies: the development 
of large-diameter, uniform wafers, 
and the development of fabrication 
methods to produce complicated micro-
wave ICs. 

Large GaAs wafers (3-inch-diame-
ter or more) with acceptable purity 
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and uniformity are necessary to make 
multiwafer runs of monolithic ICs. 
Such wafers can lower costs through 
the use of processing equipment like 
that used for the silicon IC industry. 

Single-crystal GaAs is much more 
difficult to grow at high purities than 
silicon. However, large GaAs boules 
are now being produced in a special 
high-pressure Czochralski furnace 
that can melt and grow crystals in 
high-purity crucibles using single 
crystal seeds (Fig. 2). Such a seed pro-
vides the atomic template for the 
whole crystal. 
GaAs is a binary material, formed 

of equal numbers of gallium and 
arsenic atoms. Much R&D over the 
past five years has dealt with the 

Gain 

• / 
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• / 
V Return Loss 
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critical effect of small differences in 
the number of gallium and arsenic 
atoms on the resistivity and mobility 
of the crystal. 

Since most GaAs wafers of inter-
est to MMIC fabricators require 
extremely high resistivity and high 
mobility, the critical adjustment of 
composition during growth is one key 
to successful wafer production. Recent 
research has determined that a pre-
cise ratio of gallium to arsenic of 0.98 
is required for the production of sta-
ble material. 

Another key problem is that crys-
tal dislocations occur more easily in 
GaAs than in silicon. Dislocations 
cause strains in the lattice which 
cause nonuniformities in the electri-
cal properties of the RF circuits 
formed in the substrate wafer. 

5a-Recent 8 to 18 GHz 250-mW 4-dB 
power amplifier MMIC (actual size: 1.5 x 
2 mm) for active array (upper left). 

5b-(Lower left) gain and return loss ver-
sus frequency. 

6-(Above) GaAs four-stage 2.5-watt 
power amplifier (actual size: 6.3 x 6.9 
mm). 
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Recently, materials such as indium 
have been added to the GaAs melt. 
These materials strengthen the lat-
tice, and the growing crystal can 
undergo thermal stresses without 
dislocations. 

The dislocation count can be 
reduced by a factor of 1,000 by adding 
three percent indium, without degrad-
ing the desired mobility and resistiv-
ity of the GaAs substrate (Fig. 3). 
This significant reduction in distor-
tion increases the electrical uniform-
ity of transistor parameters by a 
factor of five. 

The second key area is the fabrica-
tion of linear monolithic microwave 
devices. Fabricating GaAs linear ICs 
lags about 5 to 8 years behind silicon 
technology where digital circuits now 
have millions of components (e.g., a 
256,000-bit random-access memory). 

7-Linear component count vs. time for 
GaAs power integrated circuits (right). 

8-Experimental active-aperture EIN array, 
and chart showing effective radiated 
power (below). 
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Linear power GaAs MMICs involve 
exotic concepts such as source and 
drain ohmic contact regions and 
micron-size gates for high frequency 
performance. In Figure 4, a scanning 
electron micrograph of one part of an 
MMIC shows the features of a modern 
GaAs IC: semi-insulating substrates, 
low-capacitance airbridge crossovers 
to interconnect cells of power field-
effect transistors, and ion-implanted 
conducting layers for precise localized 
control of transistor characteristics. 

The ability to fabricate power 
amplifiers with multi-octave band-
widths (Fig. 5) is an extremely attrac-
tive feature of monolithic GaAs chips. 

Another four-stage MMIC for the 
power amplifier on a radar has an 
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exceptionally high output power of 
2.5 watts over a frequency band 
from 8 to 12 GHz with a 25-dB gain 
(Fig. 6). It was developed under con-
tract with the Defense Advanced 
Research Projects Agency. 

This chip represents a size reduc-
tion of over a hundred times com-
pared to a conventional hybrid RF 
amplifier. Chips like these are key to 
significant reductions in weight, vol-
ume and cost of future radar and 
EW systems. 
The precise geometric tailoring 

of the capacitors and inductors 
in these circuits by the photographic 
fabrication method allows the repro-
ducible broadband results. The ability 
to batch-fabricate such complicated 
RF circuits without post-fabrication 
trimming promises to reduce cost 
dramatically. 

1 Stage 2 Stage 

1980 1981 1982 

2 Stage 2 Stage 

1983 1984 1985 

8-12 GHz 
2100 mW CW 

4 Stage 

1986 1987 
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First-St ge 
Low-N Ise/ 
Amplifier 

9a-Output section of GaAs charge-
coupled device. 

, Second-Stage \High-Gain 
Amplifier; 

; Driver and Feed 
Back FETs 

The complexity of power monolith-
ics in GaAs is evolving rapidly, 
doubling about every nine months 
(Fig. 7). Therefore, increasingly 
attractive power functions, including 
digital synthesis of power-output sig-
nals at radar frequencies, soon may 
be possible. 

A GaAs System Example 
Figure 8 shows an experimental 
electronically scanned EW array con-
taining 24 modules. Each module has 
a power amplifier producing over one 
watt of RF power over a bandwidth 
from 8 to 12 GHz. Each module also 
contains a low-noise amplifier, elec-
tronic phase shifters and transmit/ 
receive switches to separate transmit-
ted and received signals. By exciting 
the 24 elements of the array in 
various phase combinations, the beam 
can be electronically steered over 
almost a full hemisphere. 

The 24 one-watt elements can 
produce a jamming signal equal to a 
hemispherically isotropic TWT-
powered jammer having a power of 
2.5 kW. 

This high effective radiated power 
is due to the "gain" or directionality 
of the 24-element antenna, and makes 
the array an attractive competitor to 

9b-GaAs field-effect transistor and 
GaAlAs laser. 

much larger pod-like EW jammers 
presently wing-mounted in modern 
aircraft. 

One advantage of the active array 
is that the failure of several of the 
24 elements does not result in cata-
strophic loss of antenna function, but 
only in a smoothly decreasing center-
to-sidelobe degradation of about 3 to 
4 dB. Such small and steerable high-
effective-power antennas are expected 
to revolutionize the EW protection 
function of modern aircraft. 
By increasing the number of ele-

ments from 24 to 1000 or more, a 
broadband radar function can be 
achieved. These new shared-aperture 
combination radar/EW systems prom-
ise to be extremely attractive for 
simultaneous aircraft search and 
protection. 

Future Directions 
Several technological barriers must 
be overcome before inexpensive GaAs 
MMICs are routinely available. Prob-
lems lie primarily in the field of 
materials, particularly in the control 
of defects and electrical uniformity in 
the GaAs wafers. 

Low-cost manufacturing methods 
are also important, and large govern-
ment programs are underway to 
"come down the learning curve" on 
GaAs MMIC fabrication. 

Epitaxial FET 

Drain 

Gate 

Source 

Other important issues include the 
need for sophisticated microwave 
design and packaging techniques. 
Finally, reliability is always key to 
the acceptance of a new product for a 
military system. 

In the near future, emphasis on 
GaAs MMIC technology will lie in 
three main areas: manufacturing 
methods, device technology and mate-
rials technology. 

For manufacturing technology, 
improved understanding of material 
and device interactions and increased 
use of "hands-off" processing will lead 
to higher yields as larger uniform 
wafers appear. A $20-million manu-
facturing technology contract to 
address material and fabrication 
issues was recently awarded to 
Westinghouse by the Department of 
Defense. 

Also, "systems-on-a-wafer" will be 
available as yields increase. The use 
of RF redundancy on wafers will help 
alleviate the full-wafer yield problem 
and lower overall system cost. Ulti-
mately, a single four-inch wafer may 
be used to fully populate a flat 24-
element EW array with all required 
active elements. This offers profound 
cost-saving appeal. 
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10—Vertical field-effect transistor for 
higher power and efficiency, and its 

equivalent circuit. 

In the near future, new device 
technology will become important in 
MMICs. 

Self-scanned devices offer opportun-
ities for increased information proc-
essing in GaAs MMICs. GaAs charge-
coupled device memories (Fig. 9a) 
offer the possibility of on-chip elec-
tronic image storage and scan conver-
sion in combination with MMIC high-
speed processing. 
New concepts for integrating very-

high-speed lasers on the same chip 
with microwave driver amplifiers 
(Fig. 9b) may permit modulating light 
from the laser at extremely high rates 
(approaching 20 GHz in one recent 
experiment.) 

This opens the door for reference 
phase distribution from MMIC to 
MMIC by light pipes rather than 
microstrip—a more covert and less 
massive approach. At Westinghouse 
we have shown that the laser-to-laser 
emission from proton-isolated mono-
lithic on-chip lasers has remarkable 
uniformity. 

Also, there's need for very-high-
efficiency field-effect transistors 
(FETs), so prime radar power can be 
generated without need for excessive 
heat removal. 

Source 

Gate 

Inter-Cell 
Inductance 

Work continues to increase the effi-
ciency of MMICs, including the use of 
special doping profiles in FETs, use of 
high-quality contacts and use of low-
parasitic multicell transistor 
configurations. 

One novel transistor promises to 
minimize extra inductive parasitics 
between cells—the vertical power 
transistor (Fig. 10). Its effective 
current-carrying "channels" are very 
close together, minimizing inter-cell 
inductance. 

The finished device is 20 times 
smaller than an equivalent conven-
tional periphery FET and offers 
higher power performance due to 
more efficient power-combining. 
Recent small-signal-gain results show 
promising RF behavior through 
24 GHz. 

In fact, the future of high-
frequency, high-efficiency power gen-
eration on a single chip probably lies 
in the novel use of three-dimensional 
fabrication. 

Finally, vertical-crystal-growth 
material techniques such as 
molecular-beam epitaxy and organo-
metallic-chemical vapor deposition 
have the unique ability to grow 100-
Angstrom-thick layers of mixed-crys-
tal GaAs-like compounds. These 
techniques will further revolutionize 
device function in the next ten years. 

Drain 

Source 

Conclusion 
As manufacturing methods for GaAs 
monolithic chips become more refined, 
and as material problems disappear, a 
variety of increasingly attractive RF 
integrated circuit functions will be 
used in important military radar and 
EW systems. These circuits will have 
low noise, high bandwidth, acceptable 
power and efficiency, and low size and 
weight. Most important, GaAs will 
provide cost-effective performance. 

H. C. Nathanson is Manager of Microelectronic Device 
Research, M. C. Driver is Manager of Microwave 
Device Technology and R. N. Thomas is Manager 
of Materials Growth and Device Technology, 
Westinghouse Research and Development Center, 
Pittsburgh, Pa. 
W. R. Harden is Manager of Integration Technology 
and D. Alexander is Manager of Phased-Array Tech-
nology, Westinghouse Defense and Electronics Center, 
Baltimore, Md. 

Grateful acknowledgment is given for the valuable 
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Transformer 

1867 
George Westinghouse invented the com-
pressed air brake for trains. He was 21 
years old. 

There wasn't a good way to stop trains 
in those days. The "down brakes" whistle 
was sounded a mile or so before the 
train's scheduled stop. The locomotive 
coasted while the brakeman on each car 
worked a handwheel to force heavy brake 
shoes against the wheels. Since some cars 
slowed down faster than others, there was 
a lot of bumping and jostling. 

The Westinghouse brake was operated 
by compressed air controlled from the cab, 
and could be used on any length of train. 
A later version was also "fail safe"; air 
held the brakes open—any loss of air pres-
sure automatically applied them. 

Air brake for trains 

• Iv; 
teal" I 11 e, 

Great Barrington, Mass. 

1885 
The first transformer was built in the 
United States by William Stanley. With a 
500-volt primary and 100-volt secondary, 
it was used for a lighting system. 

In those days the idea was new that 
with alternating current a counter-voltage 
of 500 volts could resist the flow of cur-
rent through a coil having a resistance of 
only an ohm. It was so plainly a violation 
of Ohm's Law, it was almost beyond the 
comprehension of the electrician who was 
familiar only with direct current. 

I srMey, tome 1893 

Admission Ticket 

1886 
First successful demonstration of lighting 
in the United States by the alternating-
current system. 

(Letter to George Westinghouse from 
William Stanley at Great Barrington, 
Mass., March 17, 1886): 

"I am pleased . . . that the [single-phase 
ad system is being rapidly completed. I 
have . . . run wires from the laboratory to 
the village and have placed a converter 
[transformed in my cousin's store . . . to 
test the commercial necessities . . . The 
lamps in the store were running last 
night . . . I might say a great deal about 
the system, but briefly, it is all right." 



Columbian Exposition 

Ampere-hour meter 

1888 
The first polyphase induction motor. 
On May 1, 1888, patents were issued to 

Nikola Tesla, a citizen of Austria-
Hungary, covering the polyphase induc-
tion motor. Exclusive rights were secured 
by George Westinghouse nine weeks later. 

Tesla's discovery probably did more 
than any other one thing to advance the 
use of electricity in industry. 

1888 
While Oliver B. Shallenberger was testing 
an ac arc lamp, he accidentally dropped a 
small spring on the spool of a magnet coil 
—and it started slowly rotating in the 
magnetic field. 

Observing this phenomenon, within a 
month he had developed the first ac 
ampere-hour meter. Four years later it 
was modified to measure kilowatt hours. 
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Polyphase induction motor 

LILTERNATING GURRENT SWITGN BOARD 
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Switchboard, Columbian Exposition 

It's now the cash register of the electric 
utility industry, with one (or more) on vir-
tually every house and building. 

1890 
First ac power transmission in the U.S. at 
Oregon City, Oregon by the Willamette 
Falls Electric Company. 

Energy from a 100-hp Westinghouse 
generator was transmitted at 3000 volts, 
133 Hertz from Oregon City to Portland, 
14 miles away. In Portland, transformers 
reduced it to 1000 volts for local distribu-
tion and again to a lower voltage to oper-
ate lamps. 

1893 
In a gala display, George Westinghouse 
lighted the grounds of the 1893 Colum-
bian Exposition in Chicago and demon-
strated a complete polyphase system for 
power and light. 

The project called for building and 
installing some 250,000 lamps, 385 trans-
formers, generator capacity of nearly 
10,000 kVA, switchboards and all cable 
and wiring. 

Westinghouse owned the patent rights 
to a two-piece bulb invented in 1880. He 
transformed the bulb into the famous 
two-piece "stopper lamp," with a ground-
glass stopper that fit into the base of a 
glass globe like a cork. 
He set up a glass factory, designed 

machines for grinding the globe and stop-
per, and in less than a year built the 
250,000 stopper bulbs. 



Taking Technology to the 
Customer's Doorstep 

Trailer-mounted computer facilities 
put broad experience, a complete engi-
neering data base, and computer-
aided analysis capability at the plant 
site—where it's needed most—during 
construction and startup of a nuclear 
power plant. This speeds construction 
and plant startup testing and also 
improves quality and reliability. 

Getting a nuclear power plant on 
line, on schedule, is vital. Every day 
of delay can cost upwards of a million 
dollars in lost revenue. 
A nuclear plant is complex, and 

many changes are necessary during 
construction. That causes delays. 

Consider this: A typical 1000-
megawatt plant contains— 
• 50 miles of Class I piping. 
• 20 miles of electrical raceways. 
• 6 miles of heating, ventilating and 
air conditioning ducts. 
• 5,000 valves and hundreds of tanks, 
heat exchangers and pumps. 
• Up to 30-thousand pipe supports. 

1-Interior of Structural Analysis Mobile 

Unit shows array of computers and termi-
nals for on-site design, analysis, and 

modeling as well as to interface with 

main-frame and minicomputers at remote 
locations. 

Making even a minor change in 
pipe routing or support configuration 
during construction can be complex 
and time consuming. 

Clearances must be reverified, and 
dynamic and static stresses in pipe 
and loads on supports regenerated 
using the revised information. 

Normally the computer facilities, 
data bases and analysis expertise to 
make these studies are not located at 
the site. So from the time a problem 
occurs, changes identified, and sys-
tems analyzed, qualified and approved 
by all parties, weeks or months may 
easily elapse. 

To minimize this time delay, 
trailer-mounted computer facilities, 
along with experienced engineers and 
computer experts, now put the data 
bases and analysis capability right at 
the construction site—where they're 
needed. 

K. C. Chang, S. S. Palusamy and 
J. D. Gibbons 

This provides fast turnaround ser-
vice to analyze, verify and recommend 
solutions to construction and startup 
problems as they occur. 

The mobile units provide on-site 
minicomputers, supporting equipment 
and software to perform all modeling, 
design, analysis and testing required 
for piping and pipe support qualifica-
tion, as well as system verification 
through preoperational and initial 
startup testing (Fig. 1). 
An electronic link ties the mobile 

units to multi-process mainframe 
computers at the central office and 
minicomputers at other sites to 
quickly handle overflow and particu-
larly complex structural analyses and 
evaluations. 

Piping and Support 
Analysis 
The Structural Analysis Mobile Unit 
(SAMU) offers a complete piping and 
support design and analysis capability 
(Fig. 2)—with fast turnaround time. 

This keeps the piping and pipe-
support efforts off the critical path 
during construction. 
By using this on-site computer and 

engineering capability, piping and 
supports are installed right the first 
time over 80 percent of the time. The 
industry average is only 40 percent. 

All the information for a complete 
piping analysis model, including sup-
port configuration and multiple load-
ing conditions (such as deadweight, 
thermal, and dynamic loads), is input 
and maintained at the mobile unit's 
minicomputer. 

The analyst constructs a 3-D math-
ematical model of the various piping 
systems from engineering drawings, 
using a light pen. 

2-Functional description of Structural 
Analysis Mobile Unit during a typical 
plant construction phase. 
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The analyst selects the information 
to build the model from various 
menus. For example, pipe size is 
selected from a menu of standard 
sizes and schedules; valves from a 
library of over 1500 premodeled 
valves. 

Where valves or flanges are unique 
to a plant, they can be included in the 
standard menu for future use and 
documentation. 
Lumped masses, representing the 

weight distribution of the piping sys-
tem required for dynamic analyses, 
are automatically calculated and 
inserted in the model. 
The data base generated is avail-

able both in the central office and at 
the site for later re-analysis, reconcil-
iation of as-designed versus as-built, 
or to provide base-line performance 
information for the future. 

This data base is used in several 
ways: 

1) It gives a permanent record of 
the piping model. 

ustomer Requirements 

2) It generates full-size engineering 
drawings of piping systems to check 
against the as-built configuration 
during the plant walkdown prior to 
testing. 

3) It determines optimum support 
locations and configurations to elimi-
nate unnecessary supports. 

For instance, small-bore piping in 
nuclear plants traditionally has been 
qualified by using inherently conser-
vative spacing tables. 

For a typical 150-foot line, com-
puter analyses call for 5 to 7 fewer 
supports than spacing tables. This 
represents about 50 percent fewer 
supports. 

Also, excessive use of dynamic sup-
ports in piping systems design is of 
growing concern to both utilities and 
the Nuclear Regulatory Commission. 
These devices permit free thermal 
expansion of pipe while providing 

restraint for dynamic loads. They 
require periodic visual inspection and 
functional testing, which adds signifi-
cant operating cost and concern about 
occupational radiation exposure. 
On a recent job, an on-site analysis 

of 17 subsystems resulted in a reduc-
tion of dynamic supports from 177 to 
30. For a typical 1000-megawatt 
plant, this can mean a savings of 
more than $32 million over the life of 
a plant. 

4) The data base can quickly incor-
porate as-built changes or develop 
and evaluate design modifications. 

Test Analysis 
A second on-site computer facility, the 
Test and Analysis Mobile Unit 
(TAMU), provides support for pre-
operational and startup testing. 

Pre-operational tests of piping sys-
tems (including thermal growth, 
vibration, water hammer, structural 
integrity and leak tests) take about 

Model Database and 
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Field Changes 

Field 
Walkdown 

Updated 
Model 

Determine 
If Analysis 
Is Required 
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3—Section of piping in nuclear plant. 

six weeks. They are run with all sys-
tems operating, but before the reactor 
core is installed. 

In a pre-operational test, thermal 
growth measurements may be made 
at over 150 points, with a similar 
number of temperature and vibration 
measurements. These measurements 
are taken at temperature increments 
of about 100 degrees F. 

The startup tests can take six 
months and include tests on systems 
that did not reach full design tem-
perature and pressure during pre-
operational testing. These tests are 
made at increasing power levels from 
10 percent to full load. 

Previously, all these measurements 
were taken manually and returned to 
the office for correlation and analysis 
—which might require days before 
moving to the next level. And if a 
retest was necessary, it had to be 
rescheduled with further delay to 
other work. 

Remote sensors now transmit read-
ings directly to the mobile unit, and 
computers tabulate, correlate and 
analyze all the data. Any variations 

from pre-programmed acceptable lev-
els are identified and corrected within 
minutes or hours, so testing can pro-
ceed without delay. 

This eliminates uncertainties in 
test data, reduces retesting and mini-
mizes delays between temperature 
plateaus. It also provides data on 
baseline structural performance for 
plant maintenance and upgrading. 

Plant Life Extension 
The mobile units can also acquire 
data for plant life-extension studies; a 
plant can be modeled to match its 
future needs. The models also provide 
for modifying and expanding a plant 
later to take advantage of advances in 
life-extension technology. 

A Look Ahead 
Mobile computer systems are being 
expanded to provide analysis, design 
and layout aid, and to track construc-
tion activity for entire plants. 

Piping and support analyses can be 
applied to cogeneration, solar, fossil, 
petro-chemical and other non-nuclear 
plants. They can also be applied to 
conduit and cable trays. 

In the near future, on-site comput-
erized systems will continuously mon-
itor the entire plant construction and 

operating process, and track and 
record all desirable steady-state and 
transient data. 

They will also monitor operating 
cycles to determine remaining life of 
power plant components, and will 
improve plant heat rate by tracking 
and evaluating key process and 
mechanical variables. 

Also, for unanticipated occurrences, 
the system will provide information, 
including a detailed sequence of 
events, to identify the cause and aid 
in corrective action. 

Conclusion 
Engineering should always lead con-
struction to insure that work can be 
done right the first time. An on-site 
automated computer and engineering 
capability helps to avoid unnecessary 
rework with its excessive cost in time 
and money. 

K. C. Chang is Manager, Business and Technology 
Development; S. S. Palusamy, Manager, Structural 
Materials Engineering; and J. D. Gibbons, Manager, 
Marketing Communications, Westinghouse 
Generation Technology Systems Division, 
Pittsburgh, Pa. 
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Improved Protection for 
Perishable Cargo 

Len Vercellotti, Rob Colclaser and 

Dave Christiansen 

Millions of people around the world 
enjoy fresh food and the benefits of 
life-saving medicines, chemicals and 
other temperature-sensitive necessities 
brought to market by modern trans-
port refrigeration. Now a microproces-
sor-based controller for over-the-road 
and shipboard refrigeration provides 
more precise temperature control and 
remote monitoring of these perishable 
goods. 

Until the late 1950s, cargo was trans-
ported by ships in "break-bulk" form; 
cartons and crates were individually 
loaded into a cargo net and stowed in 
the hold of a ship. 
The introduction of standardized 

containers revolutionized the shipping 
industry. A shipping container resem-
bles a semi-trailer without wheels. It 
can be put on a semi-trailer chassis 
for cross-country delivery or stacked 
six-high in the hold of a ship, on deck 
or in a staging yard. Once loaded, the 
cargo is not touched again until it 
reaches its destination. 
The cargo is kept from spoiling by a 

portable refrigeration unit installed 
within each container. The refrigera-
tion system operates whether the 
container is on the deck of a ship or 
speeding across country (Fig. 1). 

Providing a Cold 
Environment 
The proper cargo temperature is 
maintained using a reciprocating 
compressor, fluorocarbon refrigerant, 
air-to-fluid heat transfer coils, electric 
heaters and motors. Power is provided 
by shipboard generators, by a local 
utility or by a portable generator that 
travels with the containers. 

More than 10 million tons of perishable 
cargo a year are transported internation-

ally in cargo containers. 

Temperature control has (1) several 
levels of refrigeration, (2) heat when 
ambient temperatures are too low for 
the cargo and (3) a defrost function to 
maintain good heat transfer on the 
refrigeration coil surfaces. 
Temperature is maintained by 

using valves in the suction line of the 
refrigeration system to provide modu-
lated changes in cooling capacity. 
Until recently, temperature was 

controlled by an electronic thermostat 
using analog operational-amplifier/ 
comparator circuitry and relay logic 
to operate solenoid valves, condenser 
and evaporator fan motors and the 
compressor motor. 
A new microprocessor-based con-

troller (Fig. 2) provides precise 

temperature control (based on unique 
algorithms) as well as diagnostics and 
digital datalogging. It also allows for 
a future link with a remote monitor-
ing and control system. 

More Precise Temperature 
Control 
Temperature sensors in the air 
stream feed data to the thermostat to 
maintain close control (within plus or 
minus 0.25 degrees F). This is done 
automatically since the cargo is left 
unattended much of the time. 
The controller provides thermostat 

functions, temperature display and 
recording, defrost control, operational 
indicator light control, status record-
ing and input/output relay control. 
Previously, each of these required a 
separate control component. 
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1-Whether on the high seas, the open 
road or hot, dusty city streets, modern 
refrigeration systems keep perishable 
goods cool and safe from spoiling in con-

stantly changing weather conditions. 
Containers are packed where food and 
other goods are produced, sent over long 
distances—by ship, train or truck—and 

unpacked at remote markets or plants, 
without ever touching the cargo along 
the way. 

2-The controller (far right) has a ten-digit 

vacuum fluorescent display, a six-key tac-
tile feedback membrane keypad, three 

LED's that indicate display status, an 
incandescent alarm light and a serial port 
used to transfer data and communicate 
with computers. 

A multiplexed analog-to-digital con-
verter transmits evaporator return 
and discharge air temperature read-
ings. Additional temperature refer-
ence and calibration inputs are used 
to check and set temperatures. Digital 
input signals (e.g., from relay contact 
closures and limit switches) enter the 
microcontroller through digital input/ 
output ports. 
The operator uses a digital keypad 

to establish temperatures, select the 
sensor to be used for temperature dis-
play and read alarm codes. 
Both the digital and analog output 

circuitry interface with the transport 
refrigeration system. The digital out-
puts operate the compressor motor, 
heater, fan motors and solenoids on 
the liquid and suction lines. The 
analog output generates the micro-
controller demand signal for the mod-
ulating valve and for the display and 
communications outputs. 

Control Algorithms 
The software for the controller pro-
vides improved control and monitor-
ing. It is structured around nine 
algorithm modules known as 

"asynchronous independent state 
machines." This allows individual 
debugging of each module. Algorithm 
constants in look-up tables permit the 
addition of enhancements or custom-
izing for particular applications. 
Four of the control algorithms are 

in memory and are activated when 
the controller is installed. 

Individual modules handle .(1) key-
board and other digital inputs, 
(2) analog inputs, (3) display routines, 
(4) control sequencing, (5) analog and 
digital outputs, (6) serial communica-
tions and (7) data recording. The data 
recorder has an EPROM (electroni-
cally erasable programmable read. 
only memory) that stores operational 
parameters such as temperature-
setpoint values and calibration 
constants. 
To maintain an accuracy within 

0.25 degrees F, the software has cali-
bration routines that compensate for 
temperature-sensor errors. A digital 
filter also reduces circuit errors after 
analog-to-digital conversion. 

Monitoring and 
Diagnostics 
The software maintains the setpoint 
temperature for the load. A systems-
state sequencer scans input states of 
switches and the output demand from 
the temperature control algorithms. 
The software monitors temperature-
sensor performance and, if there's a 
problem, switches automatically to a 
second, back-up sensor without shut-
ting down the system. 
The controller signals an alarm in 

the event of such faults as low oil 
pressure, evaporator over-tempera-
ture, return or discharge air sensor 
problems, high refrigerant pressure 
and out-of-range temperatures. Also, 
an expanded list of controller fault 
codes are derived from on-line diag-
nostic software. 

Data Logging 
The controller not only displays data 
and codes, it can also store informa-
tion in a data-record logging memory. 
A data snapshot is taken every hour 
or half-hour which includes return 
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and discharge air temperatures, new 
setpoints that have been entered and 
faults that may have occurred. 
This history can be accumulated 

over a forty- or eighty-day period so a 
shipper has a complete record for each 
load. It also can be used by service 
technicians to analyze causes of 
faults. 
These legs can be printed directly 

from the computer or transferred to a 
larger computer for storage or inclu-
sion in a larger data base. 

A Look Ahead 
In the future, the controller will be 
integrated with other systems and 
functions. The serial communications 
protocol includes commands for vir-
tually all internal and external con-
trol and recording operations. Work is 
underway to provide a power line car-
rier communications system for ship 
and dockside remote monitoring. This 
will permit a shipper to keep in con-
stant touch with several hundred con-

tainers dispersed over a large yard or 
ship area and in many different 
weather environments. 
The use of power lines will provide 

shippers the information they need 
without introducing an additional set 
of conductors and connectors. Data 
can be gathered at a central personal 
computer and stored on disk. The 
data can be transmitted to a main-
frame computer, and shippers will 
have a system-wide data base for all 
their ships and yard locations. 

Several shippers currently use sat-
ellite data transmission and can bene-
fit from the remote monitoring and 
diagnostic capabilities of the micro-
processor controller. Direct and imme-
diate monitoring of food conditions 
will be possible throughout the entire 
packing, shipping and delivery cycle. 

Also on the horizon are high perfor-
mance processors, with digital closed-
loop algorithms to provide many more 
control functions and advanced diag-
nostic tools. These will "exercise" the 
refrigeration system through specially 
constructed routines to yield timely 
maintenance and repair information 
for service technicians. 

IM THERMO KING] 

Conclusion 
All perishables are not alike. Today's 
sophisticated refrigeration technology 
and microprocessor-based controllers 
maintain constant temperature—and 
constant vigil—on the sea or over the 
road. The result: goods are delivered 
fresh to the far-flung markets of the 
world. 

Leonard C. Vercelloti is Manager and Robert G. 
Colclaser is Senior Engineer, Control and Instrumen-
tation Department, Westinghouse Research and 
Development Center, Pittsburgh, Pa. David A. 
Christiansen is Manager, R&D, Containers-Special 
Products Division, Thermo King Corporation, 
Minneapolis, Minn. 
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Historical Album-Part 2 

Niagara generators 

De-ion circuit breaker 

1895 
In October, 1893, Westinghouse received 
an order for the first three generators for 
Niagara Falls. Each unit was rated 3750 
kVA, 2200 volts, 25 Hertz. 

In November, 1895, power was deliv-
ered to local businesses, and in November, 
1896, to Buffalo, 20 miles away. 
These first three generators, plus seven 

more, operated continuously for 26 years. 

1901 
First central-station turbine-generator 
installed in the United States. 

Built for the Hartford Electric Light 
Company, Conn., the Westinghouse 
2000-kW, 1200-rpm turbine was coupled 
to a 2400-volt, two-phase generator. 

The turbine had about four times the 
capacity of any turbine built up to then. 

Steel-mill motor 

1905 
First installation of motors for steel mill 
main rolls in this country—at the Edgar 
Thompson Works of the Carnegie Steel 
Company near Pittsburgh, Pa. 

This non-reversing mill had two stands 
of rolls, each driven by a 1500-hp, 250-
volt de motor, directly connected to the 
rolls. The principal product of the mill 
was rerolled rails. 

1920 
In November, 1920, Westinghouse broad-
cast the Harding-Cox election returns 
from KDKA, its experimental 100-watt 
radio station at East Pittsburgh, Pa. It 
was radio's first scheduled broadcast by a 
commercial station. 

This was soon followed by a regular 
evening program. Programs consisting of 
music, news and announcements were 
listed in advance in most newspapers 
within a 200-mile radius of the station. 

The broadcasts were received as far 
away as Texas, Kansas, Canada and on 
ships hundreds of miles at sea. 
Now using a power of 50,000 watts, 

KDKA remains the leading radio station 
in Pittsburgh. The Company also has 10 
other AM and FM radio stations and five 
TV stations throughout the United States. 

1922 
The modern autovalve lightning arrester 
is based on the principle announced by 
Dr. Joseph Slepian. 

Failures of service, due to surge volt-
ages produced by lightning and other 
causes, frequently occurred on a power 
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Autovalve arrester 

Radio broadcast 

system. The "autovalve" arrester not only 
permitted more nearly continuous service, 
but eliminated the heavy cost of replacing 
transformers, fuses and other equipment 
under emergency conditions. 

The "autovalve" consisted of many thin 
disks of material separated by even-
thinner air gaps. Lightning could jump 
through; the feebler power current, spread 
thinly through the disks, could not follow. 

1927 
The de-ion circuit breaker was born. Mod-
ern circuit breakers still use the principle. 

It did not break the arc at all, as did 
previous breakers—it simply stopped it 
the first time the ac current went to zero. 

Researchers had found that during arc 
conditions, there was a thin space next to 
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instantly when the current passed 
through zero, providing a definite voltage 
gradient to be overcome before the arc 
could be restruck. 

By chopping the long arc into many 
short arcs by insulating plates—each 
short arc no longer than the width of the 
thin cathode layer—the entire arc path 
became a succession of cathode layers 
which reached their full insulating value 
almost instantly when the current passed 
through zero. 

Image 
Target 

Photo-
Electric 
Mosaic 

Synchronizing 
Circuit 

Amplifier 

Radio 
Transmitter 

Antenna 

1928 
Doctor Vladimir Zworykin of the Westing-
house Research Laboratories laid the 
foundation for modern television systems 
by inventing the iconoscope, the first 
practical TV camera tube. 

In this camera, an image of the illumi-
nated scene is focused onto a plate in the 
evacuated iconoscope tube. This plate is 
covered with a mosaic of tiny photosensi-
tive elements, each insulated from its 
neighbors. The light falling on an element 
continuously discharges it as the light 
ejects photoelectrons. A beam of electrons 
from a gun is scanned over the plate, 
recharging each element by replacing the 
charge it has lost. This recharging current 
is the video signal, which is amplified, 
transmitted and used to recreate the pic-
ture in the receiving television set. 



World-Class Manufacturing 
Focuses on Quality and 
Productivity 

Leading-edge technology and radically 
new ways of thinking are not only 
dramatically changing the look of 
today's plants and factories, but 
literally altering the manufacturing 
culture itself. The result is an environ-
ment that encourages people to strive 
for technological excellence and 
achieve new levels of quality and 
productivity. 

Here are a few examples that illus-
trate how modern technology has 
transformed the factory floor. 

1 

1. Machining the Tough Jobs ... 
In 1971, the largest direct numerical-
control (DNC) system in the world 
controlled 60 NC machines manufac-
turing huge turbine blades. 

Fifteen years later, this facility 
remains at the metalworking fore-
front; and the DNC system has since 
been revamped with up-to-date 
machine-interface units. 

It includes the first computer-
driven, automated forging/swaging 
cell. A host computer serially commu-
nicates with the six computer-driven 
machine tools in the cell. 
A new commercially available cell 

management language (CML) controls 
the software to schedule the cell, 
sequence the machine functions, up-
and down-load NC programs and per-
form all operator interface functions. 

The cell includes several firsts: 
• The first application of a non-
contact gaging station for medium-
tolerance parts at over 1000 degrees F. 

An industrial vision system and a 
two-axis computer-numerical-control 
(CNC) machine tool form the gage 
package which is fed by a CNC indus-
trial robot. 
• The first application of CNC, 
electric drive robots in a high-temper-
ature, large-payload, forging environ-
ment. Two of these robots handle 
parts weighing up to 500 pounds in 
temperatures ranging from 1200 to 
2200 degrees F. 
• And the first computer-driven, pre-
cision-indexing rotary furnace. All 
monitoring, controlling and indexing 
functions are directed by an on-board 
computer. 

2. For a Space-Age 
Electronics World ... 

To assure the high quality demanded 
by the electronics industry, copper-
clad laminate, the base material for 
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printed circuit boards, is assembled, 
pressed and cut to size virtually 
untouched by human hands. 
The process starts in a clean room 

where robots alternately add large 
sheets of copper foil to pre-assembled 
sheets of glass cloth to form a multi-
layer stack. Each stack is moved from 
robot to robot by small, flat-bed cars 
operating from an overhead tramway. 
A Numalogic programmable control-
ler synchronizes three overhead cars 
as grippers reach down, slide under 
each growing sandwich of layers and 
moves it to the next position. 

Each thin stack, which may be as 
large as four-by-twelve feet, is then 
moved by conveyor to a huge auto-
matic laminating press with 30 open-
ings, each capable of pressing up to 
10 laminates. From a control console, 
the operator sets values for pressure, 
temperature and sheet size and the 
stack is compressed and bonded 
together into circuit-board stock. 

3a 

From there each sheet is trans-
ported to a large cutting machine and 
automatically slit into standard sizes 
for printed circuit boards used in 
everything from TV sets to satellites. 

3. Staying a Step Ahead . . . 
Extensive development work at sev-
eral laboratories is focusing on new 
manufacturing technologies using 
lasers. 

Advanced laser metalworking tech-
nology is investigated at the Westing-
house Research & Development 
Center. The main workstation houses 
an 18-kW CO2 laser. It's one of seven 
workstations and four laser systems 
used to develop new products and 
techniques. 

Another powerful metalworking 
laser at the Industrial Laser Center 
in Sunnyvale, Calif. is used to prove 

that lasers are reliable and practical 
tools for the factory floor. 

The carbon dioxide industrial laser 
is controllable from 1 to 15 kilowatts. 
It produces an intense beam of contin-
uous radiation at a wavelength of 
10.6 microns, far into the invisible, 
infrared region of the spectrum. 

The beam is sent through a system 
of nitrogen-cooled ducts and water-
cooled turning mirrors to any one of 
five work stations that share the 
laser's beam. 

At one station, the laser welds on 
an NC worktable that handles pieces 
weighing up to 12,000 pounds. 

At another station, the beam is 
rechanneled and used to harden the 
surfaces of large gears. 
And at a third, multi-purpose work 

station, a 10-foot-tall robot delivers 
the laser beam anywhere within its 
108-cubic-foot work area so that it 
can work with components of many 
different shapes and sizes. 

3b 
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4 

A laser-based flexible manufactur-
ing cell developed at the Quality and 
Productivity Center consists of an 
industrial laser, an optical-beam 
delivery system, and a precision 
robotic positioning system. The sys-
tem positions and moves the laser 
beam in three or five axes of motion 
along a stationary work piece. It can 
be coupled to rotary tables and mate-
rial-handling robots or conveyors. 

4. Change Goes Without 
Saying ... 

Flexible manufacturing systems 
(FMS) combine the technologies of 
management, engineering, manufac-
turing and robotic systems with plan-
ning and production-control software. 

For example, a sheet metal FMS, 
which converts raw sheets into 
punched, marked and sheared compo-
nents faster and more economically 
than conventional methods, uses just-
in-time production philosophies and 
software techniques that integrate the 
total business system. 
A customer's order and the date it's 

needed triggers the manufacturing 
cycle. The planning system uses this 

information to retrieve numerical-
control (NC) programs, group parts 
according to thickness and due date, 
and to integrate programs to optimize 
material use and the punch path. 
Sheets are loaded by a robot with an 
extended forty-foot X-axis and rotary 
waist, which can select from any 
of six material stacks depending on 
size, gauge and type of material 
required. 

Material use is maximized through 
random nesting of parts on each 
sheet. A second robot transfers the 
sheet to a marking head and onto a 
right-angle shear. 

The software provides production 
planning and control, interfaces with 
the host business system, provides off-
line programming and an interface 
with CAD/CAM functions. 

5. The Plant Itself Becomes a 
Flexible Manufacturing 
System . . . 

A new plant where printed circuit 
boards for defense systems are assem-
bled has been called the aerospace 
factory of the future. 
New technologies are introduced as 

they are developed. For example, 
guided by a two-camera vision sys-
tem, robots precisely insert axial- and 
radial-lead components into printed 
circuit boards. 

The plant has adopted the group 
technology process-flow concept and 
generic modular work stations; it has 
181 work-in-process assembly and test 
work stations. 

In effect, the entire factory is a 
flexible manufacturing system. The 
factory includes automatic material-
handling systems, robots, process con-
trollers, mechanized assembly equip-
ment, and a networked data base. 
Information and material is provided 
automatically to teams of multiskilled 
technicians who schedule their own 
work to best meet daily or hourly 
needs. 

5a 
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6. Total Business Cost-Time Profile 

A pay-for-skills program has 
boosted productivity and created an 
attitude that welcomes the introduc-
tion of new technology. Each team is 
responsible for its own performance; 
there are no shop supervisors in the 
conventional sense. 

This factory of the future has 
reduced the average production cycle 
from 12 to just 2 weeks. And yields 
(first time through) have gone from 
33 percent two years ago, to more 
than double that today. 

6. Reconsidering Traditional 
Philosophies . . . 

Many plants are using new manufac-
turing philosophies to enhance cus-
tomer service, improve quality, lower 
costs, reduce inventories and shorten 
cycle times. 

Traditional approaches are giving 
way to totally new ways of thinking: 
just-in-time scheduling and produc-
tion; kanban and other work-in-
process systems to follow work flow; 
development of parent styles that can 

5b 

Manufacturing 

Non-Manufacturing 

Aa 

be modified quickly to customer speci-
fications; group technology; and value 
engineering that addresses the func-
tions a product performs. 
A recent philosophy called OPTIM 

(Operating Profit Through Time and 
Investment Management) diagnoses 
the health of the organization. This 
approach graphically illustrates the 
relationship between cost and time. It 
can be used to analyze the causes of 
problems, and set priorities among 
many manufacturing and non-manu-
facturing improvements. It can lead 
to solutions which improve total qual-
ity within a single product line, a 
department or an entire business. 

For example, a manufacturer of 
transportation equipment and sys-
tems reduced assembly cycle time by 
90 percent, cut work-in-process inven-
tory by 90 percent and reduced labor 
costs by 50 percent. 

At another location, revising proce-
dures and improving communications 

Time 

techniques dramatically reduced the 
time for engineering drawings to 
reach the factory floor—from 174 to 
just 11 days. 

In yet another case, a business pro-
viding services for electric utilities 
reduced order-entry and engineering 
cycle time from 22 days to 1 day, and 
reduced costs by at least 50 percent. 

7. Designing for Producibility . . . 
Automated assembly machines 
improve the overall quality of a prod-
uct: they reject substandard compo-
nents that don't meet close tolerances 
and eliminate such routine causes of 
human error as omitting parts or 
assembling them in the wrong 
sequence. 

Hard-automated assemblers can be 
designed to produce families of prod-
ucts and, in many cases, the products 
themselves are redesigned to meet the 
requirements of automatic assembly. 

Switch-assembly equipment con-
sists of two machines connected by an 
automatic conveyor transfer. The two-
machine system automatically feeds 
and assembles 19 different parts . . . 
producing 6 types of switch 
assemblies. 
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7 

Each machine, with its own con-
troller, assembles one-half of the 
product. Machine #1 assembles and 
automatically inspects base sub-
assemblies. 

Machine #2 accepts these subas-
semblies and completes switch assem-
blies at the rate of 40 per minute, a 
188-percent increase in daily produc-
tion. It's programmed to assemble, 
inspect, test and date-code the prod-
ucts. A total of 16 built-in inspection 
points and two test points reliably 
and continually monitor product 
quality—rejecting any product not 
passing all check points. 

8. Precision Machining 400-Ton, 
70-Foot-Long Giants... 

Internal components for nuclear reac-
tors are machined in a shop with 
tight temperature and humidity con-
trols to assure consistent production 
of both small and large precision 
parts. 
The plant handles components up 

to 70 feet long and 15 feet in diame-
ter, weighing up to 400 tons. Yet tol-
erances are maintained to plus or 
minus one-thousandth of an inch. 

Machine tools include large auto-
mated horizontal and vertical boring 
mills, deephole drills, and vertical 
machining centers that can machine 
25-foot cylinders inside and out. 

9. Advanced Technologies, 
Artificial Intelligence 
Fine-Tune a Process... 

A new nuclear-fuel manufacturing 
process is totally automated from the 
admission of uranium gas to comple-
tion of welded fuel rods. 

The line uses a dry conversion 
technology which minimizes chemical 
wastes, a unique pneumatic transport 
system for fine powders, automatic 
gentle handling of fuel pellets and 
rods, inspection robots, vision 
machines for automatic dimensional 
and visual inspection, and improved 
environmental controls. 

In the kiln, where the gas is con-
verted to powder, extensive instru-

8 

mentation provides computer mon-
itoring, data logging, data display and 
control of the process, permitting 
analyses of a large number of vari-
ables. These are used by an artificial 
intelligence system that learns from 
past experience. 

This extensive instrumentation and 
control, coupled with artificial intelli-
gence, fine tunes the process to optim-
ize product quality. 

The management information sys-
tem ties together all elements of fuel 
rod production. The system relies on 
automated data input to minimize 
paperwork and human error. From a 
central control, a single operator 
monitors the entire process, receiving 
and coordinating signals from micro-
processors throughout the facility. 
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10. Direct-Dialing the 
Factory or Warehouse . . . 

Using an advanced negotiation sys-
tem, a salesman in a field office can 
enter data on many products to work 
up a bill of material. This informa-
tion is transferred to the division 
electronically—in seconds rather 
than days, and the price is sent 
directly back to the sales office. 

Moving in parallel, the same data 
is channeled through an engineering 
logic pattern, producing approval 
drawings and manufacturing 
information. 
The total cycle time for a typical 

panelboard negotiation is reduced 

9 

10 

from 130 to just 55 hours—and the 
actual work time from 25 to 10 hours. 

Another answer to a just-in-time 
world is Speedline. This direct 
customer-order-entry system uses 
computer terminals at high-volume 
customer locations so they can reach 
directly and electronically into stock 
records. The customer can inquire 
about the availability of stock, stan-
dard products and call up prices. He 
can enter an order or check on one. 

11. Transforming the Classic 
Machine Shop . . . 

A modernization program at one facil-
ity reduced manufacturing floor space 
by 58 percent, increased plant capac-
ity sixfold and cut average product 
cycle time from 26 to 3 weeks. 

11 

This was accomplished by moving 
from a classical machine shop to a 
fast-response assembly operation. It 
proved more efficient to source parts 
from suppliers throughout the world, 
get them delivered on time, then 
assemble and ship. One-hundred-
percent inspection ensures that mate-
rials reach the assembly floor in per-
fect condition. 

The very plant culture was altered. 
The organization is based on team 
concepts and matrix management. 
Workers have been retrained and 
upgraded. As an example, 650 com-
puter terminals serve 1000 employes. 
Virtually all employes are computer-
literate and process their own data. 
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Historical Album-Part 3 

X-ray image amplifier Atom smasher 

Ignitron rectifier 

1932 
Invention of the ignitron rectifier to con-
vert ac to dc. 

The ignitron rectifier had the advan-
tages of previous systems, with few of 
their disadvantages. It could carry power 
current, had high overload capacity and 
could start conduction at any point in the 
positive half cycle. 

1937 
First atom smasher in industry-
5,000,000 volts—constructed by Westing-
house Research Laboratories for a funda-
mental research program in nuclear 
physics. 

The largest of its kind at the time, it 
enabled the Company to become familiar 
with an entirely new field of science. This 
initial step helped Westinghouse gain a 
leadership position in the production of 
nuclear energy for peaceful purposes. 

1940 
First long-range search radars ordered 
from Westinghouse in 1940 by the U.S. 
Army Signal Corps. Six of these were 
shipped to Hawaii in the summer of 1941. 

As a radar operator on Oahu watched 
his scope on Sunday morning, December 
7, 1941, a formation of planes began to 
appear, coming from the north. 
He checked the direction and called the 

aircraft warning center. There, the officer 
assumed (incorrectly) that the large flight 
of planes were B-17's arriving from the 
United States. 
A few minutes later, the attack on 

Pearl Harbor began. 

1941 
Westinghouse research metallurgists 
working with ARMCO developed Hipersil, 
a high permeability grain-oriented mag-
netic steel. 

Because crystals were all aligned in the 
same direction, this silicon steel had one-
third more flux-carrying capacity than the 
previous best grades of silicon steel. This 
meant transformers could be smaller, 
lighter and more efficient. 



Early radar 

1941 
In 1939 scientists and government offi-
cials of the United States were in a 
dilemma: they had become aware that an 
atomic bomb was a possibility. Worse, it 
was possible that our enemies were well 
on the way to achieving it! 
They decided to embark on the trail of 

atom splitting, lacking only two things— 
time and the main ingredient, uranium. 

It would be months before pure ura-
nium was available from new plants, and 
all the pure uranium eve: made in this 
country could be placed in a small 
shoebox. 
And all of it came from a small-scale 

process in the Westinghouse Lamp 
Research Laboratory—a process devel-
oped years earlier in a search for a better 
lamp filament. 

Air Compressor Fuel 

Axial-flow jet engine 

By 1941, Westinghouse daily produc-
tion was in one-pound lots; at the end of 
1942, 500 pounds daily. 

In December, 1942, the University of 
Chicago began operating the first experi-
mental atomic "pile," using several 
thousand pounds of uranium—most of it 
from the Westinghouse "emergency" 
uranium factory. 

1945 
First American-designed aircraft jet 
engine powered the McDonnell FI-1-1 
"Phantom." 

The Phantom used two Westinghouse 
19-XB axial-flow engines, each delivering 
1600 pounds thrust. 

Uranium for lamp filaments 

Combustor 

29 

Gas Turbine 

1949 
Introduction of the first electronic ampli-
fier for x-ray images, ushering in the use 
of electronics in medical imaging. 
A revolutionary development for medi-

cal x-ray diagnosis and now used for all 
x-ray fluoroscopes, it greatly increased 
diagnostic ability and decreased patient 
x-ray doses. The first commercially practi-
cal tube intensified the original image by 
500 times. 
The tube does its work after the x-rays 

pass through the subject. They impinge on 
a fluorescent screen, releasing a stream of 
light rays. These, in turn, strike a photo-
electric surface coated on the screen. The 
electrons emitted are accelerated by a 
high-voltage field across the evacuated 
space within the tube and are focused by 
electrostatic lenses on a second fluorescent 
screen at the end, where light rays are 
produced to form the image. 



Solid-State Spectroanalysis 
of Stack Gases 

Robert L. Nelson 

Environmental considerations and 
economics are the drivers in the search 
for better ways to analyze stack gases. 
A new solid-state in situ analyzer now 
makes it possible to measure virtually 
all stack gases reliably, continuously 
and accurately. 

The measurement of flue gas content 
from combustion processes has 
become essential to control fuel-air 
ratios, evaluate burner performance 
and monitor emissions to meet envi-
ronmental regulations. 

Major improvements have been 
achieved in stack gas measurement 
by using in situ analyzers. In situ 
analysis is performed on the gas as it 
exists in the stack. In situ analyzers 
are installed across the stack or use a 
measuring cell inserted directly into 
the flue gas stream. 

In 1972, the in situ zirconium-oxide 
oxygen analyzer (see box) revolution-
ized combustion control. The ability to 
measure the excess oxygen content of 
combustion flue gases, on line, made 
it possible to control the fuel-air ratio 
by measuring the net result of the 
combustion process. 
The development in 1984 of a 

potassium sulfate solid electrolyte cell 
combined with a zirconium-oxide cell 
permitted highly accurate in situ 
measurement and monitoring of sul-
fur dioxide. 

Absorption Spectrometers 
A second measurement method used 
for flue gas analysis involves absorp-
tion spectroscopy. This technique uses 
infrared (IR) or ultraviolet (UV) 
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radiation and determines gas concen-
trations by measuring the absorption 
of radiation based on the Beer-
Lambert law (see box). 
The most common extraction 

absorption spectrometer is the nondis-
persive type (Fig. 1). The source 
radiation is not dispersed by a prism 
or diffraction grating to separate out 
the wavelength of interest. 

Infrared light from an IR source 
passes through two gas cells, a refer-
ence cell and a sample cell. The refer-
ence cell generally contains dry 
nitrogen gas, which does not absorb 
light at the wavelength of interest. As 
light passes through the sample cell, 
stack gas molecules absorb some of 
the infrared light. 

As a result, the light emerging 
from the sample cell has less inten-
sity than the light from the reference 
cell. The difference is determined by a 
detector or detector/filter pair that is 
sensitive to the particular infrared 
frequency of interest. 

Current In Situ Spectrometers 
In situ spectrometers do not compare 
absorptions within reference and sam-
ple cells. Instead, they measure the 
degree of absorption by one of three 
techniques: differential absorption, 
gas filter correlation or second deriva-
tive spectroscopy. 

1) Differential Absorption Spectros-
copy measures absorption at a wave-
length in the absorption band of the 
molecule of interest and compares it 
to the absorption at a reference wave-
length where the gas of interest has 
minimal absorption. 

The wavelengths are selected by a 
dispersive device like a diffraction 
grating or by narrow-band optical fil-
ters. The ratio of the absorptions pro-
duces a signal that is related to the 
pollutant concentration. 

2) Gas Filter Correlation Spectros-
copy (Fig. 2) uses a filter made from a 
cell filled with the gas of interest. An 
infrared source radiates light through 
the stack to the detector assembly 
where the beam is alternated between 
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a neutral filter and the gas filter cor-
relation cell. When there is no pollu-
tant gas in the stack, this cell 
contains enough of the gas being ana-
lyzed to remove most of the energy 
contained in the individual absorption 
lines of the gas. Light of wavelengths 
not absorbed by the correlation cell 
gas passes on to the detector. 

The neutral filter reduces the 
energy from all wavelengths in the 
beam so that when there is no pollu-
tant gas in the stack, the amount of 
energy reaching the detector from 
each beam is the same. 
When there is pollutant gas in the 

stack, no change in the light passing 
through the correlation cell occurs 
since the absorption for the lines of 
interest are already complete. 

The beam passing through the neu-
tral filter, however, will have less 
energy since light was selectively 
absorbed by the pollutant gas in the 
stack. The difference in energy 
between the two beams is related to 
the pollutant concentration and is 
monitored at the detector. 

3) Second Derivative Spectroscopy 
differs from differential spectroscopy 
in that instead of just sitting on a 
specific wavelength, a scanner or 
moving slit of a diffraction grating 
scans back and forth across the cen-
tral wavelength. 

The scanner modulates the light at 
wavelengths across the width of the 
absorption peak. Maxima will appear 

at the detector at double the fre-
quency of the scanner. By tuning to a 
frequency which is double that of the 
frequency of movement of the scan-
ner, strong signals indicate strong 
absorption. The amplitude of the 
detector signal at twice the frequency 
is proportional to the second deriva-
tive of the absorption with respect to 
wavelength. 

Acousto-Optic Tunable Filter 
Spectrometer 
Recent developments in single crystal 
materials have opened the door to the 
development of a solid-state, multi-
gas spectrometer for stack gas analy-
sis. Such materials exhibit different 
light velocities depending on the 
direction of propagation within the 
medium (Fig. 3). 

Principles of In Situ Analysis 

The Nernst Equation: 
Zirconium oxide (ZrO2) operating at high tem-
perature conducts current when oxygen ion 
concentrations across a cell are unequal or 
when a differential voltage is applied. If differ-
ent concentrations of oxygen are exposed to 
electrodes, the output voltage follows the 
Nernst equation: 

RT P'(02) 
emf = ln+ C 

4F P'(02) 

where: 
emf = cell output, volts 
R = gas constant 
F = Faraday constant 
P'(02) = reference gas (oxygen partial 

pressure) 
P'(02) = process gas (oxgyen partial pressure) 
C = cell constant 
T = absolute temperature 

The output voltage is inversely proportional 
to the logarithm of the oxygen concentration on 
the process gas side of the cell. 

Similarly, potassium sulfate (K2 SO4) con-
ducts current by means of potassium ions when 
oxygen or SO2 concentrations across a cell are 
not equal; it also follows the Nernst equation: 

RT P'(502) P'(0 
emf — 2F ln le(S02) + (02) + C 

P'  

where: 
P'(S02) = reference gas (sulfur dioxide 

partial pressure) 
P'(S02) = process gas (sulfur dioxide 

partial pressure) 
The output voltage is inversely proportional 

to the logarithm of the SO2 concentration when 
02 variations are canceled by a ZrO2 cell 
output. 

The Beer-Lambert Law: 
Absorption of light follows the Beer-Lambert 
law. This law states that the transmittance (T) 
of light through a medium that absorbs light is 
decreased exponentially by the product of the 
attenuation coefficient (a), the concentration of 
the gas (c) and the distance the light beam 
travels through the gas (1): 

where: 
I = intensity of light leaving the gas 
= intensity of light entering the gas 
The attenuation coefficient (a) is dependent 

on the wavelength of the radiation and the 
properties of the gas molecule. 

The coefficient tells how much light energy a 
molecule will absorb at a given wavelength. If 
no absorption occurs, (a) will be zero, and the 
transmittance would equal one or 100 percent. 
If the gas absorbs energy at some wavelength, 
(a) will be greater than zero, and the reduction 

of light energy across the path (1) will depend 
upon the gas concentration (c) and the original 
intensity (I.) of the light beam. 

In the case where the reference cell is filled 
with dry nitrogen, the attenuation coefficient 
(are) equals zero; and the detector reading for 
the reference cell is: 

iref = e° = I. 

The ratio between 'sample and 'ref then becomes: 

'sample e-adl 

Ire 

e —acl 

Taking the logarithm of both sides: 

In sampl e 

'ref 

— adl 

I l 
In sar" e 

C = —  I ref  

al 

where: 
1 = known length of path 
a = known value or instrument calibrated to 

account for the value 

'sample _ ratio of intensities detected 
'ref by the detector 

The (a) for the gas being measured is that 
for the absorption band center of the gas of 
interest. 
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3-The AOTF as a tunable source of infrared radiation. 
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When light passes through such a 
material, it splits into two refracted 
paths. One of these follows the ordi-
nary laws of refraction and is called 
the ordinary ray (o-ray), while the 
other deviates somewhat and is called 
the extraordinary ray (e-ray). These 
two beams are plane-polarized at 
right angles to each other. 

Certain birefringent materials, 
termed acousto-optic materials, can be 
used as a filter in a spectrum ana-
lyzer. In such acousto-optic materials, 
a light beam propagating as a polar-
ized e-ray can be converted into an 
o-ray and be spacially separated 
from the original e-ray by interaction 
with, and diffraction from, an acoustic 
wave propagating through the same 
medium. 

This phenomenon has been used to 
make narrow-band optical filters, 
whose peak transmission wavelength 
can be selected by properly choosing 
the frequency of the acoustic wave. 
Such filters are known as acousto-
optic tunable filters (AOTF). 
A new, efficient infrared transmis-

sive acousto-optic material called 
thallium arsenic selenide (TAS) pro-
vides excellent operation as an AOTF 
over near-to-mid infrared wave-
lengths from about 1 to 16 microns. 

Even more recently, the ability to 
grow production quantities of high-
quality single crystal TAS has made 
it possible to build an AOTF on a 
commercial basis for operation over 
the 2 to 5.5 micron band. Such a filter 
with integral ultrasonic transducer 
can be used in place of mechanical fil-
ter wheels, spinning gas cells, moving 
mirrors, diffraction gratings and 
mechanical light choppers. 

The TAS AOTF produces an elec-
tronically controllable narrow-band 
infrared filter that can be tuned to 
any infrared frequency. It can direct a 
chopped and tuned IR source across 
the stack on any combustion process 
to simultaneously measure the con-
centrations of CO, CO2, SO2, CH4, 
NO, NO2, H20, or other gases. 

The AOTF is ideally suited to a 
form of differential absorption spec-
troscopy. It is not limited to two 
absorption frequencies by narrow-
band optical filters or mechanically 
driven diffraction gratings; the AOTF 
can be tuned to any selected fre-
quency in a matter of microseconds. 

The AOTF is ideally suited for the 
design of real-time spectroscopic 
sensors: 
• Small and rugged, it can be 

remotely controlled through a single 
RF cable. 
• The aperture times the acceptance 
angle (etendue) for the AOTF can be 
extremely large. This large light 
throughput results in an extremely 
fast optical sensor. The high optical 
speed permits real-time optical moni-
toring with an excellent signal-to-
noise ratio. 
• Unlike conventional monochroma-
tors, optical speed is independent of 
the optical resolution. 
• The AOTF can operate with ran-
dom spectral access since changing 
the acoustic drive frequency changes 
the center passband of the device. 
Access time to any given frequency is 
limited only by the acoustic transit 
time through the crystal (a few micro-
seconds). Random spectral access 
together with high optical speed per-
mits sequential monitoring under 
computer control to analyze multiple 
gases in a stream. 

The Optical Analyzer 
A commercial multi-stack-gas ana-
lyzer (OPTAN for Optical Analyzer) is 
now under development using the 
TAS AOTF technology. 

Its overall design is shown in 
Figure 4. It consists of three major 
functional systems: the optics, stack-
mounted electronics and control-room 
electronics. 

1) The optical subsystem is essen-
tially an infrared solid-state spec-
trometer that operates over a 
relatively wide spectral range. A 
heated infrared source provides a 
broad band of infrared radiation. A 
portion of the output is collected and 
focused on the AOTF. After passing 
through the AOTF, the radiation is 
collected and collimated. The colli-
mated beam then passes through the 
process stream or stack and is col-
lected and focused on the detector. 
The ability to rapidly select any 

number of infrared wavelengths for 
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analysis permits the measurement of 
all infrared absorbing gases in the 
range of interest, eliminates interac-
tive effects by proper algorithms 
and provides zero and range checks 
without beam splitters or moving 
elements. 

2) Stack-mounted electronics inter-
face with the optical subsystem at the 
detector and at the AOTF. The stack 
electronics impresses selected-fre-
quency RF power on the AOTF. The 
detector microcomputer uses the opti-
cally filtered infrared signals to deter-
mine the absorption of selected gases 
in the process stream. 

The source microcomputer controls 
the output frequency and amplitude 

from a frequency synthesizer, much 
as a quartz tuner selects a television 
channel. The AOTF functions not 
only as a rapidly tunable narrow-
band infrared filter, but as a solid-
state optical chopper as well. 

The detector output is integrated 
over the time the acoustic wave is 
passing through the filter to measure 
the radiation received during the 
entire period that the filter is open. 
This analog value is converted to dig-
ital form, and the detector microcom-
puter establishes an absorption value 
for each frequency selected. 

4—Gas analyzer system. 
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3) Control room electronics convert 
the absorption information into gas 
concentrations. Although the simple 
algorithm described above illustrates 
the classic differential absorption 
technique, more complex algorithms 
in the microcomputer can account for 
special interference conditions, or 
additional gases can be analyzed by 
simply developing new software. 

The normal mode of operation is to 
test on a real-time basis only the 
wavelengths related to the specific 
gases of interest. However, it's also 
possible to program a scan mode of 
operation so the frequency synthesizer 
will incrementally scan through a 
range of frequencies, a step at a time, 
to produce a plot of absorption versus 
frequency. This allows study of the 
total absorption spectrum of a given 
process. It's particularly useful 
in developing new software, studying 
interference effects between gases 
or studying changes in absorption 
at various gas temperatures or 
pressures. 

The ability to measure virtually all 
combustion gases with a single solid-
state, in situ analyzer adds a new 
dimension to the development of 
future combustion control systems. 

Robert L. Nelson is Engineering Manager, Westing-
house Combustion Control Division, Orrville, Ohio. 
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Evolving Technology of 
Airborne Radar 

H. E. Schrank 

B. A. Sichelstiel 

Airborne radar is undergoing dra-
matic changes from the present tech-
nology to future systems with antennas 
built into the aircraft skin to reduce 
drag and increase "stealth." In addi-
tion, these new systems must be more 
reliable and provide more functions in 
less space. 

Early airborne radars used parabo-
loidal "dish" antennas which were 
scanned by moving the entire 
antenna mechanically, either in con-
tinuous rotation for 360-degree azi-
muth coverage or back and forth for 
limited coverage (Fig. la). The anten-
na's mechanical inertia and gimbal 
structure limited the scanning rate. 
To provide faster beam scanning to 

track many targets at once, phased-
array antennas were developed. In 
this technique, an array of many 
closely spaced radiating elements 
(radiators) forms a directed beam, 
which scans electronically by using a 
phase shifter behind each element. 
Thus the antenna need not move 
(Fig. lb). 

Phased arrays allow much faster 
scanning and provide other important 
advantages, including more precise 
control of the amplitude and phase 
distributions across the antenna aper-
ture. This allows suppression of 
antenna pattern sidelobes, which is 
important both to reduce clutter 
(unwanted ground reflections) and for 
jamming interference. 

Changing the phase of the radia-
tors steers the beam, while tapering 
the amplitude of the signals reduces 
the sidelobe pattern. 
One example of a phased-array 

antenna is the Airborne Warning and 
Control System (AWACS). This 
planar array of slotted waveguide 
radiators (Fig. 2) is about 25-feet long 
and 5-feet high and forms an elec-
tronically steered beam with sidelobes 
that are lower by orders of magnitude 
than previous antennas. 

These ultralow sidelobes were nec-
essary so the radar could detect low-

a 

Planar Phase 
Front 

1 
1 
1 

Broadside Beam 

la-Early airborne radars used a mechani-
cally scanned antenna. 

flying aircraft targets in the presence 
of strong ground echoes (clutter). The 
combination of low sidelobes with 
pulse Doppler technology made the 
AWACS system extremely successful 
as a "downlook" radar (see box). 
The AWACS antenna is enclosed in 

a large radome which mechanically 
rotates with the antenna for 360-
degree-azimuth scanning. While the 
rotating radome and antenna scans 
the beam in azimuth, the array scans 
electronically in elevation using pre-
cision ferrite phase shifters. In effect, 
the antenna scans one dimension 
electronically and a second dimension 
mechanically. 

Because of space limitations on 
modern aircraft, current radars must 
perform multiple functions as well as 
adapt to changes in environment. 
Such a multifunction radar, known as 
the Electronically Agile Radar (EAR), 
was built in the late 1970's and suc-
cessfully demonstrated several 
functions—ground mapping, terrain 
avoidance and follow, and target 
detection and tracking. 

b 
Planar Phase 

9 Front Electronically 
Scanned 

Broadside Beam 

lb-Electronically scanned antenna. 
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The EAR antenna is a circular-
aperture (39-inch diameter) array of 
circular waveguide elements. It forms 
a low-sidelobe beam which electroni-

. cally scans in two dimensions (azi-
muth and elevation) and can switch 
from linear to circular polarization for 

. operation in a rain environment. 
A more recent application of multi-

ple-function, adaptive technology is 
the radar now being produced for the 
B-1B aircraft. It not only performs 
multiple functions but in addition has 
"low observable" characteristics to 
reduce its radar echoing cross section 
(RCS)—that is, it's harder to detect 
by enemy radar. 
One way to achieve low RCS is to 

avoid having the flat face of the array 
normal to the line-of-sight of an 
enemy radar. By tilting it down 
(Fig. 3), it reflects the beam from an 
enemy radar toward the ground 
rather than back to its source. 

Figure 4 shows a partially assem-
bled B-1B array with some phase con-
trol modules (PCM's) plugged into the 

t 

multilayer board and waveguide feed 
manifold. Each PCM is a dielectric-
filled, circular waveguide containing 
a ferrite phase shifter and polariza-
tion switch. The small circuit board 
attached to the side of each PCM con-
trols the phase and polarization of the 
module's radiated beam. 

The radar includes a computer to 
control the functions and process the 
signals received by the array. The 
transmitter is a high-power traveling-
wave tube RF amplifier (9 to 10 GHz), 
referred to as a "bottle" transmitter to 
distinguish it from the more advanced 
transmitters under development. 

Tomorrow's Technology 
Future airborne radars must be agile 
(steered electronically), adaptive, 
multifunction, low-observable, confor-
mal and resistant to jamming. 

To meet these challenges, the cost 
of aircraft avionics may approach 50 
percent of the total fly-away cost. To 
stem a disproportionate growth in 
this cost and still provide the neces-
sary functions, future designs must 
focus on three areas: (1) high reliabil-
ity, (2) multifunction, and (3) low 
observability (stealth). 

Reliability 
The need for high reliability leads 
radar technology toward solid-state 
"active" phased arrays. In these, each 
element will contain its own trans-
mitter in the form of an RF power 
amplifier. In effect, this will distrib-
ute the transmitter function over 
thousands of array elements instead 
of generating all the RF power in a 
single transmitter tube, or "bottle." 
This results in much higher reliabil-
ity because several elements can fail 
without seriously degrading radar 
performance, as compared to the cata-
strophic failure of a bottle transmitter. 

Each module also contains a low-
noise RF amplifier to function in the 

2-AWACS airborne planar-array antenna 

(left) with electronically steered beam. 

3-(Above) tilted airborne antenna to 

reflect enemy radar signals to ground. 
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receiving direction, along with phase 
shifters to electronically steer the 
beam (Fig. 5). 

Multifunction 
Multifunction radars are needed 
because of the scarcity of space for 
antennas on advanced aircraft, with 
their sleek, "stealthy" shape. 

Earlier aircraft used separate 
antennas for radar, communication, 
navigation, electronic countermea-
sures (ECM) and target identification 
friend or foe (IFF). 

In general, multifunction radars 
will operate at higher frequencies and 
over wider bandwidths with specific 
bandwidths allocated to each function. 

Antenna design is important in 
integrating the many functions of 
future radars. Fewer separate anten-
nas that serve more functions and 
offer larger fields-of-view can both 
reduce costs and reduce the surface 
area needed for antennas on future 
aircraft. 

One key to integrating these func-
tions is the rapid advance in technolo-
gies concerned with gallium-arsenide 
integrated circuits and very-high-
speed integrated circuits (VHSIC). 

Gallium-arsenide (GaAs) inte-
grated circuits (ICs) can provide both 
power and low-noise performance over 
much broader bandwidths and at 
much higher frequencies than is pos-
sible with silicon technology, so the 
integration of functions can be more 
easily carried over to the antenna 
subsystem level. 

Pulse Doppler Radar 

Pulse radars measure the distance (range) to a 
target by transmitting a pulse and noting the 
elapsed time for the reflection to return. Since 
electromagnetic waves travel at the speed of 
light, the range can be calculated: 

ct Range = —2 , where c is the speed of light 
and t is elapsed time. 

Pulse Doppler radar combines the pulsed 
operation with the Doppler principle to mea-
sure both range and velocity of the target. 
More important, it can discriminate between a 

a 
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moving target and stationary background 
objects (or clutter) which also reflect waves. 

The Doppler effect is the apparent change in 
frequency of radio waves that occurs when the 
source of the wave and its target are in motion 
relative to each other—the frequency increases 
when the source and target approach each 
other and decrease as they move apart. 

Figure (a) shows the Doppler effect on a sta-
tionary target, which results in no frequency 
change between transmit and receive waves. 

Figure (b) shows a closing target, resulting 
in a higher frequency for the reflected wave 
than the transmitted wave. 
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And Figure (c) shows an opening target, 
with the reflected wave having a lower 
frequency. 

The change in frequency is measured by 
electronically subtracting the two frequencies. 

Knowing both elapsed time and the fre-
quency change between transmit and receive 
waves, both range and velocity can be 
determined. 

Also, by filtering out any return waves with 
unchanged frequency, the unwanted reflections 
from stationary objects can be screened out. 

Transmitted = f. 
Received = f. 

I fo t 

fi 

  f 

Transmitted = f. 
Received = f, > fo 

Transmitted = f. 
Received = f, < f. 
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GaAs monolithic ICs operating in 
the microwave frequency band pro-
vide the technology base for future 
solid-state or "active" phased-array 

• antennas. The distributed-amplifier 
approach would be much more expen-
sive without these advances in lower-

• cost, high-yield IC processes. 

Stealth 
The need to be less observable means 
that radar and other antennas can no 
longer have large echoing surfaces. 
This leads toward antennas that are 
flush with the aircraft skin (Fig. 6), 

3...d .1.1. .... ... .... O., .". On. - ' 
.. . .... • '!. •-• mu: , —  re. — .... 

......, - ..... . .... , - ..& 

ie e .... ,: ,.,.. .... „, ... , e et.. -....-.-.. tt..."1.1 , . ..... ...., ...... -- ..... '.'-• ..—.. "-'"- ,... --40% Mk  ...J .' 
..... ..„... ..e. ,  .... ,....., .... 1...., .... ..1h ......, --. 

OM. oft, ••••• .... 

do...: ',..:: ..". e . °.n. ....% '.. et.' le ..., b.._ 
.deo. .,„ .... -. . et .1.  oft. , .. .... 1.40.--- -..... 

Oft, 

4-Antenna array for B-1B bomber with 

individual radiating modules, each with 
its own phase shifter circuit mounted on 

the module. 

rather than being flat or protruding. 
These flush antennas are called "con-
formal" because the arrays of ele-
ments conform to the curved surfaces 
of the aircraft fuselage or wings. 

The radar cross sections of earlier 
aircraft were dominated by three 
principal reflecting sources—the 
engine duct, the cockpit, and the 
radar antenna/bulkhead area. The 
first two sources have been reduced 
by treating the materials and shaping 
the geometry, leaving the antenna 
problem as the most serious. Engi-
neers have now demonstrated they 

can reduce the radar cross section by 
using conformal electronically 
scanned antennas. 

In summary, reduced cost, reduced 
radar cross section, functional inte-
gration and enhanced performance 
can all be achieved through the use of 
emerging technologies and techniques. 

H. E. Schrank is an Advisory Engineer and B. A. 
Sichelstiel a Senior Advisory Engineer, Westinghouse 
Defense & Electronics Center, Baltimore, Md. 

Drive 
Amplifier 

To Manifold 

Phase 
Shifter 

Power 
Amplifier 

Low Noise 
Amplifier 

Radiating 
Element 

Duplexer 
(Circulator) 

1111.1„1•Mil 
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Historical Album-Part 4 

Nuclear submarine 

1950 
First automatically defrosted refrig-
erators introduced. 

The automatic defroster did the job in 
minutes. A heating element warmed the 
refrigerant flowing through the coils, 
melting the ice but leaving food frozen. 

1951 
First inner-cooled coils (using hydrogen) 
increased the output of large generators 
by at least 50 percent. 

Automatically defrosted 
refrigerator 

1953 
Invention of pulse Doppler radar revolu-
tionized modern radar technology. The 
Doppler effect is the apparent change in 
frequency of radio waves that occurs when 
the source of the wave and its target are 
in motion relative to each other—the fre-
quency increasing when the source and 
target are approaching each other and 
decreasing when they move apart. 

This Doppler "shift" is measured to 
detect the velocity of the target. More 
important, it separates the moving target 
from stationary background objects (or 
clutter) which also reflect waves back to 
the source. 

L11 r cumcra 

1955 
First nuclear submarine—the USS 
Nautilus—went to sea. It was powered by 
a Westinghouse pressurized-water nuclear 
power plant. Its highly successful career 
ended in 1985, when it was towed to its 
final berth in New London, Conn. 



Nuclear power plant 

"Photographing" the ocean floor 

1957 
Nation's first nuclear-electric power plant 
put in operation—the Shippingport sta-
tion of Duquesne Light Company, near 
Pittsburgh, Pa. 

The 60,000-kW plant was powered by a 
Westinghouse pressurized-water nuclear 
reactor. 

1959 
Westinghouse first demonstrated success-
ful molecular electronics devices Unte-
grated circuits). This technology 
revolutionized the electronics industry. 

Integrated circuits provide the ability 
to combine many individual circuit func-
tions on a single integral block of 
material. 

Airborne rodar 

1964 
New sonar was announced for "photo-
graphing" the ocean floor. 
A sonar vehicle towed under water 

behind a surface vessel continuously scans 
the ocean floor with beams of high-
frequency sound waves. Reflected energy 
is picked up and produces sharp clear 
pictures on a TV screen or recorder. 

1969 
Westinghouse lunar camera enabled 
millions of television viewers on earth to 
watch man's first walk on the moon. 
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Molecular electronics 

1971 
First in situ commercial oxygen analyzers 
to directly measure the oxygen in combus-
tion stack gases. 

This instrument allows quick, reliable 
and continuous monitoring and control of 
the results of combustion processes. 

1972 
First flight tests were conducted on a new 
and versatile Airborne Warning And Con-
trol System (AWACS), which provides an 
instant overview through a range of more 
than 300 miles. It detects, identifies and 
tracks all high- and low-flying aircraft 
within that radius. 



The Power of Computer-Aided 
Engineering 

Doug Drumheller 

The evolution from pencil and paper to 
the slide rule and on to microprocessor 
and computer technology has greatly 
improved the engineer's ability to solve 
complex problems. Computer-aided 
engineering is completely changing the 
way products are designed and 
manufactured. 

Computer-aided engineering covers a 
very broad area: it includes any appli-
cation in which an engineer uses a 
computer to help do a job. 

To date, computers have been used 
to help with two basic engineering 
tasks: quickly performing difficult 
mathematical calculations involving 
large amounts of data; and visually 
portraying complex or conceptual 
design information for analysis, 
manipulation or documentation. 

They have a single purpose: to 
increase the engineer's productivity 
by performing tasks faster and by 
doing things right the first time. 
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The following examples—among 
many—give a flavor of the great 
diversity and scope of computer-aided 
engineering applications in industry. 

Analytical Power 
The invention of logarithms in 1614 
made possible the slide rule—the 
first tool to enhance the engineer's 
mathematical productivity. The "slip 
stick" remained the primary means of 
calculation until well into the 1960s 
when it was replaced by the wide-
spread use of computers (Fig. 1). 
Among the first uses of engineer-

ing computers in industry was the 
calculation of complex reactor neutron 
interactions. 
As early as 1953, engineers and 

scientists designed the first com-
mercial nuclear power station at 
Shippingport, Pa., using an early 
UNIVAC computer. And in 1967, the 
first of many supercomputers was 
used not only to design nuclear reac-
tors but also to perform realistic sim-
ulations of nuclear operations. 

Today, supercomputers are 
involved in such large number-
crunching problems as nuclear fuel 
management, thermal-hydraulic stud-
ies, simulated transient performance 
of nuclear steam systems under hypo-
thetical accident conditions, stress 
analysis of components, simulation of 
electronic circuits and fluid dynamics. 

For example . . . the development of 
finite element software has revolu-
tionized structural analysis. 
One such program (WECAN) is 

used by structural engineers to per-
form a wide range of static, dynamic 
and heat conduction analyses. It is 
used to compute the structural behav-
ior of a wide variety of structures 
including those representing two- and 
three-dimensional models, shell struc-
tures, axisymmetric bodies of revolu-
tion, beam and truss structures and 
piping systems. 

The system performs static elastic 
and inelastic analyses, computes 
natural frequencies of structures, 
explores steady-state and transient 
thermal conditions, represents 
dynamic behavior of a structure due 

Napier 
Invents 
Logarithms 
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1654 
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Time 

1-The dramatic growth in engineering 
productivity in recent years is illustrated 
by the number of instructions per second 
engineers can execute. This number 

remained virtually unchanged for centu-
ries. Today, it approaches one million in 
an engineering workstation. 
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highlights areas of principal stress on a 

turbine blade root. 
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2-Analysis and modeling programs allow 

engineers to perform many traditional 
design tasks mathematically by com-

puter. Here, a finite element analysis 
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to time-dependent loadings, or pre-
dicts the response of a structure to 
seismic loadings. 

The program has been used to 
design, analyze and evaluate turbine 
blades and rotors, huge nuclear reac-
tor pressure vessels, reactor coolant 
pumps, the effects of temperature dis-
tribution on the silicon web-growing 
process and the analysis of tiny solder 
droplets on electronic circuit boards. 
A companion software product 

(FIGURES) has advanced graphics 
capabilities. Complex pictorial, inter-
active models can be constructed 
from the data. Contour stress plots, 
deformed shapes and time-dependent 
plots give graphical representation of 
structural behavior. A typical analy-
sis might involve the stress levels on 
the surface of a rotating turbine blade 
airfoil or turbine blade root (Fig. 2). 
The speed and power of computers 

are continually increasing (see box). 
The newest supercomputer can per-
form 840 million calculations a sec-
ond. Such computers are used by 
corporations and universities to solve 
a wide range of practical scientific 
problems. 

Speed is important because com-
plex problems require human interac-
tion, interpretation and decision 
making between computer iterations. 

For example . . . a fuel reload pat-
tern is often designed after a power 
plant has been shut down for refuel-
ing. Replacement power may cost 
more than 500,000 dollars a day—so 
speed is vital. 

For example . . . a finite element 
analysis of a large structural piece 
may involve calculations known as 
non-linear simultaneous equations— 
and 180 billion arithmetic operations. 
Until recently, even giant computers 
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took 148 hours to perform this analy-
sis. Today, it can be done in just one 
hour. 
For example . . . the Westinghouse 

Energy Systems Computer Center 
was chosen by Carnegie Mellon 
University and The University of 
Pittsburgh through a National Sci-
ence Foundation grant to establish a 
National Supercomputer Center in 
Pittsburgh for basic research in 
science and engineering. 

This is one of five national centers 
and includes the most powerful 
machine of its kind in the world. 

Picture Power 
At the other end of the spectrum, 
minicomputers and personal com-
puters have brought low-cost com-
puting power—and graphics 
capabilities—to virtually every 
engineer. 

There's a quantum difference 
between pencil and paper—or pen 
and ink drawings—and the graphics 
capabilities of today's minicomputers. 

With pencil and paper, the designer 
is limited to a two-dimensional or iso-
metric view of a part. Computer-aided 
design and drafting (CADD) makes 
possible a three-dimensional model, 
along with the ability to view the 
design from any angle. 

In addition, changes can be made 
directly on the computer in a fraction 
of the time it would take otherwise 
and allows several iterations of a 
design. CADD increases the engi-
neer's productivity and improves the 
quality of the design and ultimately, 
the manufacturing of the product. 

For example . . . one CADD system 
used to design coolant pumps and 
other mechanical products is inte-
grated with many aspects of the engi-
neering and manufacturing cycle— 
including drafting, manufacturing 
and testing, planning and inspection. 

The total pump design layout, 
including three-dimensional models of 
the impeller and diffuser, is developed 
in the CADD data base. 
The iterative, interactive data base 

is used by engineers for stress and 
thermal finite element modeling, 

3-Workstations combine—through a 
readily accessible personal computer— 
the tasks neeled fer engineering with 
those jobs performed by other office 
workers. 

Super-Fast Computers 

Supercomputers are an extremely valuable tool 
for many high-technology applications. 

The recently established National Supercom-
puter Center in Pittsburgh contains the fastest 
computer in the world. There are three primary 
reasons for this speed. 

1) The super-fast computer uses a type of 
semiconductor chip known as a bipolar chip, 
which is faster than other chips. And to 
enhance its speed, each chip is asked to per-
form fewer functions. There are nearly 600,000 
chips in the four main processors and 150,000 
more in the extended memory. 

2) Because computers operate on electricity, 
the ultimate limit to their speed is the speed of 
light. Since the Supercomputer is designed to 
handle a new instruction once every 9-1/2 bil-

lionths of a second, the transmissions between 
the circuits have to take even less time than 
that. 

Since light travels about one foot in one-
billionth of a second, no wire inside the com-
puter is longer than three feet—which 
accounts for the computer's cylindrical shape, 
with connecting wires running only on the 
inner side of the cylinder. 

3) The Supercomputer's problem-solving 
architecture involves vector processing and 
pipelining. 

Vector processing allows the computer to 
perform a string of calculations based on a sin-
gle instruction and then combine the result 
with other strings of calculations. 

Pipelining lets the computer break an opera-
tion like addition into several parts so that it 
can start working on one part of the problem 
before finishing another part. 

The Supercomputer Center is connected to a 
worldwide data communications network for 
use by the national scientific research 
community. 
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finite element dynamics modeling and 
hydraulic component design and mod-
eling. And the final CADD data base 
is used to generate manufacturing 
drawings, and tool and test designs. 
More recently, the graphics system 

has been used to develop new prod-
ucts and processes including the gen-
eration of tool paths for machining 
impeller vanes from a solid forging, 
and three-dimensional verification of 
laser optics to eliminate fixture inter-
ference with the laser beam. 

For example . . . engineers have 
developed special routines on a graph-
ics system to move a 3-D representa-
tion of a radar antenna array through 
various degrees of displacement to 
check for possible interference. In 
addition, they have substantially 
automated the design, documentation, 
manufacture and inspection of many 
parts of a phased-array antenna 

• assembly to reduce delivery lead time. 
A mechanical engineer enters the 

geometric and size requirements of 
the antenna array into the generic 
antenna design program. Simultane-
ously—and independently—an elec-
trical engineer enters the perfor-
mance specifications. 
The mechanical and electrical data 

are processed by a mainframe com-
puter and the results fed into an 
interactive graphics station. Here a 
design engineer generates a prerequi-
site design before moving on to the 

detailed design of the full complement 
of radar manifolds (used to distribute 
RF power to the antenna array). 

Manually designing each of the 58 
manifolds for a typical antenna takes 
150 hours. Now it takes just min-
utes—and there are no errors. 

This system is now being aug-
mented with additional information 
that includes other components of an 
antenna. The process performs an 
entire conceptual antenna design in 
four hours (versus 80 hours using 
conventional techniques). 

The design data is transferred to 
the production floor where a numeri-
cally controlled machine mills the 
aluminum manifolds. Then an auto-
mated inspection machine checks to 
make sure they meet specifications. 
For example . . . computer graphics 

perform the layout and artwork gen-
eration for printed wiring boards and 
are used to design custom (applica-
tion-specific) integrated circuits used 
in automation equipment, robots, 
broadcasting, elevators, energy man-
agement systems and other products. 
Many of these microprocessor chips 
are more powerful than early 
computers. 
An engineer creates a computer-

ized schematic of the chip in terms of 
primitive cells. The schematic shows 
transistors, resistors, diodes and 

capacitors for bipolar linear circuits; 
or gates, flipflops and other cells for 
digital circuits. This electronic data 
base is then used for simulation, 
layout and design verification. Test 
vectors (specifications) are simulta-
neously developed for use by the semi-
conductor manufacturer. 

Computer Power at the 
Engineer's Finge -tips 
Individual computer workstations 
combine the high resolution screen for 
drawing and the mathematical proc-
essing capabilities needed by the 
engineer, plus the office automation, 
spreadsheet, filing and electronic pub-
lication capabilities normally associ-
ated with the knowledge worker 
(Fig. 3). Studies show that an engi-
neer spends less than 30 percent of 
his time on product design, thus 
explaining the value of a system that 
combines both office automation and 
engineering functions. 

In addition, the engineer at the 
workstation has access to larger, more 
powerful computers from his individ-
ual terminal. 

The integration of the functions of 
the engineer and other knowledge 
workers through a personal desk-top 
computer results in a major func-
tional change in the way products are 
designed and manufactured. 
For example . . . powerful 32-bit 

microprocessor-based engineering 
workstations are already in use for 
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the design of large-scale integrated 
circuits, very-large-scale integrated 
(VLSI) circuits and printed wiring 
boards (Fig. 4). 
A typical workstation includes a 

microprocessor with 4 to 16 mega-
bytes of memory and a high-resolu-
tion display, and allows the engineer 
to subdivide the viewing area into 
multiple windows for quick access to 
menus and closeup views of graphics 
or text which is otherwise too large to 
fit on the screen. A disk with a 170-
megabyte capacity, a keyboard and a 
cursor-control mechanism complete 
the workstation. 

The connection of each workstation 
to a network or ring allows access to 
large data-storage centers, printers, 
plotters, mainframe computers and 
other resources. 

The engineer enters the system 
requirements and extends the design 
level by level. At each level, he 
selects the appropriate logic symbols 
from the data-base library and inter-
connects them to achieve the desired 
logic flow. 

The logic diagram is then used for 
formal engineering documentation 
and for service manuals. 

During the design process, the tool 
set on the workstation advises the 
engineer of potential omissions and 
design inconsistencies, such as over-
loaded circuits or failure to connect 
necessary inputs and outputs. 

Further, the workstation provides 
design verification. It activates the 
circuit's input ports with a combina-
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tion of signals and checks to see if the 
output signals are behaving correctly. 
Logical models of the circuit reside in 
the workstation library. 

In some cases, the workstation has 
an auxiliary port so actual devices 
can be plugged in during the simula-
tion. The engineer can "probe" the 
circuit during simulation to examine 
the state of various nodes at different 
points in time. 

Six VLSI gate arrays and two 
static RAM designs containing a total 
of 77,000 gates were simulated in less 
than four minutes—at a detailed gate 
level. Previously, using higher order 
languages like FORTRAN, such sim-
ulations took several hours and could 
not be performed at a detailed gate 
level. 

Once the design is complete, the 
workstation sends bills of material 
and manufacturing process data elec-
tronically to the factory floor. 

The Decade Ahead 
Computer-aided engineering has 
reduced product-development cycle 
time and enhanced product quality. 
However, while much has been 
accomplished using computer technol-
ogy, the traditional design process 
itself remains virtually unchanged. 

Although we have replaced the 
drafting board with an electronic 
screen, the output is still paper. This 
paper drawing is then placed in a sys-
tem essentially unchanged since the 
days of George Westinghouse. The 
drawing and documentation is deliv-
ered to manufacturing to develop nec-
essary manufacturing drawings and 
operational process information such 
as routings, NC tapes and process 
specifications needed in the factory. 
To achieve the next quantum jump 

in productivity, industry must radi-
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cally change the way it designs and 
manufactures products. 

There are two elements in the 
equation for change: technology and 

• culture. The technology now exists; 
what's lacking is the human interface 
necessary to make this technology 

• easy to use without extensive train-
ing. In other words, we need a sub-
stantial change in design philosophy 
and engineering culture. 

In the future, teams of design and 
manufacturing engineers working 
with dynamic, high-resolution work-
stations and powerful computers will 
develop accurate computer models of 
their designs—and reduce the design/ 
manufacturing cycle by 50 percent. 

5-A solid model replaces a detailed 

design drawing. It's an accurate mathe-

matical representation of the part and is 
so precise it can be used for analysis or 

manufacturing. Data can be fed directly 

to machine tools or test equipment. 
This is a workable system that does not 

demand that the user understand a com-

puter language. Rather, it "talks" in 
terms of drill bits, set-ups or other shop 

variables. 

One state-of-the-art workstation— 
foreshadowing things to come—has a 
highly accurate, user-friendly model-
ing system where engineers are 
working together to design and manu-
facture a product from a single 
knowledge base (Fig. 5). The accuracy 
of the system allows machining of the 
part directly from the model data 
base. The basic intent is to develop a 
highly interactive team to design and 
manufacture a quality product in 
minimum time. 
By combining the modeling system 

with a multifunction, high-power net-
worked engineering workstation, the 
tools will be in place to permit a 
major functional change in the meth-
ods currently used to design and man-
ufacture a product. 

This combination of technology and 
culture will result in major cycle-time 
reductions and marked improvements 
in product quality. 

Doug Drumheller is Manager of Engineering Systems, 
Westinghouse Productivity and Quality Center, 
Pittsburgh, Pa. 

Grateful acknowledgement is given for the valuable 
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J. Kasdorf, Westinghouse Energy Systems Computer 
Center, Pittsburgh, Pa.; and A. Szabo, Westinghouse 
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Historical Album-Part 5 

Acousto-optic tunable filter 
(actual size) 

Electronic mail 

1975 
Introduction of a solid state acousto-optic 
tunable filter. 

The thallium arsenic selenide filter 
can continuously monitor a portion of the 
electromagnetic spectrum (from about 
1.5 to 16 micrometers) and can determine 
the frequency of up to 20 applied signals 
simultaneously to an accuracy within 
one percent—in just microseconds. 

Applications include infrared spectro-
scopy, combustion analysis and control, 
infrared spectral imaging and defense 
electronics. 

1976 
Development and application to solar cells 
of the dendritic web process which forms 
ribbons of single-crystal silicon. 

The ribbon is formed by the solidifica-
tion of a liquid film supported by surface 
tension between two silicon filaments, 
called dendrites, which border the edges of 
the growing strip. 

The process has several advantages for 
solar cells: The ribbons are free from con-
tamination; they grow with mirror-smooth 
surfaces that are essentially ready for fab-
rication; they use only one-fifth of the sili-
con required for conventional processes; 
the ribbons are only 5 to 6 thousandths of 
an inch thick; and they have a conversion 
efficiency of 17.0 percent. 

Metal-oxide arrester 

1978 
Development of a metal-oxide arrester to 
limit power surges on transmission and 
distribution systems. 

All earlier surge arresters (since the 
1920s) used non-linear resistors (silicon 
carbide) in series with power gaps to pro-
tect electrical equipment. The metal-oxide 
arrester is completely gapless—eliminat-
ing the weakest link in conventional 
arresters. 
The new arresters have quicker 

response time, are less affected by con-
tamination and are smaller and lighter. 
Development work was supported by the 
Electric Power Research Institute. 
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Microprocessor control for transit cars 

Electromagnetic launcher 

1979 
As one step in its use of office technology, 
the company introduced the use of elec-
tronic mail to replace conventional letters. 

Currently more than 8500 employes 
and customers use the system, sending 
over 20,000 messages per day worldwide 
—with significant improvements in ser-
vice, and major reductions in time, paper, 
mailing and filing costs. 

1979 
First microprocessor control for rapid-
transit cars. 

Just 10 years after transit cars began 
using solid-state controls, Westinghonse 
added microprocessor control—first used 
on the Rio de Janeiro Metro Transit 
System. 

1982 
Development of an electromagnetic 
launcher that may be able to fire projec-
tiles more than 10 times the speed of 
sound. 

Using technology common to electric 
motors and generators, the launcher cur-
rently generates a pulse of 2.1 million 
amperes to propel a 10-ounce projectile 
over 10,000 miles per hour. 

Future applications may include new 
metal-forming processes, the firing of 
pellets with enough mass and velocity 
to create nuclear fusion, and defense 
systems. 

VAR generator controls 

Dentlritic web 

1985 
Completion of the largest installation of 
solid-state reactive volt-ampere (VAR) 
generators in North America to precisely 
control and regulate line voltage on a 
utility transmission system. 

Using both thyristor-controlled reactors 
and capacitors, the microprocessor-based 
system provides continuously variable 
reactive power from minus 250 megavars 
(inductive) to plus 250 megavars 
(capacitive). 
VAR generators replace traditional 

rotating synchronous machines and 
mechanically switched capacitor banks, 
which are too slow to follow system volt-
age fluctuations and present cost, mainte-
nance and reliability problems. 



Integrating Distributed 
Plant Control and 
Monitoring Functions 

A state-of-the-art process control, 
data-acquisition and monitoring sys-
tem links up to 254 microprocessor-
based functional modules distributed 
along a 6-mile-long coaxial cable com-
munications highway. Each module 
has continuous access to information 
generated at every other control and 
monitoring station, thus providing a 
global data base. 

1 -WDPF is a collection of functionally 
distributed modules that individually 

monitor and/or control some part of the 
plant. Each drop performs different tasks 

—interface for process inputJoutput, dis-

play or log plant data, alarm out-of-limit 

values, store long-term data on plant 
operations and make specialized plant 

performance calculations. The system can 
include as many as 254 intelligent mod-
ules which "plug into" the communica-
tions highway. 

A powerful process management sys-
tem called WDPF can integrate moni-
toring and process control of all of a 
plant's operations in a two-square-
mile area. This became possible as 
the microprocessor, with its low price, 
small size, computing power and rug-
gedness, ushered in radical changes 
in both sequential and process 
control. 

Previously there were essentially 
three independent systems—a system 
for sequential control, one for process 
control and a central computer system 

Richard Colborn 

for data acquisition and plant optimi-
zation. None of these were designed to 
be tied together. 

In the new system, sequential con-
trol, continuous control, data acquisi-
tion and optimizing functions are 
distributed to independent microcom-
puters, all operating simultaneously 
and all tied into one system by a com-
mon communications highway. 

This common highway links as 
many as 254 independent microcom-
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puter-based modules. Each indepen-
dent module or drop (see box) on the 
highway is dedicated to a specific 
task and runs simultaneously and in 
parallel with other drops. Since all 
process control and host computer 
functions are distributed among in-
dependent drops, new functions or 
additional capacity are obtained by 
merely adding drops. 

With parallel and simultaneous 
processing, adding drops not only 
increases the system's functional 
capabilities but also increases its 

computing power. Each drop has dual 
microprocessor intelligence: one to 
communicate, and one to perform spe-
cific control functions. 

The failure of one drop has no 
effect on other drops tied to the data 
highway. Adding redundant highways 
and redundant microprocessors to the 
distributed processing units responsi-
ble for control eliminates critical sin-
gle points of failure. 

MAP Highway 

DNC/FMS Historical Storage 
Unit and Retrieval 

Digital 
Drive 
Controller 

Factory 
Automation 
Interface 

CNC, 
PC, or 
Robot 
Controller 

Motor 
Drive 

Logger 

PC 
Interface 

MAP 
Gateway 

Gateway 

Non-WDPF 
Computer 

Highway Communications 
The highway ties together from 2 to 
254 independent processing units (or 
drops)—each performing a particular 
function (Fig. 1). Each drop has 
instant and continuous access to up-
to-date information from anywhere in 
the system and under all plant condi-
tions. In other words, through the 
system's communications highway, 
tasks executed at all drops always 
have instant, simultaneous and trans-
parent access to the plant's global 
process data base. 

Control/Monitoring Modules 

WDPF consists of standard microprocessor-
based building blocks (or drops) integrated by a 
common communications highway. 

Typical drops include: 
• The Distributed Processing Unit handles 
data acquisition, continuous (modulating) con-
trol and sequential (Boolean and ladder) logic 
customized to particular applications with 100-
percent redundancy and card-level diagnostics. 
• The Operator Console and Graphics Printer 
is a communications window linking operators 
with the process. With this "picture power," 
over 300 displays stored in nonvolatile bubble 
memory (including graphics on specific proc-
esses) can be built into each unit. Graphics can 
be as general as an entire mill area or as spe-
cific as a single pressure gauge. Information is 
updated each second. 
• The Engineer Console initiates and main-
tains all data-base software and provides access 
to all display and control process information. 
Control programs and graphics developed at 
the engineer console can be down-loaded over 
the data highway to drops located anywhere on 
the network. 
• The Batch Processing Unit controls and mon-
itors pumps, valves and other final control ele-
ments in a predetermined sequence. As many 
as 10 recipes (out of a selection of 10,000) can 
be run simultaneously. 
• The Gateway permits any non-WDPF com-
puter facility to communicate with any drop on 
the data highway. This provides an interface 
between WDPF, the management information 
system and data processing centers to give 
complete information to management. 
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Each drop can recognize which bits 
of information racing around the data 
highway are pertinent to its job. All 
process values obtained or calculated 
by every drop are automatically 
broadcast onto the highway as fre-
quently as every 0.1 second, but at 
least every second. Each drop's high-
way controller listens to the broadcast 
of all such data and identifies each 
source. 
As the highway interface at each 

drop hears the address of those points 
in which it's interested, it stores their 
values in shared memory for use by 
the microprocessor that performs the 
functions unique to that drop. 
The highway runs at two mega-

baud (2 million bits per second) over 
the coaxial cable. A process data base 
as large as 16,000 analog values, or 
256,000 digital values, or a combina-
tion of both, can be broadcast onto the 
highway every second. 

As an option for electrically noisy, 
chemically hazardous or other diffi-
cult environments, a fiber-optic high-
way communicates with as many as 
64 microprocessor drops in a star 
configuration. 

Besides automatic process-point 
broadcasting, WDPF also provides 
demand peer-to-peer communications 
for the transfer of data files. 
Time is sliced into 100 millisecond 

segments. Starting with the auto-
matic broadcast of points, the remain-
ing 100 milliseconds in each segment 
is available to every drop for commu-
nications demanding needed informa-
tion. The boundary between broadcast 
and demand communications modes is 
dynamic and depends on the number 
of broadcast points. In a typical sys-
tem, with 4,000 analog points and 
4,000 digital points being distributed 
every second, in excess of 350,000 bits 
(44 kilobites) can be transmitted on 
demand every second. 

If there is a redundant data high-
way, broadcast transmissions on both 
highways occur simultaneously; the 
intelligent highway controllers at 
each drop listen and obtain data from 
either highway. 
The distribution of all functions 

and the transparent interface between 
functionally different drops provided 
by the highway allow the integration 
into one unified system of previously 
independent sequential control, con-
tinuous control, data acquisition and 
optimization functions. 

New Applications 
WDPF is in use in many industries 
from chemical plants, paper mills and 
food processing to steel mills, utility 
power plants and wastewater treat-
ment facilities. 

While it was initially designed for 
process control in utility and indus-
trial plants, it has now been enhanced 
for application in other areas such as 
the following: 

Factory Automation 
WDPF is now being used in a flexible 
manufacturing system (FMS) that 
makes parts for jet aircraft. The 
FMS system consists of: six 5-axis 
machines that cut parts from metal 
castings; two coordinate measuring 
machines for automatic inspection of 
parts and tools; an automatically 
guided vehicle to move parts around 
the factory; and a storage and han-
dling system for both parts and tools. 
A WDPF drop called a Station 

Interface Unit (or Cell Controller) can 
simultaneously connect the pro-
grammable controller, CNC and robot 
controller to the highway and control 
the sequence of their operation. For 
example, the interface can receive 
and buffer data that represents the 
program for the part to be cut by the 
machine tool. At the proper time, it 
can then load this program, bring in 
the materials and tools and start the 
CNC. With the use of other drops, it 
can control over 100 machine tools for 
flexible manufacturing and distribu-
tive numerical control. 

The WDPF data acquisition and control 
system forms part of a $200 million 

upgrade of the City of Los Angeles' mas-
sive Hyperion wastewater treatment 

plant. It is an integral part of the facility's 
energy recovery system, which combines 
modern sanitary engineering with state-

of-the-art power generation automation. 

In addition to controlling the fac-
tory, the system also collects data on 
the parts produced and on equipment 
performance. It also schedules the fac-
tory to level the workload and use 
resources most effectively. 

This application required the devel-
opment of new hardware drops and a 
software language appropriate to dis-
crete parts manufacturing and trans-
fer line operations. 

Drive Control Systems 
Another application area for this sys-
tem is in drive systems for hot and 
cold rolling mills, continuous casters 
and process lines in the metals, paper 
and mining industries. 

Modern, high-speed mills, with 
increased throughput and higher per-
centages of on-gauge production, 
require high-speed digital regulators, 
with control loops in the 5- to 10-
millisecond range, closely coupled 
sequential and modulating control 
and extensive diagnostic capability. 

The WDPF-controlled drive system 
has digital regulators as standard 
drops on the highway, uses a com-
puter for supervisory functions and 
has increased diagnostic capability. 

The main interface to the drive 
system is via a controller which is 
used in three different variations: 
• As a programmable controller for 
auxiliary control functions, equipment 



sequencing, protective logic and inter-
face to desks and panels; 
• As a process regulator providing 
high-speed coordinated control for 
control of tension looper, hydraulic 
gap, automatic gauging and process 
speed; 
• As a digital regulator for control of 
speed, position or torque of dc motors. 

The drive's architecture includes a 
second high-speed "control" version of 
the highway, called the "V" channel. 
Data acquisition, alarming and log-
ging are handled on the primary 
highway with a one-tenth-second res-
olution, and critical data and control 
commands between various control-
lers and process regulators are trans-
mitted on the second highway with an 
update rate of a few milliseconds. 

Software Production 
Ninety percent of the development 
effort for WDPF is software; the 
remaining 10 percent is hardware. 

Application-specific software is pro-
grammed by engineers using high-
leve) languages at specially designed 
application engineering work stations. 

The engineer writes the software 
program at the work station and 
examines the process graphics. All 
software is debugged before it is 
loaded into the system on the factory 
floor. 

Once the system is installed and 
running, help is a phone call away. 
Using a Remote Technical Center, an 
engineer at the plant site can be tied 
directly by telephone with WDPF 
master control equipment. From 
there, engineers can trouble-shoot, 
fine-tune or perform remote 
diagnostics. 

Diagnostics 
The plant operator knows the instant 
that a drop has gone off-line or a com-
ponent has failed. With the aid of 
system and drop status displays, the 
problem can be quickly identified 
down to individual printed circuit 
cards. 

The Future 
As new functional drops are devel-
oped, they become members of the 
WDPF family. 

One recently developed drop is an 
interface to a powerful computer 
which connects directly to the high-
way for instant access to the entire 
system data base. It can perform 
scheduling, modeling and other calcu-
lation-intensive functions. 

Improved graphics, higher speed 
communication, artificial intelligence 
and wireless communication may well 
be incorporated into future systems. 
WDPF is a total process manage-

ment system integrating plant moni-
toring, continuous control, sequential 
logic and batch control into one 
network. 

E. R. Colborn is Manager, Process Control Systems 
Department, Westinghouse Automation Division 
Pittsburgh, Pa. 
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Technology In Progress 

Modern People-Mover 
Technology 

Automated people movers are quiet, 
smooth-running and pollution-free. 
They can be used wherever congestion 
or long walking distances are a prob-
lem, such as central business dis-
tricts, commercial areas, university 
campuses or new and expanding 
airports. 

Taking the Walking Out 
of Flying 
At Tampa International Airport, trav-
elers never have to walk more than 
700 feet. Baggage is checked, cars 
parked and tickets issued at the main 
terminal. Then travelers take a com-
fortable, 40-second ride to one of four 
satellite terminals. A people mover is 
available every 70 seconds. 

The Tampa airport system has car-
ried more than 130 million passen-
gers and traveled nearly 4 billion 
miles with a system availability rate 
exceeding 99.8 percent. 

These systems are also used at air-
ports in Seattle, Atlanta, Miami, Las 
Vegas, Orlando and Gatwick, 
England. 

In and Around Town 
Metro-Dade County and the City of 
Miami turned to the people mover to 
help solve traffic and parking prob-
lems and to revitalize the business 
district. Metromover, the downtown 
component of Metrorail, is the first 
U.S. people-mover application in an 
urban center. 
The system runs through inner-city 

Miami in a three-kilometer loop. It 
presently has 12 air-conditioned vehi-
cles, and each can carry 90 passen-
gers on a double-lane guideway 
structure. Each lane handles more 
than 3600 passengers an hour with 
an 80-second average travel time 
between stations. 

The people mover in Miami is the 
first downtown people-mover system 
to integrate with a rapid transit sys-
tem. In 1983, a new 27-kilometer 
automated Metrorail transit system 
began to carry commuters into the 

City. The downtown people mover 
connects with this system at the Gov-
ernment Center Station, one of 
Miami's main hubs. 

Garbage Turned Into Electricity 

The Westinghouse O'Connor Rotary 
Combustor process economically 
transforms waste into valuable 
energy. 

Boxes and Bags to Ashes 
In the Westinghouse O'Connor sys-
tem, refuse is fed into a slightly tilted 
barrel which slowly turns and tum-
bles the burning materials downward. 
The barrel is constructed from heavy 
carbon-steel water tubes connected by 
perforated plates. Preheated air is 
forced through the perforations in the 
barrel at pressures high enough to 
penetrate the burning waste to supply 
combustion air where it's needed 
most. 

Miami's Metromover (left) enables com-

muters to transfer from the Metrorail 

train and continue into the City's busi-
ness and high-rise office core in the 

downtown area. 

At the heart of the waste recovery system 
is the patented O'Connor Water-Cooled 

Rotary Combustor (right) which inciner-
ates a wide variety of wastes, and with a 

boiler, recovers energy in the form of 
steam. 



53 

Dry materials are burned first, 
fueling the continuing combustion 
process; moister wastes are progres-
sively dried and incinerated as they 
are stirred and spiraled downward 
toward an afterburning grate at the 
outlet, where any remaining combus-
tible materials are consumed. 

Egg Cartons to Energy 
Hot surfaces in both the combustor 
and boiler transfer heat energy in the 
form of steam for process use, heating 
and air conditioning, or to a steam 
turbine generator for conversion into 
electricity. 

Individual modules provide capaci-
ties of up to 500 tons per day; multi-
ple modules afford a wide range of 
plant capacities. 

These highly efficient municipal 
waste treatment plants can also eco-
nomically handle as little as 60 tons 
of waste a day, making them ideal for 
smaller applications such as indus-
trial parks. The process steam can be 
used directly by local factories within 
the area. 

Separated 
Wind Box 

Damper 

Tiny TV 

A miniature, high-resolution cathode-
ray-tube display monitor has a tube 
that measures just one inch in 
diameter. 

In spite of its size, the resolution is 
so good it can display as much legible 
information as a high-quality 19-inch 
television screen. 

Based on a rugged design presently 
being used for weapons sighting in 
modern tanks, the tiny TV has many 
non-military uses, including photo-
typesetting and medical applications 
such as patient monitoring displays 
and visual assistance during surgery. 

Solid-Oxide Fuel-Cell 
Generator 

The high-temperature solid-oxide fuel 
cell generator is a technically 
advanced power generation system for 

factories, industrial parks, shopping 
malls, commercial buildings and 
utilities. 

Fuel-Cell Technology 
Fuel cells transform the chemical 
energy of a fuel into electricity with-
out combustion. The generator con-
tains several bundles of tubular fuel 
cells. Fuel is fed directly to the bun-
dles and flows among and between 
the tubes while pre-heated air is 
injected inside each cell. 
When an electrical load is applied 

to the cell, oxygen ions at the cathode 
migrate through the solid electrolyte 
to the anode where the fuel is oxi-
dized to produce electricity. 

Individual tubes are stacked 
together and interconnected in series 
to provide necessary voltage levels 
and in parallel to achieve the desired 
current levels. This dual connection 
also provides greater reliability. If 
any tube should fail, the output of 
other tubes is not affected. 

Commercialization 
The fuel-cell generator has evolved 
through years of research at the 

A min.ature, high-resolution TV screen 

gives :he same quality picture as a typical 

19-inch display. 
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Westinghouse Research and Develop-
ment Center in collaboration with the 
U.S. Department of Energy. 

The fuel-cell power plant config-
ured with a bottoming plant can 
have an electrical efficiency of up to 
60 percent. This is more efficient 
than any other power system—and 
75 percent more efficient than a mod-
ern steam turbine generator. 

The fuel cell has excellent ability 
to follow the load and handle overload 
situations. Air and fuel ratios are 
simply adjusted just like using the 
gas pedal in an automobile. 

The cell operates at 1000 degrees C 
and burns a variety of fuels including 
natural gas and industrial by-prod-
ucts, such as hydrogen and carbon 
monoxide, as well as coal gas when 
coal gasifiers become commonplace. 

The generator gives off just four 
by-products: water vapor, oxygen-
depleted air, carbon dioxide and use-
ful heat. The temperature of the 
exhaust can be as high as 900 de-
grees C. The exhaust system can be 

designed to produce steam at temper-
atures and pressures compatible with 
all industrial and commercial 
processes. 

Plasma Torch Destroys 
Hazardous Wastes 

A plasma electric arc heats air or 
other process gases to more than 
5,000 degrees C. When organic chemi-
cals or hazardous substances are 
sprayed into this plasma-heated gas, 
the chemical molecules are broken 
apart in a few milliseconds. 

Super Heat 
A plasma is a high-temperature, ion-
ized, conductive gas created within a 
plasma torch by the interaction of a 
gas with an electric arc. The process 
gas, fed between colinear copper elec-
trodes, is separated into electrons and 
ions, making it both thermally and 
electrically conductive. 

The conductive property of the ion-
ized gas transfers energy from the arc 
to an incoming process gas and, in 

Air Flow 

Air Electrode 

Porous 
Support Tube 

Electrolyte 

In the solid-oxide fuel cell, oxygen ions 

migrate through the tubular structure and 
oxidize the fuel to produce electricity. 

At the same time, the hot exhaust gases 

can be used to produce useful process 
steam. 

Interconnection 

Fuel Electrode 

turn, to other materials. The gas exits 
the torch in a neutral state with 
super-heated properties. 
The torch destroys organic hazard-

ous wastes by rearranging their 
molecular structures as they pass this 
high-temperature plasma zone. 

The Detoxification 
Process 
Wastes are fed into the discharge of 
the plasma arc and ionized. These 
separate atoms are forced into the 
main reaction chamber and, upon 
cooling, recombine to form non-
hazardous compounds. 

These compounds pass into a caus-
tic soda scrubber. Rapid quenching of 
the gas limits the recombination of 
the compounds to safer, non-hazard-
ous elements such as hydrogen, 
hydrogen chloride, carbon monoxide 
and carbon. Sodium ions react with 
hydrogen chloride to form a solution 
of water and simple table salt. 

Powdered carbon is washed away 
by lightly salted water. Hydrogen 
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Plasma technology is being used in many 

industrial processes as well as in a new 
method for destroying hazardous liquid 

wastes. The Westinghouse Plasma Sys-
tem achieves destruction efficiencies in 
excess of 99.99999 percent on concen-

trated hazardous wastes. 

molecules and carbon monoxide leave 
the scrubber as a rich, clean fuel gas, 
which is a potential new source of 
combustion energy. This process can 
produce almost three times as much 
fuel energy per unit of waste as the 
energy used to destroy the waste. 

Computers Elevate the Art of 
Utility Planning 

The ability of the computer to simul-
taneously manipulate huge quantities 
of data and simulate events in the 
future is now being used to analyze 
and design generation, transmission 
and distribution systems for utilities 
around the world. 

For example, the Westinghouse 
Computer-Aided Distribution Plan-
ning and Design System produces an 
orderly economic plan for both long-
and short-range distribution system 
expansion, and includes everyday 
operating and design considerations. 

Future load is forecasted by pro-
jecting the type and density of land-
use development expected in each 

area, and then translating those pro-
jections into electrical demand. 

Models based on land use simulate 
growth by relating it to causal growth 
factors—the parameters that are 
really responsible for growth. 

Simulation-based load forecasting 
employs an in-depth simulation of 
land use and urban growth to project 
small-area electric load growth. It is 
particularly applicable to large metro-
politan areas and to "difficult" fore-
cast situations. 
The system then integrates three 

distribution planning programs: (1) a 
program for small-area load forecast-
ing; (2) a special data management 
program for handling and processing 
data; and (3) an optimization program 
for developing minimum-cost radial 
distribution networks. 

Planners can continually optimize 
the configuration of a system during a 
study by simultaneously analyzing 

A typical distribution planning study 
begins with a long-range projection of 
growth. The system is optimized for 

the horizon year to determine future sub-
station additions. This configuration is 

then used to guide short-range expan-
sions for feeders, substations and distri-

bution-equipment requirements and to 

project long-term system requirements. 
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many substations and feeders, provid-
ing a very quick way of searching 
through many possible redesigns of 
the distribution system. 

Short-range or operational plan-
ning is used for detailed analysis of 
radial feeders for voltage and fault 
conditions and for other operating 
investigations. It provides the analyt-
ical tools needed to refine and convert 
long-range economic solutions into 
practical engineering designs that 
satisfy short-range operational 
requirements and budgets. 

Here's to the Dreamers 

The Westinghouse Science Talent 
Search (STS) identifies exceptional 
scientific, mathematical and engi-
neering ability at the high school 
level. In the past 45 annual Searches, 
nearly $2 million in scholarships 
and cash awards have been awarded 
to 1,800 young scientists and 
mathematicians. 

Since it began in 1942, the Science 
Talent Search has been remarkably 

National winners of the 1986 Search 

gathered on the steps of the U.S. Capitol 
Building in Washington, D.C. For more 

than four decades, the Westinghouse Sci-
ence Talent Search has maintained an 

unequaled record identifying and encour-
aging scientific talent at an early age. 

successful in selecting and encourag-
ing gifted scientists at a young age. 
Five past Search winners have won 
Nobel Prizes. In addition, the Search 
has produced two winners of the 
Fields Medal—the highest award 
given to mathematicians—and STS 
alumni have won several MacArthur 
Foundation Awards in the physical 
and social sciences. 

Twenty-six of the Search alumni 
have been elected to the National 
Academy of Sciences. And, chances 
are, winners of this year's Search will 
study under one or more past win-
ners. Forty-three percent of former 
winners are currently teaching at col-
leges and universities. 
The Search has been sponsored 

since its inception by Westinghouse 
Electric Corporation and conducted by 
Science Service, a non-profit organiza-
tion engaged in furthering public 
understanding of science. 

Chip-To-Chip Communications 

A newly developed custom integrated 
circuit—called INCOM for INtegrated 
COMmunications—has the ability to 
carry on two-way communications 
between a personal computer and 
remote devices. 

It is presently being used in the 
INCOM Lighting and Energy Man-
agement System to monitor and con-
trol electrical consumption and 
demand in plants and offices. 

It can tie together as many as 128 
remote units controlling up to 5,376 
circuits. These remote units are con-
trolled by a personal computer which 
acts as the system master. Both the 
system master and remote units con-
tain INCOM chips. 

The INCOM system monitors 
actual electrical power consumption, 
and sheds predetermined, noncritical 
loads to keep consumption below pre-
defined limits. 

The system can be programmed to 
cycle loads and keep temperatures 
within a certain comfort range. Or, it 
can automatically adjust the start-
and-stop times of heating and air con-
ditioning equipment according to 
inside and outside temperature differ-
ences and the thermal characteristics 
of the building. 

Dial-up load control via a touch-
tone telephone permits employes who 
work late or come in early to override 
selected load settings. 

The INCOM chip currently commu-
nicates via carrier on twisted-pair 
wires. In the future, it will communi-
cate on power lines, broad- and base-
band cable or fiber optics. 
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Genesis of the 
Westinghouse ENGINEER 
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Shortly after the turn of the century, 
some 200 young apprentices (including 
many engineering graduates), plus other 
employes of the Company, were attending 
weekly lectures on a wide range of 
engineering subjects. These were 
presented by the more experienced 
engineers of the Company. 

In 1902 these "working students" 
organized the Westinghouse Electric Club 
in Wilkinsburg, near the East Pittsburgh, 
Pa. plant. 
By 1904-, the Club had grown to over 

500 members, and it was not possible or 
convenient for al: members to attend 
every lecture. 

To make the newest and best 
information presented at the Electric Club 
available to members and others in a 
more convenient and permanent form, 
the Company began publishing the 
ELECTRIC JOURNAL. 

The JOURNAL continued until 1938. 
It was succeeded by the Westinghouse 
ENGINEER, first published in 1941. 

Between 1941 and 1975, some 196 
issues of the ENGINEER were published 
for engineers and scientists in Westing-
house as well as other companies. 

• 
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