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F.M. RECEIVERS 

FOREWORD 

When Professor Armstrong first introduced his f.m. 

system, many skeptics looked askance at it, in spite of the 

remarkable demonstration he offered in proof of its noise - 

freè capabilities. He himself stated that several years 

earlier he had proved mathematically that the system had no 

advantages over amplitude modulation, but in spite of such 

self -inflicted discouragement, proceeded to develop the 

system until he had satisfied himself that it had remarkable 

possibilities. 

Today f.m. is here to stay. There may be some 

justice to the claim of some engineers that if as much ef- 

fort had been put into improving a.m., comparable results 

would be obtained, but the fact remains that f.m. is ex- 

panding rapidly as a broadcast service, as well as for 

point -to -point and other forms of communication, and the 

engineer who does not care to learn the theory and appli- 

cation of this type of modulation had justas well reconcile 

himself to a minor post in industry. 

This assignment deals primarily with the general 

theory of frequency modulation, its ability to suppress in- 

terference of various kinds, and the general design con- 

siderations pertaining to f.m. receivers. However, f.m. 

modulating methods are also discussed, although a more com- 

plete exposition appears in the assignment on modulation. 

It is recommended that this assignment be studied 

carefully, and the topics re -read, if necessary, until the 

student feels satisfied he has mastered its contents. The 

result will be a well -grounded knowledge of the principles 

of this subject, and a better appreciation of its capabil- 

ities. This is a reward worth striving for; a sufficient 

recompense for the effort put into the study of this assign- 

ment. 

E. H. Rietzke, 

President. 
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F.M. RECEIVERS 

INTRODUCTION 

Before going into the theory 

of modulation, and particularly 
frequency modulation, it will be 

of value to make a general survey 

of this new service to see what 
it comprises, and what its ad- 

vantages are. 
The transmission of intelli- 

gence has been accomplished from 
earliest times by means of sound 
and light waves. Thus, even the 

chirp of a cricket, or the light 
produced by a firefly, is presumably 

a mating call. 
Man has extended the methods 

of transmission to include not only 

sound and light, but electricity as 

well. In telegraphy, for example, 

a special code of dots and dashes 
is employed to break up or modulate 

a direct current in order to trans- 

mit intelligence to a remote point. 

The d.c. may be regarded as a zero - 

frequency carrier. 

In telephony, the d.c. carrier 

is varied or modulated by the speech 

components themselves, although 
speech in itself may be regarded 
as a code for certain concepts and 

mental pictures. In another form 

of modulation of the d.c. carrier, 

the latter is varied in accordance 

with the light and shade of a pic- 

ture or scene; this represents the 

wire transmission of facsimile and 

television. 
When it was attempted to trans- 

mit directly through space (wire- 

less) it was found necessary to 
substitute a high- frequency wave 
or carrier for the d.c. The methods 

of modulating such a high- frequency 

carrier are greater in number than 

for the d.c. carrier; amplitude, 

frequency, phase, or pulse -time 
modulation can be employed. 

The most obvious form of modu- 

lation is amplitude modulation 
(a.m.), in which the amplitude 
of the r.f. carrier is varied at 
the modulation rate. It was the 

first employed, and is in wide use 

today. Although it has been treated 

in previous assignments, a brief 
review of a more mathematical 
nature will be given farther on 
in this assignment. Pulse -time 
modulation is discussed in the as- 

signment on pulse techniques, and 

will not be treated here. 

Frequency modulation (f.m.) 

is the process of varying the carri- 

er frequency at the modulation rate. 

For example, suppose the carrier 
frequency is 100 mc, and the modu- 

lation frequency is 1,000 c.p.s. 

Then the carrier frequency will be 

varied above and below its 100 -mc 

value 1,000 times a second. 

The student may immediately 
ask, "How far above and below ?" 
The answer is, "This depends upon 
the amplitude (loudness) of the 

1,000 -cycle note." If the note 
is of the maximum loudness that 

can be handled by the system, then 

it has been standardized that the 

100 mc shall vary a full 75 kc or 

.075 me above and below the unmodu- 

lated value of 100 mc. Thus, the 

frequency would vary back and forth 

from 100 mc - .075 = 99.925 me 
to 100 + .075 = 100.075 me, 1,000 

times a second. It is as if one 

were to rock the tuning condenser 

of an oscillator back and forth, 
1,000 times a second, through a 

range causing the oscillator to 
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oscillate between the values of 

99.925 me and 100.075 mc. For a 

1,000icycle tone of half the ampli- 

tude, the frequency variation will 

be half, or 37.5 kc above and be- 

low the carrier frequency. Thus, 

the loudness of the tone determines 

the extent of the frequency vari- 

ation, and the frequency of the 

tone determines the number of to- 

and -fro variations per second. 
Some surprise maybe occasioned 

by the use of such a mode of modu- 

lation, since it appears to be more 

of an unconventional or freak 
method, compared to a.m., which 
seems a natural form of modulation. 

This, however, is precisely the 

reason why f.m. is of value. Sig- 

nals propagated from the trans- 
mitter to any receiver have to con- 

tend with certain inherent enemies 

to reception. These enemies are 

interference and noise; interference 

from other stations on the same 
channel and on adjacent channels, 

thermal noise, and man-made static, 

such as ignition and motor- sparking 

noises. 

The interfering signals in 

general represent amplitude vari- 

ations; their frequency variations 

are very small. For example, a 

strong pulse will shock -excite the 

receiver tuned circuits and cause 

them to oscillate at their natural 

frequency, a fixed value. Hence, 

their effect upon a frequency- sensi- 

tive detector, such as is used in 

an f.m. receiver, will be small; 

much smaller than their effect upon 

an amplitude- sensitive detector, 

such as is used in an a.m. re- 

ceiver. 
Another factor that redounds 

to the advantage of f.m. is the fact 

that the volume range it can handle 

in the form of frequency variation 

or deviation is extremely large 

if the carrier is at a sufficient- 

ly high frequency, and this modu- 

lation is indejendent of the carrier 

amplitude. The normal f.m. band 

is from 88 to 108 me, so that a de- 

viation as great as 75 kc is but a 

small percentage of the carrier 

frequency anywhere in this range. 

In amplitude modulation, on 

the other hand, the amplitude, for 

100 per cent modulation is limited 

to the carrier amplitude; i.e., 

the carrier can vary from twice 

its normal (unmodulated) value to 

zero. The significance of this 

is that noise and interference, 

predominantly variable in ampli- 

tude, carrot be swamped out by a.m. 

on a low -level carrier, whereas 

trie small frequency variation of 

the noise can readily be swamped 

out by a carrier undergoing a large 

frequency deviation, even though 

the amplitude of the wave is low. 

In short, the more one can make 
the desired modulation differ in 

nature from the undesired inter- 

ference modulation, the oetter are 

the chances of having a high signal- 

to -noise ratio. F.M. has just this 

kind of an advantage over a.m. 
Another advantage has to do 

with the transmitter. The power 

output depends upon the amplitude 

of the output current of the unit, 

and not on its frequency. Hence if 

the frequency varies during modu- 

lation rather than the amplitude, 

the output power of the transmitter 

can remain constant at all times, and 

the unit can operate at peak ef- 

ficiency and output. Since vacuum 

tubes are expensive sources of 

power, it is clear that f.m. opera- 

tion results in definite economies 

in this respect over a.m. operation. 

The f.m. receiver is in general 
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exactly like the a.m. receiver, ex- 

cept in two important details: in- 

stead of an ordinary second de- 

tector, it employs a special fre- 

quency detector, and it usually 

employs a so- called limiter stage 

or stages ahead of the detector, 

that remove any amplitude variation 

in the wave that may be produced 

within the receiver or in space 

(owing to the superposition of noise 

pulses, etc.). Several forms of 

f.m. detectors are available, and 

those most commonly used are de- 

scribed in the text. 
Hence, briefly, the microphone 

and its associated amplifying equip- 

ment causes the frequency of the 

transmitter to vary through a range 

and at a rate depending respective- 

ly upon the amplitude and frequency 

of the impinging sound waves. The 

resulting frequency variable antenna 

currents radiate this form of modu- 

lated energy into space, where it 

is picked up by the receiving anten- 

na. It is then amplified by an 

r.f. amplifier, changed to an in- 

termediate frequency by the mixer 

tube and local oscillator and is 

then amplified by the i.f. system. 

The i.f. carrier varies in frequency 

similar to the r.f. carrier picked 

up on the antenna. Any amplitude 

variations are then clipped off or 

limited by one or more limiter 
stages; these do not affect the fre- 

quency variable characteristic of 

the wave. 

It is then impressed on cir- 

cuits whose response varies with 

frequency. As a result, the con - 

stant -amplitude variable frequency 

wave is converted by these circuits 

into a variable- amplitude (and 

variable frequency) wave. A suitable 

detector, like a balanced diode cir- 

cuit, then converts the variable 

amplitude 
wave; this 

amplifier; 

speaker. 

i.f. wave into an audio 

is amplified by an audio 

and applied to the loud- 

THEORY OF MODULATION 

GENERAL CONSIDERATIONS. --In 

studying the various forms of modu- 

lation, it is necessary to start 

with the general equation for a 

sine wave. To be specific, suppose 

a sine wave of current be con- 

sidered. Its equation is 

I = I sin(2nft + 4) 

= I sin (cat + 0) (1) 

where i is the instantaneous value 

of the wave; I is its maximum or 

peak amplitude; f is the frequency; 

w = 27f; t is the time as measured 

from some arbitrary starting point 

or moment; and 0 is a suitable angle 

called a phase angle. 

In seeking to modulate such a 

wave with the intelligence to be 

transmitted, one observes that 

three quantities can be varied: 

1. If the peak amplitude I 

in itself varies with time in ac- 

cordance with the intelligence or 

modulation to be transmitted, the 

carrier is said to be amplitude 

modulated. 
2. If the frequency f is 

caused to vary with time in ac- 

cordance with the intelligence to 

be transmitted, the carrier is said 

to be frequency modulated. 

3. If the phase angle 0 is 
made to vary with time, the carrier 

is said to be phase modulated. 

Actually, as will be shown 

later, any variation in f or 0 
produces both f.m. and p.m.; the 
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two of necessity occur simultaneous- 

ly. Whether the system is con- 
sidered f.m. or p.m. depends upon 
whether the frequency variation 
or the phase angle is proportional 
to the modulation amplitude. As will 

be shown later, owing to the use 
of preemphasis and deemphasis 
networks, it is a moot point whether 
the actual system in use today is 
f.m. or p.m.; for convenience, and 
because fundamentally its operation 
is based on f.m., the system is 
said to be one of frequency modula- 
tion. 

WMPARISON OF A.M. AND 
In Fig. 1(A) is shown an a.m. wave, 
and in (B) an f.m. wave. Note from 

a 

Fig. 1. -A. M. and F. M. waves. 

Fig. 1(A) that the amplitude, as 

suggested by the dotted lines, 
varies in a sinusoidal manner, 
but at a lower frequency than the 
carrier itself. The dotted -line 
envelope represents the intelli- 
gence or modulation; in the figure 
this is simply a low- frequency sine 
wave. 

The counterpart in f.m., as 
shown in Fig. 1(B), is a wave of 
constant amplitude, but variable 
period (time of one cycle). The 
wave has somewhat the appearance 
of an accordion bellows. 

The a.m. wave of Fig. 1(A) 

crosses the axis in equal time 
intervals; i.e., ab = bc, etc. 
This would indicate that the fre- 

quency is constant. However, the 

fact that the amplitude is con- 
tinually changing implies that 
the wave is not a sine wave, for 

a sine wave has a constant ampli- 
tude. An analysis made in the next 
section shows that this wave may be 
resolved in three sine waves: one 

of the same frequency as when it 
is unmodulated (carrier frequency); 

one of a frequency higher than the 
carrier by the modulating frequency 

(upper side band), and one of a 

frequency lower by the modulating 
frequency (lower side band) . 

In the case of the f.m. wave, 

a similar resolution is possible, 
but now the number of side bands 
is theoretically infinite. The 
side bands are spaced to either 
side of the carrier at frequency 
intervals equal to the modulating 
frequency. Their amplitudes rapid- 

ly decrease as one proceeds in the 

spectrum to either side of the car- 
rier, hence only a limited number 
are required for adequate repre- 
sentation of a frequency- modulated 
wave. This means that but a moder- 

ate band width is required of the 
transmitter and receiver circuits. 

As will be shown later, if 
the frequency deviation of the 
carrier is made sufficiently large, 

higher signal -to -noise ratios may 
be obtained in f.m. systems than 
in a.m. systems, although it is 

contended by some that the com- 
parison is not made on an entire- 
ly fair basis. Nevertheless, f.m. 

in practice has important advantages 
over present -day a.m. as regards 
signal- to-noise ratio, although the 
system will require several years 
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of use to establish its true worth. 

One further point to note is 

that the ordinary a.m. diode de- 

tector, for example, responds to 

amplitude variations in the carrier 

wave, but not to frequency vari- 

ations. When it is desired to de- 

tect an f.m. wave, the latter must 

first be transmitted through a 

frequency- sensitive network in 
order that its frequency varia- 

tions produce corresponding ampli- 

tude variations, which can then 

be detected. The arrangement, in 

one form, is known as a discrimin- 

ator circuit, but all f.m. detectors 

require translation by one means or 

another from frequency to ampli- 

tude variation. 

ANALYSIS OF MODULATION 

AMPLITUDE MODULATION.--In order 

more fully to appreciate the fore- 

going remarks, it will be necessary 

to analyze the various types of 

modulation in greater detail. Con- 

sider amplitude modulation first. 

The fundamental equation of an a.c. 

wave is 

i = I sin wit 

in which we refers to the carrier 

angular velocity.* The phase angle 

cf of Eq. CO has been omitted, since 

no loss in generality will be in- 

curred by such deletion. 
Now assume I itself varies in 

a sinusoidal manner at some low 

modulating frequency win. Since in 

general I will vary to a certain 

*From now on the word fre- 
quency will be employed to designate 
either f or w = 2 T f, even though w 
is, strictly speaking, not the fre- 
quency, but the angular velocity. 

fraction ma of its average value 

Iavg, express I as follows: 

1=1 +m I sinw t 
avg a avg m 

I [1 +ma sin o) t] (2) 
g 

The maximum value for ma is unity; 

this represents 100 per cent modu- 

lation. Then, as sin wmt varies 

between the limits ±1, I will vary 

between the limits 1avg[1 + 1] _ 

2 Ian to Iav [1 - 1] = O. Thus, 

2 Iavg and 0 represent the limits 

of the envelope of the wave. For 

values of ma less than unity, I 

will vary between smaller limits, 

but in all cases its average value 

will remain Iavg. 

Now substitute Eq. (2) in 

Eq. (la) and multiply out: 

i = Iavg[1 + ma sin wmt] sin wit 

= I 
avg 

sin wet 

+ ma Iavg sin wmt sin a t (3) 

The first factor on the right repre- 

sents a sine wave of frequency w. 

and fixed amplitude Iav ; this is 

the carrier component that is 

present whether the wave is modu- 

lated or not. 
The second factor on the 

right, when expanded by trigo- 

nometry, will yield the upper and 

lower side bands. From trigo- 

nometry it is known that 

sin A sin B = 1 cos(A- B) 
2 

- 1 cos (A + B) (4) 
2 

Let A = w0t and B = wt. Then Eq. 
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(3) becomes spectrum, and their wave shapes. 

= I 
sin wt + 

ma 
Iavg 

cos (we -w) t ma 
Iavg COS (w + ID) t (5) 

av g 2 c 2 

The second term on the right is the 

lower side band; its frequency is 

(w - wID) . The third term is the 

upper side band; its frequency 

is (w + w). (A cosine term has 

the same shape as a sine term, 

but is 90° ahead of it in phase.) 

Note that a.m. has produced in ad- 

dition to the original carrier, 

two side bands of amplitudes 
m Iavg /2. For 100 per cent 

modulation, m = 1, and these 

amplitudes becoa me Iavg/2 or half 

of the carrier amplitude. Each 

has therefore one -quarter of the 

carrier power; the two together 

add 50 per cent to the original 

carrier power. 
In Fig. 2 are shown the carrier 

and side bands in the frequency 

( Wc a)m) We (GJc"O v) 

Frequency spectrum 

Upper 
side 

band 

Carrier 

Lower 
side 
band 

Fig. 2. -Side bands and carrier of 
an amplitude -modulated wave. 

Observe that the cosine side -band 

waves start at negative and posi- 

tive maximum at t = 0, whereas 

the carrier starts at zero, since 

-cos (w0 + w ) t = -cos(0) = -1; 

cos (w0 - wID) t = cos (0) = 1, and 

sin wit = sin(0) = 0 at t = 0. 

This alignment at t = 0 is im- 

portant and, as will be shown farther 

on, produces amplitude modulation. 

If the side bands involved sine 

instead of cosine functions, and 

also were of opposite sign, a form of 

frequency modulation (Armstrong sys- 

tem) would result. 

FREQUENCY MODULATION. -In fre- 
quency modulation, w° varies with 

time, and I is constant. Suppose 

we varies sinusoidally with time at 

a modulating frequency c . Then, 

similar to Eq. (2), we can write 

w w0 (1 + kf cos wt) (6) 

where k 

f 

is similar to m , and 

is known as the frequency modula - 
lation constant. Since the cosine, 

like the sine, varies between the 

limits ±1, w varies between the 
limits we (1 + kf) and we (1 - kf). 

For example, if w0 has the 

value (2.7 x 100 x 108) , or the 

carrier frequency f0 is 100 mc, 

and kf = 0.001, then the instantan- 

eous frequency f varies from 

100(1 + .001) = 100.1 me to 100(1 - 

.001) = 99.9 mc. The frequency 

shift or deviation is 0.1 mc or 

100 kc to either side of the 100 - 

mc carrier. 

Concepts of Phase and Fre- 

quency. --The equation for a sine 

wave is fundamentally in terms of 
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a peak amplitude I and a phase angle 

(wt). This angle varies directly 
with time, if w is constant. If w 
is itself variable with time, then 
the phase angle varies in correspond- 

ingly more complicated manner with 
time. In order to analyze the wave, 

the phase angle must be known in 
terms of time. If instead, the fre- 

quency w is given as a function of 
time, it is first necessary to find 
the corresponding functional rela- 
tionship between the phase angle and 
time before the analysis can be 
made. It is therefore necessary to 
examine more critically the method 
of generating an a.c. wave. 

Sine -wave voltages were origin- 

ally generated by rotating con- 
ductors in a magnetic field. As 
illustrated in Fig. 3, a conducting 

Uniform magnetic field 

Ó 

N 
c 
o o 

D 
o 
B 

Fig. 3.- Generation of an a.c. wave 

by the rotation of a loop in a uni- 

form magnetic field. 

loop AB (or CD) is revolved with 
constant angular velocity in a 

uniform magnetic field, and there- 

upon generates a sine -wave voltage. 

Thus, when the loop is in 

position AB, the loop sides move 
parallel to the flux and the in- 

stantaneous generated voltage is 
zero; when it is in position CD, 
the rate of cutting of the flux 
is a maximum and the instantaneous 

generated voltage is at a maximum 
or peak value. During one revolu- 
tion, one sine -wave cycle is de- 

veloped, and at the same time the 

loop has rotated through an angle 

of 360° = 2rr radians. 

Suppose the loop executes 
60 revolutions per second. Then 
the total number of cycles de- 
veloped is 60, and the total num- 
ber of radians swept out is 2n x 60 
= 377 radians. The rate at which 
the radians are swept out is 377 
radians per second, and the num- 
ber of cycles (each consisting 
of tir radians) is 60 per second. 
The latter figure is denoted as 
the frequency; if the rotation of 
the loop is uniform, then the fre- 

quency is constant, and the total 

phase angle up to any moment is 

simply 2w radians times the fre- 
quency times the time. Thus, if 

the frequency is constant and known, 

as well as the time, the phase angle 

is thereupon also known, and the 
equation for the voltage wave is 

simply 

e = E sin 27rft =E sin wt (7) 

which is a well -known formula. The 

important point to note is that 

frequency is rate of change of 
phase angle with respect to time, 
divided by 2rr; i.e., f = w /27. 

It will be of interest to pur- 

sue this matter in greater detail, 

and to use the above numerical val- 

ues. One revolution will take 1/60 

sec., and will produce 1 cycle and 

27 radians. One -half revolution 
will take 1/120 sec. and will sweep 

out it radians; one -quarter revolu- 
tion will require 1/240 sec. and 
sweep out ßr/2 radians; and similarly 

for smaller and smaller intervals 

of time. 
Suppose, however, that the loop 

swept out lr radians instead of it /2 

radians in the first quarter of the 

time required for one revolu- 
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tion; 7r /4 radians in the second 
quarter period; 77/2 radians in the 

third quarter period; and 7/4 radi- 
ans in the fourth quarter. 

The total number of radians 
swept out in the period would be 

7 + 77/4 + 7/2 + 7/4 = 27r (one 

revolution), but clearly the rate 

at which they are swept out is 

very variable, so that the instan- 

taneous frequency is variable over 

the cycle. Thus, during the first 

quarter period, the instantaneous 
frequency is 7r rad. /(2n x 1/240 
sec.) = 120 c. p. s. ; during the 
second quarter it is (7r/4)/(27 x 

1/240) = 30 c.p.s.; for the third 

quarter it is (7/2) /(277 x 1/240) 

= 60 c.p.s.; and during the fourth 

quarter it is 30 c.p.s., the same 

as for the second quarter. 

The important thing to note 

is that frequency is proportion- 

al to rate of change of phase 
angle,* and this is exactly anal- 

ogous to the relationship between 
velocity and distance traversed; 
i.e., velocity is the rate of 
change of distance with respect 
to time. If, therefore, a certain 

frequency variation is desired, 
a corresponding amount of phase - 
angle variation must be produced, 
and frequency modulation must be 

accompanied by phase modulation, 
and phase modulation by frequen- 

cy modulation. 
The phase and frequency can, 

however, vary over many cycles in- 

stead of during one cycle. Thus, 

for a constant frequency of 60 cps, 

there would be 15 cycles in 1/4 sec, 

or 277 15 =307r radians swept out. Now 

suppose that the rotating loop 

*Students of the calculus will 
immediately recognize that f = 
(1/217) d4, /dt, and conversely, 
0 = 2lTf fdt. 

slowed down so that 287r instead of 

307r are swept out. Then the fre- 

quency will have decreased from 60 

cps to a lower value and then back 

to 60 cps in 1/4 sec. 

Next suppose that in the next 

1/4 sec 327 radians are swept out, or 

27r radians over the normal value. The 

frequency must have risen above 60 

cps and then back to 60 cps in this 

1/4 sec. Then, in the next 1/4 sec 

assume that 2877 radians are swept out 

once more, and in the fourth 1/4 sec 

3277 radians are swept out, and so on. 

The total number of radians in 

one second is (28 + 32 + 28 + 32)77 

= 1207r or 1207r/27r = 60 cycles, which 

is the same number of cycles as if 

the speed had been constant. Yet 

the actual rotation has been varia- 

ble; the frequency varied from below 

60 cps to above that value. In the 

first quarter second, the AVERAGE 

frequency is (287r/27)/(1/4) = 56 cps. 

This means that the frequency dropped 

UNIFORMLY from 60 to 52 cps in 1/8 

sec. and then back to 60 cps in the 

next 1/8 sec.; the average frequency 

was (60 + 52)/2 = 56 cps as stated 

previously. 

In the next 1/4 sec. the average 

frequency is (327r/27T)/(1/4) = 64 cps. 

This means that the frequency rose 

uniformly from 60 cps to 68 cps in 

1/8 sec. and then back to 60 cps in 

the next 1/8 sec. The same reason- 

ing holds for the remaining two 
quarters of a second. 

Thus the frequency drops 8 cps 

and then returns to 60 cps in 1/4 

sec.; it then rises 8 cps and then 

returns to 60 cps in the next 1/4 

sec., and so on. There is conse- 

quently a frequency variation or 
DEVIATION of 8 cps either way, or a 

total deviation of 16 cps from a 

minimum to a maximum frequency. 
Furthermore, there are TWO such 

COMPLETE deviations per second. 
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The number of radians swept out 

in 1/4 sec. was (30- 28)7 = 27 radi- 

ans less, or (32 - 30)7 = 27 radians 

more than that swept out at a UNIFORM 

speed. Now suppose that the 27r ra- 

dians were lost or gained in 1/8 sec. 

intervals instead of 1/4 sec. inter- 

vals. Thus, in the first 1/8 sec. 

interval, we would have 137 radians 

swept out instead of the normal 157r 

radians. The average frequency 
would be (137T/27)/(1/8) = 52 cps, 

and the minimum would be 44 cps. 

In the second 1/8 sec. interval, 

we would have 177r radians swept out, 

the average frequency would be 68 

cps, and the maximum frequency would 

be 76 cps. In short, the frequency 

deviation would now be twice as much 

as before, or ± 16 cps from 60 cps, 

and it would occur twice as often, 

or 4 complete cycles per second. 

This in turn would mean that 1). 

the modulating wave is TWICE as great 

in amplitude, and 2). twice as great 

in frequency. If the modulating wave 

were of the same amplitude as before, 

but twice as great in frequency, then 

the frequency deviations would be ± 8 

cps as originally, but would occur 4 

instead of 2 times per second. This 

is all illustrated in Fig. 3A; the 

uniform variation above and below 60 

cps means a sawtooth modulating wave. 

60 

44 

Fig. 3A.- Sawtooth frequency modula- 
tion at two deviation frequencies 

and rates. 

From all this we can derive the 

fundamental principles of f.m.: 

1. If the deviation in frequency 

is to represent the AMPLITUDE of the 

modulating wave, then the higher the 

modulating frequency, the smaller must 

be the deviation in PHASE ANGLE, or 

the phase angle deviation varies in- 

versely with the modulating frequency. 

Thus, for a frequency deviation of 

±8 cps, the phase angle deviation is 

± 277 radians if the modulating fre- 

quency is 2 cps, and ± Tr if the 

modulating frequency is 4 cps. 

2. For a given modulating fre- 

quency, the deviation in phase angle 

is directly proportional to the cor- 

responding frequency deviation. 
Thus, for a modulating frequency of 

4 cps, if the frequency deviation is 

± 8 cps, the phase deviation is ±77 
radians; if the frequency deviation 

is ± 16 cps, the phase deviation is 

± 27 radians. 

When a quantity is directly 
proportional to one factor, and 

inversely proportional to another, 

it is proportional to their quo- 

tient. Therefore, if the equation 

for the frequency variation is that 

given by Eq. (6) or (6a), namely, 

w = we(1 + kf cos wt) (6) 

w= w + kfwc cos wmt (6a) 

where kfw is the peak frequency 
deviation from the carrier value 
we, then the corresponding equa- 

tion for the phase -angle variation is 

¢ = wit + kfw° sin ®t (8) 

Note in Eq. (8), the ratio kfwe/ w, 
which indicates that the peak phase - 

angle deviation is directly pro- 
portional to the peak frequency 
deviation kfwe, and inversely 
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proportional to the mcdulating 
frequency co.. The function cos wort 

of Eqs. (6) and (6a) has been 
changed to sin wmt in Eq. (8) . 

This is because the rate of change 

of a sine function is a cosine 
function (which is a sine function 
90° leading), on the basis that 
a sine function changes most rapid- 

ly when passing through its zero 
values, which means that the rate 

of change of a sine function has 
its peak values where the sine 
function has its zero values. 

This is illustrated in Fig. 4. 

For convenience, the quantity 
kfw° /wm has been denoted by the 
single symbol mf, known as the fre- 

quency- modulation factor, in con- 
tradistinction to k, which is 
known as the frequency- modulation 
constant. Note from Fig. 4 the 

freguency 

phase ang /e 

time ---- 

Fig. 4.- Relation between sinusoidal 
frequency variation and correspond- 

ing phase variation. 

maximum deviations of the frequency 
from the carrier value w°, and the 
maximum deviations in the phase 
angle from its nominal value wct. 
In addition, note the alignment 
between the two waves: the upper 

one leads the lower one by 90 °. 
Now that the phase angle 0 

has been determined corresponding 
to the frequency variation expressed 

by Eqs. (6) and (6a), the final 
equation for the frequency- (or 

phase -) modulated wave can be writ- 

ten. It is 

i = I sin[w°t + mf sin wmt] (9) 

This equation can then be expanded 
by trigonometrical and other mathe- 
matical methods to exhibit the in- 

finite number of side bands it 
contains. Before doing so, how- 
ever, it will be of value to dis- 
cuss the practical implications 
of the relationship between phase 
and frequency derived above. 

Phase and Frequency Modula- 
tion.--It has just been shown that 
frequency modulation is accompanied 
by phase modulation, and similarly, 
phase modulation is accompanied 
by frequency modulation. The ques- 
tion naturally arises, "When do 
we call the system f.m., and when 
do we call it p.m. ?" 

The answer is to be found in 
reference to the modulating wave. 
Briefly, if the frequency devia- 
tion is proportional to the strength 
or amplitude of the modulation 
wave, then the system is f.m. Un- 
der these conditions, if the ampli- 
tude of the modulation wave is 
the same at all modulating fre- 
quencies, then the frequency de- 
viation will be the same at all 
modulating frequencies, while the 
number of deviations per second 
will be equal to the modulating 
frequency. The accompanying Phase - 
angle variation in this case will 
not be the same at all modulating 
frequencies, but instead will vary 
inversely as the modulating fre- 
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quency. 

If the phase -angle variation 

or deviation is proportional to the 

modulation amplitude, then the 
system is p.m. In this case the 

frequency deviation will increase 

directly in proportion to the modu- 

lation frequency: a thousand -cycle 

note will produce ten times the 

frequency deviation that a one - 

hundred cycle note of the same 
amplitude will produce. 

In general f.m. is preferred 
to p.m. in that the former fixes 

the maximum deviation regardless 
of the modulating frequency, and 

this in turn facilitates the de- 

sign of the band -pass networks 
that have to transmit the modulated 

wave. However, the actual trans- 

mitter may involve a design in 

which inherently the phase -angle 

variation rather than the frequency 

variation is proportional to the 

modulation amplitude. 
This is the case of the Arm- 

strong and the G.E. phasitron 
tube systems. Here the audio modu- 

lating voltage inherently produces 

a phase -angle variation from the 
nominal value, or phase shift, that 

is proportional to the amplitude of 

the audio voltage. (The modulating 

systems will be described in greater 

detail in a later assignment.) 
Such an inherent relationship will 

automatically produce phase rather 

than frequency modulation; the 

frequency deviation will increase 
directly with the audio frequency. 

To prevent this effect and 
to obtain frequency modulation, 
the phase -angle deviation must de- 

crease as the audio frequency in- 
creases in order to keep the fre- 

quency deviation constant. This 

is accomplished in the Armstrong 
system by attenuating the higher 

audio frequencies so that the ampli- 

tude of the audio voltage input to 

the transmitter will vary inverse- 

ly as the audio frequency, where- 

upon the phase -angle deviation will 

vary likewise, and the frequency 

deviation will be independent of 

the audio frequency. This is shown 

in Fig. 54 The curve is an equi- 

lateral hyperbola; this is the 

graph for functions of the form 

y = k/x (10) 

where k is a constant of proportion- 

ality. 

In the G.E. system a magnetic 

field applied to the phasitron tube 

e.) 

.o 

Audio or modo /o /inq fre'uencq 

Fig. 5.--Audio-frequency response 

curve required to give P.m. in the 

Armstrong system. 

produces the desired phase shift 
in the carrier wave. The magnetic 

field is produced by passing the 

audio current through a coil sur- 

rounding the tube. The coil is 

predominantly inductive, hence the 

audio current is given by 

I = Etjcvm 

whereI is the audio current, 
E is the (sine -wave) audio 
frequency voltage, 

L is the inductance of the 
coil, 
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and wa is the audio or modulating 
frequency. 

For a fixed amplitude of E, I varies 

inversely as as as is evident from 

Eq. (11). Hence, the higher the 
audio frequency, the smaller is I. 

Since the flux produced by the 
coil is directly proportional to 

I, it is clear that flux will also 

vary inversely as we. Finally, 
since the carrier phase shift is 

directly proportional to the flux, 

it, too, will vary inversely with 
w'. Therefore, by means of a 
simple coil, frequency modulation 
can be obtained from a system that 
is inherently phase modulation. 

In another system, an oscilla- 

tor tank circuit has a tube par- 
alleling it. The grid and plate 
of the tube are so connected to 
one another that it acts as a ca- 

pacitive or inductive reactance, 
as desired. It is therefore known 

as a reactance tube. When con- 
nected in parallel with the tank 
circuit, it can be arranged to act 

as a shunt inductance (Fig. 6), 

Tank 
Osc. lube J0006 

á -c 

grid circuit via R since the tube 

is of the supercontrol type. 

At the same time the grid is 

coupled to the plate via C to the 

R-C network shown. The latter net- 

work makes the tube function as a 

shunt inductance, suggested by 
the dotted lines in Fig. 6. If 

R and C are reversed, the tube 
functions as a variable capacitor. 

In either case -variable ca- 
pacitor or variable inductance -the 
reactance tube causes the oscil- 
lator frequency, rather than the 

phase angle, to vary at the audio 
modulating rate. Hence, this type 

of circuit inherently produces 
f.m. rather than p.m., and does 
not require the audio characteristic 

of Fig. 5. 

Preembhasis and Deem /hasis. - 
Farther on in this assignment there 

will be analyzed the noise char- 
acteristics of an f.m. system. It 

will there be shown that the higher 

the noise frequency component, the 

greater its output. At the same 
time, it is a characteristic of 

React. tube 

h 

i 

J 

R9 

Audio 

Fig. 6.- Reactance tube used as a shunt inductance to the tank circuit. 

and thus raise the frequency of the 

oscillator. The extent to which 
it shunts and hence lowers the 
tank inductance depends upon its 
G.. This in turn varies with the 
audio voltage injected into its 

ordinary speech and music that 
very little energy is present in 
the higher audio -frequency com- 
ponents. Hence, in the output of 
the f.m. receiver, the signal -to- 
noise ratio for the higher audio 
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frequencies will not be as favorable 

as for the lower- frequency compon- 
ents. 

To counteract this effect, it 

has been agreed and standardized 
to accentuate the high- frequency 
response of the audio amplifier 
in the transmitter (preemphasis), 

and then to attenuate the high - 
frequency response in the receiver 

(deemphasis), so that the overall 

Ir 
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e 

7 
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response is flat. This is an 
additional variation in the audio 
response curve that is superim- 
posed on the high- frequency at- 

tenuation shown in Fig. 5, as re- 

quired for the Armstrong system. 
The preemphasis curve is 

shown in Fig. 7. It,will be ob- 
served that the output rises about 

17 db from 50 to 15,000 c.p.s. The 

form of the curve is specified to 

i ÌÌÌÌÌÌÌÌtlÌÌÌÖÖi imúñ, 
ununnunmmnwa 

STANDARD PRE - EMPHASIS CURVE, 
TIME CONSTANT 75 MICROSECONDS 

(SOLID LINE 

FNEOUENCY RESPONSE LIMITS mit 
SHOWN NY USE OF SOLID AND DASHED LINES_- 

::....... ....... 

3 

2 

0 

-2 

-3 

50 100 200 400 600 1000 2000 
CYCLES PER SECOND 

4000 b0W IVOW ID000 

(Courtesy P.C.C.) 

Fig. 7. -Preemphasis curve showing limits for transmitter design. 
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be the same as that for the varia 
tion in impedance with frequency 

of a series R -L circuit whose time 
constant is 75 psec. The series 
impedance in complex form is 

Z =R+jwL 

= R (1 + jul.,/R) (12) 

Since 14/R has the dimensions 

of time, it can be denoted by the 

time constant TL, so that Eq. (12) 

becomes 

Z = R(1 + la L) (13) 

Since TL is chosen as 75 psec, Eq. 

(13) becomes 

Z = R(1 + jw 75 x 10.8) 

or in absolute value 

IZI = R (1 + w2(75 x 10'e)2 (14) 

On a db basis (remembering that 
IZI represents the ratio of out- 
put to input voltage rather than 

Power) 

20 log E1 /E° = 20 log IZI = 20 log 

= 20 log : + 10 log[l 

In the receiver, a circuit as 

shown in Fig. 8 is employed to 

o 

l/7f7U1 

Ei 

NNW, 
R 

Fig. 8.--Standard deemn'asis net - 

work for an f. m. a iplifier. 

attenuate or deemphasize the out- 

put voltage. The ratio of E °/E1 

is equal to'the ratio of the re- 

actance of C to the total impedance, 

or 

1 /jwc 
- 

1 
E./E1 

R +(1 /jaC) 1 + jwCR (16) 

Let CR = Tc, the time constant for 

this R -C circuit. Then Eq. (16) 

can be written as 

E°/E - 1 (17) 
1 1+jc,ir 

and in absolute value 

I E°/E1 I = i/1 + waTe2 (18) 

This is the reciprocal of Eq. (14), 

except for the numerical value of R 
in the latter equation. This means 

that the overall transmission in- 

cluding both transmitter and re- 
ceiver is the Product of the in- 

dividual transmission factors, or 

R1+w2T2 
IE°/EsI(overall) - 1 + (19) 

R + 20 log 1 + w2(75 x 10 -6) 2 

+ w2 (75 X 10' e) 2] (15) 

If both TL and Tc are made equal to 
75 psec., the two expressions under 

the square root signs cancel, and 
Eq. (19) reduces to 

I E°/E 
1 I 

(overall) = R (20) 

a constant indejendent of frequency. 

In short, the overall frequency re- 

sponse will be flat. 

The significance of the above 

analysis is that if the voltage 
ratio at the particular network 
used in the transmitter varies with 
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frequency in accordance with Eq. 
(13), then a very simple R -C cir- 
cuit as shown in Fig. 8 can be 
employed in the receiver to restore 

the response to a uniform value. 
Since there are thousands of re- 
ceivers for every transmitter, it 

will be appreciated that any simpli- 

fication in the receiver circuit 
is very much justified from an over- 

all economic viewpoint. 

Thus, the network theoretical- 

ly required to give a voltage ratio 

in the transmitter of the form of 
Eq. (13) is shown in Fig. 9. It 

is clear from an inspection of 
this figure that 

E 
0 

R+ jwd, R+ ja, 
E1 R+ jwL- jwL R 

= 1 + j wi{/R = 1 + j CJT (21) 

which is the reciprocal of Eq. (17) 

if TL = Tc, in which case an over- 

all flat frequency response will 

be obtained. However, it will be 

observed from Fig. 9 that a nega- 

tive inductance ( -L) is required. 

Fig. 9.- Theoretical preemphasis 
network required in an f.m. trans- 

mitter. 

Such a circuit element is not physi- 

cally realizable, and the actual 

preemphasis circuits (to be dis- 

cussed in a subsequent assignment) 

are actually more complicated and 

yet only approximate in their trans- 

mission characteristic. 
It is for that reason that 

limit curves are given in Fig. 7, 

between which the transmission 
curve of the actual preemphasis 
circuit must lie. However, the 

added complexity in the trans- 
mitter is -as previously mention- 
ed-- justified on an economic basis 

by virtue of the simple inexpensive 
R -C circuit that can be employed 
in the receiver. 

The use of preemphasis of the 

higher audio frequency actually makes 

the frequency deviation at these 

higher frequencies increase over that 

of the lower frequencies. This means 

that the carrier phase shift rather 

than the carrier frequency shift or 

deviation is more nearly the same 

at all audio frequencies; i.e., the 

commercial f.m. system is really 
more nearly a p.m. system! 

Actually, the practical system 

is somewhere in between an f.m. and 

a p.m. system, since the preemphasis 

is not in direct proportion to fre- 

quency. However, the preemphasis is 

built up on a system that is basic- 

ally f.m. rather than p.m., and is 

for the purpose of obtaining a bet- 

ter signal -to -noise ratio at the 

higher audio frequencies. Hence, it 

is usual to call the actual system 

an f.m. rather than a p.m. system. 

In passing, it is of interest 

to note that in the case of the Arm- 

strong and G. E. methods of modula- 

tion, the preemphasis is superimposed 

on the initial attenuation curve of 

Fig. 5; i.e., the actual preemphasis 

curve is obtained by multiplying 

corresponding ordinates of Figs. 5 

and 7. The net result is the same 

as for any other type of modulator, 
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such as the reactance tube, and the 

output from any f.m. receiver will 

be the same regardless of how the 

f.m. transmitter is modulated. 
F.M. SIDE BANDS. --A complete 

analysis of the side-band frequen- 

cies generated in f.m. involves the 

use of higher mathematics. However, 

if some of the latter material is 

assumed, it is possible to show 

the number and distribution of 
these side bands, with the fur- 
ther aid of some simple trigono- 
metrical relations. This has been 

done in Appendix I. 

The equation for a frequency - 

modulated wave was found to be: 

i = I sin[wet + mf sin wmt] (9) 

This can be expanded into a series 

of terms as follows: 

manners. These variations are 
shown in Fig. 10 *. Note that each 

(Courtesy of Communications, by 

Nathas Marchand.) 

Fig. 10. --Plot of Bessel functions 

of the first kind and first three 

orders. 

of these functions passes through 
zero as mf increases. 

= I{Jo(mf)sin wet 

+ J (m f) [sin (we + co.) t - sin (wc - co.) t] 

+ J2 (mf) [sin (wc + 2wm) t + sin(we - 1LJm) t] 

+ J3 (mf) [sin (we + 3wm) t - sin (we - ay.) t] 

+ .... etc.) 

In this expression, the various J's, 

such as Jo, J1, J2, etc., represent 

the amplitudes of the various side 

bands, when multiplied by I. They 

are known as Bessel functions of 
the first kind. Thus, Jo is a 

Bessel function of the first kind 

and zero order; J1 is a Bessel 
function of the first kind and 
first order, and so on. 

The argument of each of these 

functions is Id, just as 9 is the 

argument of sin O. As mf varies, 

Jo (m 
f 
), J1 (mf), J2 (mf) all vary 

in their individual, particular 

carrier frequency 

first order side bands 

second order side bands 

third order side bands 

(22) 

It will be recalled that 

frequency deviation 
modulation frequency 

Suppose a certain audio note has a 

pitch corresponding to 500 c.p.s., 

and has a loudness that produces 
a frequency deviation of the car- 
rier of 1,200 c.p.s. 

CA rather complete table of 
these is given in Jahnke and Ende's 
"Tables of Functions," Dover Publi- 
cations. 
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m = 

1200 
= 2.4 
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From Fig. 10 it will b' found 

that J (2.4) = O. This means that 
0 

amplitude of the carrier fre- 
quency for this value of mf is zero! 

This, however, is not so sur- 

prising as it may seem at first. 
Since the amplitude of a frequency - 

modulated wave is constant, the 

power output is constant for all 

degrees of modulation. For some 
modulation factor mf, such as 2.4, 

all the energy (initially in the 

carrier for no modulation) has gone 

into the side bands, and no energy 

is present in the carrier. 

For other values of mf, the 

first order side bands, whose fre- 

quencies are we above and below 
the carrier frequency we (just as 

in amplitude modulation), may be 
equal to zero. For still other 
values of mf, the second order, 
third order, or even higher order 
side bands may be equal to zero. 

The second order side bands 
involve wo ± 2 w.; the third order 

side bands involve we ± 3 w, and 
so on. Thus, while in a sinusoidal- 

ly amplitude- modulated wave, only 

one pair of side bands is produced, 
and the carrier amplitude remains 
unchanged for all degrees of modu- 

lation; in f.m. an infinite number 

of side bands are produced, spaced 

at frequency intervals of w. from 

each other and symmetrically dis- 

posed about the carrier. This is 

shown in Fig. il. 

Observe that the amplitudes 
of the side bands in general de- 
crease as their order increases. 

Of course, for some value of mf, 
a particular pair may drop out com- 

pletely, and higher orders still 
be present, but the general trend 

is as mentioned above. This is 

readily apparent from an inspection 

, 1111111. 
wC 

Ul 

Fig. 11.-- Frequency distribution 
and relative amplitudes of some of 

the side bands of a sinusoidally 
frequency -modulated wave. 

of Fig. 10, the J2 order is in 

general lower than the J1, and the 

J is lower than the Ja. 

Because the amplitudes become 

practically negligible for the high 

order side bands, their omission 
does not cause serious distortion 
of the f.m. wave. This means that 

in spite of the fact that theoret- 

ically an infinite number of side 
bands are required to be transmitted 

by any circuit, in actual practice 
transmission of only a limited 
number of the lower order pairs 
is absolutely necessary. For ex- 
ample, in the practical f.m. broad- 

cast system, a maximum deviation 
of 75 kc to either side of the 
carrier is permitted; this cor- 
responds to the loudest audio tone 
that can be handled. The ampli- 
fier band width required is but 
200 kc, which is not so very much 
greater than the maximum frequency 
deviation. 

It is of interest to compare 
the loudest tones than can he 
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handled (corresponding to a de- 
viation of 75 kc) for frequencies 
of 50 c.p.s. and 15,000 c.p.s., the 

two limits of the audio spectrum 
as normally employed in f.m. For 

50 c.p.s., the value of mf is 

75,000/50 - 1,500, a rather large 
number. All the corresponding 
Bessel coefficients are small (as 

can be noted from the trend of 
the curves in Fig. 10 as mf in- 
creases to large values). Thus, 
even the Jo, J1, and J2 coefficients 
are small. 

These small amplitude side 
bands, however, are spaced but 50 
cycles apart in the spectrum, hence 

a large number can be accommodated 
in the 200 -kc band width. On the 

other hand, for the 15,000 -cycle 
note, mr s 75,000/15,000 = 5, a 

such smaller number. In this case 
J.(5), J1(5), and even J2(5) are 
appreciable, although the succes- 
sive higher order coefficients be- 
come smaller and smaller. 

This means that the lower order 

side bands are imnortant, and the 
higher order much less so. How- 
ever, since the spacing in the 
spectrum is here 15,000- cycles 
for the various orders, only a 
few can be accommodated in the 
200 -kc band width, so that it is 

fortunate that the higher order 
side bands drop more rapidly in 
amplitude for this high - frequency 
note. The relative spacing and 
amplitudes are shown (not to scale) 

in Fig. 11. 

VECTOR REPRESENTATION. -The 
previous analysis can be made more 
vivid and clear by the use of ro- 
tating vectors to represent the 
various forms of modulation. In 
addition, the use of vectors facil- 

itates the analysis of noise and 
other interference phenomena. 

Consider an iamodulated carrier 

whose equation is 

1 I sin wet (23) 

As has been stated previously in 
this course, such a sinusoidal ftmc- 

tion of time can be represented 
by a counterclockwise rotating 
vector which makes wo /2n revolu- 
tions per sec., and thereby sweeps 
out co radians per sec. However, 
ordinarily in a vector diagram, 
all vectors are assumed to be of 
the same frequency, and so main- 
tain their relative phase angles 
at all times. A single vector 
diagram therefore represents the 
relations between them- namely, 
magnitude and phase for all moments 

of time. 

Artilitude Modulation.- Suppose 
the carrier is amplitude modulated 
with a sine wave. As was shown 
previously, it develops two side 
bands, each of magnitude 1/2 mI, 
where I is the carrier amplitude, 
and m is the per cent, or rather 
fraction, of modulation, and has 
a maximum value of unity, so that 
the maximum amplitudes of the two 
side bands, for 100 per cent modu- 
lation, are each I /2. 

If w is the modulating fre- 
quency, then the upper side band 
has a frequency of (we + ws); and 
the lower side band has a frequency 
of (we - w). It would therefore 
appear that a single vector diagram 
cannot be drawn for these three 
vectors, since they are of differ- 
ent frequencies. 

This is true in the strict 
sense of the definition of vectors; 
however, a modified interpretation 
permits such a diagram to be drawn. 
Suppose the observer were to assume 
that he rotates in synchronism with 
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the carrier vector. Then the car- 

rier vector would appear to be sta- 

tionary. 

The upper side -band vector 
(u.s.b.), however, would appear to 

rotate counterclockwise at a rate of 

/277. revolutions per sec., and the 

lower side band (l.s.b.) would appear 

to rotate clockwise at the same rate 

of ca /2n revolutions per sec. At 

some instant of time the vectors 

would appear as in Fig. 12(A); at 

another instant of time as in 12(B); 

at a third instant of time as in 

A 

o 

(A) 

o 

(B) 

A 

o 

(C) 

Fig. 12.- Representation of an ampli- 

tude- modulated wave by a carrier 

vector C, an upper side -band vector 

u.s.b., anda lower side -band vector, 

1.s.b. 

12(C),andso on. Atall times u.s.b. 

and l.s.b.make equal angles with re- 

spect to C. The resultant R of 

u.s.b. and l.s.b. is therefore at 

all times collinear with C (in 

line with C). Hence, R either 
adds or subtracts in line with 
C to give the overall resultant 

OA which is therefore also collinear 

with C. 

The significance of this is 

that the overall resultant OA ap- 

pears to the rotating observer to 

be stationary in space the same as 

C, even though u.s.b. and 1.s.b. 

both appear to rotate in opposite 

directions. The fact that OA ap- 

pears stationary means that it 

is at all times at carrier fre- 
quency; in amplitude modulation 
the frequency appears constant. 

The amplitude of OA, however, 

varies at the modulating frequency, 

which is that of the two side bands 

relative to C. Thus, in Fig. 12(A), 

OA exceeds OC; in 12(B), it is less 

than C; and in 12(C) it is momentar- 

ily equal to C. At some other in- 

stant of time, when u.s.b. and 

l.s.b. are both facing upward and 

in line with C, their resultant 
R is twice either in amplitude, 
and the overall resultant OA is 
a maximum (peak value of the modu- 

lation envelope). At an instant 

180° away in the modulating cycle, 

the two side -band vectors will be 

facing downward and in line with 

C; OA and hence the modulation 

1158 'L.5B 
facing upward 

{ - 

L/5.8 f L.S.B 
facing downward 

/5(Cl 

modu/aJion 
envelope 

Fig. 13.- Modulated wave showing 
points on its envelope corresponding 

to Fig. 12(A), (B) , and (C) . 

envelope will then be at a minimum. 

These positions are all indicated 

in Fig. 13. 

Thus, the vector diagram of 

Fig. 12, or rather a series of such 



20 F.M. RECEIVERS 

diagrams, can be used to portray an 
amplitude -modulated wave. One dia- 

gram, however, is usually sufficient; 
from inspection of it one can tell 

how the overall resultant is going 
to vary. 

Frequency Modulation. -Next 
consider a frequency- modulated car- 
rier. In this case -as shown in 
Eg. (22) -an infinite number of pairs 
of side bands are produced. Each 
pair of frequencies such as 
(w° + 3 wm) and (we - 3 w), for 
example, can be combined into a re- 

sultant similar to R in Fig. 12. 

Then all of these resultants can be 

combined with the carrier vector to 
give the final overall resultant 
similar to OA in Fig. 12. 

However, there is one important 

difference between this vector com- 
bination and that for amplitude modu- 
lation. In amplitude modulation 
(refer to Eq. 5), the carrier in- 
volved sin wet and the side bands 
Tcos (we ± a0t. The side bands thus 
give rise to a resultant R (Fig. 12) 

that is collinear with C. 

In f.m., the first -order side 
bands (refer to Eq. 22), involve 
isin(w0 f cq) instead of the T cosine 

functions. Hence, the lower side 
band is reversed in direction, and 
appears in the third quadrant at a 
moment when upper side band appears 

in the second quadrant, as is illus- 

trated in Fig. 14. Their resultant 

is at right angles to the carrier 
vector. This is extremely important, 

for as shown in Fig. 14, the combin- 

ation of the carrier and the two 
first order side bands gives rise to 
vector OA, which is only slightly 
longer than the carrier vector C, 

but is no longer collinear with C. 

This means that as the side -band 

vectors rotate, and maintain equal 

angles with a line perpendicular to 

C, 

OA 

to 

is 

they cause the overall resultant 

to swing to and fro with respect 

C. The opposite extreme position 

OA'. Thus, the overall resultant 

Fig. 14.--Combination of carrier 
vector with two first -order side 

bands to give approximate frequency 

modulation. 

oscillates about the carrier vector 

C at a rate determined by the modu- 

lating frequency, and the extreme 

limits of its oscillation are t19. 
A general rule is that if the 

carrier is a sine fnction, then if 

the side bands are cosine Onctions 
of unlike sign, or sine functions of 
like sign, their resultant is col- 
linear with the carrier vector, so 
that a.m. is obtained; if they are 

cosine functions of like sign, or 

sine functions of unlike sign, their 

resultant is at right angles to the 

carrier vector, and f.m. is obtained. 

Angle O is the phase shift of 
the overall resultant with respect 
to the carrier, and represents the 
phase modulation that the 90° shift 
in the side bands has produced. The 

rate of change of O with respect to 
time represents the frequency modula- 

tion that inherently accompanies 
phase modulation, and vice -versa. 

However, true f.m. does not 
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involve any change in amplitude 
of the wave, whereas Fig. 14 clear- 

ly shows that the overall resultant 

varies from a maximum value OA = 
OA' to a minimum value of C. This 

is because only the first order 
side bands have been added to the 
carrier vector. If all the in- 

finite number of side bands are 
added, an overall vector will be 
obtained whose length is constant, 

but whose phase angle varies. 

For example, suppose the 
second -order side bands are added 

to the carrier and first -order 
side bands. Note, from Eq. (22), 

that the second -order side bands 
involve sin (w ± 2 w) t. The 
two positive sine function gives 

rise to side -band vectors that com- 

bine to give a resultant collinear 

with the carrier; in short, the re- 

sultant R2, Fig. 15, of the second - 

order side bands is perpendicular to 

the resultant R1 of the first -order 

side bands, and parallel to C. 

As is clear from the figure, 

the overall resultant OA is more 

,(í 
i 

/ 

L.SB.I 

C 

nearly equal to the amplitude of 

the unmodulated carrier, but at a 

phase angle O with respect to it. 

R2 amp /dude of \ 
unmodulated \ 

carrier 

0 

Fig. 15.-- Combination of carrier, 
first -order, and second -order side 

bands. 

For true f.m. or p.m., the tip of 

the overall resultant should at 
all times lie on the dotted -line 
circle; this means its amplitude 
will at all times be constant, but 

its phase angle and frequency will 
shift at the modulation rate. 

As higher order side bands are 

added, this constancy of amplitude 

0 

Fig. 16.- Combination of five pairs of side -band vectors with the carrier. 
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is more closely obtained. Mention 

was made previously that the ampli- 

tudes of the higher -order side 
bands progressively decrease. 
Hence, as indicated in Fig. 16, 

the addition of just a few pairs 

of side bands (five pairs in the 

figure) results in nearly perfect 

f.m. or p.m. (For clarity, only 

the first -order side bands u.s.b.l 

and l.s.b.l and their resultant 
R1 has been drawn; for the others, 

only the resultants are shown.) 

Fig. 16 is very illuminating 
with respect to the behavior of 
the components given in Eq. (22). 

Audio 

Side Balanced 
modulator 

900phase 
shift 

network 
R.F. bonds 

carrier 

Armstrong Modulation System. - 
Fig. 14 indicates a practical 
method of accomplishing frequency 
modulation (the Armstrong system). 
Although modulation will be dis- 

cussed in another assignment, it 

will be of interest to discuss 
the principles of the Armstrong 
method here. A carrier wave of 

200 kc is first amplitude -modulated 

in a spe -ial push -pull amplifier 
whose grids are in parallel for r.f. 

but in push -pull for a.f., and whose 

plates are connected in push -pull 

with the load impedance. 
As a result, the output con- 

Limiter 

Loco/ osc. 

Heterodyne 
mixer 

Freq. mullipliers 

Freq. 
mut /ipliers 

Output 

Fig. 17.--Block diagram of Armstrong system of frequency modulation. 

Thus, it shows that the amplitudes 

of the higher -order side bands 
should be less than those of the 
lower -order side bands in order to 

piece out the overall resultant so 

that it just touches the circle. 

It also shows why a finite 
band width is sufficient in prac- 

tice to give satisfactory f.m. If 

higher -order side bands are at- 

tenuated or cut off, the overall 

resultant OA may not quite touch 

the circle at all times, but its 

phase (and frequency) deviation 
from the carrier will not be ma- 

terially affected by such attenu- 

ation. 

tains the side bands, but not the 

carrier component. Assume for sim- 

plicity that the modulation is a 

single sine wave. Then just two side 

bands are produced. These a.i. e 

then fed into a 90° phase -shift 
network, and combined with the 
original carrier, as is shown in 
Fig. 17, together with further 
operations on the resulting wave. 

The process up to this point 
can be represented vectorially as 
in Fig. 18. In (A) is shown the 
ordinary amplitude- modulated wave, 
as produced in the usual modulator. 

In the case of the special balanced 

modulator, however, the output is 
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as shown in (B); only the side 
bands appear in the output, and 

the carrier is suppressed by the 
action of this type of circuit. 
The phase -shift network produces 
the 90° shift as shown in (C), 

o 

(A) (B) 

by virtue of the cutoff property 
of a vacuum tube. The resulting 

clipped wave contains harmonics 
of the r.f, frequency and its side 

bands, but these can be eliminated 

by passing the clipped wave through 

(C) 
0 

(B) 

A 

7A' A, 

A' 

Fig. 18. -Successive steps in producing f.m. by means of the Armstrong method. 

so that when the side bands are now 

combined with the original carrier 

C, as in (D); essentially phase 
and frequency modulation are pro- 

duced. (This diagram is identical 

with Fig. 14.) 

Note that the amplitude of the 

overall resultant varies as well 

as the phase -shift angle O as the 

side -band vectors rotate. The 

maximum values are OA = OA'; the 

minimum value is C. There are two 

variations per rotation of the 

side -band vectors, and hence two 

per modulation cycle. Thus the 

amplitude modulation that is in- 

herently produced by this method 
is of double the modulating fre- 

quency, or a second (and also high- 

er even) harmonics of the in- 

coming audio. 
Since amplitude modulation is 

not desired, and since it is a dis- 

tortion product anyway, it is re- 

moved by a limiter circuit. This 

circuit clips the wave down to a 

constant amplitude regardless of 

its phase or frequency, and operates 

ordinary tuned circuits. 

The result is a wave that is 

essentially frequency modulated. 
As shown in Fig. 18(E), the ampli- 

tude, which previously varied from 

OA to C to OA', now remains con- 

stant at the value OA1 = C = OA', 

while the phase shifts .through a 

range of ±0 from the carrier fre- 

quency. 

For small amplitudes of the 

side bands relative to the carrier, 

the angle O will be small. As 

shown in Fig. 19, the resultant 

N 
C 

0 

Fig. 19.- Geometry involved in the 
Armstrong f.m. system. 
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R of the two side bands has a max- 
imum value equal to twice the ampli- 
tude of either side band. The 
angle B is clearly such that 

tan B = $/C (24) 

If R is small compared to C, then 
tan O is small, and in this case 
the angle in radians is very nearly 
equal to its tangent, or 

6 = R/C (25) 

Since the carrier amplitude C is 
maintained constant, Eq. (25) shows 
that O is directly proportional 
to R alone, the resultant of the 
two side bands. It was previously 
shown that R represents the amount 
by which the envelope in a.m. ex- 
ceeds the unmodulated carrier (see 

Fig. 13); that is, R is directly 
proportional to the input modula- 
tion voltage. 

Hence O, the phase shift of 
the resultant wave with respect to 
the carrier wave, is directly pro- 
portional to the input modulation 
voltage, and therefore this system 
produces phase modulation, as was 
indicated earlier. 

Suppose the modulation (audio) 

frequency is 100 c.p.s., and O 
maximum is 25 °. Then the number 
of degrees per sec. variation from 
the carrier value will be 100 x 

25° = 2,500° per sec. Next suppose 
the modulation frequency is doubled: 
200 c.p.s. If O remained the same, 
the number of degrees per sec. 
variation would be 200 x 25 = 5,000° 
per second. Since frequency is 

proportional to degrees per sec., 
it is clear that if the phase shift 
is the same for all audio frequen- 

cies, the frequency deviation will 

be proportional to the audio fre- 

quency: a necessary consequence 
of phase modulation. 

To obtain f.m.; i.e., have 
the frequency deviation remain the 
same at all audio frequencies, it 

is necessary to have the amplitude 
of the audio input to the modulator 

vary inversely with the frequency, as 

was indicatedin Fig. 5,in which case 
the phase shift O will also vary in- 

versely with the frequency, and 
the frequency deviation will then 
be independent of the audio fre- 
quency. The result will then be 
f.m. instead of p.m. This con- 
clusion was reached earlier in 
this assignment; the vector repre- 
sentation helps to make it clearer. 

In order for Eq. (25) to hold 
to any reasonable degree of ap- 
proximation, 6 must be no more 
than about 25.5° at the lowest 
audio frequency -say 20 c.p.s.* for 
a maximum distortion of 5% (de- 
parture of linearity between O 
and the modulating voltage). At 
higher audio frequencies O will 
be smaller -as just explained -in 
order to obtain f.m. instead of 
p.m., and the distortion will be- 
come progressively smaller. 

The restriction of O to a 
small value because of distortion 
considerations precludes obtaining 
a large frequency deviation. On 
the other hand, a large deviation 
is necessary if the advantage of 
suppression of noise and static 
inherent in this system is to be 
obtained. It is therefore necessary 
to expand the initially small de- 
viation to the 75 kc desired. 

Merely multiplying the fre- 

*See Jaffe, D.L., "Armstrong's 
Frequency Modulator,' Proc. I.R.E., 
April 1938, for a discussion of the 
distortion produced in the Armstrong 
system. 
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quency by means of vacuum tube 
stages will not produce the de- 
sired result in that the carrier 
frequency will be too high by the 
time the desired 75-kc deviation 
is obtained. Hence only a certain 
amount of multiplication up to 

12,800 kc is obtained (64 times) . 

Then this output is mixed with a 
11,900 -kc (local) oscillator, and 

a difference beat frequency of 
12,800 - 11,900 = 900 kc obtained. 

This 900-kc carrier, however, 

contains the same phase shift and 

frequency deviation as the 12,800 - 

kc wave, and these are 64 times 
as great as initially produced. 
Thus, on a carrier but 900/200 = 

4.5 times the initial carrier, there 

is obtained frequency modulation 
64 times as great. Subsequent 
multiplication can bring the carrier 

up to the desired value, and its 
frequency deviation up to 75 kc. 

REDUCTION IN INTERFERENCE 

It was mentioned previously 
that f.m. can produce a higher 
signal- to-noise ratio at the out- 

put of the system than occurs at 
the input, and that static and 
other interference can be rendered 

practically negligible. This is 

true if the frequency deviation 
is sufficiently great, and a limi- 

ter, or a discriminator that is 

insensitive to amplitude varia- 
tions, is employed. 

The interference to be dis- 

cussed here consists of: 

1. Random thermal noise. 
2. Common -channel interference. 
3. Adjacent- channel interference. 

4. Impulse noise. 

THERMAL NOISE. -The basis of 

all noise reduction can be under- 
stood by a study of the effect of 
thermal noise on an f.m. wave. 
Thermal noise is a random voltage 
generated in any resistor owing 
to the haphazard excursions of the 
free electrons in the resistor at 
room temperatures. At some moment 
of time there may be more electrons 

traveling in one direction through 
the resistor than in the opposite 
direction; at another moment of 
time an excess of electrons may 
be travelling in the opposite 
direction. Such motions repre- 
sent current flow: as shown in 

Atr't A1W°""`U."'y" 

Jime 

Fig. 20.-- Picture of thermal noise, 
showing its random nature with time. 

Fig. 20 this flow, when plotted 
against time, is completely random 
in nature. 

The quantitative nature of 
noise is treated more completely 
in the ultra -high frequency sec- 
tion of this course. Suffice it 
to say here that when thermal noise 
is analyzed on a frequency basis, 
it is found to consist of sinusoidal 

components completely filling the 

spectrum, from the lowest to the 
highest frequency employed. These 

components are all about equal in 
amplitude; a more accurate state- 
ment is that the energy contained 
in any one band width is the same 
as in any other equal band width 
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located in another part of the 

spectrum, and is proportional to 

the resistance and the absolute 

temperature. 
The phase of the components 

is completely random in nature. 

Hence, if one wishes to study the 

noise An a given band width centered 

on some specific carrier, he must 

take each component individually 

into consideration, and not try 

to combine two into a side -band 

pair with respect to the carrier. 

This will be the basis of the analy- 

sis given in this assignment. 

In passing, it will be of in- 

terest to note that in the standard 

broadcast band, atmospheric static 

(which is different in character- 

istics from thermal noise) is so 

strong that the broadcast wave 

must be of considerable strength 

successfully to override it. In 

doing so, it can successfully over- 

ride the weaker thermal noise gen- 

erated in the receiver, so that 

thermal noise is not an important 

factor here. 
At the higher f.m. carrier 

frequencies -around 100 mc- atmos- 
pheric noise is negligible, al- 

though man -made static, such as 

from the ignition systems of auto- 

mobiles and airplanes, maybe quite 

appreciable. In this range of 

the spectrum, however, anten- 

nas -such as half -wave dipoles - 
are quite small. The energy picked 

up by these is from an area in 

space on the order of a quarter - 

wave length around the dipole, and 

hence quite small. As a result, 

the signal picked up is not so 

very much greater than the thermal 

noise generated in the set, and 

hence the latter is of consider- 

able importance in design consider- 

ations. 

In analyzing the performance 

of an f.m. wave in the presence 

of thermal noise, consider for 

simplicity an unmodulated carrier. 

This passes through the receiver 

circuits accompanied by the vari- 

ous noise components that can pass 

through the pass band of the cir- 

cuits. In Fig. 21, C represents 

the carrier vector, and N repre- 

sents one sinusoidal component of 

the noise voltage. 

Suppose the noise component 

N is of a higher frequency than C. 

A, 

0 

Fig. 21.- Combination of an un- 

modulated carrier and a noise com- 

ponent. 

It will therefore rotate counter- 

clockwise on the diagram. As shown, 

it describes a circle about the 

tip of C. The overall resultant 

is OA; this vector clearly exhibits 

a phase oscillation to either side 

of C, as well as amplitude modula- 

tion. 

Thus the maximum phase swing 

is ±0, corresponding to extremes 

positions 0A1 and 0A2. The maxi- 

mum amplitude excursions are from 

a minimum of OB to a maximum of 

OB'. Suppose a limiter or an ampli- 

tude- insensitive detector is em- 

ployed. Then the amplitude vari- 

ations will either be eliminated 

(by the limiter) or will be inef- 

fective in producing any audio 
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output. 

The phase modulation ±B, how- 

ever, is not eliminated by a lim- 

iter, and will produce an audible 

noise output. The frequency of 

this noise component at the output 

of the detector is the number of 

±0 swings per second. This, as is 

clear from a study of Fig. 21, is 

equal to the number of revolutions 

of N about C; that is, to the ex- 

cess in frequency of N over that 

of C. For example, if C has a 

frequency of 100 mc, and N has 

a frequency of 100.001 mc, then 

there will be (100.001 - 100)108 = 

1,000 c.p.s. alternations in O, and 

the detector output will be a 1,000 - 

cycle note. 

Suppose next that N has a fre- 

quency of 100.002 mc. In this case 

the output will be a 2,000 -cycle 

note. Recall that the various 

components of thermal noise are 

of equal amplitude. Therefore, 

the maximum phase shift or de- 

viation will still be the same, 

but the rate of change of B, or 

the frequency deviation, will be 

twice as great. This means that 

at the output of the detector or 

discriminator, the 2,000 -cycle 

noise component will have double 

the amplitude of the 1,000 -cycle 

component. 
Hence, the higher the fre- 

quency of N relative to C, the 

higher is the frequency of the 

output noise component, and the 

greater is its amplitude. This 

means that the noise output in 

general sounds higher pitched for 

f.m. (more like a hiss) than it 

does for a.m. For a.m., the noise 

output amplitude is directly pro- 

portional to the input amplitude 

of N and independent of its fre- 

quency. For example, in a.m., the 
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signal -to -noise ratio at the out- 

put is the same as at the input, 

namely, N /C. In the case of f.m., 

the ratio is not so simply ex- 

pressed, but is not at all diffi- 

cult to derive. 

In Fig. 22 is shown the noise 

vector, N, the carrier vector, C, 

Ind their resultant R, which varies 

with time as N rotates around the 

N n 

N 
Fig. 22.--Vector diagram used to 

derive signal /noise ratio for f.m. 

tip of C at a frequency equal to 

the difference between that of C 

and N. At some particular moment 

the angle between N and C is ON, 

and qN = 27-(íN - fc) t where fN = 

frequency of noise component, and 

fc = carrier frequency. 

There is a theorem in trigo- 

nometry that states that the length 

of the resultant of two vectors 

is equal to the square root of the 

sum of their squares minus twice 

their product times the cosine of 

their included angle. As applied 

to Fig. 22. 

R=/C2+N2±2NC cos .4)N 

= + N2 ± 2 NC cos 2n(fN - fc) t 

(26) 

This formula gives the variation 

in amplitude of R with time as N 

rotates counterclockwise with re- 

spect to C. This variation in the 
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amplitude can be eliminated by the 
use of a limiter, and hence need 
produce no noise at the output of 
the f.m. detector. 

However, R makes an angle 9 

with respect to C that also varies 

Ns,n 0) 

Fig. 23.- Vector diagram used to 

evaluate angle O. 

with time, and represents fre- 
quency modulation. This angle 
can be derived by referring to 
Fig. 23. It is clear that 

N sin ON 
tan 0 

C +N cos 0N 

N sin 2rr(fN - f0)t 

C + N cos 27(fN - fd t 
(27) 

If the noise amplitude N is small 

relative to C, N cos 0. is negli- 
gible compared to C, and B is so 

small that tan 0 = 0, so that Eq. 

27 reduces to 

B 
C 

sin 2rr(fN - fc) t (28) 

Angle 6 is the phase shift of 
R relative to the unmodulated 
carrier C, and represents the 
phase modulation produced by the 
addition of the noise component N 
to C. This angle is in general 

very small. Its maximum value 
occurs when sin 27r(fN - fc) t = 

±1, when it is equal simply to 

N /C. Suppose N is 0.1 C. Then 

O 0.1 radian = 5.73° 

The phase, shift that occurs 

in the carrier C when it is fully 

modulated by an audio signal may 

be several revolutions of C first 

in one direction and then in the 

opposite direction relative to its 

unmodulated position, and 5.73° is 

a very small angle in comparison. 
However, in an f.m. system, 

it is not the phase shift or de- 

viation that produces output, but 
rather the accompanying frequency 

deviation, which is the rate of 

change of phase shift with respect 

to time. For 6 as given by Eq. 

(28), the corresponding frequency 

deviation is 

fD = 
C 

(fN - fc) cos 2rr (fN - fc) t (29) 

Note the factor (fN - fc) in the 

formula for the frequency devia- 
tion. It is absent in Eq. (28) 

for the phase deviation. This is 

to be expected: the frequency de- 
viation fB is proportional not only 
to the phase deviation producing 
it, but also to the number of times 

per second or frequency (fN - fd 
that O varies about the unmodulated 

position of the carrier C. Thus 
Eq. (29) substantiates the physical 

reasoning presented earlier to the 
effect that the higher fN is rela- 

tive to fC, the greater is the 
amplitude of the noise output, 
since the output is proportional 
to fD. 

*In differential calculus 
notation, f = (1/27r) dB /dt. 
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The highest noise frequency fN 

that can be passed in an actual 
system is one -half the i.f. band 
width above (or below) the carrier 

frequency fa. Since the band width 
is 200 kc, fN can exceed f. by at 
most 100 kc. However, in this 

case, the noise output has a fre- 

quency of 100 kc, and is inaudible. 

The highest value fN - f0 can have 

and yet be audible is about 15 kc 

(upper end of audio band). 

This places a maximum value 
of 15,000 for (fN - f,). Suppose, 

as before, N/C = 0.1. Then, from 

Eq. (29) , 

fD = 0.1(15,000) = 1,500 c.p.s. 

The maximum deviation for a de- 
sired signal is 75,000 c.p.s. 
Therefore the modulation factor 
for the noise is 

mf(noise) = 1,500/75,000 = 1/50 

or the noise will be 1/50 = 2 per 
cent of the maximum signal; i.e., 

signal -to -noise ratio = 50 : i 

If amplitude modulation had 
been employed, 100 per cent signal 

modulation would be a variation 
in carrier amplitude between 2C 
and 0 peak -to -peak. In other words, 

the modulation peak amplitude would 

equal C, the carrier amplitude. 
Hence if N/C = 0.1, the signal -to- 

noise ratio would be 1/0.1 = 10 : 1. 

From this it is clear that 

f.m. in this particular case has 
a five -fold advantage over a.m. 
The advantage is even greater than 

this, however, The comparison was 

made for a noise component whose 
audio output frequency was 15,000 

c.p.s. For lower frequency com- 
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ponents (fN closer to f0), the 
output will be correspondingly 
less. 

In Fig. 24 is shown the pro- 
portional manner in which the noise 

components increase-as their fre- 

quency above or below fC becomes 
greater and greater. In the pre- 

ceding analysis fN was taken as 
greater than f0; exactly the same 
results are obtained if fN is less 

75k¿ f -/5kc f t/5kc J t75kc 

Fig. 24.- Noise -to- signal ratio for 

f.m. and a.m. systems. 

than f0. Hence, two branches to the 
curve are obtained, as shown. 

Note that the noise -to- signal 
ratio does not rise to its a.m. 

value N/C until fN = f0 t 75 kc. 

Since the noise is audible only up 

to values fN = fe ± 15 kc, it is 

clear that the maximum amplitude 
is but 15/75 = 1/5 of N /C, and 

that is for a 15 -kc noise com- 
ponent. For lower noise components 

(fN closer to f0), the noise ampli- 

tude is much less. 

In the case of a.m., the noise- 

to- signal ratio is constant at the 

value N/C from f.- 15 kc to f. + 

15 kc, and is therefore represented 

by the rectangle whose top is AB. 

It is clear from the figure that 
the noise -to- signal ratio for a.m. 

is much greater than it is for f.m. 

The comparison in Fig. 24 is 
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based on signal amplitudes. If 

the comparison is made on an energy 

basis, then the ordinates must all 

be squared. Rectangle AB remains 

a rectangle when the ordinates are 

squared, but the two shaded tri- 

angles form a parabola. The total 

noise -to- signal in either case can 

be found by adding arithmetically 

the squared ordinates, since energy 

is not a vector quantity, and the 

random phase of the individual 

noise components, which prevents 

them from being added directly, 

does not prevent their energy 

contents (as represented by the 

squared ordinates), from being 

so added. This summation is best 

done by means of the integral cal- 

culus, and yields the following 

result'` 

Sf/Nf 

S /N F 
a 

F 
(r.m.s. values) = 

n (30) 

a a 

where S//Nf is the signal -to -noise 

ratio at the output of the f.m. 

receiver; Sa /Na is the signal -to- 

noise ratio at the output of the 

a.m. receiver, FD is the peak fre- 

quency deviation, and Fa is the 

maximum audio frequency to be ampli- 

fied. 

According to E. (30), if FD = 

75 kc, and Fa = 15 kc, the "improve- 

ment" is V3(75/15) = 8.66 times, or 

the signal- to-noise output for f.m. 

is 8.66 times that for a.m. Al- 

though the analysis was based on 

the action of noise components on 

an unmodulated carrier, it holds 

for a modulated carrier as well, 

so long as the noise components N 

are small in comparison with the 

*See Crosby, Murray G., "Fre- 

quency Modulation Noise Character- 
istics," Proc. I.R.E., April 1937. 

carrier amplitude C. 

It will be of value to look 

into the above improvement from 

a physical viewpoint. It was 

shown that if N is small compared 

to C, the phase shift B is only 

a few degrees. The corresponding 

noise frequency modulation in- 

creases with increase in the noise 

frequency fN over the carrier fre- 

quency fa, but a limit is reached 

when (fN - f.) equals 15 kc. Fig. 

24 shows how the noise increases 

in amplitude to either side of fo, 

but ends abruptly at f. ± 15 kc. 

The peak frequency deviation 

produced by a noise component 15 kc 

higher or lower than fa is, by Eq. 

(29) , 

fD = (N,/C) (15) kc 

and this is the maxir,'m value for 

f. 
D 

Thus, in the case of noise, 

maximum detector output, which is 

proportional to fD, does not ex- 

ceed 15 kc (for which N = C and 

N/C = 1), and the audio noise fre- 

quency is then 15 kc. On the other 

hand, even a 50 -cycle modulation 

signal can impart the full 75 -kc 

deviation to the carrier C if it 

is loud enough. This is because 

the modulating equipment can pro- 

duce sufficient phase shift tc 

provide the 75-kc frequency devi- 

ation, even if the phase shift oc- 

curs but 50 times a second. 

The noise component, N, on 

the other hand, produces its maxi- 

mum phase shift angle by adding 

its amplitude at right angles to 

C at the proper moments in its ro- 

tation about C, and if N is small 

compared to C, the phase shift 

angle is small, so that the fre- 

quency deviation, even at the max- 

imum value of (fN - f) = 15 kc, 
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is less than 15 kc. 

It is therefore clear that 

as the peak deviation FD for the 

signal is increased for a desired 

audio band width Fs, the improve- 

ment in signal /noise for f.m. over 

that for a.m. will increase cor- 

respondingly, in addition to an 

inherent advantage given by the 

factor in Eq. (30). The 200 - 

kc i.f. band width necessary for 

the 75 -kc deviation admits a wide 

band of noise components, but only 

15 kc of these to either side of 

the carrier produce any audible 

output. On the other hand, the 

full resources of this band width 

are available and used to pass 

even the lowest signal -frequency 

side bands; they utilize this 

band because they produce suf- 

ficient phase shift and hence fre- 

quency deviation to require such 

a band width. In short, no matter 

how large the i.f. band width is 

made to accommodate a large fre- 

quency deviation system, the noise 

can utilize only 15 kc of it; the 

signal frequencies, all of it. 

The action of the f.m. system 

employing a limiter or discrimina- 

tor that is insensitive to ampli- 

tude variation, is to suppress the 

noise (or any other similar inter- 

ference) to a point where it is 

generally inaudible, whereas an 

a.m. system has no such suppressing 

effect. This is based on the as- 

sumption, however, that the noise 

amplitude N is small compared to 

the carrier amplitude C. If, on 

the other hand, N is large com- 

pared to C, the opposite effect 

takes place, and the noise tends 

to suppress the desired signal. 

A figure often employed is that 

the carrier power should be about 

0 db greater than that of the noise, 

31 

or the amplitude ratio should 

be about 2 : 1, in order that 

suppression of the noise begin 

to take place. Below this thresh - 

hold ratio, the noise begins to 

come through to a degree compar- 

able to that in a.m. systems, and 

when the noise amplitude exceeds 

that of the carrier, the carrier 

is suppressed, and the results are 

inferior to an a.m. system. 

Returning to the condition 

of N small compared to C, note 

that the use of preemphasis and 

deemphasis circuits produces an 

even greater signal- to-noise ratio. 

The reason is that the preemphasis 

of the wanted signal compensates 

the high- frequency deemphasis 

of the signal, but the noise, lack- 

ing such compensation, is reduced 

by the deemphasis circuit to a 

very low value. 
Above about 1,500 c.p.s., the 

receiver audio response drops prac- 

tically linearly with frequency. 

This just about exactly compen- 

sates for the tendency of the high- 

er- frequency noise components to 

give a greater deviation and hence 

f.m. detector output. As a re- 

sult, the actual noise output after 

the deemphasis circuit does not 

rise beyond 1,500 c.p.s., but re- 

mains practically constant. 

As a result, the noise dia- 

gram of Fig. 24 is modified and 

appears as shown in Fig. 25. A 

f-7.5k f-15kc fc fcf/5kc f t75kc 
f tL5kc f -l5kc 

Fig. 25.- Noise -to- signal ratio when 

deemphasis is used. 
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simple and approximate ratio for 
the superiority or improvement of 
f.m. over a.m. is D /1,500. For a 
peak deviation of D - 75,000 ç.p.s., 
the ratio becomes 75,000/1,500 - 

50 : 1. This should be compared 
with the previous figure of 8.66 : i 

when deemphasis is not employed. 

CONNON-CHANNEL INTERFERENCE. - 
Common- channel interference is the 
interference caused to the recep- 
tion by an f.m. receiver of a 
stronger or nearer station, by 
a weaker or more distant station 
on the same channel. Essentially, 

the problem is that of a desired 
carrier and a weaker interfering 
sinusoidal component. This was 
analyzed previously in the case 
of thermal noise: any sinusoidal 
component of thermal noise is equiv- 

alent to the interfering carrier. 
Eq. (29) therefore holds here, if 
N be interpreted as the amplitude 
of the interfering carrier, and 
fN as its frequency, which differs 
from the desired carrier frequency 
f owing to inherent drift between 
two transmitters unless synchro- 
nized. 

The modulation factor for this 
interference is 

(f - f) 
mf(interference) - N ° x N 

F C 
D 

(31) 

where, as before, FD is the maxi- 
mum frequency deviation for the 
desired modulating signal. If 
deemphasis in the receiver is 

taken into account, N is attenuated 

in the same proportion as (fN - f0) 

increases above a value of about 
1,500 c.p.s., so that if the in- 
terfering carrier drifts in fre- 
quency from fo by more than 1,500 
c.p.s., mf does not increase. 

Actually the interfering carri- 

er N swings back and forth in fre- 
quency relative to the desired 
carrier C, so that an average fre- 
quency difference of (f - f) - 

1,500 c.p.s. is a reasonably good 
approximation. Hence the inter- 
ference, when deemphasis is em- 
ployed, is given by 

m(interference) = 
1500 N 

F C 
D 

(32) 

or, for FD = 75 kc, this becomes 

mf (interference) = 
1500 x N 

75000 C 

- N (33) 

50 C 

The modulation factor mf gives the 
fraction of the maximum deviation 
FD that the interfering carrier 
produces, and hence its relative 
loudness. The signal -to -noise 
ratio for P.m. is the reciprocal 
of this, or 

S /N , 1 = 50 C 
r' r (34) 

In amplitude modulation, the 
interfering carrier N would produce 
a variation of N units in the en- 
velope of C. Signal amplitude 
modulation of C would produce a 
variation of C units in the en- 
velope (from 0 to 2 C peak -to- 
peak). Hence, the a.m. signal - 
to -noise ratio would be 

Sa /Na = C/N (35) 

The ratio of the two is therefore 

S r/N r_ 50 C N_ 50 
Sa /Na N C 

or the f.m. system produces 1/50 of 
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the interference in its receiver 

that is produced in the receiver 

of the a.m. system. 

Such an improvement permits 
f.m. stations on the same frequency 

or channel to be spaced geograph- 

ically much closer than a.m. sta- 

tions. Also, since f.m. carrier 

frequencies are much higher than 

a.m. carrier frequencies, few sky 

wave reflections are produced to 
cause interference to stations at 

great distances from the one in 

question. Interference -free oper- 

ation can therefore be expected 
even when the same channel is used 

for a large number of stations; 

this permits better coverage of 

those sections of the country that 

can economically justify the cost 

of a station or stations. 

There is, of course, a small 

area between two stations where 

their signal strengths are about 

equal, and here the interference 
is as bad for both as in the case 

of a.m. stations. Another phenomena 

noted is "bursts," owing to the 

vagaries of propagation, the weaker 

station may intermittently over- 

ride the stronger one and take 

away the program from it in the 

receiver. Such phenomena must 
be investigated more thoroughly, 

and more will be known about this 

as the service is expanded. 

ADJACENT - CHANNEL INTERFER- 
ENCE. -The interference caused by a 
carrier in one channel upon a re- 

ceiver tuned to a carrier in an adja- 

cent channel is known as adjacent - 

channel interference. Although the 

two carriers are sufficiently far 

apart (200 kc) so that their inter- 

action will produce f.m. above audi- 

bility, their adjacent side bands may 

be sufficiently close in frequency 

to produce audible, interfering 
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tones. 

This effect depends in great 

measure upon the selectivity of the 

receiver, and since adjacent chan- 

nels are involved, i.f. selectivity 

is involved. Suppose the two sig- 

nals are as shown in Fig. 26. The 

Desired 
signal 

D FD 

fi, 

G, 

A, 

Undesired 
signal on 
adjacent 
channe/ 

62 

A2 

fc2 

Select/iv/1y 
/ curve 

Fig. 26.- Effect of selectivity 
curve on two signals in adjacent 

channels. 

selectivity curve, shown beneath 
the two signals, allows them to 
pass as shown by the two areas Al 
and A2. 

The carrier of frequency f01 
swings to and fro through the fre- 

quency range ±FD, and the adjacent 

carrier of frequency fat oscillates 

back and forth in similar manner. 
When the desired and undesired 

signals move toward each other at 

some instant, they are amplified 
to the extent of G and G2, re- 

spectively. Suppose their inputs 

to the receiver are C1 and C2, re- 

spectively. Then their respective 

amplitudes at the limiter stage 
will be C G1 and C2G2. 

If 
C101 

is greater than C2G2, 

the adjacent channel interference 

will be very small: at least 60 
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db below the signal level.* It is 

to be emphasized that even though 
G1 is greater than G2 if the re- 

ceiver has any selectivity, the 
adjacent signal C2 may be so strong 

that C2G2 can conceivably exceed 
CG. 

In actual practice appreciable 

adjacent channel interference has 

been experienced. The F.C.C. (Fed- 

eral Communications Commission) has 

therefore amended their rules to 

prohibit the location of stations 
on alternate frequencies (400 kc 

apart) in the same general area, 
and instead have placed them 800 
kc apart. The increased separa- 
tion is of value in permitting 
the receivers to be less selective 

and hence cheaper. 

IMPULSE NO/SE.--Impulse noises 

are sharp -peaked voltages occurring 

either at periodic or random mo- 
ments, depending upon their origin. 

Unlike random (thermal) noise, 
impulse noise has a definite spec- 
trum in that the phase of the com- 

ponents are not random, as in the 

former case. At the peak of the 
impulse, the sinusoidal components 
are all in phase, and the height 
of the impulse is proportional to 

the band width, whereas the r.m.s. 

value of random noise is propor- 
tional to the square root of the 
band width. 

Thus, the peak value of the 
impulse noise will increase 'in 
direct proportion to the band 
width, and in the case of f.m., 
where the width is 200 kc, the 

peak can easily exceed the desired 

signal amplitude. The interfer- 
ence may in this case be very ap- 

*See, for example, S. Goldman, 
"F -M Noise and Interference, 
Electronics, August 1941. 

preciable, as for any type of in- 
terference that exceeds the signal 
in amplitude. 

If the pulse duration is suf- 

ficiently short, it will suppress 
the signal momentarily, and the 
effect will hardly be noticeable. 
This is similar to the action of 
the noise suppressor in some a.m. 

receivers, and is therefore not 
a feature peculiar to f.m. Or- 
dinary impulse noises, such as due 

to automobile ignition systems, 
are under ordinary listening con- 
ditions more important than thermal 

noise, which normally is notice- 
able only when the signal level 
is extremely low. Hence, the former 

form of interference is of prac- 
tical importance. It makes its 

presence known by a series of iso- 
lated clicks or pops, particularly 
during quiet moments in the pro- 
gram.* 

The fact that the peak of the 
impulse noise increases as the band 
width is increased indicates that 
too great a band width is inad- 
visable, because then the impulse 
has a better chance of exceeding 
the signal amplitude and thus 
"capturing" the receiver (sup- 
pressing the signal). This in 
turn means that the amount of fre- 
quency deviation that can be em- 
ployed is limited: although the 
greater the deviation, the less 
effective is thermal and such 
noises; the greater band width 
required makes the effect of im- 
pulse noise more objectionable. 

It is of interest to note 
graphically the action of an im- 

*Smith and Bradley, "The 
theory of Impulse Noise in Ideal 
Frequency -Modulation Receivers," 
Proc. I.R.R., October, 1946. 
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pulse. The actual shape of the 

pulse at the discriminator depends 

practically entirely upon the ampli- 

fier characteristics, notably band 

width. This is because if the im- 

pulse is sufficiently short, it 

sets the tuned circuits into os- 

cillation by the process of shock 

excitation, like a hammer blow, 

and the output is then relative- 

ly independent of the nature of 

the input pulse. 
As shown in Fig. 27, the im- 

pulse may be regarded as a vector 

of carrier frequency, that grows 

to a maximum and then decreases to 

zero. This is characteristic of 

a tuned circuit or circuits shock - 

excited. In (A) the noise vector 

(A) 

(B) 

(Courtesy of Proc. of I.R.P., by 

S,nith and Bradley.) 

Fig. 27.-- Production of clicks or 

pops by impulse noise on an f.m. 

receiver. 

in its successive changes of growth 

and decay is designated by ln, 2n, 

3n, 4n, and 5n. The modulated 

carrier vector is shown simultan- 

eously rotating counterclockwise 

from its unmodulated position by 

the series of vectors 1S, 2S, 3S, 
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4S, 5S, and 6S. 

The resultant of the two is 

given by the vectors 1R, 2R, 3R, 

4R, and 5R. It will be observed 

that this vector follows the carrier 

vector in phase, but lags some- 

what behind it, thereby giving 
rise to an extraneous click, which 

is not too objectionable. 

Under purely chance condi- 

tions, the situation may be as in 

(B), Fig. 27. Here it will be 

observed from the R (resultant) 

vectors that the impulse momentar- 

ily rotates clockwise and hence 

opposite to the direction of ro- 

tation of the signal vector S, 

because the phase between In and 

1S happens to exceed 90 °. Ulti- 

mately, in either case, the phase 

shift reverts to that of the signal 

carrier, but in (B) there is a 

permanent loss of 27 radians; the 

effect is as if a sudden "step" 
voltage were applied to the audio 

amplifier and the result is a loud 

pop. 
In the case of such sudden 

but thereafter constant change in 

phase, to which corresponds a 
sudden change but thereafter con- 

stant value of detector output 

voltage, the deemphasis time con- 

stant is the major circuit af- 

fected, the peak output is about 

13 per cent of the signal ampli- 

tude corresponding to 100 per cent 

modulation (75-kc deviation), but 

this pop is the only sound heard 

at the time. 

In the case of clicks, the 

change in phase is momentary and 

less than the deemphasis time 

constant. In this case its output 

amplitude is determined mainly 

by the band width of the audio 
system, and for 15,000 c.p.s., 

the amplitude may be at most 4 
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per cent of the signal amplitude 
for 100 per cent modulation. In 
general click interference is far 

less severe than pop interference, 
although the occurrence of either 
is based on pure chance. 

If the receiver is mistuned, 
then the carrier frequency is in- 
herently different from that of 
the impulse, and considerable fre- 

quency pop modulation may occur. 
This indicates the importance of 
a precise method of tuning an f.m. 
receiver, in addition to the im- 

portance of eliminating distor- 
tion of the program itself by mis - 
tuning. 

F.M. RECEIVING CIRCUITS 

R.F. AMPLIFIERS. -The design 
of an f.m. receiver follows close- 
ly that of an a.m. receiver so 
far as r.f. amplifier design is 

concerned. The problems are in- 
tensified by the higher carrier 
frequencies encountered, but image 
rejection considerations are the 
major design problem just as in 

the standard broadcast band. 
Adequate band width in the 

r.f. amplifier, however, is not 
a major problem. In the 100 -mc 
range, a 200 -kc band width is 

equivalent to a 2 -kc band width 
at 1 mc, and hence is not dif- 
ficult to obtain. Indeed, with 
the appreciable input loading de- 
veloped by the tubes at such fre- 

quencies, the problem is to obtain 
sufficiently high circuit Q's. 
This is analyzed very thoroughly 
in the u.h.f. section of the course 

and hence will not be discussed 
any further here. 

Oscillator "pulling" is a 

problem in this frequency range, 

and a particularly vexing problem 
is the change in frequency that 
occurs after possibly 15 to 30 
minutes operation, when the set 
has warmed up appreciably. This 

can in part be circumvented by 
allowing a certain amount of extra 

band width in the i.f. amplifiers 

to accommodate such changes in 

oscillator frequency, and also 
by the use of temperature com- 
pensating capacitors in the os- 

cillator circuit. A.F.C. cir- 
cuits are desirable, but in general 
are too expensive. 

The problem of thermal noise 
is also treated very thoroughly 
in the u.h.f. section of the course. 
Suffice it to say here that in 
the 100 -mc region an r.f. ampli- 
fier stage has sufficient gain, 
in spite of the appreciable input 

loading of the tube, to warrant 
its use to build up the signal 
strength to a point noticeably 
greater than the "shot" noise of 
the lower gain mixer tube. At a 

much higher frequency, depending 
upon the tube used,, the gain is 
so low that the signal -to -noise 
ratio is not appreciably improved, 
so that an r.f. stage is not justi- 
fied. This is the so- called "cross- 

over frequency;" it is consider- 
ably above the f.m. band (88 to 
108 mc). Another advantage of an 
r.f. stage, just as in the case 
of the standard broadcast receiver, 
is the reduction in reradiation 
from the local oscillator. 

I.F. AMPLIFIERS. --The i.f. 
amplifier is also similar to that 
for the standard broadcast receiver, 
and the same design formulas hold. 
The more -or -less standard inter- 
mediate frequency is 10.7 mc, but 
Philco, for example, employs 9.1 
mc. Either is noticeably higher 
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than the 450 kc or so employed in 

the standard broadcast receiver; 
this is mainly due to the higher 
carrier frequencies, which demand 
a higher i.f. for adequate image 
rejection, and in part due to the 
greater band width required, name- 

ly, 200 kc. Normally, double - 
tuned i.f. transformers are em- 
ployed. Owing to the high inter- 
mediate frequency employed, re- 

generation is more apt to occur, 

and much more care must be employed 

in shielding, lead placement and 
length, and by- passing of screen 
and plate circuits. 

As an example of design, con- 

sider an i.f. stage fed by a 6BA6 
tube, whose G. = 4,400 ulnhos, and 

whose R = 1.5 megohms, for a plate 

supply voltage of 250. This stage 

1-2.50 A.V.C. 

Fig. 28.--Typical i.f. stage of 

f.m. receiver. 

an 

feeds the grid of a 6BA6 tube used 

in a second i.f. stage, so that the 

secondary of the i.f. transformer 

can be assumed to be unloaded. The 

circuit is shown in Fig. 28. 

Assume the primary and secon- 

dary capacitors are Cp = CB = 33 

//fr. For an i.f. of 10.7 mc, 

L = L = 1 
p B CJ2 C 

1 p 

(36) 

or 

L = L 

1 

(2rr x.10.7 x 106) 2(33 x 10'12) 

= 6.69 Nhenries 

(The student should refer to 

the previous assignment for re- 
view of the procedure that fol- 
lows.) 

The coupled -in resistance 
for the primary coil 

R - 1 
Cut 

c2 
1 p 

R 
p 

= 1:[(27r x 10.7 x 108) 2(33 x 

x (1.5 x 106)] 

= 0.1352 ohms or 0.14 ohms 

10- 12)2 

This is a very small value, and 

indicates that the R loading of 
the driver tube is very small at 

such a high intermediate frequency. 

Suppose the primary and secondary 
coil Q's are each equal to 90. 
The secondary circuit Q will be 
the same, since the secondary is 

not appreciably loaded by the grid 
circuit of the following 6BA6 tube, 

but the primary circuit Q will be 
somewhat less than 90. The series 

resistance of the primary coil is 

cwi L 
R = 

p 
pw Q 

2rr x 10.7 x 108 x 6.69 x 10-6 

90 

= 5 ohms 

The total series resistance is 
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RPt a 5 + .14 = 5.14 ohms 

and the primary circuit Q is there- 

fore 

Q = 

W1 
p 

P Rt 

desired band width. Since 

(:),p2 

z k= 
`` 

-1 +I 2+ z lJ 
Qg 

we have 

1 72 
1 

1 + 
.993) 2 _J 2 

1 1 
+ 

_(90) 2 (87.6) 2 

= /(1.014 - 1)2 + 

2 
[ 0001233 + .0001301] 

= .01798 

2u x 10.7 x 108 x 6.60 x 10-6 

5.14 

= 87.6 

Suppose a 200 -kc band width 
is desired. Referring to Fig. 29, 
note that the band width between 
either peak and the center or carri- 

er frequency is 

Of = 22C_l - 70.7 kc = 0.0707 mc 

The fractional band width is 

Let 

Then 

= .0707 _ 0.00661 
10.7 

yp = fp/fi = 1 - Af/f 

yp = 1 .00661 = 0.993 

All quantities have now been 
evaluated that are necessary for 
the calculation of the required 
coupling necessary to give the 

or 

The critical coupling is 

k - 
c 

k = 1 Q 
1 

87.6 x 90 
= .01125 

(37) 

(38) 

The ratio of the gain ap at fp to 

a at f (Fig. 29) is given by 

ZOO kc 

Fig. 29. -Peak half band width and 
total band width. 
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P = 

a r 

or 
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(ke /k) + (k/k0) 

k2 

[ + ,/QB/QpJ 
Ll 4k2 

(JQ8/Q - ,jQp/Qe 
/ 

ap (.01125/.01798) + (.01798/.01125) 

ar (.993)2E/87.6/90 + 90/87.6 1 - (01125) 2 

4(.01798) 2 
(/90/87.6 

= 1.13 

or the gain at the peak will be 13 

per cent higher than at the center, 

carrier, resonant frequency. If 

three i.f. stages are employed, 
the gain variation will be 

(ap /ar) 3 = (1.13) 3 = 1.443 

or 44.3 per cent excess gain. 

Often the band width is made 

appreciably less than 200 kc. For 

example, the overall gain may be 
allowed to drop 6 or even 10 db (1/2 

to 1/3 in amplitude relation) at 

100 kc off the center frequency. 
This improves the adjacent channel 

selectivity, and the succeeding 
limiter stage or stages can then 
eliminate the variation in ampli- 

tude as the carrier deviates its 

maximum amount of 75 kc from the 

center frequency, without too seri- 

ously affecting the frequency modu- 

lation. This can be allowed for 

in the above calculations by 
choosing Of possibly .707 times 
the above value of 70.7 kc. 

As a final point, the gain at 

the center frequency f1 will be 

calculated. This is given by the 
formula 

a = 
Gm Lfi/Cp k 

(40) 

1/2 
(39) 

- /87.6/90)1 
1/2 

or 
6.69 x 10'e 

4400 x 10' 8 33 x 10-12 (.01798) 
ar (.01798)2+ (.01125) 2 

(4.4) (.451) (.01798) 

.000322 + .000126 = 79.6 

This value compares favorably with 

those obtained in a.m. i.f. stages. 

F.X. LIMITERS.--One of the 
basic differences between an f.m. 
and a.m. receiver is the use of 

one or more limiter stages. There 

are two basic reasons for the 

noise -free reception possibilities 

of an f.m. receiver: wide fre- 
quency deviation and the use of 
limiters. The latter, by re- 
moving the amplitude variation 
in the wave before detection, re- 

moves the most potent factor in 

the interfering wave; the remain- 

ing frequency variation in the 
interference is very small unless 

the interference is greater in 
amplitude than the signal, say - 
b by a factor of two to one. 

The limiter acts like a "clip- 

per" stage in pulse techniques, 
and limits the excursion of the 
total signal to within a prescribed 

amplitude. Clipping may be ac- 
complished by plate- current cut- 

off or by saturation effects in 
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the plate circuit, as in the case 

of a pentode tube. 
The latter effect is illustra- 

ted first in Fig. 30. If the load 

eP Ebb 

Fig. 30. -Plate family of char- 
acteristics showing limiting action 

owing to shape of curves. 

line Ebb A is high enough in im- 
pedance to cut into the "knee" of 
the characteristics at A, then for 
grid voltages greater than e 1, 

g 
such as egl, egg, eg3, etc., the 

plate current ceases to rise above 

point A, and the resultant output 
wave is clipped to this level. 

Its appearance is as shown in 

Fig. 31. The dotted lines indicate 

I` (1 
I I 

-U- --u-- 

Fig. 31.- Appearance of wave 
limiting. 

after 

the flattening that takes place in 

the tops of the waves. Clipping 
can also simultaneously occur in 

the negative direction owing to 
the drawing together of the plate 
curves near Ebb in Fig. 30. This 
is indicated in Fig. 31 by the 
horizontal dotted line cutting 
through the bottom of the peaks. 

Limiting in the grid circuit 
by plate- current cutoff is perhaps 
more generally favored. This is 

illustrated in Fig.. 32. Note the 
100,000 -ohm resistor and 47 -µµf 
capacitor between the i.f. secondary 
and the cathode (ground). An al- 
ternative arrangement is shown 

65117 

Fig. 32.- Limiter stage employing 
clipping in grid circuit. 

by dotted lines; the action is the 
same in either case. 

In the absence of an input 
voltage, the grid is simply at zero 
bias. When a signal is impressed 
via the i.f. transformer, each posi- 

tive half -cycle causes grid current 
to flow: electrons flow from 
cathode to grid (the two acting 
as a diode) and thence in part into 
the 47 -A4f capacitor, and in part 
through the 100,000 -ohm resistor. 

Since the latter is a rela- 
tively high resistance, the small 
capacitor readily charges up to the 
peak value of the input wave. On 
the negative half -cycle, the grid - 
to-cathode path is non -conducting, 
and the charge trapped on the 47 -ppf 

capacitor can escape (the capacitor 
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discharge) only through the 100,000 - 

ohm resistor. In the time of one 

i.f. cycle, the capacitor can dis- 

charge but very little, since the 

time constant 47 x 10 -12 x 100,000 = 

4.7 psec. is much longer than the 

approximately 0.1 µsec. period of 
a 10.7 me wave. Thus the capacitor 

is still nearly at its peak charge 
value, and on the next positive 
half -cycle draws just enough cur- 

rent to replenish the charge it 

lost through the 100,000 -ohm re- 
sistor on the previous negative 
half -cycle. 

Suppose, however, the wave 
slowly decreases in amplitude from 

its initial value, as when it is 

amplitude- modulated. For such slow 

variations, the capacitor is able 

to discharge its excess charge so 

as to follow the slowly decreasing 

amplitude. Thus, each successive 
peak is able to drive the grid 
slightly positive to replenish 
some of the charge lost during 
the preceding negative half -cycle, 

and the peaks all come up to a 

fixed amplitude. 
This is illustrated in Fig. 33. 

The input wave would normally vary 

Zp 

cutoff fi\ 

e, 

Fig. 33.- Appearance of grid input 
wave and plate current output wave 

in grid limiter. 

equally in amplitude on both sides 

of its axis. Owing to the manner 
in which the positive peaks are 

pulled to the zero line or slightly 

to the right of it, as at A, all 

the variation in amplitude occurs 

on the left -hand side, B. 

The plate current appears as 

at C. Note that some of the varia- 

tion in amplitude appears on 
negative half cycles. This 

been purposely exhibited in 

A 

f 

v 

J 

J 

the 

has 

the 

Fig. 34.- Representative appearance 
of the output wave of a limiter. 

figure by using a rather small 
amplitude of input wave and /or 
high screen and plate voltages, 
which move the cutoff point to 

the left in Fig. 33. If--as is 

normally the case -the amplitude 
is sufficiently great, and the plate 

and screen voltages are fairly low, 

the negative half cycles will be 
clipped by plate- current cutoff, 
and the output wave will look like 

that shown in Fig. 34. 

Note that the largest peaks, 

such as A, are very thin, because 
most of the wave lies beyond cut- 
off (shown in dotted lines). One 

bad effect of this is that the suc- 

cessive peaks coming through the 
limiter are not similar in shape. 

Since these waves are dis- 
tortions of assumed sinusoid com- 
ing in, they contain a fundamental 
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component corresponding in fre- 
quency to the input wave, plus 
harmonics. The latter are by- 
passed by the tuned i.f. trans- 
former in the output of the limiter, 

and only the fundamental is passed 

on. 

If, however, the successive 
pulses differ in shape, then the 

amplitude of the fundamental com- 

ponent (as well as other components) 

will vary in magnitude somewhat; 
in short, the peak -to -peak value 
of the wave will remain constant, 

but the amplitude of the funda- 
mental component that is passed on 

to the next stage through the tuned 

circuit will vary to some extent. 

Thus, the limiter will not entirely 

eliminate the amplitude modulation 

present in the input wave. 

If a second limiter is em- 

ployed, the residual amplitude 
modulation in the output of the 

first limiter is almost completely 

removed. Thus, the higher grade 
f.m. receivers will employ two 
limiters and thereby derive the 

maximum benefit from this method 
of modulation. The cheaper models, 

however, employ in general one 
limiter stage; considerable im- 

provement in signal- to-noise ratio 

is obtained thereby, although not 
the maximum results. 

Since a limiter essentially 
clips off and discards most of its 
incoming wave, its gain is in gen- 

eral very low, usually about unity. 

Moreover, it requires a considerable 

signal input (from 1 to 5 volts) to 

deliver the requisite 1/2 volt or 

thereabouts to the discriminator. 

Hence, appreciable i.f. gain is 
required ahead of it, and in prac- 

tice two normal high -gain i.f. 

stages precede it. 

Thus, an input voltage at the 

antenna terminals of but 5 µv may 
be sufficient to saturate the 
limiter, and the receiver ha3 
therefore considerably higher 
gain than an a.m. receiver. This 

is also necessitated by the fact 
that the relatively small half - 
wave dipole used at the higher 
f.m. frequencies picks up much 
less energy than the standard 
broadcast antenna (except the 
loop types) and hence requires 
more gain in the set. 

In Fig. 35 is shown a method 
of obtaining a.v.c. from the limiter 

Toa.v.c. 

Fig. 35.- Method of obtaining a.v.c. 

from a limiter stage. 

stage. In this figure, R2 C2 con- 

stitutes the time- constant circuit 
which produces the limiting action. 
Since the peaks of the incoming 
wave drive the grid momentarily 
a volt or so positive, the rest 
of the wave drives the grid in the 
negative direction. A large- ampli- 
tude input voltage thus drives the 
grid considerably negative over 
most of the cycle; and the average 

or d.c. potential of the grid is 

considerably negative. 
A small -amplitude input volt- 

age, on the other hand, does not 
drive the grid as far negative, 
and its average or d.c. potential 
in this case is less. This can 
be checked by reference to Fig. 33, 
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where the average potential, which 

is halfway between the negative 
and positive peaks, weaves back 
and forth as the amplitude varies. 

This phenomenon is representative 

of the manner in which an oscillator 

establishes its grid bias by grid 
current, and automatically in- 
creases the bias as the plate - 
to -grid regenerative coupling is 

increased. 
Hence, the negative potential 

of the top end of R2 in Fig. 35 

will increase if the incoming carri- 

ér wave increases, and decrease 
if it decreases. Consequently, 
if another R -C network, composed 
of R1 and C1, is connected as 

shown, only the slow variations 
in the carrier owing to fading or 
stations of different strengths 
will appear as a slowly changing 
negative potential at the junction 

of R1 and C1, and this negative 
potential can be employed for a.v.c. 

purposes. (As will be shown sub- 

sequently, a.v.c. can also be ob- 

tained from the discriminator out- 

put.) 

Two final points about limiters 

are: 

1. If the signal is very 
weak, the limiter is not saturated 

and fails to function, just like 

a delayed a.v.c. network in an a.m. 

receiver. Indeed, a limiter in a 

sense is also an a.v.c. circuit. 

The receiver must be designed to 
have sufficient gain so that such 

weak signals as fail to saturate 

the limiter are too weak to "cap- 

ture" the receiver from the noise 

present. 
2. After a sudden high- ampli- 

tude noise impulse, the receiver 
may be "paralyzed" by the biasing 

action of this impulse at the 

limiter input. This means that 

the grid time constant, such as 
R2 C2 in Fig. 35, must be suffici- 

ently small (about 1 to 6 µsec.) 

to discharge sufficiently rapidly 
to follow the sudden decrease in 

amplitude after the impulse has 
passed, and yet not too small, 
so as not to follow the individual 

i.f. cycles. The receiver will 
then "punch out" the desired signal 

to a minimum extent when the im- 

pulses occur, and thus they may 
hardly be noticeable to the ear. 

DEMODULATORS. -The f.m. de- 

tector or demodulator must trans- 

late frequency variations into 
the modulating wave once more. At 

the same time it should be as near- 

ly insensitive to amplitude vari- 

ations as possible, although the 

limiters preceding it normally 
take care of this consideration. 
One form of demodulator, known 
as the ratio detector, is so in- 

sensitive to amplitude modulation 
as to require no limiter; the 
other forms in general do not 
possess this advantage, except 
to a slight degree. 

The usual method of detection 

is to impress the f.m. wave on a 

frequency -sensitive circuit, which 

converts the constant -amplitude 
variable- frequency input wave into 

a variable -amplitude variable - 
frequency wave. An ordinary diode 
detector can then be used to furnish 

the audio output, since it is sensi- 

tive to amplitude variations even 
though it is practically insensi, 
tive to frequency variations. 

Elementary F.M. Detector. -One 
of the earliest and most elementary 

of f.m. detectors is shown in simple 

schematic form in Fig. 26. The 
last i.f. stage feeds a diode de- 

tector from whose output is ob- 
tained the modulation frequencies. 
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At first glance this might appear 
to be an ordinary a.m. detector, 
but there is an important dif- 
ference: the last i.f. trans- 
former is tuned off the carrier 

Oulpui 

Fig. 36.- Elementary f.m. detector. 

frequency, so that the signal 
"rides" up and down on the sloping 
part of the resonance curve. 

This is shown in Fig. 37(A). 
The carrier fc is on the sloping 
attenuating part of the curve. 
As the carrier deviates over its 
maximum range 2FD, the output of 
the filter varies correspondingly, 

(A) (B) 

Fig. 37. -Use of resonant circuit 
and also cutoff portion of a band - 
pass filter to obtain a.m. from 

f. m. 

and the frequency modulation is 
thereby converted into simultaneous 
amplitude modulation, as shown by 
the r.f. wave at the right of the 
resonance curve. 

An ordinary diode detector 
is then able to demodulate the 
amplitude modulation and thus fur- 
nish the audio output. However, 
the side of a resonance curve is 

by no means straight, and so dis- 
tortion in the amplitude- modulated 
wave can be expected, especially 
for wide deviations. A somewhat 
straighter slope can be obtained 
by the use of a low -pass filter 
in place of the resonant circuit, 
and operating the filter along its 

cutoff slope, as shown in (B). 

Neither arrangement, however, is 

satisfactory for high -fidelity 
reception. 

Standard Discriminator. -The 
arrangement in Fig. 36 gave way 
to an arrangement having two tuned 

circuits; one tuned to a frequency 
somewhat higher than the carrier 
frequency, and the other somewhat 
lower. The two produced amplitude 
modulation 180° out of phase with 
one another. Two diodes, each 
fed from one of the above tuned 
circuits, had their outputs con- 
nected in push -pull arrangement; 
this cancelled even -harmonic dis- 
tortion just like in other push - 
pull circuits. 

The main difficulty with this 
circuit was the difficulty in ad- 
justing the two tuned circuits to 

Fig. 38.--Typical discriminator 
circuit. 
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proper balance, and so the arrange- 

ment gave way to the Seeley- Foster 

circuit shown in Fig. 38. Here 

the primary L (which is often also 

tuned) is coupled magnetically to 

the center - tapped secondary Lsl /Ls2 
as well as capacitively coupled. 

Thus, a current flowing through 

L induces by mutual induction two 

voltages, one in 
L81 

and an equal 

magnitude in Lee. With respect 

to the center tat, however, these 

two voltages are in phase opposi- 

tion, just like in the secondary 

of a push -pull input transformer. 
At the same time, the coupling 

network C1 in series with the radio- 

frequency choke (r.f.c.) impresses 

practically the entire voltage de- 

veloped across Lp between the 

secondary center tap and ground 

(since at intermediate frequencies 

the reactance of C1 and C4 compared 

to r.f.c. are both negligible). 
Therefore the voltage impressed 
across D (whose cathode is es- 

sentially at ground potential owing 

to the negligible reactance of C3) 

is the primary voltage vectorially 

added to that induced in Lsl; the 

voltage across D2 is the vector 

sum of the primary voltage and that 

induced in Ls2. 

The secondary circuit Ls1 Ls2 
C2 is resonant at the carrier in- 

termediate frequency. Hence at this 

es, eS2 

zP 

es 

frequency (representing zero de- 

viation), the vector conditions 
are as follows: 

1. Refer to Fig. 39. Let 

the input grid voltage e be the 

reference vector. Then, for a pen- 

tode tube, the a.c. component ip, 

of the plate current flowing through 

Lp will be in phase with e, since 
its magnitude and phase are determin- 

ed practically entirely by the high 

R of the tube. 
2. The voltage e developed 

across L, an inductance, should 

lead i by 90 °. However, owing 
to the 180° phase reversal in a 

tube, it lags i by 90 °, and is so 

shown in Fig. 39. 

3. The voltage e6 induced in 

the secondary by i will lag the 

latter by 90 °, and hence be in 

phase with e . 

4. At resonance, the secondary 

current i will be in phase with e'. 

5. It will develop across 
C2, and hence the terminals of the 

secondary coil, a voltage which 
lags is by 90° (since the current 

leads the voltage by 90° in a ca- 

pacitor). 

0. Half of this voltage, or 

es1, developed across L81, will 

lag is, but the other half, or 

es2, developed across L91, will- - 
as explained previously -be 180° 

out of phase with e.1, and will 

es2 

Fig. 39.- Vector phase relations at resonance in a discriminator circuit. 
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therefore lead i . This is also 
shown in Fig. 39. 

7. The right -hand diagram 
of Fig. 39 then shows the two re- 
sultants e and e2 that are im- 
pressed across diodes D and D2 

re- respectively. Thus e1 is the 

sultant of eel and eP; e2 is 
resultant of eB2 and eP; from 
figure it is clear that they 

the 

the 

are 
equal. 

This means that the two diodes 

have equal voltages impressed across 

them, and hence produce equal but 
ofiositely flowing currents in their 
respective load resistors R1 and 
R2. As a result, the voltage be- 
tween terminal A and ground (the 

output) is zero. Note, however, 
that the voltage from the center 
point B to ground, is not zero, 
but is some negative value de- 
pending upon the magnitude of the 
carrier, hence the magnitude of e 
at the input of the driving tube! 
Therefore, an a.v.c. voltage of 
the correct negative polarity can 
be obtained between terminal B- 
and ground. 

Thus, when the circuit is ad- 

justed to resonate at the carrier 
frequency, the output is zero when 

the wave is unmodulated. Suppose 

the wave now rises in frequency 
from its unmodulated value. The 
circuit is now being operated above 

its resonant frequency, and develops 

esi 

an inductive reactance. Owing to 
the losses in the coil and the 
damping effect of the diodes, the 

circuit has a mixed resistive and 
inductive impedance, of the form 
R + jX. 

As a result, is now lags eé, 

the induced voltage, by some angle 
B. This is shown in Fig. 40. Since 

the voltage across capacitor C2 
always lags ie by 90 °, the voltage 
e81 across Let lags i. by 90 °, and 

the voltage es2 across L82 leads 
ie by 90 °, and the two are there- 
fore at an angle O to e , the 
reference vector. 

The two resultants e and e 
1 

are now of unequal length, with 
e2 greater than el. Diode D2 there- 

fore develops a greater d.c. volt- 
age across R2 than D1 develops 
across R1, with the result that 
ground is more positive to B than 
A is to B. This in turn means 
that A is negative to ground. 

As the frequency of the wave 
increases, B becomes at first more 
negative to ground, but at the same 
time the impedance of the secondary 
circuit increases more and more. 
so that is decreases. This causes 
the two voltages e and egg to 
decrease, hence, ultimately also the 
resultants e1 and e2, until their 
differential effect through the 
diodes increases less rapidlj, 
reaches a maximum, and then begins 

esi 

e 

ss 

e2 

Fig. 40.- Vector phase relations above resonance in a discriminator circuit. 
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to decrease. This represents the 
region beyond which rise in output 
voltage is directly proportional 
to frequency deviation; i.e., this 
is a nonlinear region. 

If the frequency of the wave 
decreases from the carrier value, 
the conditions are reversed; the 
secondary circuit becomes capaci- 
tive, or rather of the form of R - 
ix, ie leads e6 by some angle, 
and the conditions are as repre- 
sented in Fig. 41. Now el exceeds 

e2; the potential from A,to B is 

more positive than from ground to 

esi 

es 

ese 
9 

ep 

iP 

characteristic is shown in Fig. 42. 
Note the linear portion between 
A and B. If this exceeds 2 x 75 kc, 

distortionless output can be ex- 
pected for the loudest sound, pro- 

vided the secondary is tuned to 

the undeviated carrier frequency 
fQ. If the circuit is mistuned, 
then distortion can occur either 
for deviations in a positive or 
negative direction, depending upon 
the directioñ of mistuning. 

Discriminator Alignment. -This 
suggests a simple method of align- 
ing the discriminator. An a.m. 

Fig. 41.- Vector phase relations below resonance in a discriminator circuit. 

B, so that A is now positive to 
ground. Thus the polarity of A 
with respect to ground varies from 
negative torpositive as the fre- 
quency varies above and below reso- 
nance, respectively. A maximum in 
output voltage is also reached for 
a sufficient decrease in frequency 

of the wave, similar to the maximum 

described above. 

The complete discriminator 

Fig. 42.- Discriminator characteris- 
tic: output versus frequency devia- 

tion. 

signal generator is connected to 
the grid of the last limiter, and 
adjusted to deliver the intermediate 
frequency, say 10.7 mc, amplitude - 
modulated with some audio fre- 
quency-usually 400 c.p.s. It 

will be advisable to raise the 
G 
s 

and hence gain of the limiter 
tube. This can be done by shunting 
the resistor in series with the 
plate load with a low resistor of 
about 2,000 ohms. This raises the 
plate voltage, and hence the gain 
of the stage. 

Now connect an output meter 
across the voice coil of the loud- 
speaker. If the discriminator is 
tuned to 10.7 mc, the output will 
be zero, since the circuit is bal- 
anced at this frequency regardless 
of the amplitude of the input wave, 

and hence is unresponsive to ampli- 
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tude modulation.* 
Adjustment for zero output 

is obtained by tuning the secondary 

capacitor or inductance (if the 

latter has an iron core tuning 
slug). Three points of zero out- 

put can be obtained, correspond- 
ing to slope AB in Fig. 42, or the 

opposite slopes to the left or 

right of AB. Slope AB has the 
correct minimum point, and can 
be distinguished from the other 
two slopes by the fact that vary- 
ing the capacitor, for example, 
in either direction, increases the 

output. 

The adjustment is then set 
slightly off the null position so 
as to obtain some output. If the 

primary is also tuned with a ca- 
pacitor, this circuit can now be 
adjusted for maximum output across 
the voice coil. The same pro- 
cedure can then be followed for 
each preceding i.f. stage, just 
as in the case of an a.m. receiver 

(described in a previous assign- 

ment). Once the receiver is align- 

ed, the discriminator can be read- 

justed for zero output once more. 
Another method, the so- called 

visual method, employs a frequency- 

modulated i.f. signal generator. 
This has an internal reactance tube, 

actuated by a built -in audio oscil- 
lator, usually of 400 cycles, al- 

though an external audio oscillator 

can also be connected. The main 
dial is set to the desired carrier 
frequency, and an auxiliary dial can 

then be set to any amount of fre- 
quency deviation wanted. A sweep 
of ±200 kc is advisable so as to 

trace out the complete discriminator 

characteristic shown in Fig. 42. 

The high side of the sweep 
signal generator is connected 
through a .05-µf capacitor to the 

grid of the last limiter tube, and 

the low side to ground. An oscillo- 

scope, preferably one employing a 5- 

inch tube, is used as a visual in- 

dicator; its vertical deflection 
amplifier is connected across the 

Fig. 43. -Test setup for visual adjustment of f.m. receiver. 

*It is also possible to use an 
unmodulated signal, and connect a 
high -resistance d.c. voltmeter across 
the output terminals of the dis- 
criminator itself. A zero reading 
indicates proper adjustment of the 
discriminator. This method, al- 
though simpler, is less sensitive be- 
cause no advantage can be taken of 
the gain of the audio system. 

discriminator output, and the hori- 

zontal deflection amplifier to the 

audio modulation, a pair of synchro- 

nizing terminals being provided on 

the sweep generator for this purpose. 

The test setup is shown in 
Fig. 43. The modulating voltage 
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in the signal generator produces a 

frequency variation or sweep that 

varies in a triangular fashion with 

time; i.e., during one -half of the 

sweep cycle the frequency of the 

signal generator increases linearly 

with time from a minimum to a maxi- 

mum value, and during the next half - 

cycle it varies uniformly from the 

maximum back to the minimum value. 

The horizontal deflection vol- 

tage for the oscilloscope beam is 

sawtooth in shape, and has a rela- 

tively slow forward stroke (left to 

right), and a quick return stroke. 

The frequency of the deflection vol- 

tage is made twice that of the modu- 

lating voltage and hence sweep rate. 

As the audio voltage rises from 

its negative to its positive peak, 

assume the sweep generator varies 

from its minimum to its maximum fre- 

quency. The discriminator output 

will vary from maximum negative to 

maximum positive voltage, and the 

cathode ray beam will therefore move 

upward on the screen. 

At the same time the beam moves 

from the left to the right and then 

back, so that a curve similar to AB 

in Fig. 44 will be seen on the cath- 

ode ray screen. When the audio wave 

varies from a positive to a negative 

maximum, the frequency of the sweep 

generator will drop from its highest 

to its lowest value, and the beam 

will simultaneously make another 

sweep from left to right, and then 

Fig. 44.- Appearance of signal traces 
on the cathode ray screen. 

back. The result is the trace CD in 

Fig. 44 (the return stroked are 

faint and not shown). 
The correct adjustment of the 

discriminator is obtained when the 

crossing E of the two traces occurs 

exactly midway between the peaks. 

This method of adjustment is more 

sensitive than the one described pre- 

viously in that an absolute null ad- 

justment does not always occur, 

whereas the correct crossover E in 

Fig. 44 is readily obtained. 

Alignment of the preceding i.f. 

stages is also readily obtained. 

Thus, the shape of the i.f. selec- 

tivity curve can be seen visually by 

this means, and the necessary adjust- 

ments made to the tuning capacitors 

or slugs in the coils, as the case 

may be. The vertical amplifier of 

the oscilloscope should be connected 

across the grid resistor of the 

limiter stage. A common ground 

point should be used for all com- 

ponents to prevent oscillation. 

As in the case of the discrimi- 

nator test, two curves are seen on 

the screen: one for the forward and 

(bed /escape 
screen 

Fig. 45.- Appearance of i. f. reso- 

nance curves on oscilloscope screen. 

one for the backward sweep. This is 

indicated in Fig. 15. By adjusting 

the primary and secondary cir- 
cuits, the two curves can be 
made to coincide; this repre- 
sents the correct adjustment for 

the stage. This method can, of 
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course, also be used to align an 
a.m. i.f. amplifier, and a high - 
freque,Rtcy sweep generator can be 
employed in similar manner to ad- 
just the r.f. circuits. 

THE RATIO DETECTOR.--The or- 
dinary discriminator just described 
is insensitive to amplitude varia- 
tions only at the carrier or reso- 
nant frequency. When the fre- 
quency shifts during modulation, 
an unbalance occurs in the dis- 
criminator and produces a differ- 
ential output between the two di- 
odes; the magnitude of this output 
depends upon the amount of fre- 
quency shift, and also upon the 
amplitude of the 1.f. wave. 

Hence, if the wave undergoes 
amplitude as well as frequency 
modulation, the output from the 
discriminator will have the ef- 
fects of both rather than of the 
frequency variation alone, and thus 
audio distortion will result. It 
is therefore necessary to use a 

limiter to prevent such distortion 
as well as to reduce the effects 
of noise interference. 

An ingeniously simple modi- 
fication of the ordinary dis- 
criminator circuit, developed by 
S. W. Seeley of R.C.A., and known 
as the ratio detector,' makes it 
insensitive to amplitude varia- 
tions, and hence eliminates the 
need for limiter stages. The re- 
sult is an important economy in 
the manufacture of the receiver. 

The theory upon which the 
operation of the ratio detector 
is based is quite simple. Let el 
and e2 be the two unbalanced volt- 
ages developed by the phasing net- 

*See, for example, "The Ratio 
Detector," Seeley and Avins, RCI 
Review, June 1947. 

work shown in Fig. 46. These are 
the voltages developed between 
the ends of the tuned secondary 
and ground, and are impressed on 
the two diode circuits. The latter 

Phasing network 

IP 

r, fc. 

Fig. 46.- Discriminator circuit 
showing a. c. and d.c. voltages. 

produce, as a result, two corre- 
sponding d.c. voltages E1 and E2 
across the diode resistors R and 
R. Neglecting voltage drops in 

the phasing network and diodes, 
E1 and E2 are approximately equal 
to the peak values of el and e2, 
owing to capacitors C1 and C2 
shunting the diode load resistors. 
Hence, the ratio of E1 to E is 

equal to that of el to e2. 

The phasing network is composed 
of linear circuit elements. This 
means that the currents flowing 
in it, and the voltage drops pro- 
duced in it, are directly propor- 
tional to the impressed voltage ep. 

Therefore, as e deviates from 

the carrier frequency, and el, for 
example, exceeds e2, then if the 
amplitude of ep is doubled, both 
e1 and e2 will double in magni- 
tude, but their ratio e1 /es will 
remain unchanged. This is mere- 
ly a statement of the behavior 
of any linear network. It means, 
for example, in Fig. 41, that as 
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e changes in length, the vector 
diagram changes in size, but the 
relative magnitudes of the vectors, 

i.e., their ratios, remain un- 
changed. 

The corresponding d.c. output 

voltages E1 and E2 will also remain 

in the same constant ratio as e1 

and e2 regardless of variations 
in the amplitude of the input volt- 

age ep, so long as the rectifica- 
tion efficiency of the diodes does 
not materially decrease. (This 
will be discussed farther on.) 

Thus, for a given frequency de- 
viation of the input voltage e, 

i a certain unbalance is produced n 

the two a.c. voltages el and e2 

and hence in their rectified out- 
puts E and E2, such that el /e2 
and 

E1/E2 are independent of the 
magnitude of ep. 

Now suppose that the sum E1 + 

E2 can be kept constant at some 
desired value, regardless of the 
variation in the amplitude of e . 

Then it will be shown below that 
E1 and E2 individually will be con- 
stant, and independent of varia- 
tions in e, so that the audio 
output, which is E1 - E2, will not 
be affected by variations in e . 

The mathematical relationships are 
quite simple. 

it e1 /e2 E1/E2 = k1, a con- 

stant. Next, assume that by suit- 
able means, E1 + E2 is maintained 
constant at some value k 

2 
. Thus 

or 

E + E = k 
1 2 2 

E1/E2 = k1 

E1 = k1 E2 

(41) 

(42) 

(43) 

Substitute Eq. (43) in Eq. (41) and 

obtain 

k1 E2 + E2 = k2 

or 

or 

E2(1 
+ k1) = 

k2 

E2 = k2/ (1 + k1) (44) 

and from Eq. (43) 

E1 k1 k2/(1 + k1) (45) 

Eqs. (44) and (45) state that both 
E2 and E are equal to constants, 
since 2 /k1 + k) and k1 1(2/(1 + k1) 

are constants if k and k2 are con- 
stants. Therefore their differ- 
ence, E - E2, the audio output, 
will be a constant, too, inde- 
pendent of the magnitudes of the 
a.c. input voltage el and e2, but 
dependent only upon their ratio. 

It therefore appears that (1) 

since the ratio e1 /e2 is inherently 
independent of the magnitude of 
the input voltage ep, but dependent 
only on its frequency deviation, 
and (2) since the ratio E /E is 

essentially equal to e1 /e2; then 
it is only necessary to hold the 
sum E + E2 constant in order 
that the difference or audio volt- 
age E1 - E2 be independent of 
the magnitude of ep and there- 
fore also of e1 and e2, and de- 
pendent only on the frequency 
shift of e . 

The method of holding E1 + E2 

constant is to connect a d.c. (bat- 

tery or its equivalent) across the 
two diode load resistors. Then, 
if ep and/or e1 and e2 increase, 

excess current will flow through 
the battery from the phasing net- 
work, and the excess voltage will 
be used up as impedance drop in the 
network, so that E1 + E2 will re- 

main constant and equal to the 
bridging d.c. battery potential. 

Other changes must be made in 

the circuit, because if the voltage 
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E + E across the two diode load 
1 2 

resistors is maintained constant, 

no audio voltage will be produced 

across them. The necessary modi- 

fications are shown in Fig. 47. 

ep 

Fig. 47.--Basic circuit of ratio 
detector. 

Note the three most important 
changes: 

1. The diodes are connected 
in opposite polarity instead of in 

the same polarity. 

2. The stabilizing d.c. bat- 

tery across the diode load re- 
sistors R1 and R2. This battery 
keeps the sum E1 + E2 equal to its 

generated voltage Edo. 

3. The audio voltage 

E = E1 - E2 
a 2 

is taken off between tap C of the 

two diode load capacitors C1 and 
C2, and the grounded tap of the two 

load resistors R and R. 
At any instantaneous shift in 

frequency of e from its carrier 

value, a.c. voltages e2 and e1 be- 

come unequal and their ratio changes 

from unity (at balance) to some 

other value. The output voltages 

E1 and E2 have a similar ratio to 

one another, but their sum remains 

equal to Edo. Suppose e2 becomes 

greater and e1 smaller. Then E1 

and E2 become unequal in the same 

ratio. 

Owing to the polarity of con- 

nection of the two diodes, electron 

current can flow through the tubes 

and R and R in series in a clock - 
2 1 

wise direction, so that after the 

two capacitors have charged up, 
d.c. flows through the above - 
mentioned circuit path, and since 

R1 = R2, produces equal voltage 
drops in the two resistors. 

This means that ground is 

halfway in potential between ter- 
minals A and B, or the potential 

of ground with respect to terminal 

A is (E1 + E2) /2. Terminal C is 

positive to terminal A by E2 volts. 

Therefore, the potential of C with 

respect to ground is the difference 

between their potentials with re- 

spect to A, or 

E + E E - E 
E = 1 2 E - 1 2 (4e) 
a 2 2 2 

This indicates that the audio out- 

put voltage of a ratio detector is 

inherently half of that of a dis- 
criminator circuit, which is E1 - 

E 
2 

. 
2 

The next thing to investigate 

is what happens if e2 + e1, the 
a.c. voltage acting around the 
circuit, changes. There are two 
factors that can make e + e 

change: 
1. The input voltage e 

changes in magnitude, or 

2. The sum e2 + e1 changes 
as e shifts in frequency but re- 
mains constant in amplitude. 

Factor (1) is obvious: if 
e changes in magnitude, both e1 
and e2 will change correspondingly 

in magnitude, and hence their sum 
will change. Factor (2) is not 
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obvious. However, consider Fig. 48, 

which i5 a repetition of the right - 

hand vector diagrams of Figs. 39, 

40, and 41. The d.c. output volt- 

ages E1 and E2 are proportional 
solely to the magnitudes of el and 

e2, regardless of their phase re- 

lationships. As ep deviates in 

e, 

esi 
l< 

ep 

Zero devia/ion 

eS2 

e2 

es/ 

to produce a similar variation in 

the output voltage (E + E ). 

Since, however, this vo'ltage2 is 

stabilized by the bridging battery, 

it cannot vary. As a result, the 

output characteristic is straighter 

and extends over a greater fre- 

quency range, as is indicated in 

es2 

Den-of/on to 
a hiyher frequency 

e,, ' Deviation fo o 
/okver freQuency 

Fig. 48.- Vector diagrams showing phasing voltages for zero deviation, deviation 

to a higher frequency, and deviation to a lower frequency. 

frequency, the arithmetic sum of 

e1 + e2 will vary as shown in 

er /-e2 

-6f fc +,6f 

Fig. 49.- Variation in (e + e2) 

with frequency deviation ± f from 

the carrier frequency fa. 

Fig. 49 even though e remains 

constant in amplitude. 
It will be observed that the 

sum is a maximum at zero deviation, 

and decreases either for positive 

or negative deviation; this is a 

consequence of the vector relations 

in Fig. 48. 

The variation in (e1 + e2) 

during the modulation cycle tends 

Fig. 50. 

The characteristic shown in 

solid line in Fig. 50 remains un- 

changed if ep varies during the 

modulation cycle, or increases to 

a higher value and remains at that 

value. 

On the other hand, if e de- 

creases and remains indefinitely 

o\ wifhout sfobifiz/i7q 
bottery 

\ / 
wi/h stabiti.iinq 

ba//ery. 
-- 

Fig. 50.- Effect of using a stabiliz- 
ing battery. 
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at a lower value, the lower a.c. 
voltages el and e2 are incapable 
of forcing current through the 
diodes against the higher biasing 
potential of the bridging battery, 
and so the action stops. In order 

to permit the detector to operate 
once more, the voltage of the 
bridging battery must be reduced 
to permit the diodes to conduct 
and produce the variation in E1 - 
E 

2 
. The resulting characteristic 

now has a lower slope than that 
shown in Fig. 50. However, for 
rapid variation, such as occur 
during a modulation cycle, the 
circuit is operative and produces 
a straighter characteristic. 

It is apparent that a battery 

is not a practical means of pro- 
ducing the ratio detector action. 

ep 

Dz 

Fig. 51. -Use of a stabilizing 
capacitor Cs instead of a battery. 

Instead, a large capacitor (about 

5 µf) is employed, as shown in 
Fig. 51 by C. The time constant 
C(R1 + R2) should be at least 0.1 

sec., which is large compared to 
the lowest audio modulating fre- 
quency. It then acts like a bat- 
tery, once it has charged up to 

the average value of E1 + E2 over 

the modulating cycle. 
If, for example, el + e2 in- 

creases, then E1 + E2 tries to 
increase over the potential of C,. 

Instead, a charging current i1 

flows down through Cs (which acts 

as a short- circuit for such a 

momentary current) and this excess 

current over that normally flow- 
ing through R2 + R1 produces an 
additional voltage drop in the 
tuned circuits and the diodes, 
thus absorbing the excess voltage 
of e1 and e2, and permitting E1 + 

E2 to remain unchanged. 

If, on the other hand, e1 and 

e2 decrease, a discharge current 
12 flows out of Cs into R1 + R2, 

thus holding up E1 + E2 to its 

previous value. So long as the 
change in el and e2 is momentary, 

C3 can accomplish such charging or 
discharging without changing its 

potential appreciably; i.e., with- 

out E1 + E2 changing appreciably. 
This in turn means that C 

3 
like an ideal d.c. source that 
has negligible internal resistance. 

The action of Cs therefore 
produces the following rather curi- 
ous and interesting result. If el 
and e2 increase, an excess charging 

current flows through Cs, as was 
just described. To the phasing 
network, looked upon as a generator, 

the load represented by the diodes 
and their associated circuits, 
appears to have lowered in re- 
sistance. This means that the 
damping on the a.c. circuit has 
increased, and the Q of this cir- 
cuit has decreased. This in turn 
reacts on the coupled a.c. cir- 
cuits involved to lower the volt- 
ages impressed upon the diode cir- 
cuits. 

On the other hand, if el and 
e2 decrease, the discharge current 
from C 

3 
takes the place, in part, 

of the current coming through the 
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diodes from the a.c. network. To 

the latter, then, the diode cire 
cuit appears as a higher resistance, 

the damping is less, and the a.c. 

circuit Q's involved increase. This 

in turn enables the coupled a.c. 
circuits to impress higher voltages 

on the diodes. 

The above effects are equiva- 

lent to the action of a generator 
having a high internal impedance 
and hence a high regulation, when 
feeding a constant load impedance. 

In particular, if ep tends to de- 

crease, the action of C3 in pro- 
ducing less damping on the coupled 

a.c. circuits permits the a.c. 

voltages el and e2 to decrease 
to a lesser extent than they other- 

wise would. 

This, in turn, enables el and 

e2 to cause current to flow to at 

least some extent through the di- 

odes, until the voltages decrease 

to a relatively low value, where- 
upon the detection efficiency of 

the diodes becomes very low. Thus, 

for inward amplitude modulation, 

the diodes are not biased off, 
and the detector is therefore 
operative up to an inward modulation 

factor of 50 per cent or there- 

abouts. Since inward modulation 
is the critical variation in the 

amplitude of ep or el or e2, suc- 

cessful operation of the ratio de- 

tector is possible over a wider 

range without the use of a limiter 

if the voltage regulating properties 

of coupled tuned circuits are 
properly employed. This will be 

discussed at greater length farther 

on. 

If the input voltage e changes 

permanently to a different value, 
such as when tuning in to another 

station, E1 + Es cannot be held 
constant indefinitely by C3 at its 

former value. For example, if ep 

increases, C3 will slowly charge 
to the necessary higher value, and 

E + Es will increase accordingly 

to a higher value. This action is 

in contrast to that of the fixed 

potential of a battery. 
If ep decreases, C9 will de- 

crease slowly in potential until 
E1 + E3 is sufficiently reduced to 

allow the diodes to conduct once 
more. Thus the ratio detector can 

automatically adjust itself to any 

given carrier level; there is no 

permanent "threshold" effect, as 

in delayed a.v.c. circuits. In- 

deed, a.v.c. voltage can be readily 

obtained from the negative end of 
C3, as is indicated in Fig. 51. 

Design Considerations. -The 
ratio detector can be represented 
by the basic circuit shown in Fig. 

52(A). The various resistances 
have the following significance: 

R represents the shunt re- 
sistance equivalent to the actual 

(A) (B) 

Fig. 52. -Elementary basic circuit of the ratio detector. 
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series resistance r of the primary 

coil L . 

A represents the shunt re- 

sistance equivalent to the actual 

series resistance r of the second- 
ary coil L. 

R/4 represents the load which 

the two diode load resistors R pre- 

sent to the primary Lp. 

R represents the load which 

the same two resistors present to 

the secondary L. 
It has been shown in the pre- 

same relations hold for the ordin- 

ary discriminator circuit, too, 

in spite of the difference in polar- 

ity of the diodes. 

In order to obtain the bene- 

fits of high regulation mentioned 

previously, the loaded secondary 

Q. should be 1/4 of the unloaded 

Q. The primary unloaded Q should 

also be high compared to the Q 

when it is damped by the diode 
load. As a representative ex- 
ample, 

vious assignment that the series 

resistance of a coil rP may be 
represented by an equivalent shunt 

resistance R as follows: 

(w LP) n 

R . (47) 

Q. 

Q. 

(unloaded) 

(loaded) 

(unloaded) 

(loaded) 

= 

4 

= 

= 

90 

22.5 

70 

40 

P r 
P 

Similarly, 

R (w L' ) 
8 

- (48) 
r 

With reference to the diode 
load resistors, each of value R in 
Fig. 52(A), it was shown that these 

appear as 11/2 to the a.c. source. 

More accurately, they appear as 
R/277, where 77 is the detection 
efficiency. However, 77 is generally 

so close to unity that the simpler 

expression R/2 can be used. 

The primary coil L acts in- 

dividually on each diode and its 
load resistor, owing to it being 
situated in the center leg of the 

circuit. Hence, each resistor R 

appears as 11/2 to it, and the two 

resistors therefore appear in 

parallel to it (like two soldering 

iron loads on an a.c. line); hence. 

their point apparent impedance is 

A/4. 

To the secondary coil L., the 

two diodes and load resistors ap- 

pear in series, so that the apparent 
load resistance is 2R/2 = R. The 

(range from 75 

to 150) 

Consider the secondary cir- 
cuit. If the unloaded Q is 90, the 

equivalent shunt resistance R is 

also given by 
R. 

w C R = 
Q 

(49) 

A representative value for C is 

50 ppf (the optimum range for 10.7 

me is 25 to 75 ¡4zf) . Then 

i 
L = 

. 

i Cs 
1 

(2rr x 10.7 x 108)2 x 50 x 10 -19 

= 4.42 ph 

From Eq. (49) , there is obtained 

R Q /wC 

= 90/ (2a x 10.7 x 10° x 50 x 10" 12) 

- 26,700 ohms 
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The diode load, equivalent to R, 
shunts Rs, and reduces Qs to 90/4 = 

22.5. From Eq. (49) it can be 
seen that this is because R and 
R in parallel are equal to one - 

6 

quarter of Rs itself. Thus 

R R 26700 

R + R 4 

Solving for R, there is obtained 

R(26,700) = 6,675 R + (6,675) (26, 700) 

- 6,675 ohms 

or 

R = 8,900 ohms 

This is the value each diode load 
resistor should have. 

Consider now the primary coil. 
If it is directly connected into 
the circuit, then the damping of 
the diode load alone will be 8,900 
4 = 2,225 ohms. This is such a low 
value, that a large value for C 
would be required [see Eq. (49)]: 

in order to obtain any appreciable 
Q. The primary inductance L would 

therefore be very low, and the gain 
of the stage driving the detector 
would be low. 

For this reason, it is desir- 
able to employ some form of im- 
pedance matching. Either a tap 

on the primary coil is connected 
r --rim, /.t. stage > I 

to the center tap of the secondary 
coil, or a third or tertiary 
winding may be employed (con- 
sidering the secondary itself 
as two windings) . The tertiary 
winding has fewer turns than the 

other coils, and a load resistance 

of 2,225 ohms across it will ap- 

pear as a much higher resistance 

across the primary itself. This 

permits the latter to have a higher 

L/C ratio as well as a higher Q, 

and thus permits more gain in the 

driving stage. 
A circuit employing a tertiary 

coil and representative values foi 

the circuit elements is illustrated 
in Fig. 53. (A variation of this 
is shown in the diagram of the RCA 
Model 612V1 receiver in the next 
section.) The tertiary winding L, 
has 8,300/4 = 2,075 ohms across it. 

It in turn reflects a much higher 
impedance to L , the primary wind-. 
ing, so that trie latter has a high 
Q and gain. Thus, Q drops from 70 

(unloaded) to 40 (loaded), instead 
of to a much lower value. 

On the other hand, on inward 
modulation, when the action of C3 

is to make the diode load look like 

a much higher resistance, Q rises 

from 40 toward 70. The increase 
is but moderate, so that the gain 
or the final i.f. stage rises but 

Fig. 53.- Modified ratio- detector 

- A.F. 

330 r C5 2000 
R6 -05 -Deemphosis circuit 

(Adapted Eros RCA Review.) 

circ,it to afford impedance matching. 
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from 100 to 130. This is important; 

if the gain rose to too high a value 
on inward modulation, instability 
and oscillation could easily re- 
sult. 

The construction and winding 
data of the ratio -detector trans- 
former is of interest, and one 
model will be given here. As shown 

in Fig. 54, the tertiary winding 
of 4 1/ turns is wound at the B+ 
( "colA end of the 24 -turn pri- 
mary, and is closely coupled to 
it, so thkt its induced voltage 

unbalance in the circuit perform- 
ance. 

The ratio of half- secondary 
voltage to tertiary voltage is 
0.65 : 1, but in general, a ratio 
more nearly equal to unity is de- 
sirable. The ratio depends upon 
the coupling between the secondaries 

and the primary. An optimum value 
appears to be 0.5 of critical coup- 
ling kD. It will be recalled that 

1 
k - Q (50) 

P 

Foam: 18/32" O.D. %" I.D. Bakelite XXX 

SHIELD CAN: 1%" Aluminum, Square 

TUNING SLues: Stackpole G-2, SK -124 

PRIMARY: 24 Turns #36E close rind 
TERTIARY: 41 Turns #36E close wound on 

layer paper electrical tape (0.004) over 
B + end of primary 

SECONDARY: Bifilar, 18 Turns (total) *28. 
Form double grooved 20 TPI. Length of 
winding = 0.45" 

All windings counter clockwise 
starting at far end 

Measured adjacent to side rod E 

(Courtesy RCA Review, by Seeley and Avins.) 

Fig. 54.- Details of construction of ratio- detector transformer. 

is practically in phase with the 
primary voltage. 

The secondary is wound in two 
coils of 9 turns each, so arranged 
that the turns of one half lie be- 
tween the turns of the other half 
secondary. In this way, a single 
tuning slug inserted into the bottom 
end of the coil form affects equal- 

ly the inductance of each half 
secondary, and thereby prevents an 

Since Q and Q are variable if 
there ispamplitude modulation pres- 
ent (as explained previously) ke 

is not a fixed quantity; hence 
the actual coupling should be ad- 
justed after the other factors are 
fixed. 

Although a 6H6 double -diode 
will function in a ratio detector, 
a newer double -diode of higher 
,perveance (lower resistance at 
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any applied voltage) designated as 

the 6A1.5 is preferable. The higher 

the perveance, the less the re- 

sidual unbalances in the circuit, 

and the greater the rejection of 

amplitude modulation in the out- 

put. 
Note in Fig. 53 the deemphasis 

circuit consisting of a 39,000 - 

ohm resistor and a 2,000 -µµf ca- 

pacitor, which gives rise to a 

time constant of 78 µsec. As ex- 

plained previously, the high fre- 

quencies are attenuated or de- 
emphasized more than the low fre- 

quencies, and thus the emphasis 

occurring in the transmitter is 

compensated for. Observe also 

the a.v.c. take -off, the a.v.c. 

voltage to ground is one -half of 

E1 + E2. 

The ratio detector can be read- 

ily adjusted in a manner similar 

to a discriminator circuit. The 

signal, generator is set at the 

center or carrier frequency, a 

high- resistance vacuum -tube volt- 

meter is connected across the 
audio output, and the primary 
tuning first adjusted for max- 
imum gain and output. Then the 

secondary tuning is adjusted for 

zero output. 

Locked -Oscillator Detector. -A 
radically different form of f.m. 
detector employs an oscillator that 

can be synchronized or locked to 
the incoming i.f. wave. The fre- 

quency of this oscillator then be- 

comes identical with that of the 
f.m. wave, and follows its devia- 

tions during modulation. The ad- 
vantages of this method are that: 

1. The synchronizing range 
of the oscillator can be restricted 

to that of the given channel, so 
that it is unresponsive to adjacent 

channel interference and noise 

components beyond the range, even 

if these are quite strong. 

2. A small synchronizing 
i.f. signal can control the rela- 

tively large output of the oscilla- 

tor. The latter then acts as an 

unconventional amplifier in that 

its output is many times the syn- 

chronizing input. 

3. The output of the oscilla- 

tor can be made of fixed amplitude 

regardless of variation in ampli- 

tude of the incoming i.f. signal. 

Thus the oscillator acts as a lim- 

iter, but with this important dif- 

ference: the stage exhibits a 

gain instead of unity amplifica- 
tion, at most. 

It is to be noted, however, 

that the oscillator may require 
a discriminator or detector of some 

sort following it in order to con- 

vert the frequency deviation of its 

output into corresponding ampli- 
tude variations. Thus, in some 
designs, the locked -oscillator may 

in a sense be regarded more as an 

1.f. amplifier and limiter than as 

an f.m. detector. 

One form has been described 
by G. L. Beers Another type, 

employed by Philco, does not re- 

quire a discriminator circuit in 

that the plate current varies with 

the frequency deviation so that it 

contains the modulation intelli- 
gence. 

The circuit is illustrated in 

Fig. 55. ** A special heptode tube, 

having a high G. and sharp cutoff 

*Patent #2,356,201--"Frequency 
Modulation Signal Receiving System," 
O.L. Beers, August 22, 1944. 

* *See also, "Single -stage F -M 
Detector, "W.E. Bradley, Electronics, 
October 1946. 
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is employed. Grid #3 is shielded 
by a.c. grounded grids #2 and #4 
from the other tube elements, 

can be exercised in the circuit 
layout. (The series capacitor is 

large and acts merely as a blocking 

LAST I -F AMPLIFIER 

6-P 01NF 
BAS 

QUADRATURE CIRCUIT A 

33,000 

F 

I 

T 

84 

I 

(Courtesy Electronics, by William E. Bradley.) 

Fig. 55.- -Basic circuit of the f.m. detector. 

and acts as the synchronizing grid 
fed from the i.f. amplifier. 

The oscillator is of the 
grounded -plate type; grids #2 and 
#4 acting as the plate, and grid 
#1 as the oscillator grid. Audio 
output is obtained from the plate 
circuit. 

As will be observed from the 
figure, there is also a tuned cir- 
cuit connected to the heptode plate, 
and tuned -as is also the oscilla- 
tor tank- approximately to the in- 
termediate frequency. Note the 
4,700 -ohm resistor in the plate 
tuned circuit; such heavy damping 
makes this circuit have a band width 
approximately six times the de- 
viation band. 

The dotted -line components 
act as a parallel resonant circuit 
of high impedance and thereby pre- 
vent stray capacity coupling between 
grid #3 and the plate. This is 
not required if sufficient care 

capacitor.) 

The oscillating portion of the 
circuit is so designed (Class C) 

that the plate current flows in 
very short pulses (compared to 
the oscillating period). The 
synchronizing grid #3 determines 
the fraction of the space current, 
originating at the cathode, that 
flows through grids #2 and #4 and 
arrives at the plate; i.e., it 
determines the amplitude of the 
current pulses reaching the plate. 

It does not, however, affect 
the phase of the fundamental com- 
ponent of the current pulses, but 
merely the amplitude of this com- 
ponent. Hence, depending upon the 
combination of bias on grid #3, 
and the instantaneous value of the 
incoming i.f. signal at the moment 
when the oscillating portion of the 
heptode sends a current pulse to the 
plate, the amplitude of the pulse 
and of the fundamental component 
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take on certain values. 

The fundamental component is 

fed back by the plate tuned cir- 
cuit into the oscillator tank. The 

plate tuned circuit is adjusted 
to introduce a reactive feedback 
component into the oscillator tank. 

If the current through the former 
is large, the reactive feedback is 

large; if it is small, the feed- 
back is small. Since, however, 
the phase of the current is un- 
changing, the feedback can remain 
purely reactive for all amplitudes 
of the feedback plate current. 

As a result, the feedback 
reactance changes the tuning of 
the oscillator tank, thereby vary- 

ing its frequency, without varying 

the amplitude of the oscillator 
voltage. The oscillator frequency 

changes until an equilibrium con- 
dition is reached whereby the os-. 
cillator frequency is equal to that 

of the incoming signal. For ex- 
ample, if the incoming signal 
changes its frequency by 25 kc, 
it begins to advance in phase with 

respect to the oscillator pulses 
at a rate of 25 kc per second. 
Thus, the incoming signal first 

increases the magnitude of the 
plate pulses and then decreases 
them, at a rate of 25,000 varia- 

tions per second. 
The reactions in the oscilla- 

tor circuit is first to make it 
increase in frequency, then de- 

crease, at a 25-kc rate. The former 

effect is greater than the latter, 

so that the oscillator "frequency 

increases until it equals the in- 

coming signal frequency. There- 

after it oscillates at this fre- 

quency, but maintains a certain 
fixed phase angle with respect to 

the latter so that the plate cur- 

rent pulses then have the correct 

amplitude to provide the requisite 

amount of reactive feedback to main- 

tain this higher frequency. Of 
course, in normal operation the 
signal frequency is continually 
changing; the oscillator can re- 
act sufficiently fast to stay 
locked to the signal frequency. 

However, as just indicated 
above, for any instantaneous value 

of signal frequency, the oscillator 

must so adjust itself in phase to 
this frequency as to permit the 
correct pulse amplitude to flow 
to the plate. Therefore, as the 

signal frequency varies, the pulse 

'C 

-of fc +o f 
Frequency deviation 

Fig. 56.- Relation between pulse 
amplitude and frequency deviation. 

amplitude must vary accordingly, 
as is indicated in Fig. 56. The 
average value or so- called d.c. 
component of the pulse will vary 
in proportion to the peak ampli- 
tude, and will therefore vary in 
proportion to the frequency de- 
viation. 

Such variation represents 
the audio signal or modulation; 
hence the plate current contains 
the modulation frequencies and no 
additional discriminator is re- 

quired. The audio component may 
then be impressed upon the input 
grid of the audio amplifier for 

subsequent amplification. 
If the amplitude of the incom- 
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ing signal changes, the phase angle 

of the Oscillator relative to that 

of the signal changes to a differ- 

ent value so as to pass the same 

amplitude of pulse to the plate 
and therefore maintain the same 
oscillator frequency as before, 
namely, that of the incoming sig- 

nal. In short, the a.f. output 
is not affected appreciably by any 

amplitude modulation in the in- 

coming signal. Some effect, how- 

ever, may occur owing to stray 
capacity coupling between grid 
#3 and the plate; the dotted -line 

circuit of Fig. 55 tends to mini- 

mize this effect. 

TYPICAL RECEIVER CIRCUIT. -In 
Fig. 57 is shown a typical f.m. 

receiver, the RCA Model 612V1. 
This receiver covers the standard 

broadcast band, the short wave "C" 

band (9.2 - 16.0 mc) and the f.m. 

band. A dipole antenna must be 
employed for the f.m. band; it 

feeds through the tuned -secondary 

transformer to the 6BA6 r.f. stage. 

The plate is shunt fed from +270 

volts, and is capacitively coupled 

to the tuned circuit L11, C13 and 

C14. The grid of the 6BA6 mixer 

tube is also coupled to this cir- 

cuit, thereby obtaining its signal 

voltage. 

A 6BE6 tube is used as the 

local oscillator. This is of the 

grounded anode type, the anode be- 

ing grids #2 and #4. An interesting 

feature is the manner of feeding the 

heater wires through the tubular 

coil comprising the lower end of 

the tank coil L9. This permits 

the heater and cathode to be at 

the same r.f. potential, and mini- 

mizes the possibility of the intro- 

duction of hum modulation. The 

output of the oscillator is coupled 

to the mixer 6BA6 control grid 

through a 6.8 -ppf capacitor (C25) 

and a 56-ppf capacitor (C24) , in 

conjunction with R8, a 3.9- megohm 

resistor. Owing to the a.c. 

grounded grids #2 and #4, the 

plate circuit is isolated from 
the oscillator circuit, specifical- 

ly grid #1, so that the incoming 

signal cannot cause "pulling" of 

the local oscillator. 
The i.f. output of the mixer 

and of the two i.f. amplifiers are 

fed through 10.7 mc i.f. transform- 

ers, below which are connected in 
series with the above the 455 kc 
standard and band "C" i.f. trans- 

formers. The latter units act 
as by -pass capacitors at 10.7 mc 
and so have no appreciable reactance 

at this higher i.f. frequency. On 

the other hand, the 10.7 mc i.f. 

transformers act substantially as 
direct connections through their 
coils (of relatively few turns) to 

the 455 -kc transformers below 
them, at the lower intermediate 
frequency. 

Thus both types of trans- 
formers can be permanently con- 
nected together without requiring 
any switching; the i.f. amplifier 
functions at either intermediate 
frequency. The 10.7 mc trans- 
formers are connected next to the 
plates because their stray capacity 

to ground has less effect on the 
tuning of the 455 kc 1.f. trans- 
formers below them, as compared 
to a reverse sequence of con- 
nections. 

The second i.f. stage has a 

6ÁU6 tube, which is connected to 
a 6AÚ6 driver stage. This drives 

the ratio detector containing the 

6AL5 double diode, whose output 
then feeds the audio amplifier 
Ilocated on another chassis and 
not shown here). For a.m. the 
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second 455-kc i.f. stage feeds one 
of the diode plates of the 6AT6 
detector- a.v.c. -audio amplifier 
stage. Switch S6 can be set so 
that either the a.m. detector or 
the f.m. ratio detector feeds the 
1.5- megohm volume control and the 
grid of the 6AT6 tube, whose out - 
put feeds the audio plug (a.f. out- 
put) . 

The design of the ratio de- 
tector in this receiver is of in- 
terest. In the first place, the 
primary coil T6 is not inductive- 
ly coupled to the secondary coil 
T7, but instead is coupled to it 
through a step -down coil in T6. 
The latter coil acts as the tertiary 
winding. 

This portion of the receiver 
circuit is reproduced in Fig. 58. 

To driver 

GAL 5 
Ra/io de% 

C72 

Tune 

center or carrier frequency, t72 
tunes the loop to resonance. 

There is no center tap on 
the secondary; instead, a center 
tap can be obtained at the junction 
of the step -down coil and C72. 
This is the "high" side of the 
audio output, and feeds the volume 
control potentiometer R42 through 
the deemphasis circuit R48 and 
C77, in conjunction with coupling 
capacitor C62. 

The "low" side of the audio 
output is ground, but ground is 
not located at the midpoint of the 
diode load resistor R49; instead, 
it is at the bottom end. Recall, 
however, that stabilizing capacitor 
C81 maintains a constant or d.c. 
voltage across R49. Hence, there 
is no audio voltage between any 

C78 .005,u/' 

R48 /SIf 

C77 

CB/ CBO_ C62 .Opif 
R42 ?/00o 22K 
/.smeq I 

C76 .o0sfrf . 

-: 

R47 
2.2meg. 

A 

R49 
C82 

C79 003 

TosT 

Fig. 58.- Ratio -detector circuit used in RCA Model 612V1 receiver. 

The step -down winding is connected 
through C72 to the secondary as 
shown. The portion of the secondary 
included between the two points of 
connection acts very much like a 
separate winding inductively coupled 
to the entire secondary, so that 
this mesh of the circuit is e56zinti- 
ally a link coupling circuit. Ad- 
justment of the iron slug tunes 
the primary to resonance at the 

two points of R49; so far as a.c. 
is concerned, any point of R49 may 
be grounded, and the same audio 
output obtained between such a 
point and the junction of C78 and 
C76 as between any other point and 
the junction. 

The stabilizing time con- 
stant is C81 x R49 = 5 x 10-8 x 

22,000 = 0.11 sec. This is about 
the optimum value; the voltage 
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will be stabilized against low 
audio frequencies, but will be 
able to follow the slower vari- 
ations that occur owing to fad- 

ing or other similar cause. The 

absence of a threshold carrier 
level makes this circuit superior 

to a limiter circuit in this 
respect: Amplitude modulation is 

rejected by the ratio -detector no 
matter how low the average carrier 

level may be, whereas the limiter 

ceases clipping when the carrier 
level drops below a certain mini- 
mum value. 

Observe that a.v.c. voltage 
is obtained from the top end of 
the circuit. The a.v.c. output 
is double that of a ratio -detector 
in which the center point of R49 is 

grounded. Although it is there- 
fore an advantage to ground the 
bottom end of the diode -load re- 
sistors instead of the center point, 

the latter connection has the ad- 
vantage of much better rejection 
of low audio frequencies. 

CONCLUSION 

This concludes the assignment 

on frequency modulation. The gen- 

eral theory was first covered, and 

then a brief description given of 
the Armstrong and reactance -tube 
type of modulation. Following 
this, an analysis was made of the 
reaction of such a system to thermal 

and impulse noise, as well as to 

co- channel and adjacent channel 
interference. It was shown that 
by the use of wide frequency devi- 

ation, as well as limiter stages 
or similar circuits, the signal - 

to -noise ratio could be improved 
over that of ordinary amplitude 
modulation. 

However, there is reason to 
believe that a.m. can be improved 

to the point where it can serious- 

ly compete with f.m. on the basis 

of signal -to -noise ratio.* Thus 

there is no one system of communi- 

cation, destined to supplant all 
others, but several competing types, 

all of which must be understood by 

the student. 

From a practical viewpoint, 
the f.m. transmitter tubes, by 
operating at a constant power out- 

put, are utilized more efficiently 

than under a.m. operation, and from 

this viewpoint f.m. may show a 

definite superiority to the ordinary 

a.m. system. Moreover, certain 
u.h.f. tubes such as the magnetron 

and klystron, are more readily 
frequency -modulated than amplitude - 

modulated, and this practical con- 

sideration may determine the prefer- 
ence for f.m. over a.m. at ultra- 

high frequencies. 
The design considerations for 

an f.m. receiver are essentially 
the same as for an a.m. receiver, 
at least so far as the r.f., oscil- 

lator, and i.f. stages are con- 
cerned. The use of limiters, how- 

ever, is essentially peculiar to 

f.m. receivers, and the f.m. de- 
tector is decidedly different from 
the a.m. detector. In this assign- 

ment the tuned- circuit detector, 
the balanced discriminator, the 
ratio- detector, and the locked - 
oscillator type of detector are 
all. analyzed in considerable detail, 

and the advantages and/or disad- 
vantages of each discussed. 

Finally, a typical f.m. re- 

* "Comparison of Amplitude and 
Frequency Modulation," by M. G. 
Nicholson, Wireless Bngineer, July 
1947. 
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ceiver employing a ratio detector 
is studied, and various practical 
features analyzed. Of particular 
interest are the departures, in 

details, of the components from 
their normal design, since these 
indicate the individual beliefs 
and "know -how" of the designer. 



APPENDIX I - F. N. SIDE BANDS 

APPENDIX I 

F.M. SIDE BANDS 

Given the frequency- modulated 

wave 

i = I sin [wet + mr sin co t] (1) 

The angle is wet + mf sin wst. 

From trigonometry it is known that 

the sine of the sum of two angles 

is: 

sin (x + y) _ sin x cos y 

+ cos x sin y (2) 

Let x = wet and y = 

Then Eq. (1) can be 
view of Eq. (2), as 

mf sin cot. 
written, in 

i = I [sin wit cos (mf sin wt) 

In Eq. (3) are two rather un- 

usual expressions, cos(mf in wmt) 

and sin(mf sin wt). These involve 

the cosine and sine of an angle 
that is in itself a sine function 

of time. Each of these can be ex- 

panded into an infinite series of 
sine and cosine terms somewhat like 

the Fourier series. Each sine and 

cosine term has a certain amplitude; 

the amplitudes in turn are also ex- 

pressible in certain infinite series 

known as Bessel functions. The 

latter series involve various powers 

of mf and certain numbers. They 
have been evaluated, just like the 

the more usual sine, cosine, and 

logarithmic functions, in the form 

of tables, and also in the form 

of curves, similar to those of 
Fig. 10 in the text.* 

The tables and curves can be 
found in Jahnke and Emde's "Tables 
of Functions," Dover Publications. 
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Thus 

sin(mf sin cost) = 2 J1 (mar) sin wst 

+2J8 (mf)sin 3 w 

+2J6(mf)sin 5 wet 

and 

cos (mf sin wt) = 

(4) 

+2J(m)cos 2 wst 

+2J 
4(mf) 

cos 4w t 

(5) 

As mentioned previously in the 

text, the various J's are Bessel 

+ cos wit sin(mf sin wmt)] (3) 

functions of the first kind; Jo is 

of the first kind and zero order; 
J is of the first kind and first 

order, and so on. For each J there 

is a corresponding table giving its 

value for different values of the 
argument mf. 

An inspection of Fig. 10, re- 

(Courtesy of Communications, by 

Nathan Marchand.) 
Fig. 10. -Plot of Bessel functions 

of the first kind and first three 

orders. 
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produced here, shows that J0(mf) is 

equal to unity when mf equals 0; 

i.e., Jo(0) = 1, and all the higher 

orders are zero for mf = O. When 

mf = 0, there is no frequency modu- 

lation, and the J term, which will 
0 

be shown to represent the carrier 

amplitude, is a maximum (unity), and 

all the other J functions are 0; 

i.e., (J1(0) = 0, J2(0) = 0, J3(0) _ 

0, etc., so that all the side -band 

amplitudes are zero, as is to be ex- 

pected. Also note that the succes- 

sive peaks of any one function be- 

come progressively smaller as mf in- 

creases, and also that corresponding 

peaks of the various functions are 

smaller, the higher the order of 

the function. 

Substitute the relations of 

Eqs. (4) and (5) in Eq. (3), and 

group the terms so that the order 

of the J- coefficients are progres- 

sively higher: 

i = I[J o(mf)sin w0t 

+ 2 J1(mf)sin wmt cos wet 

+ 2 J2(mf)cos 2 w sin wit 
+ 2 J3 (mf) sin 3 wmt cos wet 

+ ....] (6) 

Observe that each line of Eq. 

(6) involves the product of a sine 

and cosine term. It was shown earli- 

er in the text that for similar pro- 

i = I{J o(mf)sin wet 

+ J1 (me) [sin (we + m)t - 

+ J2 (mf) [sin Coe + 2 ß)t 

+ J3 (mf) sin ( w + 3 ) ) t 

ducts that occur in amplitude modu- 
lation, a trigonometric expansion 
can be made in terms of sum and dif- 
ference frequencies (thereby giving 
rise to side bands). Thus, 

sin A cos B = 1 sin (A + B) 
2 

+ 1 sin (A - B) (7) 
2 

Take the second line of Eq. 

2J (mf) sin co t cos cai t 

(6) : 

and substitute wmt for A and wet for 
B in Eq. (7). There is obtained: 

2 J1 (mf)sin ®t cos wet = 2 J1 
(mf) 

xrsin(wm+ )t +2sino -Q)t (8) L J 
Since sin (w -w )t = -sin(w - w 

m 
)t, 

Eq. (8) can be written (after multi- 
plying through by 2) as 

2 J1 (mf)sin wt cos wet = J1 (mf) 

x [sin (we + m) t - sin (oe - m) t] (9) 

These represent the first -order side 
bands of frequency (we + wm) and 

(we - wm). 
The remaining terms can be ex- 

panded in similar fashion; they will 
involve higher order side bands of 
frequencies equal to the carrier 
frequency we ± multiples of the 
audio frequency wm. The end result 
is 

sin (we - wm) t] 

+ sin(wç - 2 m)t] 

- sin(we - 3 m)tj + ....} (10) 

This is Eq. (22) of the text. 



FREQUENCY AND PHASE MODULATION 

APPENDIX II 

FREQUENCY MODULATION. -If the 
frequency shift (or RATE of angular 
deviation) is proportional to the 
amplitude of the sound source, the 
system is frequency modulated. 

PHASE MODULATION. -I f the phase 
shift (or MAGNITUDE of angular de- 
viation) is proportional to the am- 

plltuae of Lne sound source, the 

system is phase modulated. 

To determine whether a system 
is F.M. or P.M., consider the fol- 

lowing: 

Assume a sound source of con- 

stant amplitude. Suppose the fre- 
quency of the sound source is 1,000 
c.p.s. The output of the system 
being modulated will contain both 
phase and frequency deviations, 
since the two must inherently occur 
together just like distance traversed 

and velocity. Thus, if an auto- 
mobile has a certain velocity, it 
must be traveling a distance; like- 
wise, if it is traversing a certain 
distance, it must have velocity. 

Suppose the peak frequency de- 
viation from the nominal carrier 
frequency is fD = ±30KC. Then the 
accompanying peak phase deviation is 

Am = fH /fm = ±30,000 /1,000 = 30 ra- 
dians. Note that if f = 1,000 
c.p.s., and fD = ±30KC, tan 8m must 
be ±30 radians; i.e., all three can- 

not be chosen indiscriminately. 
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Now suppose the audio frequency 

increases to 2,000 c.p.s., BUT THE 

AMPLITUDE OF THE WAVE DOES NOT 
CHANGE. Then if the system is to be 

F.M., the frequency deviation, f$, 

must remain ±30K0., although, of 
course, this deviation now occurs 
2,000 times per second instead of 
1,000 times per second. 

Owing to the greater number of 

times that now varies about the 

carrier value, the peak phase de- 

viation will have to be HALF as much, 

or ±15 radians instead of ±30 ra- 
dians. Then, and only then, will fD 

remain equal to ±3OKC, and only then 

will we have .FREQUENCY MODUTATION. 
Suppose, on the other hand, 

PHASE deviation is desired. Then, 

whether the audio tone is 1,000 
c.p.s. or 2,000 c.p.s., Am mast stay 

constant at ±30 radians, PROVIDED, 
ONCE MOM, THAT THE AMPLITUDE OF THE 
AUDIO TONE DOES NOT CHANGE. In this 

case the frequency deviation for the 
2,000 cycle audio tone will be 
DOUBLE that for the 1,000 cycle 
audio tone; i.e., it will be ±60KC 
instead of ±30KC. Note that the 
phase deviation remained the same in 

spite of the fact tnat the audio 
frequency doubled, because the audio 

amplitude did not change, therefore, 

the system represents PHASE modula- 
tion. 



EXERCISE PROBLEM'S 

F -M RECEIVERS 

A 3O0KC carrier is amplitude - modulated with a 500 -cycle 

tone. Give the frequencies of the side bands. 

A 300mc carrier is frequency - modulated with a 300 cycle 

tone. Give the first five orders of side bands. 

Phase shift is 800 degrees frequency - modulated with a 300 

cycle tone. Suppose the carrier is now modulated with a 

500 cycle tone of twice the amplitude. What is the phase 

shift in this case? 

Reference problem 3. What would he the phase shift for 500 

cycle tone if the carrier were phase 
- modulated? 

A carrier frequency of 100mc, and two thermal noise compo- 

nents of equal amplitude, one aas a frequency of 100.002mc, 

and the other 100.004mc. What audio frequency w ;_11 each 

produce in the output? 

6. An f -m receiver is to amplify a maximum audio band width of 

15, 000c. p. s. maximum frequency deviation for 100 per cent 

modulation is to be 85KC. How does the signal-to-noise 
ratio 

compare with an a -m receiver of the same audio band width 

with 100 per cent modulation for a-m? 
Use (N: C) _ .1 input. 

An i -f amplifier for an f -m receiver employs a tube whose 

R = 2 megohms, and whose G = 6000 ¡..mhos. The entire band 

width is to be 175KC, and the intermediate frequency is 

14mc. The primary and secondary tuning capacitors are 

40µ4F each, and the primary and secondary coil Q', are 

Q = Q = 95. The secondary coil drives the grid of another 

e 

i-f amplifier tube. 

(a) Find the necessary coefficient 
of coupling K, and the 

critical coupling, Kc. 

(b) Find the variation in gain over the pass band. 

(c) Find the gain at the center frequency. 



ANSWERS TO EXERCISE PROBLEMS 

F -N RECEIVERS 

1. 3,000,500 c. p. s. 
2, 999, 500 c. p. s. 

2. 300, 000, 000 ± 300 

300, 000, 000 ± 300 
300, 000, 000 ± 90u 
300,000,000 ± 1200 
300, 000, 000 ± 1500 

3. 480° 

4. 1600° 

5. 2000 cycle tone 
4000 cycle tone 

6. Signal Ratio 56. 7: 1 

For a -m 10: 1 

7. ( a) R = .0145 
_ .0106 

( b) 1. 18 

( c) 76. 3 
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EXAMINATION 

1. What characteristic of an amplitude -modulated wave remains 
unchanged? 

2. What characteristic of a frequency -modulated wave remains 
unchanged? 

3. A 1,000 -kc carrier is amplitude - modulated with a 200 -cycle 
tone. Give the frequencies of the side bands. 

4. A 100 -mc carrier is frequency - modulated with a 200 -cycle 
tone. Give the frequencies of the first five orders of 
side bands. 

5. (A) The phase shift or deviation is 720 degrees. Suppose 
the carrier is now frequency -modulated with a 400 -cycle tone 
instead of 200 c.p.s. of the same amplitude. What is the 
phase shift in this case? (Refer back to problem 4). 
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EXAMINATION, Page 2 

5. (B) What would be the phase shift or deviation for the 400 - 

cycle tone if the carrier were phase- modulated? 

6. Consider a carrier frequency of 90 mc, and two thermal noise 

components of equal amplitude (small compared to that of the 

carrier), but one has a frequency of 90.001 mc; and the other 

90.002 mc. What audio frequency will eacn produce in the 

output? 

7. The f.m. receiver is to amplify a maximum audio band width of 
60 to 12,000 c.p.s. The maximum frequency deviation for 100 

per cent modulation is to be 75 kc. How does the signal -to- 
noise ratio of this receiver compare with that of an a.m. 

receiver of the same audio band width, receiving a 100 per 
cent amplitude -modulated wave? (Assume no preemphasis or 

deemphasi s. ) 

8. From a practical viewpoint, what is the major feature of the 

suppression of the weaker of two waves by the stronger, in 

co- channel interference of an f.m. receiver? 
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EXAMINATION, Page 3 

9. An i, f. amplifier for an f.m. receiver employs a tube whose 

R = 1 megohm, and whose G = 4,000 µmhos. The entire band 

width is to be 141.4 kc, and the intermediate frequency is 

10.7 mc. The primary and secondary tuning capacities are 

30 µµf each, and the primary and secondary coil Q' s are 

Qv = Qs = 80. The secondary coil drives the grid of another 

i. f. amplifier tube. 

(A) Find the necessary coefficient of coupling, k, and the 

critical coupling kc. 

(B) Find the variation in gain over the pass band. 
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EXAMINATION, Page 4 

9. (C) Find the gain at the center frequency. 

(D) What effect will a limiter stage have upon the overall 
flatness of response if the signal is strong, and if it is 
very weak? 

10. (A) What is the advantage of a ratio - detector over the 
ordinary balanced discriminator circuit? 

(B) What are the advantages of using a capacitor instead 
of a battery in the ratio -detector? 

(C) What advantage may the locked -oscillator type of f.m. 
detector have over the ratio detector? 
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