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The IEEE's Manpower Requirements. Professional societies have a unique char-
acteristic in being dependent on voluntary contributions of time and effort by members 
in order to operate. Yet as these societies have grown in size and complexity it becomes 
increasingly clear that systematic methods must be developed for locating among the 

members those capable of accepting significant responsibility for the development of 
the societies. Not only must able and willing individuals be located, but they must also 
understand the societies' problems in sufficient detail to be able to find appropriate 

solutions. 
Consider some of the characteristics of the IEEE. It is a society of more than 130 000 

members located in 104 countries. In addition it has more than 25 000 Student members 
attending a great number of educational institutions of widely ranging character. It has 
183 Sections located in 23 countries. It has an annual budget in excess of $5 million. It 
employs a full-time staff of 275 people. It publishes 35 technical periodicals and many 
special publications, including standards, conference records, and various brochures. Its 

Sections publish 54 periodicals devoted to Section news. It sponsors or cosponsors an 
average of more than 80 nonlocal technical meetings a year in addition to the more than 

2500 meetings per year sponsored at the Section level. It has a large number of com-
mittees and maintains relations with a large number of professional organizations and 

governmental agencies. 
It is clear that an organization of this size and scope cannot be managed on an amateur 

basis nor can its operating policies and future planning be left to inexperienced or un-
tested members no matter how well intentioned. 
At the time of the merger of the AIEE and IRE, it was decided that a highly capable 

staff would have to bedeveloped to handle the complex problems of the enlarged organiza-

tion. Much progress has already been made by General Manager Fink in the development 
of this staff. Although there is room for improvement, it is clear that an adequate manage-
rial structure is available, and means for coping with the problems of a staff nature are 

at hand. 
However, the procedure of identifying and locating the talent needed in the voluntary 

service category is not as well-developed. Too frequently those members who have held 
responsible positions in the recent past are asked to undertake new duties simply because 
they are well-known to the present members of the Board of Directors and the Executive 

Committee. The net effect of this procedure is that the Institute tends to develop an 
ingrown character, and its major policy decisions are made by men who may not be 
closely enough in touch with newly developing areas of importance to the IEEE. It is 
clear that a more systematic "executive development program" is needed for the In-
stitute. A means of identifying members who have demonstrated their capability in 
solving problems of both technical and administrative nature and are willing to devote 
time to Institute affairs is essential if the Institute is to develop far-sighted policies and to 
keep abreast of the rapid developments that are characteristic of today's technology and 

science. 

Some steps were taken recently by the Executive Committee to develop such a pro-
cedure. The various organizational units of the IEEE, such as the Sections, Groups, and 
various Boards and committees, are being requested to recommend members who have 
done outstanding jobs, for nomination to those Boards and committees responsible for 
making the important decisions which will determine the future of the Institute. These 

recommendations should include sufficient documentation so that the individual's 
capabilities are clearly recognizable. It should also be recognized that seniority should 
not be the determining factor in making recommendations for such positions of increased 
responsibility. The need is for far-sighted and bold thinking as well as for sound judg-

ment. The Institute should be run by those of its membership who are capable of direct-
ing its affairs with skill and foresight. F. Karl Willenbrock 
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1964 Nobel Lecture 

Production of coherent radiation 

by atoms and molecules 

The techniques of quantum electronics allow 
interesting new ways to generate and ex-
plore most of the acoustic spectrum and 
much of the electromagnetic domain. We 
can look forward to another decade of 
rapid development in this field 

Charles H. Townes Massachusetts Institute of Technology 

Full text of Nobel Lecture, presented in Stockholm, Seden, 
December II, 1964. Copyright © The Nobel Foundation 1964. 

General and historical comments 

From the time when man first saw the sunlight until 
very recently, the light which he has used has come pre-
dominantly from spontaneous emission, like the random 
emission of incandescent sources. So have most other 
types of electromagnetic radiation—infrared, ultraviolet, 
or gamma rays. The maximum radiation intensities, or 
specifically the power radiated per unit area per unit solid 
angle per unit frequency bandwidth, have been controlled 
by Planck's black-body law for radiation from hot ob-
jects. This sets an upper limit on radiation intensity—a 
limit which increases with increasing temperature, but 

we have had available temperatures of only a few tens of 
thousands or possibly a few millions of degrees. 
Radio waves have been different. And perhaps without 

our realizing it, even much of our thinking about radio 

waves has been different, in spite of Maxwell's demonstra-
tion before their discovery that the equations governing 
radio waves were identical with those for light. The black-
body law made radio waves so weak that emission from 

• 

hot objects could not, for a long time, have been even 
detected. Hence their discovery by Hertz and the great use 
of radio waves depended on the availability of quite differ-
ent types of sources—oscillators and amplifiers for which 
the idea of temperature and black-body radiation even 
seems rather out of place. For example, if we express the 
radiation intensity of a modern electronic oscillator in 
terms of temperature, it would typically be in the range 
10" to 10 30°K. 
These two regimes, radio electronics and optics, have 

now come much closer together in the field known as 
quantum electronics, and have lent each other interesting 
insights and powerful techniques. 
The development of radar stimulated many important 

applications of electronics to scientific problems, and 
what occupied me in particular during the late 1940s was 
microwave spectro copy, the study of interactions be-
tween microwave, and molecules. From this research, 
considerable information could be obtained abo 
molecular, atomic, and nuclear structure. For its succes, 
coherent microwave oscillators were crucial in allowing a 
powerful high-resolution technique. Consequently, it was 
important for spectroscopy, as well as for some other 
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purposes, to extend their range of operation to wave-
lengths shorter than the known limit of electronic oscilla-
tors, which was near one millimeter. Harmonic generation 
and some special techniques allowed interesting, though 
rather slow, progress. The basic problem with electronic 
amplifiers or oscillators seemed to be that inevitably some 
part of the device which required careful and controlled 
construction had to be about as small as the wavelength 
generated. This set a limit to construction of operable 
devices.' It was this experimental difficulty which seemed 
inevitably to separate the techniques that were applicable 
in the radio region from those applicable to the shorter 
waves of infrared or optical radiation. 
Why not use the atomic and molecular oscillators 

already built for us by nature? This had been one recur-
ring theme which was repeatedly rejected. Thermody-
namic arguments tell us, in addition to the black-body law 
of radiation, that the interaction between electromagnetic 
waves and matter at any temperature* cannot produce 
amplification since radiation at the temperature of matter 
cannot be made more intense by interaction of the two 
without violating the second law. But already by 1917, 
Einstein had followed thermodynamic arguments further 
to examine in some detail the nature of interactions be-
tween electromagnetic waves and a quantum-mechanical 
system. A review of his conclusions almost immediately 
suggests a way in which atoms or molecules can in fact 
amplify. 
The rate of change of electromagnetic energy confined 

in a region where it interacts with a group of molecules 
must, on the basis of Einstein's work, have the following 
form: 

dldi 
_ 
ANb — BINa B'INb (1) 

where Na and Nb are the numbers of molecules in the 
upper and lower of two quantum states, which we assume 
for simplicity to be nondegenerate (i.e., single). A and B 
are constants, and thus the first and second terms repre-
sent spontaneous emission and absorption, respectively. 
The third term represents emission from the upper state 
produced by the presence of a radiation intensity I, and is 
hence called stimulated emission. 
At equilibrium, when dl/di = 0, 

* Strictly speaking, at any positive temperature. Negative 
absolute temperatures can be defined as will be noted subsequently. 

AN,,  
= 
BNa — B'Nb 

Rather simple further thermodynamic reasoning shows 
that B' = B and gives the ratio AIB. Although Boltz-
mann's law Nb = Nae--"IAT requires N„ < Na at any tem-
perature T, it is immediately clear from ( 1) that if Nb > 
N„, dlldi will always be positive and thus there is am-
plification. This condition is, of course, one of nonequilib-
rium for the group of molecules, and hence it successfully 
obviates the limits set by black-body radiation. The con-
dition Nb> Na is also sometimes described as population 
inversion, or as a negative temperature,2 since in Boltz-
mann's law it may be obtained by assuming a negative 
absolute temperature. 
Thermodynamic equilibrium between two states of a 

group of atoms requires not only a Boltzmann relation 
Nb = N„e-"I", but also a randomness of phases of the 
wave functions for the atoms. In classical terms this 
means that if the atomic electrons are oscillating in each 
atom, there must not be a correlation in their phases if 
the entire group can be described as in temperature equi-
librium. Einstein's relation ( 1) in fact assumed that the 
phases are random. And if they are not, we have another 
condition which will allow the atoms to amplify electro-
magnetic waves, even when Nb < Na. This represents a 
second type of loophole in the limits set by the black-body 
law and thermodynamic equilibrium, and one which can 
also be used alone or in conjunction with the first in order 
to produce amplification. 
Thermodynamic arguments can be pushed further to 

show that stimulated emission (or absorption) is coherent 
with the stimulating radiation. That is, the energy de-
livered by the molecular systems has the same field distri-
bution and frequency as the stimulating radiation and 
hence a constant (possibly zero) phase difference. This 
can also be shown somewhat more explicitly by means 
of a quantum-mechanical calculation of the transition 
process. 

Stimulated emission received little attention from ex-
perimentalists during the 1920s and 1930s when atomic 

and molecular spectroscopy were of central interest to 
many physicists. 

Later, in the 1940s, experiments to demonstrate stimu-
lated emission were at least discussed informally and were 
on the minds of several radio spectroscopists, including 
myself. But they seemed only rather difficult demonstra-
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tions and not quite worthwhile. In the beautiful 1950 
paper of Lamb and Retherford on the fine structure of 
hydrogen,' there is a specific brief note about "negative 
absorption" with reversal of population. And a year 
later, Purcell and Pound4 published their striking demon-
stration of population inversion and stimulated emission. 
As a matter of fact, population inversion and its effects on 
radiation had already shown up in a somewhat less ac-
cented form in the resonance experiments of Bloch' and 
others. But all these effects were so small that any amplifi-
cation was swamped by losses due to other competing 
processes, and their use for amplification seems not to 
have been seriously considered until the work of Basov 
and Prokhorov,6 of Weber,7 and of Gordon, Zeiger, and 
Towness,' in the early 1950s. 
My own particular interest came about from the realiza-

tion that probably only through the use of molecular or 
atomic resonances could coherent oscillators for very 
short waves be made, and the sudden discovery in 1951 of 
a particular scheme" which seemed to really offer the 
possibility of substantial generation of short waves by 
molecular amplification. 

Basic maser principles 

The crucial requirement for generation, which was also 
recognized by Basov and Prokhorov, was to produce posi-
tive feedback by some resonant circuit and to ensure that 
the gain in energy afforded the wave by stimulated 
molecular transitions was greater than the circuit losses. 
Consider a resonant microwave cavity with conducting 
walls, a volume V, and a quality factor Q. The quality 
factor is defined by the fact that power lost because of 
resistance in the walls is E'Vv14Q, where E' is the electric 
field strength in the mode averaged over the volume and 

is the frequency. If a molecule in an excited state is 
placed in a particular field of strength E, the rate of 
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transfer of energy to the field is 

4\ 2 hv  

\ h ) 3 Av 

when the field's frequency coincides with the resonance e 
frequency y between the two molecular states. Here is a 
dipole matrix element for the molecular transition and 
Av is the width of the molecular resonance at half maxi-
mum (if a Lorentz shape is assumed). Hence for N5 mole-
cules in the upper state and Na in the lower state, the 
power given the field in the cavity is 

(Nb — Na)( 4\2 he 
\ h j 3 Av 

If the molecules are distributed uniformly throughout the 
cavity, E' must be averaged over the volume. For the net 
power gain to be positive, then, 

(4 ) 2  hv E2Vv 
(Nb — Na) 

h 3 Av — 4Q 

This gives the threshold condition for build-up of oscilla-
tions in the cavity 

(Nb — Na) > 
167r2Qm2 

There is by now an enormous variety of ways in which 
the threshold condition can be met, and some of them are 
strikingly simple. But the system which first seemed to 
give an immediate hope of such an oscillator involved a 
beam of ammonia molecules entering a resonant cavity, 
as shown in Fig. I. The transition used was the well- e 
known inversion transition of ammonia at 23 870 Mc/s. 
A "focuser," involving inhomogeneous electric fields, 
tends to remove molecules in the ground state from the 
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beam and to focus molecules in the excited state along the 
axis of the beam and into the cavity, thus ensuring that 

N9» Na. J. P. Gordon played a crucial role in making 
operable the first such system in 1954, after 2 1/2 yea is of •xperimental work, 9, 1" and H. J. Zeiger was a valuable 
olleague in the first year of work and early designs. We 

called this general type of system the maser, an acronym 
for microwave amplification by stimulated emission of 
radiation. The idea has been successfully extended to such 
a variety of devices and frequencies that it is probably 
well to generalize the name—perhaps to mean molecular 
amplification by stimulated emission of radiation. But in 
the radio-frequency range it is sometimes called the raser, 
and for light the term laser is convenient and commonly 
used. Maser amplification is the key process in the new 
field known as quantum electronics—that is, electronics 
in which phenomena of a specifically quantum-mechani-
cal nature play a prominent role. 

It is well known that an amplifier can usually be made 
into an oscillator, or vice versa, with relatively minor 
modifications. But it was only after experimental work on 
the maser was started that we realized this type of ampli-
fier is exceedingly noise-free. The general reason for low 
noise can be stated simply. The molecules themselves are 
uncharged, so their motions, in contrast to motions of 
electrons through vacuum tube amplifiers, produce no 
unwanted electromagnetic signals. Hence a signal intro-
duced into the resonant cavity competes only with what-
ever thermal noise is in the cavity as the result of thermal 
radiation from the cavity walls, and with spontaneous 
emission from the excited molecules. Spontaneous emis-
sion can be regarded for this purpose as that stimulated 

e, a fluctuating field of energy liv. Since kT ••,---•• 200 hv for 
icrowaves in a cavity at room temperature, the thermal 

radiation kT in the cavity is much more important than 
spontaneous emission. It is, then, only the thermal radia-

Fig. 1. The ammonia (beam-type) 
maser. Molecules diffuse from the 
source into a focuser, where the 
excited molecules (open circles) are 
focused into a cavity and molecules 
in the ground state (solid circles) are 
rejected. A sufficient number of ex-
cited molecules will initiate an oscil-
lating electric field in the cavity, which 
is emitted as the output microwaves. 
Because of energy given to the field, 
some molecules return to the ground 
state toward the end of their transit 
through the cavity. 

• 

tion present that sets the limit to background noise, since 
it is amplified precisely as is the signal. 
The above discussion also shows that, if the cavity is at 

0"1( and no extraneous noise enters the cavity with the 
input signal, the limiting noise fluctuation is determined 
by the spontaneous emission, which is equivalent to only 
one quantum of energy in the cavity. It can be shown, in 
fact, that masers can yield the most perfect amplification 
allowed by the uncertainty principle. 
The motion of an electromagnetic wave is analogous 

to that of a mechanical harmonic oscillator, the electric 
and magnetic fields corresponding to position and mo-
mentum of the oscillator. Hence the quantum-mechanical 
uncertainty principle produces an uncertainty in the 
simultaneous determination of the electric and magnetic 
fields in a wave, or equivalently in determination of the 
total energy and phase of the wave. Thus one can show 
that, to the extent that phase of an electromagnetic wave 
can be defined by a quantum-mechanical operator, there 
is an uncertainty relation" 

An AO 1/2 (3) 

I lere An is the uncertainty in the number of photons in the 
wave, and AO is the uncertainty in phase measured in 
radians. 
Any amplifier that gives some representation of the 

phase and energy of an input wave in its output must, 
then, necessarily involve uncertainties or fluctuations in 
intensity. Consider, for example, an ideal maser amplifier 
composed of a large number of molecules in the upper 
state interacting with an initial electromagnetic wave, 
which is considered the signal. After some period of 
time, the electromagnetic wave will have grown to such 
magnitude that it contains a very large number of quanta 
and hence its phase and energy can be measured by classi-
cal means. By using the expected or average gain and 
phase relation between the final electromagnetic wave and 
the initial signal, the maser amplifier thus allows a meas-
urement of the initial wave. 
A calculation by well-established quantum-mechanical 

techniques of the relation between input and output waves 
shows that this measurement of the input wave leaves an 
uncertainty just equal to the minimum required by the 
uncertainty principle." Furthermore, the product AE AH 
of uncertainties in the electric and magnetic fields has the 
minimum value allowed while at the same time (AE)2 
(AH)2 is minimized. The uncertainty in number n of 
quanta in the initial wave is 

and in phase it is 

so that 

An= V n 1 

1 
Age -   

2 V n 

= + 1 
2 n 

The phase has real meaning, however, only when there 
are as many as several quanta, in which case An AO ,  1/2 , 
the minimum allowed by (3). The background noise 
that is present when there is no input signal (n = 0) is seen 
to be equivalent to a single quantum (An = 1) of input 
signal. 
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A somewhat less ideal maser might be made of Nb and 
Na molecules in the upper and lower states, respectively, 
all interacting with the input signal. In this case fluctua-

tions are increased by the ratio Nb/(Nb — Na). If the 
amplifier has a continuous input signal, a continuous 
amplified output, and a bandwidth for amplification zlv, 

the noise power output can be shown to be equivalent to 
that produced by an input signal' 2 

N 
hv zw  

= 
1 — (Na/Nb) 

The noise power Nis customarily described in terms of 
the noise temperature T„ of the amplifier, defined by N = 
kT a Av. Thus the minimum noise temperature allowed by 
quantum mechanics is that for a maser with Na/Nb « 1, 
which is 

hv 
= — 
k 

(4) 

This is equivalent to the minimum energy uncertainty 
indicated above of one quantum (Ati = 1). In the micro-
wave region, Ta given by (4) is approximately 1°, whereas 
the best other microwave amplifiers when maser ampli-
fiers were first being developed had noise fluctuations 
about 1000 times greater. 

It is interesting to compare an ideal maser as a detector 
with a perfect photodetector, such as a gamma-ray 
counter. The gamma-ray counter can detect a single 
photon with almost no false signals, whereas a maser 
must always have a possible false signal of about one 
photon. But the photodetector gives no information about 
the phase of the signal; it only counts quanta, which is 
why the uncertainty principle allows An 0. Unfortu-
nately, there are no perfect photodetectors in the micro-
wave or radio regions, so the maser is our best available 
detector for these waves. 
The same freedom from noise that makes the maser a 

good amplifier helps make it a strikingly good source of 
monochromatic radiation since, when the threshold con-
dition is fulfilled and the maser oscillates, the low noise 
implies that there is a minimum of random frequency 
fluctuations. 

Consider now a maser oscillator consisting of a group 
of excited molecules in a resonant cavity. Let the molecu-
lar transition frequency be v., its half width at half-maxi-
mum intensity iv., and the resonant cavity frequency be 
ve with a half width [Iv,. If vm and v, differ by much less 
than Av. -I- Av„ the radiation produced by the oscillation 
can be shown to occur at a frequency' 3 

v.Q. + PcQc 
+ Qc 

(5) 

where the quality factors Q„, and Q, are v./Av,n and 
vc/àv„ respectively. Thus if the molecular resonance is 
much sharper than that of the cavity, as in the ammonia 
beam maser (Qm>> Q,), the frequency of oscillation is 
given by " 

Qc 
= Pm (v c — P.) Q—. (6) 

If the cavity is tuned so that (va — v.) is small, then the 
frequency of oscillation coincides very closely with the 
natural molecular frequency v., and one has an almost 

constant-frequency oscillator based on a molecular mo-

tion—a so-called atomic clock. 
The frequency v is not precisely defined or measurable 

because of noise fluctuations, which produce random 
phase fluctuations of the wave. In fact, the maser is es-
sentially like a positive feedback amplifier which amplifie 
whatever noise source happens to be present and thereby 
produces a more-or-less steady oscillation. If Qa, or Q, is 
high, and the amplifier gain is very large, then the band-
width of the system becomes exceedingly small; but it is 
never zero, nor is the frequency ever precisely defined. 
The average deviation in frequency from (5) which these 
phase fluctuations produce when averaged over a time t 
is I 4 

w ) 1/1 
e = 

Pt 
(7) 

where Av = Av, Av./(Ave -I- „,), P is the power gener-
ated by the oscillator, and Wa is the effective energy in the 
source of fluctuations. Where kT >> hv in a cavity at 
temperature T and resonant frequency v, the effective 
energy comes from thermal noise and Wa = kT. If the 
noise fluctuations come from spontaneous emission, as 
they do when kT « hv, then Wa = hv. 

It is also useful to state the spectral width of the radia-
tion emitted from a maser oscillator, as well as the pre-
cision to which the frequency can be determined. The half 
width of the spectral distribution is again determined 
by the same noise fluctuation and can be expressed by the 
relation 1°,16,16 

Fig. 2. Energy levels of Cr — in ruby with a 
particular crystalline orientation in a mag-
netic field of 3900 oersteds. For a three-level 
maser, 23.1 Gc/s is the frequency of the 
pumping field and 9.4 Gc/s is the frequency 
of amplification or oscillation. 

9.4 Gc/s 

23.1 Gc/s 

4 
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27rW„ 
= (8) 

where Ay, W„, and P are thé same as in (7). This width è 1, typically so small in maser oscillators that they provide 
y far the most monochromatic sources of radiation 

available at their frequencies. 

Maser clocks and amplifiers 

Although the ammonia beam-type maser was able to 
demonstrate the low-noise amplification which was pre-
dicted,'7 its extremely narrow bandwidth makes it and 
other beam-type masers more useful as a very monochro-
matic source of electromagnetic waves than as an ampli-
fier. For the original maser, the power output P was about 
10-' watt, and the resonance width hày about 2 kcis, as 
determined by the length of time required for the beam of 
molecules to pass through the cavity. Since the frequency 
of oscillation y„, is 23 874 Mc/s, the fractional spectral 
width according to (8) is ál v ge 10-". In a time t = 100 
seconds, Eq. (7) shows that the frequency can be specified 
to a fractional precision Eh/ = 2 X 10-'4, and of course 
the precision increases for longer times proportionally to 

1/t' 
As a constant-frequency oscillator or precise atomic 

clock, however, the ammonia maser has an additional 
problem, which is not so fundamental but which sets a 
limit on long-term stability. This comes from long-term 

drifts, particularly of the cavity temperature, which vary 
yc. These variations can be seen, from (6), to "pull" v. 
Variations of this type have limited the long-term sta-
bility's of ammonia masers to fractional variations of 

eabout 10-"; however, this still represents a remarkably 
good clock. 
A beam-type maser using the hyperfine structure transi-

tion in the ground state of hydrogen, which is at 1420 
Mc/s, has recently been developed by Goldenberg, 
Kleppner, and Ramsey." In this case, the excited atoms 
bounce many times from glass walls in the cavity and 
thereby a resonance width as small as 1 c/s is achieved. 
Present designs of the hydrogen maser yield an oscillator 
with long-term fractional variations no larger than about 

10-'3. This system seems likely to produce our best avail-
able clock or time standard. 

Masers of reasonably wide utility as amplifiers came 
into view with the realization that certain solids contain-
ing paramagnetic impurities allowed attainment of the 
maser threshold condition." Microwave resonances of 
paramagnetic atoms in solids, or in liquids, had been 
studied for some time, and many of their properties were 
already well known. The widths of these resonances vary 
with materials and with impurity concentration from a 
small fraction of a megacycle to many hundreds of mega-
cycles, and their frequencies depend on applied magnetic 
field strengths, so that they are easily tunable. Thus they 
offer for maser amplifiers a choice of a considerable 
range of bandwidth and a continuous range of fre-
quencies. 
A paramagnetic atom with spin of has two energy 

levels which, when placed in a magnetic field, are sepa-
rated by an amount usually of about y = 2.8H Mc/s. 
Here H is the field in gauss, and from this it is clear that 
most of the microwave frequency range can be covered by 
magnetic fields of normal magnitudes. The first paramag-
netic masers suggested involved impurity atoms of this 

type in crystals of Si or Ge. Relaxation between the two 
states was slow enough in these cases that a sufficient 
population inversion could be achieved. 2a However, 
before very long a very much more convenient scheme for 
using paramagnetic resonances was proposed by Bloem-
bergen,2' the so-called three-level solid-state maser. This 
system allowed continuous inversion of population, and 
hence continuous amplification, which was very awkward 
to obtain in the previous two-level system. 

Paramagnetic atoms with an angular momentum due 
to electron spin S greater than have 2 S -I- 1 levels, 
which are degenerate when the atom is in free space. But 
these levels may be split by "crystalline fields," or inter-
action with neighboring atoms if the atoms are imbedded 
in a solid, and frequently the splittings lie in the micro-
wave range. The energy levels of such a system, involving 
a spin of 3/2 and four levels, can be as indicated in Fig. 2 
when the system is in a magnetic field. If a sufficiently 
large electromagnetic wave of frequency vi3 (the transition 
frequency between levels 1 and 3) is applied, the popula-
tion of these two levels can be equalized or "saturated." 
In this case, the ratio of the population of level 2 to that 
of level 1 or 3 under steady conditions is 

1 1 

Ty, exP T ,3 
= L 

1 + 1 exp (—/t—I/23) 
T17 7.73 kT 

Here T is the temperature of the crystal containing the 
impurities, and T17 and T23 are the times for relaxation 

between states 1 and 2 or 2 and 3, respectively. For hy,2>> 
kT and hy23 >> kT, as occurs at very low temperatures or 
at ordinary temperatures if the levels are separated by 
optical frequencies, 

tr., Tr 

ill T23 

When hyi2 << kT and hy2a << kT, which is more commonly 
the case for microwaves, 

(P12 P73 ) 

T23 _ 

th kT ( 1 
,,,17 / 7+ 1 ,,,- 
1 3 

) Thus if (y12/7'12) > (y23/T0.3), there is an inversion of popula-

tion between levels 2 and 1, or if ( v12/7'12 < v7., i), there 
is an inversion of population between levels 3 and 2, since 

the populations n3 and n, have been equalized by the 
"pumping" radiation. Equation (9) is essentially the 
result obtained by Bloembergen," who also suggested 
several promising paramagnetic materials that might be 
used. Basov and Prokhorov had already proposed a 
rather similar three-level "pumping" scheme for applica-
tion to a molecular beam system."' 
The first successful paramagnetic maser of this general 

type was obtained by Scovil et at.," using a rare-earth ion 
in a water-soluble crystal. But before long, other more 
suitable crystals such as ruby" (chromium ions in A1703) 
became more or less standard and have provided ampli-
fiers of remarkable sensitivity for radio astronomy, for 
satellite communication, and for communication to space 
probes." They have considerably improved the potential-
ities of radio astronomy, and have already led to some 

(9) 
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new discoveries. 26•27 These systems generally require 
cooling with liquid helium, which is a technological 

difficulty that some day may be obviated. But otherwise 
they represent rather serviceable and convenient ampli-

fiers. 
A maser amplifier of microwaves can rather easily be 

built which has a theoretical noise temperature as low as 
1° or 2°K, and experimental measurements have con-
firmed this figure. 2' However, such a low noise level is not 
easy to measure because almost any measurement in-
volves attachment of input and output circuits which are 
at temperatures much higher than 1°K, and which radiate 
some additional noise into the amplifier. The lowest over-
all noise temperature so far reported for an entire receiv-
ing system 29 using a maser amplifier is about 10°K. This 
represents about 100 times the sensitivity of microwave 
amplifiers built before invention of the maser. But masers 
have stimulated other amplifier work; and some para-
metric amplifiers, using the more or less classical proper-
ties of materials rather than quantum electronics, now 
have sensitivities that are within a factor of about 5 of this 
figure. 

Optical and infrared masers, or lasers 

Until about 1957, the coherent generation of frequencies 
higher than those that could be obtained from electronic 
oscillators still had not been directly attacked, although 

several schemes using molecular-beam masers for the far-
infrared were examined from time to time. This lack of 
attention to what had been an original goal of the maser 
came about partly because the preliminary stages, in-
cluding microwave oscillators, low-noise amplifiers, and 
their use in various scientific experiments, had proved so 
interesting that they distracted attention from the high-
frequency possibilities. 

But joint work with A. L. Schawlow,'5 beginning at 
about this time, helped open the way for fairly rapid and 
interesting development of maser oscillators in the far-
infrared, optical, and ultraviolet regions—as much as 
1000 times higher in frequency than any coherent sources 
of radiation previously available. It is masers in these re-
gions of the spectrum, frequently called lasers (light 
amplification by stimulated emission of radiation), that 
have perhaps provided the most striking new scientific 
tools and results. Important aspects of this work were 
clear demonstrations that there are practical systems 
which can meet the threshold condition of oscillation, and 
that particular resonator designs allow the oscillations to 
be confined to certain specific and desirable modes. The 
resonator analyzed was composed simply of two parallel 
mirrors—the well-known Fabry-Perot interferometer, 
but of special dimensions. 

For light waves, the wavelength is so short that any 
macroscopic resonator constructed must have dimensions 
that are large compared with the wavelength. In this case, 
the electromagnetic field may to some reasonable approxi-
mation be considered to travel in straight lines and be 
reflected from the walls of the resonator. The threshold 
condition may be written 

(i.tE\ 2 hv (Nb - Na) > E2 V 

h 12r Ay Ï7-1- 7 
where t is the decay time for the light in a cavity having 
reflecting walls and a volume V. If the light has a ran-
dom path in the cavity, the decay time can be expressed 

(10) 

generally in terms of the reflection coefficient r of the 
walls, the volume V, the wall area A, and the velocity of 
light c, as 

t - 

Hence (10) becomes'5 

Nb — Na 
y 16,2m2v 

6V 

(1 - r)Ac 

[Iv h(1 - r)Ac 

• 

It can be seen that this critical condition is almost inde-
pendent of frequency if the fractional line width àv/i) does 
not change with frequency (as, for example, in the 
Doppler effect). The reflection coefficient and dipole 
moment matrix element i are not particularly dependent 
on frequency over the range in question. Hence if the 
critical condition can be met for one frequency, it can 
probably be met over the entire range from the far-infra-

red to the ultraviolet. 
There is a problem with a resonator which is large com-

pared to a wavelength in that there are many modes. 
Hence, unless the modes in which oscillations occur are 
successfully controlled, the electromagnetic field may 
build up simultaneously in many modes and at many 
frequencies. The total number of modes in a cavity with 
frequencies which lie within the line width Av of the 
atomic molecular resonance is 

Vv2àv 
p = 8r2 

c3 

or about 109 for a cavity volume of 1 cm3, a frequency in 

the optical region, and ordinary atomic line widths. Bute 
fortunately the possibility of oscillation can be eliminated 
for most of these modes. 
Two small, parallel mirrors separated by a distance 

much larger than their diameter will allow a beam of 
light traveling along the axis joining them to travel back 
and forth many times. For such a beam, the decay time t 
is (Lk) ( 1 - r), where L is the mirror separation and r the 
reflectivity. Hence the threshold condition is 

Nb — Na > hc(1 - r) 
871-2v µ2L 

This assumes that diffraction losses are negligible. A beam 
of light that is not traveling in a direction parallel to the 
axis will disappear from the volume between the mirrors 
much more rapidly. Hence the threshold condition for 
off-axis beams will require appreciably more excited 
atoms than that for axial beams, and the condition for 
oscillation can be met for the latter without a build-up of 
energy in off-axis light waves. 
Many features of the modes for the electromagnetic 

wave between two square, plane, parallel mirrors of 
dimension D and separation L can be approximately 
described as those in a rectangular box of these dimen-
sions, although the boundary conditions on the enclosed 

sides of the "box" are of course somewhat different. The 
resonant wavelengths of such a region for waves traveling. 
back and forth in a nearly axial direction are '3 

x 2L r, _ /:\ 2 S_ \ 

q L 2\D qi 2\D q j (12) 
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where q, r, and s are integers, and r « q, s«q. More 
precise examination of the modes requires detailed 
numerical calculation. 3° For a precisely axial direction, 
= = 0, and the modes are separated by a frequency 

dilicl2L. If this frequency is somewhat greater than the 
Watomic line width Av, then only one axial mode can oscil-

late at a time. The axial wave has an angular width due to 
diffraction of about X/D, and if this is comparable with 
the angle D/L, then all off-axis modes (r or s 0) are 
appreciably more lossy than are the axial ones, and their 
oscillations are suppressed. 

If one of the mirrors is partially transparent, some of 
the light escapes from the axial mode in an approximately 
plane wave and with an angular divergence, approxi-
mately XID, determined by diffraction. 
A number of modified resonator designs have been 

popular and useful in optical masers, in particular designs 
that are based on the confocal Fabry-Perot interferom-
eter. However, the plane-parallel case appears to offer 
the simplest means for the selection of an individual 
mode. 
Although a number of types of atomic systems and 

excitation seemed promising in 1958 as bases for optical 
masers, optical excitation of the alkali vapors lent itself 
to the most complete analysis and planning for an oper-
able oscillator. One such system has been shown to oscil-
late as expected,"' but the alkali vapors are no longer of 
great interest because other systems, which were at the 
time much less predictable, have turned out to be con-
siderably more useful. 
The first operating laser, a system involving optical 

excitation of the Cr ions in ruby and yielding red light, 

ewas demonstrated by Maiman in 1960. 32, 33 He took what 
seemed at first a rather difficult route of inverting the 
population between the ground state and excited states of 

Flash tube 

Light shield 

the Cr ion. This technique requires that at least half of the 
very large number of atoms in the ground state must be 
excited in order to have the possibility of a population 
inversion. In the case of two normally unpopulated 
atomic states, the total amount of excitation required is 
much less. However, Maiman succeeded handsomely in 
exciting more than half the Cr ions in a ruby with chro-
mium concentration of about 1/2000 by applying a very 
intense pulse of light from a flash tube. This type of system 
is illustrated schematically in Fig. 3. Success immediately 
yielded a very-high-energy maser oscillation, because if 
population inversion is to be achieved at all, a large 
amount of energy must be stored in the excited atomic 
states. Surfaces of the ruby served as the reflecting mir-
rors. Collins et al.'" quickly demonstrated that the ruby 
laser showed many of the characteristics predicted for 
such an oscillator. 
The ruby laser is operated normally only in pulses, 

because of the high power required to reach threshold, 
and emits intense bursts of red light at power levels be-
tween about 1 kW and 100 MW. It has given rise to a 
whole family of lasers involving impurities in various 
crystals of glasses, and covering frequencies from the 
near-infrared into the optical region. 
Not very long after the ruby laser was developed, Javan, 

Bennett, and Herriott" obtained maser oscillations from 
Ne atoms excited by collisions of the second kind with 
metastable He, in accordance with an idea previously put 
forward by Javan." This system, illustrated in Fig. 4, re-
quires only a gaseous discharge through a tube containing 

Fig. 3. Schematic diagram of a ruby (optically 
excited solid-state) laser. When the gas flash 
tube is activated, electromagnetic oscilla-
tions occur within the ruby rod, and some of 
these light waves are emitted in a beam 
through one partially reflecting end of the 
rod. 
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a mixture of He and Ne at low pressure, and two reflectors 
at the ends of the tube. It oscillates at the relatively low 
power of about one milliwatt, but approaches ideal con-
ditions much more closely than the ruby system, and 
affords a continuous source of infrared radiation of great 
purity and directivity. 
The technique of gaseous excitation by electrical dis-

charge has also led to a large family of lasers, producing 
hundreds of different frequencies from many different 
gases which range from wavelengths as long as a few 
tenths of one millimeter down into the ultraviolet. For 
some systems, a heavy discharge pulse in the gas is needed. 
Others, particularly some of the infrared frequencies in 
rare gases, oscillate so readily that it seems probable that 
we have had lasers accidentally all along. Very likely 
some neon or other rare gas electric signs have been pro-
ducing maser oscillations at infrared wavelengths, which 
have gone unnoticed because the infrared could not 
escape from the glass neon tubes. Some of these oscilla-
tion frequencies represent atomic transitions which were 
previously undetected; for others, the transition has not 
yet even been identified. 
Another class of lasers was initiated through the dis-

covery" that a p-n junction of the semiconductor GaAs 
through which a current is passed can emit near-infrared 
light from recombination processes with very high effi-
ciency. Hall el al."" obtained the first maser oscillations 
with such a system, with light traveling parallel to the 
junction and reflected back and forth between the faces of 
the small GaAs crystal. His results were paralleled or 

Fig. 4. Schematic diagram of a He-Ne 
(gas discharge) laser. Electrical excitation 
can initiate a steady maser oscillation, 
resulting in an emitted light beam from 
either end of the gas discharge, where there 
are reflecting mirrors. 

followed immediately, however, by similar work in two 
other laboratories. 3"° This type of laser, illustrated in 

Fig. 5, is of the general size and cost of a transistor. It can 
be made to oscillate simply by passage of an electric cur-
rent, and in some cases the radiation emitted represents e 
more than 50 percent of the input electric energy—an 
efficiency greater than that of other man-made light 
sources. 

There quickly developed a large family of semicon-
ductor lasers, some involving junctions and, recently, 
some using excitation by an external beam of electrons.' 
They range in wavelength from about 10 microns, in the 
infrared, to the center of the visible region. 
Normal Raman scattering can be regarded as spon-

taneous emission from a virtual state, as indicated in Fig. 
6. Associated with any such spontaneous emission there 

must be, in accordance with Einstein's relations, a stimu-
lated emission. Javan showed" the principles involved in 
using this stimulated emission for a Raman maser. What 
is required is simply a large enough number of molecular 
systems which are sufficiently strongly excited by radia-
tion of frequency greater than some Raman-allowed 
transition. 
One might consider the population of the virtual level 

in a Raman maser (see Fig. 6) to be greater than that of 
the first excited state, so that there is no population 
inversion. On the other hand the initial state, which is the 
ground state, needs to be more populated than the first 
excited state. One can quite properly consider the amplifi-
cation process as a parametric one with the molecular 
frequency as idler, or as due to a mixture of ground and 
excited states in which there is phase coherence between 
the various molecules. This is the second type of loophole fib 
through the black-body radiation law mentioned earlier. 
The ammonia beam maser itself illustrates the case of 
amplification without the necessity of population inver-

RF 

20 Mc/s 

1 mm He and 0.1 mm Ne 

• 

38 IEEE Spectrum AUGUST 1965 



• 

• 

Zinc diffused 
p-type layer 

n-type 
semiconductor 

Pumping 
radiation 

Gold—tin clad 
molybdenum disk 

Emitted 
radiation 

Silver ribbon 

Virtual 
level 

Excited 
state 

Ground 
state 

sion. As the ammonia molecules progress through the 
cavity and become predominantly in the ground state 
rather than the excited state, they continue to amplify 
because their oscillations are correlated in phase with 
each other, and have the appropriate phase with respect •to the electromagnetic wave. 
Raman masers were first demonstrated by Woodbury 

and Ng 43 as the result of excitation of various liquid 
molecules with a very intense beam from a pulsed laser. 
They too have now many versions, giving frequencies 
which differ from the original driving maser beam by some 

Silver—gold 
evaporated stripe 
(microalloyed) 

Cleaved face 

Coherent 
radiation 
output 

Fig. 5. Schematic diagram of a gallium arse-
nide (injection, or semiconductor) laser. A 
small voltage applied between the silver 
ribbon and the molybdenum disk can pro-
duce maser oscillations with resulting 
emission of coherent infrared radiation. 

Fig. 6. Representation of energy levels in a 
Raman maser. This system resembles 
qualitatively a three-level maser, one of the 
levels being "virtual," or not characteristic 
of the molecule, when no field is present. 

small integer times a molecular vibrational frequency. 
Their action has been considerably extended by Ter-
hune," and has been treated in a number of theoretical 
papers. 42.45 

Present performance of lasers 

Where now do we stand in achieving the various theo-
retical expectations for performance of masers ? 

First, consider the general extension of the frequency 
range where we have coherent amplifiers and oscillators. 
This has been increased by a factor of somewhat more 
than 1000; there are still additional spectral regions 
where such techniques need to be developed, but the pace 
has been quite rapid in the last few years. Maser oscilla-
tions in the infrared, optical, and ultraviolet regions have 
now been obtained in many ways and appear easy; new 
excitation mechanisms and systems are continually 
turning up. There are still two frequency regions, how-
ever, where such sources of radiation are rare or non-
existent. One is in the submillimeter region or far-infra-
red. The region has, in a sense, now been crossed and 
conquered by maser oscillators. But techniques in this 
spectral region are still rudimentary, and the frequency 
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coverage with masers is spotty. Presumably further work 
will allow interesting explorations in this region and a 
very fruitful, high-resolution spectroscopy. 

Another region in which coherent oscillators have not 
yet been developed is that of still shorter wavelengths 

stretching indefinitely beyond the near-ultraviolet, where 
the first such oscillators are now available. It can be 
shown that a rather severe and fundamental limitation 
exists as one proceeds to shorter wavelengths because of 
the continually increasing number of electromagnetic 
modes in a given volume and because of the faster and 
faster dissipation of energy into them by spontaneous 
emission. 

Consider a cavity resonator of fixed volume, fixed-wall 

reflectivity, and fixed-fractional frequency width tv/v. 
Meeting the threshold condition ( 11) in such a resonator 
requires that there is power which increases as y' radiated 
by spontaneous emission into all modes of the system. 15 

In the optical region this dissipated power amounts to 
only a few milliwatts for typical conditions, whereas at 
50 A, in the soft X-ray region, it would be about 105 
watts. The threshold condition would then be very diffi-
cult to maintain. But by the same token, if it is maintained, 
the coherent X-ray beam produced would contain many 
kilowatts of power. It seems reasonable to expect, on this 

basis, that masers eventually will be developed to wave-
lengths that are somewhat below 1000 À; however, 
maser oscillations in the X-ray region will be very much 

more difficult to realize. 
Second, let us examine the monochromaticity that has 

been achieved. For the ammonia beam maser, the phase 
variation of microwave oscillations was shown experi-

mentally to agree with the theoretical expression (7) 
within the experimental precision of about 50 percent. 
This was done by beating the outputs of two independent 
ammonia oscillators together and examining their relative 
phase variations. 46 A similar procedure can be carried out 
for two optical oscillators by mixing their two light beams 
together in a photocell and detecting the beat frequency. 

However, the technical difficulties in obtaining theoretical 
performance are rather more demanding than in the case 

of the ammonia maser. Expression (8) for a typical 
He-Ne laser predicts a frequency spread of about 10-2 

c/s, or a fraction 3 X 10-" of the oscillation frequency of 
3 X 10'' c/s. 
Almost all masers so far oscillating in the optical or 

near-infrared region require a sharper resonance, or 
higher Q, of the cavity than that of the atomic resonance. 
Hence the frequency of oscillation is primarily de-
termined, from (5), by the cavity resonance. The frequency 
of oscillation thus depends on the separation L between 
mirrors since, from ( 12), y = qc12L, where q is some 
integer. If, then, the radiated frequencies are to have a 
fractional bandwidth of about 3 X 10-'7, such as would 
come from fundamental noise according to (8), the mirror 
separation must not vary by more than this fractional 
amount. For a mirror separation of one meter, the motion 
allowed would be less than 3 X 10-'5 cm—a demanding 

requirement! 
If the mirror separation is held constant by cylindrical 

rods, L must still vary as a result of thermal excitation of 
the lowest frequency-stretching modes of the rods. This 
gives an additional fluctuation, which is usually larger 
than that from spontaneous emission. It produces a frac-

tional motion" 

2kT\ 

V 

Mere T is the temperature, V the volume of the separa-
tors, and Y their Young's modulus. 

In order for the monochromaticity of lasers to be ex-
amined, two He- Ne systems were carefully shock-

mounted in an acoustically insulated wine cellar of an 
unoccupied and isolated house so that acoustic vibrations 
would be minimized. 47 Their pairs of mirrors were sepa-
rated by heavy invar rods about 60 cm long. For this case, 
the limiting theoretical fluctuations set by thermal mo-

tions of the rods corresponded to fractional frequency 
variations of 5 X 10-15, or a frequency fluctuation of 2 
c/s. Light from each laser was sent into a photodetector, 
and the beat frequency examined electronically. Under 
good conditions free from acoustic disturbances or ther-
mal transients in the invar spacers, this experiment 
showed that variations in the laser frequencies over 
periods of a few seconds were less than 20 c/s, or about 
one part in 10 1". This was ten times the limit of thermal 
fluctuations, but corresponded to detection of motions of 
the two mirrors as small as 5 X 10-12 cm, a dimension 
comparable with nuclear diameters. Presumably, with 
great care results still nearer to the theoretical values can 

be obtained. 
The narrowest atomic spectral lines have widths of the 

order of 108 c/s, so that the laser measured was more 
monochromatic than earlier light sources by a factor of 
about 106. Light of this type can interfere with itself after 
traveling a distance of about 10 000 km. Hence it could in 

principle measure changes in such a large distance to a 
precision of one wavelength of light, if there were any. 

optical path so constant. Interference work has been done 
in several laboratories with laser light over distances of a 
few hundred meters, which does not require quite such 
special elimination of acoustic or other disturbances. 
A third property of laser light is its directivity, or the 

spacial coherence across the beam. As indicated above, 
certain modes of oscillation should represent approxi-
mately a plane wave of cross section comparable with the 
mirror diameter D. The He-Ne maser seems to easily 
allow adjustment so that such a mode of oscillation oc-
curs, and its beam has been shown '5." to have nearly the 
expected divergence AID due to diffraction. 
The spacial coherence or planarity of a laser beam 

implies that the entire beam can be focused by a micro-
scope to a region as small as about A/2, or the resolving 
power of the microscope. Similarly, it may be transmitted 
through a telescope in a beam whose angular width is 
simply determined by the angular resolution of the tele-
scope and hence much less than the angular divergence 
AID as the beam emerges from a small laser. The entire 

energy is originally created in the ideal laser in a single 
mode; it can be transmitted into other single modes by 

optical systems without violating the well-known bright-
ness laws of optics. 

This brings us to a fourth important property, the 
intensity or brightness that can be achieved by maser 
techniques. As indicated initially, once one has the possi-
bility of coherent amplification there is no firm limit to 
intensity, because equilibrium thermodynamics and 

Planck's law no longer are controlling. The only limit is 
set by the available energy input, heat dissipation, and 

size of the apparatus used. 
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If only the one milliwatt of power emitted by a He-Ne 
laser is focused by a good lens, the power density be-

comes high because the cross-sectional area of the focused 
spot would be only about X2/4. This gives a power density 
of 4 X 105 watts/cm2. The effective temperature of such a 
beam, because of its monochromaticity, is also rather 
high—approximately 10 ,2°K for the light of 20-c/s band-
width. 
The pulsed systems, such as ruby lasers in particular, 

emit much greater power, although they do not quite 
approach the limits of coherence that the gaseous sys-
tems do. Ruby lasers emit a few tenths of a joule to a few 
hundred joules of energy in pulses from about 10-3 to 
10-6 second in length. The power can thus be as great as 
102 watts or more. Effective temperatures of the radiation 
are about 102"K. The actual limit of power density 
will generally be set by the limit of light intensity optical 
materials can stand without breakage or ionization. 
Power of 102 watts focused to a spot 10-2 mm in diameter 
produces an electric field strength in the optical wave of 
about 102 volts/cm, which is in the range of fields by 

which valence electrons are held in atoms. Hence this 
power ionizes and disrupts all material. The radiation 
pressure also becomes large, being about 10' 2 dynes:cm2, 
or 106 atmospheres, at such a focal point. 

Some applications of lasers 

It is clear that light in more ideal and in more intense 
form, which maser techniques have produced, can be 
expected to find application in wide and numerous areas 
of technology and of science simply because we find our 
present techniques of producing and controlling light 
already so widely applied. Most of these applications are 
still ahead of us, and there is not time to treat here even 
those that are already beginning to develop. I shall only 
mention that in technology, lasers have been put to work 
in such diverse areas as radar, surgery, welding, surveying, 

and microscopy. A little more space will be devoted here 
to discussing three broad areas of science to which optical, 
infrared, and ultraviolet masers are expected to con-
tribute. 
Masers seem to provide the most precise techniques for 

measurement of the two fundamental dimensions of time 
and length. Over short periods of time, maser oscillators 
clearly give the most constant oscillations; for longer 
times the hydrogen maser also seems to provide the most 
precise clock yet available. Light from optical masers 
allows new precision in the measurement of distance, and 
already seems capable of improving our standard of 
length. This new precision suggests interesting experi-
ments on certain fundamental properties of our space, as 
well as the application of higher precision to a variety of 
physical effects. So far, experiments have been done to 
improve the precision with which the Lorentz transforma-
tion can be experimentally verified. 42,5° It appears that 
improved precision in measurement of the speed of light 
can also be expected. If we look some distance in the 
future, it seems clear that the techniques of quantum 
electronics will allow direct measurement of the frequency 
of light, rather than only its wavelength. This can be ac-
complished by generation of harmonics of a radio fre-
quency, amplification of the new frequency, and further 
generation of harmonics until the radio region is linked 
with optical frequencies. This should eventually allow 
measurement of the velocity of light c to whatever pre-

cision we define time and length. Or, it will allow the 
elimination of separate standards of time and of length 
because c times a standard time will define a standard 
length with more precision than we can now achieve. 
The power of spectroscopy should be considerably 

increased by use of masers. In particular, these very mono-
chromatic sources can greatly improve spectroscopic 
resolution and thus allow more detailed examination of 
the structure of atoms, molecules, or solids. This advance 
can be particularly striking in the infrared and far-infra-
red, where present resolution is far less than the widths of 
atomic or molecular lines. Already some high-resolution 

spectroscopy has been done with lasers,5"2 and still 
more interesting work of this general type can be expected 
before long. 
A third interesting field for which lasers are important 

has emerged as a field almost entirely because of the 
existence of lasers, and is the area where scientific research 
has so far been most active. This is what is usually called 
nonlinear optics,' .5' although it includes some phenom-
ena which might not previously have been described in 
this way. We have been accustomed in the past to dis-
cussing the progress of light through a passive optical 
material of more or less fixed properties. But in the intense 
laser beams now available, interactions between the light 
and the optical medium are sufficiently large that proper-
ties of the medium can no longer be regarded as fixed. 
The medium distorts, its molecules vibrate, and polariza-

tion of electrons in its atoms no longer responds linearly 
to the applied field. One must now also consider the 
dynamics of both the light and the optical medium, and 
interactions between their two motions. Some of the new 
phenomena observed are multiple-quanta absorption, 
which makes absorption depend on intensity, 55,56 har-
monic generation in optical materials and mixing of light 
frequencies,57-6° excitation of coherent molecular vibra-
tions and stimulated Raman effects, 42-45 and stimulated 
Brillouin scattering." 62 Only the last two of these will be 
discussed, partly because they bear on still another kind of 
maser, one which generates phonons. 

The phonon maser 

Acoustic waves follow equations that are of the same 
general form as the equations of light and manifest many 
of the same phenomena. An acoustic wave can produce 
an atomic or molecular excitation, or receive energy from 
it by either spontaneous or stimulated emission. Hence, 
one may expect maser action for acoustic waves if a sys-
tem can be found in which molecules are sufficiently 
coupled to an acoustic field and appropriate excitation 
can be obtained to meet the threshold condition. The 
first such systems suggested involved inversion of the spin 
states of impurities in a crystal in ways similar to those 
used for solid-state electromagnetic masers." A system of 
this type has been shown to operate as expected." How-
ever, a more generally applicable technique seems to be 
Brillouin scattering and its close associate Raman scatter-
ing, which utilize phase correlation rather than popula-
tion inversion to produce amplification. This process can 
also be viewed as parametric amplification. 

Light may be scattered by the train of crests and troughs 
in an acoustic wave much as by a grating. Since the wave is 
moving, the scattering involves a Doppler shift. The net 
result, first analyzed by Brillouin," is that the scattered 

light is shifted in frequency from the frequency vo of the 
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original beam by an amount 

= 2vov-  sin 0 (13) 
c 2 

where v and c are the phase velocities of sound and of 
light, respectively, in the medium, and O is the scattering 
angle. The energy lost, is given to the scattering acous-
tic wave of frequency v. If the light is of sufficient inten-
sity, it can thus give energy to the acoustic field faster than 

it is lost and fulfill a threshold condition which allows the 
acoustic energy to build up steadily. 

For the very high acoustic frequencies ( 10' to 101" c/s) 
implied by ( 13) when O is not very small, the losses are 
usually so large that interesting amplification cannot be 

achieved with ordinary light. But with laser beams of 
hundreds of megawatts per square centimeter, it is quite 
feasible to produce an intense build-up of acoustic waves 
by this process of stimulated Brillouin scattering". 62—so 
intense, in fact, that the acoustic energy can crack glass or 
quartz. This gives a method of producing and studying 
the behavior of very-high-frequency acoustic waves in 
almost any material that will transmit light—a possibility 

which was previously not so clearly available. 
Brillouin scattering by spontaneous emission has been 

studied for some time. But the intense monochromatic 
light of lasers allows now much greater precision in work 
with this technique, 52 and it too is yielding interesting 
information on the propagation of hypersonic waves in 

materials. 
There is no firm limit to the acoustic frequencies that 

can be produced by stimulated emission, even though 
(13) indicates a kind of limit, for O = ir, of 2v0v/c. But in 

the optical branch of acoustic waves, the phase velocity 1, 
can be very high. In fact, stimulated Raman scattering, or 
the Raman maser mentioned briefly above, represents 
excitation of the optical branches of acoustic spectra, and 
generates coherent molecular oscillations. Quantum-elec-
tronic techniques can thus allow interesting new ways to 
generate and explore most of the acoustic spectrum as 

well as much of the electromagnetic domain. 

Concluding remarks 

In a few years this brief report will no longer be of much 
interest because it will be outdated and superseded, except 
for some matters of general principle or of historical 
interest. But, happily, it will be replaced by further striking 
progress and improved results. We can look forward to 
another decade of rapid development in the field of quan-
tum electronics—new devices and unsuspected facets of 
the field, improved range and performance of masers, and 
extensive application to science and to technology. It 
seems about time now for masers and lasers to become 

everyday tools of science, and for the exploratory work 
that has demonstrated so many new possibilities to be 
increasingly replaced by much more finished, more system-
atic, and more penetrating applications. It is this stage 
of quantum electronics that should yield the real benefits 
made available by the new methods of dealing with radia-
tion. 
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Atmospheric research and 

electromagnetic telecommunication—P art I 

The broad subject of electromagnetic telecommunication in 
the United States is examined, with the stress on the importance 
of atmospheric research to this growing field 

H. G. Booker University of California, San Diego 

C. G. Little National Bureau of Standards 

This report is based on material prepared during 1964 
for the Interdepartmental Committee fór Atmospheric 
Sciences, entitled "Atmospheric Research Required to 
Facilitate Electromagnetic Telecommunication." The au-
thors were chairman and secretary, respectively, of the 
Steering Committee set up to guide the preparation of the 

report. 
Part loft/mis report deals with the economic magnitude of 

electromagnetic telecommunication in the nation, and 
discusses the interactions between atmospheric science 
and electromagnetic telecommunication. Part II, to appear 
next month, will present an analysis of the fiscal year 1964 
telecommunication-oriented atmospheric research across the 
nation, and discusses the balance of this research program 
relative to the atmospheric research needed to support the 

nation's telecommunication activities. 

Economic magnitude of 

electromagnetic telecommunication 

One hundred years ago Maxwell first described the 
electromagnetic nature of light. Now, only 63 years 
after Marconi's first transmission of radio signals across 
the Atlantic, electromagnetic telecommunication activities 
comprise several large industries which have a tre-

mendous impact on the way of life of all Americans. It is 
the purpose of this section to outline briefly the magni-
tude of these electromagnetic telecommunication in-

dustries. 

• 

Expenditures, investment, and employment. Table I 
shows that the 1962 U.S. expenditures on electromag-
netic telecommunication through the atmosphere were 
of the order of $ 17 billion, or about 3 percent of the 
Gross National Product. 
Table II estimates $26 billion as the 1963 depreciated 

U.S. investment in electromagnetic telecommunication 
systems, equipment, and research and development 

facilities. 

The total impact on the economy is, of course, far 
greater than that indicated in Table I, both in terms of 
supporting industries and the "multiplier effect" of the 
income generated by these expanding activities. Pre-
liminary research by the Office of Business Economics on 
interindustry sales and purchases indicates that sales of 
communications equipment to final users have an almost 
equivalent additional impact on other industries and 
activities. Every dollar spent on communications equip-
ment requires almost an equal total output from such 
supporting industries as electronic components, chem-
icals, fabricated products, plastics, and other materials; 
services, such as trade, transportation, water and electric 

power, real estate, etc.; primary metals; mining, and 
others. Also, before communications equipment can be e 
used, additional expenses are incurred in transportation, 
distribution, and installation. 
The income generated by expanding telecommunication 

activities and supporting industries has a further economic 
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I. Estimated annual sales, revenue, or expendi-"Lures for electromagnetic telecommunication 
quipment, operations, or services, 1962 

Millions 

Manufacturing (value of shipments at manu- $ 5 600 

facturers' prices) 

Wholesale and retail trade in electromagnetic 

telecommunication equipment and com-

ponents (estimated markup or net revenue) 850 

Installation and repair services 1 400 

Electromagnetic telecommunication opera-

tions and maintenance expenditures or reve-

nues 

Research and development expenditures not 

included in other categories ( industry, gov-

ernment laboratories, universities, and other 

nonprofit organizations) 

Total $17 000 

II. Estimated U.S. Investment in 
electromagnetic telecommunication 
systems, equipment, and R&D facilities, 1963 

• 

8 350 

800 

Depre-

ciated 

Value, 

millions 

U.S. Government 

Department of Defense and other National 

Security Agencies $ 9 000 

Federal Aviation Agency 635 

National Aeronautics and Space Administra-

tion 250 

Treasury (Coast Guard) 450 

Commerce (Maritime Administration, Wea-

ther Bureau, National Bureau of Stan-

dards, etc.) 

U.S. Information Agency 

Others, including Atomic Energy Commission, 

Agriculture, Interior, Justice, Tennessee 

Valley Authority, Veterans Administration, 

St. Lawrence Seaway, etc. 75 Type of Radio Service 

Manufacturing, net fixed assets 1 000 

Non-U.S. Government communications serv-

ices, facilities, and equipment 

Broadcasting 

Television 

Radio 

Common carrier 

Safety and special services, including state 

and local government 

Research and development, equipment and 

facilities not reported elsewhere 

Government, industry, and educational and 

other nonprofit institutions 

Repair and installation services, and test and 

measuring equipment and facilities 

Wholesale and retail trade 

• Consumer electromagnetic telecommunica-

tion equipment 

Television receivers 

Radio receivers 

70 

90 

Ill. Estimated employment in 
electromagnetic telecommunication activities, 1963 

Manufacturing 

Government and commercial telecommuni-

cation equipment 

Television and radio receivers 

Electronic components 

Operations and maintenance 

Government 

Department of Defense, including Armed 

Forces and civilian personnel 

Other federal agencies 

Nongovernment 

Broadcasting 

Safety and special services 

Common carrier 

Government facilities operated by private 
contractors 

Research and development 

Government, industrial, educational, and 

nonprofit R&D laboratories, not included 

elsewhere 

Wholesale and retail electromagnetic tele-

communication equipment distribution 

Television and radio receiver distribution 

Other: commercial equipment and parts dis-

tribution 

Repair and installation services 

Television and radio repair shops 

Other: commercial equipment repair and in-

stallation services 

Thou-

sands 

of Em-

ployees 

270 

115 

160 

400 

60 

100 

140 

40 

30 

40 

70 

15 

80 

20 

Total 1500 

IV. Authorized station count, June 30, 1963 

Number of Stations 

Safety and special services 

Amateur 270 838 

Aviation 106 202 

Industrial 107 796 
370 Land transportation 14 089 

260 Marine 143 227 

1 700 Public safety 43 168 

Citizens 446 590 
1 500 Total 1 131 910 

Broadcast services 

Standard (AM) 3 997 

Frequency modulation 
350 (FM) 1 445 

Television (TV) 757 

300 Others 9 630 
Total 15 829 

Common carrier 6 599 

Experimental services 730 

Total station count 1 155 068 

450 

5 500 

4 000 

Total $26 000 
Source: Federal Communications Commission 29th Annual Report 

for Fiscal Year 1963. 

Booker, Little Atmospheric research 45 



effect as people spend this income on housing, food, 
consumer goods, insurance, recreation, and other goods 

and services. The relatively rapid growth rates of indus-
tries and services based on the telecommunication arts 
have been, and will continue to be, a major factor in 
U.S. economic growth. 
The total employment in electromagnetic telecom-

munication is estimated to be about 1.5 million persons. 
The principal categories are shown in Table III. 

Authorized transmitter stations. Table IV shows that 
the authorized station count for civilian transmitters in 
the United States, as of June 30, 1963, was 1 155 068. 
After omitting the large amateur radio and citizens' radio 
usage, the total broadcast, common carrier, experi-

mental, public safety, and special radio services num-
bered 437 640. 
Economic usage by broad spectral region. Table V is 

an attempt to divide the economic usage of the electro-
magnetic spectrum into four main spectral regions.. 
These are from 0 to 3 X 107 c/s (primarily involving 
ground-wave and/or ionospheric propagation); 3 X 
107 to 109 c/s (primarily tropospheric line-of-sight 
propagation; 109 to 3 X 10'2 c/s (primarily tropospheric 
line-of-sight and beyond-the-horizon propagation); and 
3 X 10'9 to 10'5 c/s (infrared and optical line-of-sight 
propagation). 
The distribution of annual expenditures for the dif-

ferent frequency bands for 1962 is estimated as follows: 

V. Estimated annual sales, revenue, or expenditures for 
electromagnetic telecommunication, by broad frequency ranges, 1962 ( in millions of dollars) 

Activity 

Manufacturing (value of shipments at manufacturers' 
prices) 

Government expenditures for installation operations and 

maintenance 
Nongovernment annual revenue or expenditures 

Broadcasting 
Common carrier 
Safety and special services 

Research and development expenditures for electromag-
netic telecommunication (industry, government, and 
nonprofit institutions not reported elsewhere) 

Wholesale and retail trade in electromagnetic telecom-
munication equipment and components (estimated 
markup or net revenue) 

Installation and repair services (radio, TV, and commer-
cial) 

Totals 

Fig. 1. Electronic equipment output compared with Gross 
National Product, 1929 to 1963. 
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Fig. 2. Growth of total broadcast revenues compared with 
Gross National Product, 1937 to 1962. 
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Frequency, 
c/s 

Below 3 X 107 
3 X 107 to 109 
109 to 3 X 10 12 
Above 3 X 10 12 

Approximate 
Expenditure 

$3 billion 
$9 billion 

$4.4 billion 
$0.6 billion 

Growth rates and trends. Now that the large magnitude 
of atmospheric telecommunication activities has been 
established, it is important that the growth rates be 
identified. Common experience shows that the field is 
still growing; the question, of course, is "how fast?" 
Growth of matutlacturing. Figure 1 gives dollar figures 

for the manufactured output of electronic equipment and 
the Gross National Product for the period 1926-1963, 
in current dollars. (About 70 percent of the electronic 
equipment is for telecommunication purposes.) It is 
noteworthy that in the last 30 years the GNP has in-
creased by essentially one order of magnitude and the 
electronic equipment output by about two orders of 
magnitude. As one would expect, the rate of growth of 
electronic equipment is no longer as fast as it was in the 
1940s and early 1950s; nevertheless, over the last ten 
years the annual growth rate has been about 8 percent per 
year (in current dollars) compared with an equivalent 
GNP annual growth rate of 5 percent. 

Growth of broadcasting revenues. Figure 2 illustrates 

the growth of total broadcasting revenues (AM/FM radio 
and television) over the 25-year period 1937-1962, com-
pared with the Gross National Product. Again the growth 

of the telecommunication activity has been more rapid 
than that of the GNP; in this case the annual growth rate ein current dollars) of the broadcast revenue has averaged 
approximately 10 percent per annum during the last ten 

years. 
Growth of authorized station count. From these two 

analyses, one of manufacturing, one of telecommunica-

tion service revenue, it is clear that the field of electro-
magnetic telecommunication is still growing rapidly, with 
an annual growth rate roughly twice as fast as the Gross 
National Product. This ratio in the growth rates is in-
creased if they are expressed in dollars of constant value, 
rather than in current dollars. Further evidence of this 
growth is presented in Table VI, which gives authorized 
transmitters licensed by the Federal Communications 
Commission, as of June 30, 1935; June 30, 1959; and 
June 30, 1963. Here the growth over the four-year period 
1959-1963 totals 127 percent. 
The trend to higher frequencies. An important feature of 

this growth is the trend to higher frequencies. As radio 
telecommunication usage has increased, the International 
Telecommunication Union has found it necessary to 
extend specific regulatory control to higher and higher 
frequencies. The upper limits of the ITU coverage are 
given in Table VII, in which the figures refer to the fre-
quency assignments for all radio services. As an example 
of the way a particular service has been affected by this 
trend to higher frequencies, Table VIII gives the band 
allocations and station counts for public safety services 
(police, tire, forestry conservation, highway maintenance, 
local government, state guard) since 1931. 

Anticipated growth areas in atmospheric telecommunica-
tion. The foregoing discussion has identified the magni-
tude of the telecommunication activities of the nation, 
and has shown that the nation's expenditures in this field 
are still increasing. We believe that these expenditures will 
continue to grow, both because of the rapid evolution of 
the technology of telecommunication and because of 
the rapidly evolving telecommunication demands of our 
industry and civilization. Examples of the evolving tech-
nology include the laser and space telecommunication 
systems; examples of potential or growing demands for 
telecommunication capability lie in such areas as 

I. Picture phone 

VI. Growth of safety and special services in the United States 

Radio Service 

Marine 
Aviation 
Public safety 
Industrial 
Land transportation 
Citizen 
Amateur 

Totals 

Authorized Station Count 

June 30, 
1935 

June 30, 
1959 

June 30, 
1963 

Percentage 

Growth 

1959-1963 

2 157 
678 
298 

146 

0 
0 

45 561 

48 840 

84 947 
77 682 
29 363 
49 697 
10 625 
49 269 
195 776 

497 359 

Source: Federal Communications Commission 29th Annual Report for Fiscal Year 1963. 

143 227 
106 202 
43 168 

107 796 
14 089 

446 590 
270 838 

1 131 910 

VII. Upper limits of International 
Telecommunication Union coverage 

Maximum Frequency of 
ITU Allocations, 

Year c/s 

1938 
1947 
1959 

6 X 107 
2 X 108 

1.05 x 10 ,0 
4 X 101° 

69 
37 
47 
116 
32 

909 
38 

127 

VIII. Band allocations, public safety services 

Year 
New Band 

Added, Mc/s 
Total Number 
of Stations 

1931* 
1935 
1949 
1954 
1963 

1.5 to 3 
30 to 40 

152 to 162 
450 to 470 

* Creation of this radio service. 

62 

252 

5 700 

15 697 

43 168 
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2. Color television 
3. Closed-circuit television 
4. Educational television 

5. Mobile communications 
6. Automatic collection of geophysical data 
7. Provision of remote access to computer centers 
8. Provision of remote access to data-storage centers 

and libraries 

9. Military command and control 
The normal expansion of existing services, plus the 

expansion required to meet new needs such as those sug-
gested above, make it highly probable that the telecom-
munication activities of the nation will continue to grow 
appreciably faster than the Gross National Product. 

Intangible benefits resulting from telecommunication. 
The foregoing discussion has been concerned primarily 
with identifying the magnitude and trends of the national 
expenditures on electromagnetic telecommunication. 
There has been no discussion of the benefits obtained by 

these expenditures, though it is important to recognize 
that they are so large as to make it appropriate to speak 
of the 20th century as the Age of Telecommunication. 
The impact (political, military, sociological, economic, 
educational, scientific, and historical) of man's ability to 
communicate over long distances essentially instantane-
ously is rarely even discussed, let alone measured. Indeed, 
it does not appear possible to measure quantitatively the 
many benefits derived by the United States from this use 
of the electromagnetic spectrum. For example, how would 
one estimate the total value of television (including inter-
national relay) to the nation? What are the military and 
civilian benefits obtained (say) by the use of radar? How 
does one measure the worth of the lives saved by the use 
of radio by the fire and police services (or even how many 
lives are saved)? To what extent will the use of two-way 
radio by American industry for instant communication 
with skilled decision makers increase our ability to com-
pete effectively in worldwide markets? We do not attempt 
to answer such questions here, since this article is con-
cerned primarily with atmospheric research rather than 
social science and economics. Instead, we will list the 
principal uses of telecommunication, leaving it up to the 
reader (if he wishes) to make his own estimates of the 
benefits derived from such services. These uses (approxi-
mately in descending order of annual expenditure or 

revenue) are as follows: 
1. Military uses for the command, control, and 

guidance of friendly forces and weapons; for the 
detection, surveillance, deception, and (if neces-
sary) destruction of hostile weapons, activities, and 

forces 

2. Television broadcast 
3. Mobile communication to and from aircraft, ships, 

and land vehicles 
4. Navigation 
5. Long-distance radio relay of telephone calls 

6. AM and FM broadcast 
7. Public safety by law enforcement agencies, fire 

services, civil defense, etc. 
8. Space telecommunication 

9. Geodesy 
10. Atmospheric research by remote electromagnetic 

probing 
11. Voice of America broadcasts 
12. Citizens' band 

13. Amateur radio 
14. Dissemination of time and frequency standards 

Telecommunication capabilities 
and limitations of the atmosphere 

The primary purpose of this section is to review the 
field of telecommunication by electromagnetic waves, and 
to indicate across the spectrum the extent to which the 
atmosphere interacts with and limits telecommunication. 

First, we should note that the analysis relates to com-
munication through the atmosphere using electromag-
netic waves. We will be concerned with the atmosphere 
as it affects propagation; we will not, in general, be 

directly concerned with the details of either the trans-
mitting or the receiving devices. 
Second, it is necessary to define telecommunication in 

the sense used in this article. By telecommunication we 
mean the use of electromagnetic waves propagating through 
the atmosphere to convey information (intelligence) of 
any type. Thus telecommunication must be recognized as 
including all radar, navigation, broadcast, television, and 
other systems that involve propagation of electromag-
netic waves in the atmosphere. 

Third, it is important to recognize the range of fre-
quencies considered here. Although the electromagnetic 
spectrum has been explored by the physicist over at least 
the range 10-3 c/s to 10 22 c/s, that part of the spectrum 
between about 10 (very-low-frequency radio waves) and 
10 15 c/s (near-ultraviolet) is potentially the most useful for 
telecommunication purposes. Among other difficulties, 
the radiation, modulation, and detection of coherent 
electromagnetic waves outside this frequency band makes 
such frequencies unattractive to the communicator. Thereàik 
are however a number of research uses, and even somelir 
specialized applied telecommunication uses, of fre-
quencies below 104 c/s. Following and extending the 
terminology of the radio telecommunication engineer, we 
will describe the different regions of this spectrum by the 
terms given in Table IX. 

Fourth, because of the extremely broad frequency range 
to be covered, it is important to recognize that very many 
different propagation mechanisms (i.e., methods by which 
electromagnetic waves propagate through the atmosphere 
from a transmitter to a receiver) must be considered. The 
principal propagation mechanisms which are significantly 

IX. Regions of the frequency spectrum 

Region 

ITU 
Band 

Frequency, Num-
c/s ber 

Very-low frequencies (VLF) 
Low frequencies (LF) 
Medium frequencies (MF) 
High frequencies (HF) 
Very- high frequencies (VHF) 
Ultrahigh frequencies (UHF) 
Superhigh frequencies (SHF) 
Extremely high frequencies 
(EH F) 

Teracycle radio 
Infrared 
Visible 
Near-ultraviolet 

3 X 103 to 3 X 104 
3 X 10' to 3 X 105 
3 X 103 to 3 X 104 
3 X 104 to 3 X 103 
3 X 107 to 3 X 10' 
3 X 108 to 3 X 104 
3 X 104 to 3 X 10'° 

3 X 101° to 3 X 10" 
3 X 10" to 3 X 10 12 
3 X 10'2 to 4 X 10'4 
4 X 10" to 8 X 10" 
8 X 10" to 10 15 

4 
5 
6 
7 
8 
9 

10 
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affected by the atmosphere may be listed as follows: 

1. Geometrical-path (line-of-sight) propagation 
a. Tropospheric line of sight at radio, infrared, 

and optical frequencies 
b. Earth-space line of sight at radio, infrared, 

and optical frequencies 
2. Propagation mechanisms involving reflection 

a. Earth-ionosphere ducting 
b. Earth-ionosphere reflection 
c. Tropospheric ducting 
d. Tropospheric reflection 

3. Propagation mechanisms involving scatter 
a. Ionospheric forward scatter 
b. Meteor scatter 
c. Tropospheric scatter at radio, infrared, and 

optical frequencies 
It should be noted that several other propagation 

methods exist but have been omitted. Such mechanisms 
are 

1. Propagation mechanisms not discussed because of 
minor sensitivity to atmospheric effects 

a. Space-to-space line of sight (essentially un-
affected by the propagation medium for all 
frequencies greater than about 107 c/s) 

b. The Norton surface (diffracted) wave (a very 
important propagation mechanism at VLF, 
LF, and MF and of some importance to about 
108 C/S, in which the propagation is determined 
primarily by the electrical characteristics and 
curvature of the ground, rather than by the 
atmosphere) 

c. Mountain diffraction and ground scatter 
(which may be of importance in the range of 
107 to about 10" c/s, again depending on the 
characteristics of the ground rather than the 
atmosphere) 

2. Propagation mechanisms not discussed because of 
limited usefulness except for atmospheric research 

purposes 
a. Incoherent scatter (3 X 107 to 106 c/s) 
b. Hydromagnetic waves, and the whistler mode 

(10-3 to 105 c/s) 
c. Magnetospheric ducting ( 106 to 2 X 107 cis) 
d. Auroral scatter ( 106 to 3 X 106 c/s) 

Fifth, for any of these propagation mechanisms, a tele-
communicator may well be interested in the following 
principal parameters of an electromagnetic wave, as well 
as their space and time dependence. In many cases, the 
propagation-induced fluctuations in these parameters 
limit the telecommunication capabilities of the system. 
These parameters include 

I. Amplitude 
2. Phase 
3. Frequency (time derivative of phase) 
4. Polarization 
5. Direction of travel 
6. Phase velocity 
7. Dispersion (the variation of phase velocity with 

frequency) 

Sixth, it should be recognized that the final limit to the 
informution-carrying capability of an electromagnetic 
telecommunication system is the existence of unwanted 
signals and noise. These may be man-made or of natural 
origin; they may originate in the system itself or may be 
signals that originate elsewhere and are picked up by the 

receiving system. In any discussion of the effects of the 
atmosphere on telecommunication systems, the atmos-
pheric noise level in which the system is immersed must 
therefore be considered. 

Seventh, it should be recognized that in many atmos-
pheric telecommunication systems, the signals may 
propagate to the receiver by more than one propagation 
mechanism at a time. These may follow somewhat similar 
paths (such as the two magnetoionic mode paths of an 
HF communication system), or two very different mech-
anisms may be involved, as in the case of simultaneous 
reception of the ground wave and the sky wave at low or 
medium frequencies. 

Atmospheric telecommunication limitations. A detailed 
discussion of the manner and extent to which each of the 
significant parameters describing an electromagnetic 
wave is affected by the several atmospheric regions, 
across the whole spectrum of interest to the communi-
cator, is clearly beyond the scope of this article. Instead, 
two figures summarizing this information have been pi e-
pared. Figures 3 and 4 present graphically the key aspects 
of significance, understanding, and predictability of at-
mospheric limitations to telecommunication as a function 
of propagation mechanism and frequency. It is important 
that the reader recognize that the frequency boundaries 
used in these figures are very arbitrary. In practice, the 
transition from one propagation mechanism to another, 
or from one grade to another, occurs over a range of fre-
quencies rather than at a discrete frequency. 
The several different uses of a given propagation 

mechanism will not in general be equally sensitive to 
changes in propagation; a given change in propagation 
conditions may be of far greater significance for one tele-
communication system than for another. Also, different 
specialists would undoubtedly grade the telecommunica-
tion limitations of an individual propagation mechanism 
differently, with the standard deviation probably about 

one grade. The reader should therefore be cautious in us-
ing these figures, especially when attempting to apply 
them to an individual telecommunication circuit instead 

of to the general state of the art for that propagation 
mechanism. 
Gaps in our understanding of atmospheric effects. In 

Figs. 3 and 4 the degrees of significance, understanding, 
and predictability of these atmospheric effects for each 
of the main propagation mechanisms are summarized. 
The purpose of the present section is to use this material 
to identify the major gaps in the understanding of the 
atmospheric effects on electromagnetic telecommunica-
tion. The treatment will be broad and certainly not all-
inclusive; however, it is hoped that by identifying the 
main gaps in our knowledge it will be possible to test the 
balance of the existing atmospheric research program in 
support of telecommunication. 

For purposes of broad review of the balance of the re-
search effort it is convenient to consider only four main 
types of electromagnetic propagation paths. These are, 
respectively, tropospheric line-of-sight paths; tropo-
spheric beyond-the-horizon paths; paths involving iono-
spheric reflection or scatter; and earth-space line-of-sight 
paths, involving both tropospheric and ionospheric 
propagation. The status of understanding of each of these 
four main types of telecommunication paths will now be 
considered in turn. 

Tropospheric line-of-sight paths. In this most important 
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propagation mechanism (typically limited to distances of 
a few tens of miles) the degree of understanding is good up 
to roughly 1010 c/s. As the frequency increases from 

to X 1012 c/s, the degree of understanding 
changes rapidly to poor or very poor. The history of line-
of-sight radio telecommunication is one of constant 
extension to higher and higher frequencies; it is clear that 
the pressures for increasing bandwidth are such as to 
cause this trend to continue. Since atmospheric limitations 
are of increasing significance at radio frequencies above 
about 10'° c/s, it is clear that considerable research on the 
radio properties of the troposphere (including especially 
the absorption of radio waves by atmospheric gases, and 
their attenuation by clouds and precipitation) will be 
required to optimize system design and spectrum utiliza-

tion. 
The understanding of line-of-sight propagation at op-

tical and infrared frequencies is rated as fair; again con-
siderable atmospheric research is required before the tele-
communication capabilities of the atmosphere at these 
frequencies is understood. Considerable effort is being 
devoted to component development in this frequency 
band; much of it will be wasted unless adequate propaga-
tion information is available. 

Tropospheric beyond-the-horizon paths. The tropo-
spheric reflection, ducting, or scatter of electromignetic 
waves to points beyond the horizon represents an ex-

Propagation mechanism 

Tropospheric line of sight 

Tropospheric ducting 
and reflection 

Tropospheric scatter 

Earth—space line of sight 

Earth—ionospheric ducting 
and reflection 

Ionospheric forward scatter 

Meteor scatter 

1010 1012 101 104 106 

tremely important propagation mechanism applicable 
(with the exception of some absorption bands) to all fre-
quencies above about 107 c/s. The degree of understanding 
of the atmospheric effects on such propagation paths is 
typically poor or very poor. For example, although in a 
favorable case it is possible to predict the median trans-
mission loss with a probable error of about a factor of 
two, the instantaneous transmission loss between single 
antennas typically varies by at least a factor of one mil-
lion, in an unpredictable manner. Although the theory of 
electromagnetic propagation in simplified models of the 
atmosphere is well advanced, there is no general agree-
ment as to the appropriateness of any of the models, nor 
even as to the relative amount of time that the received 
signal should be attributed to tropospheric scatter, re-
flection, or ducting. It is clear that any further major 
advances in RF tropospheric scatter communication are 
dependent upon a better understanding of the radio 
propagation, and that a much better understanding than 
now exists of the large- and small-scale variations of at-
mospheric refractive index will be required. 
No systematic studies have been made of beyond-the-

horizon propagation of infrared and optical wavelengths; 
such studies appear to be of high priority, since they may 
offer completely new telecommunication opportunities. 
Radio telecommunicators have found the very weak scat-

tering of signals that occur in the troposphere and the 

Fig. 3. Degrees of significance and understanding of atmospheric 
effects on the main electromagnetic propagation mechanisms. 
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lower ionosphere extremely valuable for beyond-the-
horizon propagation; at optical wavelengths the scattered 
component is orders of magnitude stronger, and so well 
may provide a valuable telecommunication mechanism. e Paths involving ionospheric reflection or scatter. An 
examination of Fig. 3 reveals that the degree of under-
standing of ionospheric propagation is rated from fair to 

good, being best in the range 104 to ,---,3 X 101 c/s, and 
poorest in the range 105 to 106 c/s. The fact that the degree 
of understanding is higher for this type of propagation 
rather than for tropospheric propagation can be at-
tributed to two main factors: 

1. The large amount of research (both propagational 
and atmospheric) that has been conducted in this 
field, starting almost 40 years ago 

2. The major extent to which radio techniques have 
been used to study the upper atmosphere 

The first of these points can be attributed to the domi-
nant importance of ionospheric propagation, which until 
about 1955 was the only method of communicating far 
beyond the horizon (except for the important, though then 
relatively small, use of cables). The second factor is 
attributable to the inherent simplicity of the remote 
electromagnetic probing techniques relative to the diffi-
culty of conducting in situ studies of the upper atmos-
phere. 
From the point of view of telecommunication, the 

Fig. 4. Degree of predictability of atmospheric effects on the 
e electromagnetic propagation mechanisms. 
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ionosphere is enormously more variable, both geograph-
ically and temporally, than the lower atmosphere. The 
last decade has seen major improvements in our under-
standing of the gross temporal variations (diurnal, sea-

sonal, and 11-year sunspot cycle) and the gross geographic 
and height variations. The present limitations in our 
understanding of the ionosphere are primarily in terms of 
the shorter term (disturbance-type) variations, and those 
of smaller scale (from roughly 1000 kilometers down to 
scales of tens of meters). These irregular, and at the 
moment unpredictable, variations have importance com-

parable to that of the long-term and large-scale variations, 
and much research must be devoted to increasing our 
understanding of their role in ionospheric telecommunica-
tion. 

Earth-space line-4-sight paths. The propagation of 
electromagnetic waves from the earth's surface to space 
vehicles involves both tropospheric and ionospheric 
propagation. Up to frequencies of the order of 109 c/s, 
ionospheric effects (refraction, scatter, polarization, rota-
tion, and absorption) are the most important; above 
about 109 c/s the tropospheric effects become more sig-
nificant, especially at low angles of elevation. The present 
trend is to use frequencies of the order of 2 x 109 to 101° 
c/s for most earth-space telecommunication; for this 
reason the atmospheric research required to support this 
type of telecommunication is tropospheric in nature. 

main 
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Three main types can be identified: 
1. Because many of the present allocations for earth-

space telecommunication are on a shared-use basis, it is 
important to study the effects of tropospheric scattering, 
ducting, and reflection, which may result in unacceptable 
interference between services operating on the same fre-
quencies. 

2. Studies of earth-space propagation at radio fre-
quencies above 4 X 10" c/s (the highest frequencies cur-
rently assigned by the ITU) should be made in order to 
investigate the possibility of their use for space telecom-
munication. 

3. The potential importance of earth-space propaga-
tion at infrared and optical frequencies should also be 
investigated. 

Atmospheric noise levels. Since all telecommunication 
systems are ultimately limited by the effects of unwanted 
noise and interference, it is important that appropriate 
studies of atmospheric noise levels be made. Across the 
spectrum, the major research needs may be identified as 
follows. 

Up to about 109 c/s, the principal noise limitation is not 
atmospheric in origin, but due to unintentional and often 
unnecessary radiation of energy from electric machinery, 
motor vehicles, neon lights, power lines, etc. At higher 
radio frequencies, particularly above about 2 x 10" c/s, 
thermal noise due to atmospheric absorption becomes 

dominant. With the advent of ultralow-noise receivers, 
atmospheric noise (including ground noise scattered into 
the antenna beam by precipitation) is becoming a serious 
limitation. Studies of atmospheric absorption as a func-
tion of frequency and elevation angle are required at fre-
quencies up to and including the infrared frequencies. At 
optical frequencies a considerable body of unorganized 
data exists; it is clear that there is a need for studies of 
the background illumination levels as a function of 
(optical) frequency, angle of elevation, climatic condi-

tions, etc., before optical telecommunication systems can 
be designed in an optimum manner. 

Interference noise levels. As the use of the electromag-
netic spectrum increases, the problem of cochannel inter-

ference becomes more serious. Eventually, noise of 
natural origin ceases to limit the sensitivity of telecom-
munication systems, and instead the limit becomes one 
of interference from other competing man-made signals. 
Because the received strength of these unwanted signals is 
often determined largely by the atmosphere, there exists 
an important need for atmospheric research directed 
toward the interference problem. (These studies differ 
from normal atmospheric telecommunication studies. 
Usually the telecommunicator designs his system to cope 
with the periods of weakest received signal strength. In 
decisions concerned with mutual interference—e.g., fre-
quency-allocation problems—the telecommunicator must 
consider the strongest signal strengths that will be re-
ceived from the interfering source.) This problem is cur-
rently of critical concern in the HF band, in the VHF 
mobile bands, and in connection with frequency sharing 
between earth-space and ground-ground systems at 
ultrahigh and superhigh frequencies. However, across the 
whole of the spectrum it forms an essential part of the 
information required by any civilian or military fre-
quency-allocating body. Since errors or uncertainties in 

the magnitudes of these interference fields impose a 
serious limit on efficient spectrum utilization, it is clear 

that much study (including atmospheric research) should 
be devoted to this problem. 

Modification and control of the telecommunication capa-
bilities of the atmosphere. One important goal of atmos-
pheric research in support of electromagnetic telecom-
munication is to be able to modify the propagation. 
limitations and capabilities of the atmosphere. The prog-
ress to date has been limited. However, it is now clear that 
man can modify the electromagnetic propagation charac-
teristics of his environment in several ways, though with 
difficulty and usually only in a very transient and localized 
manner; for example: 

1. Temporary, localized disturbances in electron den-
sity capable of scattering or reflecting radio waves 
have been produced by artificial seeding of the iono-
sphere by suitable chemicals. 

2. The production of extra ionization in the middle 
and high atmosphere by high-altitude nuclear bomb ex-
plosions has been studied on a number of occasions. 
Under many circumstances the ionization is produced 
sufficiently low in the atmosphere to cause major disrup-
tion in radio communication because of the high absorp-
tion associated with the high electron collision frequency. 
Atmospheric nuclear bomb explosions can also have 
major propagation effects on infrared and optical tele-
communication systems. 

3. A third way to perturb the propagation medium is 
the controlled use of electromagnetic waves (radio, in-

frared, or optical) to heat the medium, the resultant 
change in temperature of the atmospheric gases or elec-
trons changing the refractive index, and hence the propa-

gation characteristics of the medium. This method, when 
applied to the lower ionosphere, results in the so-called. 
Luxembourg or radio-wave interaction. 

4. The production of ionized regions by shock waves 
from supersonic objects (artificial meteors, re-entry ve-
hicles) results in the production of a transient, localized, 
and often undesired perturbation of the electromagnetic 
properties of the atmosphere. 

5. Electromagnetic propagation through the atmos-

phere may also be modified by the introduction of passive 
metallic material capable of scattering electromagnetic 
waves—e.g., chaff, balloons, Project Westford needles, 
etc. 

6. The telecommunication capabilities of the atmos-
phere may be modified by changing the noise environment 
in which the telecommunication system works, rather 

than the propagation medium itself. Examples of such 
man-made perturbations are the weak increases in back-
ground noise level at radio frequencies due to synchrotron 
emission from energetic electrons resulting from the high-
altitude bomb explosion of July 9, 1962, or at optical and 
radio frequencies from the Westford needles. More dra-
matic, but shorter-lived, changes in noise level can occur 
across the whole telecommunication spectrum in the 
moments following an atmospheric nuclear bomb explo-
sion. 

Although a great deal has been learned by studying 
these phenomena—including, for example, techniques for 
the remote detection of nuclear bomb explosions—it does 
not appear that the telecommunication properties of th 
atmosphere are likely to be controllable in the immediatee 
future. 

(This article will be concluded in the September issue.) 
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Science and the salty sea 

Man's dream for centuries has been to turn the 
oceans into sweet water. Today we know that this 
dream will be fulfilled tomorrow for the vast arid 
regions .from the Mojave Desert to the Sahara, 
where human prosperity and survival—depend 
upon new sources of fresh water 

Gordon D. Friedlander Ste Writer 

"Water, water, every where, 
And all the boards did shrink; 
Water, water, every where 
Nor any drop to drink." 

Samuel Taylor Coleridge 
The Ancient Mariner 

Back in 49 B.C., Julius Caesar attempted to convert 
salt water to fresh water during the siege of Alexandria. In 

1963 A.D., in the United States, President Kennedy said: 
"If it can be done inexpensively, it will dwarf any other 
scientific accomplishment." And he directed that a 
maximum effort be made during his administration to 
achieve a major breakthrough in increasing water supplies 
by low-cost water desalting and purification. Today, this 

program has been greatly accelerated, and Federal funds 
for this effort have doubled the previous appropriations. 

The world problem 

Large areas of the globe are presently short of pure, 
fresh water. During the next four decades—unless alterna-
tive sources are found—the shortage will become critical. 

In the United States, it was expected, until recently, 
that our natural supply would exceed the demand for 
many years to come. But unforeseen and prolonged 
drought in watershed areas that previously had adequate 
rainfall has changed this optimistic outlook. Also, our 

water resources are not uniformly distributed. An excess 
of demand over supply by 1980 is predicted for five of our 
22 major resource regions. Poor water quality, either 
from natural alkalies or industrial pollution, considerably 
affects our present-day supply. Further qualitative 
diminution could bring critical shortages before 1980. 
A United Nations' study of 75 emerging nations reveals 

that more than 130 million people depend upon water 
sources that are inadequate, or unsafe, or a combination 
of both. And this alarming estimate is expected to in-
crease by 300 percent by 1980, unless sweeping tech-
nological changes and advances are achieved. 
An international program. As an international ap-

proach to the overall problem, 50 nations are pooling 
their efforts this year for a long-range study project, 
sponsored by UNESCO, to be called the International 
Hydrological Decade. The participants in this project 
realize, as their basic premise, that with sufficient inge-
nuity, financing, and experimentation, man can almost 
always obtain fresh water from some nearby or remote 
source. But economics must invariably be the controlling 
element. For example, a cost differential of one penny per 
1000 gallons increases to prodigious proportions when 
required quantities are measured in billions of gallons. 

At first glance, water desalination may seem to be a 
remote subject for the pages of an electrical and elec-
tronics engineering publication. But its relevance and 
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close relationship is apparent when one realizes that a 
number of the present desalination methods, especially 
the evaporative processes, are being used in the design 
and construction of close-coupled, dual-purpose plants, 
in which exhaust steam from the turbine cycle of nuclear 
generating plants is used to operate the water plants. 
This promising application, in areas where shortages of 
both electric power and fresh water are critical, will be 
explored in more detail later in this article. 

Large-scale single- and dual-purpose plants are already 
under construction in the United States, Israel, on the 
island of Bahrein in the Persian Gulf, and at the U.S. 
Naval Base at Guantanamo Bay, Cuba. 

The four methods of obtaining water 

Four principal methods of supplementing local water 
supplies are in use today. 

Transporting water. Fresh water from inland lakes, 
streams, and reservoirs can be conveyed great distances 
by aqueducts, a method in use since the days of ancient 
Rome. But this is a costly method and entails many 
associated problems. 

For example, in California, surface waters will be 
impounded from abundant watershed sources in the 
Sierra Nevada range by the world's largest earthfill dam, 
which will be built on the Feather River at a cost of 
$457 million. Water will be carried by aqueduct, across 
deserts and through mountains, for a distance of 400 
miles to the south. An additional 638 miles of canals, 
conduits, and tunnels will be required to distribute the 
water to coastal farms and towns. The cost of the entire 
project will involve billions of dollars. The construction 
of the aqueduct system alone is estimated at $ 1.3 billion. 

But beyond the initial investment costs, the transporta-
tion of fresh water from one place to another creates a 
"vicious circle" in that the population of former arid 
lands invariably soars as fresh water becomes available, 
thereby requiring ever-greater quantities in the future. 
This situation will inevitably deplete the reserves of the 
distant sources. 

Desalting sea water. Our oceans and inland seas 
contain 92.7 percent of the earth's water. This water 
can be made potable if its saline content is reduced from 
about 35 000 parts per million to 500 ppm or less. The 
desalination of sea water can be accomplished by various 
distillation or evaporative methods, by electrodialysis, 
or by the newer experimental processes of reverse osmosis, 
direct contact freezing, and propane hydrate. 

But even at the present state of the art, to attain only 
a moderate economy in operation, distillation plants 
for a large population must be of huge size. The domestic 
requirements of one million people are approximately 
150 Mgpd (million gallons per day), and in a distillation 
plant of such capacity, the cost to produce fresh water 
would range from 35 to 45 cents per 1000 gallons at the 
distribution centers. 

A major disadvantage is that costs per 1000 gallons do 
not decrease markedly even with much greater produc-
tion. A distillation plant capable of meeting the full 
requirements of the city of London—about nine million 
people—would produce 1350 million gallons per day at a 
cost of 25 to 30 cents per 1000 gallons at the plant. But 
since such plants must be situated on the sea coast, 
aqueduct and pumping costs to inland cities and towns 
must be added. 

Sea water can be efficiently desalted by electrodialysis, 
but because of the high saline content, present costs are 
too great. It is expected that substantial reductions of 
these costs may ultimately be achieved from R& D 
programs now under way. 

Electrodialysis of brackish waters. During the Devon- le 
ian period of the earth's formation, a vast sea covered 
most of the midwestern prairies of the United States. Over 

the millions of years of geological time, this sea receded, 
but left as its residue the surface waters of the Great Salt 
Lake in Utah, the alkali wastes of the South Dakota 
"bad lands," and huge underground "aquifers" of 
brackish waters (see Fig. 1 map). By definition, brackish 
water consists of between 1000 and 10 000 ppm of 
alkali salts. 

Of the total rain that falls on the land, 70 percent either 
evaporates or is transpired by plant life and returns to the 
atmosphere. The remaining 30 percent falls into catch-
ment or watershed areas from which it eventually reaches 
rivers through surface runoff. But about one quarter of 
this 30 percent percolates into the ground to augment the 
supply of the existing aquifers. This water is recoverable, 
mainly by electrodialysis, and many hydrologists believe 
that the brackish underground supplies are one of the 
world's great untapped natural resources. Vast quantities 
of such water can be found in almost every country of the 
world. The brackish waters contain far less salt than sea 
water does, and hence can be more easily converted to 
fresh water. And equally important, the brackish water 
sources are frequently situated close to the point of in-
tended use. 

Essentially, in electrodialysis, electric power removes 
salts from the water by drawing them through mem- e 
branes. When salts and minerals are dissolved in water, 
their atoms acquire positive and negative ionic charges 
in the solution. Common salt, or sodium chloride, splits 
into positively charged sodium ions and negatively 
charged chloride ions. We will discuss electrodialysis in 
detail later in this article. 
Water reuse and reclamation. The fourth method of 

assuring a continuous supply of fresh water is reuse— 
after purification and desalination. This method can be 
used wherever central sewers are installed. 
The reuse of waste and sewage waters can virtually 

perpetuate the existing supply of a community. The 
contaminants in sewage effluent include organic material, 
detergents, and biological materials. As water passes 
through a municipal system, the dissolved mineral con-
tent also increases by 300-400 ppm. Conventional sewage 
treatment systems remove the organic and biological 
contaminants, but do not remove dissolved minerals. 
After the water is purified, however, it can be deminer-
alized by electrodialysis at a relatively low cost (see Fig. 2). 
It is forecast that for direct municipal use on a scale of 
50 Mgpd, the cost by this method could eventually be 10 
cents per 1000 gallons. 

Wrightsville Beach— 
Government-sponsored proving ground' 

To implement the crash program of new water conver-
sion processes and techniques, the Office of Saline Water e 
(03W), of the U.S. Department of the Interior, has 
established a single, consolidated test site at Wrightsville 
Beach, N.C. Here, R& D work is carried out under 
contracts and grants administered by the OSW,' which 
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Fig. 1. Map showing brackish underground aquifers which could be purified econom-

ically by a number of desalination processes. 

• 
Fig. 2. Typical sewage reclamation process, showing representative costs. 
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Fig. 3. Flow diagram of a triple-effect distillation system that is commonly used to produce boiler makeup feed. 

Fig. 4. Diagram displaying the fundamental principles of a flash evaporator system that is 

similar in process operation to a one-Mgpd plant under construction in Israel. 
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must evaluate the hundreds of ideas that come from 
universities, industry, and private individuals. 
The projects reviewed may range from pure research 

studies to commercial-scale demonstrations of advanced 

eprocesses. 
One vital effort in the R & D program is to translate 

fundamental data into a complete and practical process 
for testing on a pilot plant scale. The pilot plants are 

designed at the smallest workable scale for the deter-
mination of both method feasibility and economic prac-
ticality. 

Physical facilities of test station. As originally de-
signed, the test station, which was completed in January 
1963, provided for ten pilot plant sites. Each site is 
furnished with all necessary utilities, such as high- and 
low-pressure steam, electricity, sea water and fresh 
water connections, compressed air for plant and instru-
ments, and propane gas for laboratory experimentation. 
The reinforced concrete "test pads" also have overhead 
crane facilities for the installation or removal of heavy 
equipment. 

At present, the Koppers Company of Pittsburgh, Pa., 
operates and maintains the station facilities under con-
tract license to the OSW. By terms of the contract, person-
nel are available to operate the central station boilers, 

machine shop and repair installation, and chemical 
laboratory, and to maintain all necessary station appur-
tenances. 

Nucleus of the program. The basic purpose of the 
Wrightsville Beach program is the testing that is being 
performed in the nine individual pilot plants. The plants 

function by the various processes, both operational and 

e experimental, that will be described next in this article. 

The basic evaporation process 

Multiple-effect distillation. In this early method of 
sea water conversion 2 the vapor produced in one evapora-
tor of a series (Fig. 3) is used as the heat source for the 
following evaporator. The pressure in the next adjacent 
evaporator is lowered so that the solution will boil, with 
the latent heat of condensation of vapor as its heat supply. 
For example, in the first stage shown in the diagram, sea 
water is evaporated to steam at atmospheric pressure or 
higher. As the steam passes to coils in the second evapora-
tor, it condenses and is collected as distilled water. In 
condensing, the steam releases latent heat and evaporates 
the sea water in that vessel—and so on through a number 
of successive stages. Essentially this is the process used in 
marine installations to provide boiler feed water. It is 
limited in its output and it is expensive in terms of cost 
per thousand gallons. 
Long-tube vertical evaporators. In the long-tube 

vertical evaporator process (LTV), sea water is fed into 
the inside of the tubes, from whence it precipitates in a 
falling-film pattern. In this configuration the water vapor 

condenses on the outside of the tubes, and the sea water 
is boiled on the inside. 
The oldest operating pilot plant sponsored by the OSW 

at Wrightsville Beach, is the LTV evaporator that was 
designed by W. L. Badger Associates, Inc. The one-Mgpd 

edemonstration plant at Freeport, Tex., was designed on 
the basis of information obtained from the pilot unit. 
This plant contains a 12-effect system of evaporators of 
the falling-film type, with a maximum operating tempera-
ture of 250° F. 

At the present time the pilot plant is used principally to 
develop methods of increasing the efficiency of the proc-
ess, and the main emphasis is directed toward finding 
ways to control scale forniation on heat transfer surfaces 
at high temperatures. 

Multistage flash distillation. In the multistage flash 
distillation process, sea water is progressively heated 
and then introduced into a large chamber, wherein pres-
sure just below the boiling point of the hot brine solu-
tion is maintained. When the brine enters this chamber, 
the reduced atmospheric pressure immediately causes 
part of the liquid to boil, or "flash," into steam. The re-
maining brine is then passed through a series of similar 
chambers at successively lower pressures where the flash 
process is repeated at progressively lower temperatures. 

Figure 4 shows the Baldwin-Lima-Hamilton Corpora-
tion's configuration of a multistage flash distillation plant 
that is similar in process operation to a one-Mgpd 30-
stage flash plant nearing completion in Eilat, Israel. 

In operation, sea water is pumped from a water intake 
through the condenser tubes of the heat rejection stages. 
Here, the sea water is heated and most of it is returned to 
the sea, but a portion of this water is treated for scale 
prevention, deaerated, and then flashed into one of the 
lower flash chambers as makeup. 
The brine is recycled from the lowest pressure stage 

through the tubes of the heat recovery stages. This brine 
is heated in each stage by vapors from the flashing brine 
steam in the heat recovery section of the shell. After the 
brine has passed through all of the stages, it has received 
more than 90 percent of the heat required for producing 
water. As shown in the Fig. 4 diagram, the additional 
heat required is obtained from an external source in the 
brine water heater where the temperature is raised to the 
maximum desirable value. 
The brine is then piped into the first-stage shell where 

the pressure is maintained slightly below the saturation 
pressure at the brine temperature. This permits a portion 
of the brine to flash into steam and attain thermal 

equilibrium. The remainder of the brine passes into the 
successively lower stages where the process is sequentially 

repeated. 
The vapor generated in each of the stages passes up 

from the brine surface, through suitable demisters, into 
the condenser shell. It is condensed on the tubes and gives 

up its heat to the incoming brine. 
Finally, the condensate drops from the tubes into a 

collection trough which transports this water through 
successively lower pressure stages. The distilled fresh 
water is continuously removed from the lower stages. 
Vapor compression distillation. The fourth basic 

evaporation method is that of vapor compression dis-
tillation. Essentially, the vapor produced in the evapora-
tor is compressed and therefore can be used as the 
heat supply to heat the solution in the evaporator 
tubes. When returned to the evaporator, the compressed 
vapor condenses at its higher temperature and thus gives 
up sufficient heat to boil more saline water. Actually, this 
is an application of the heat pump since the energy re-
quired for evaporation is that supplied to the vapor com-
pressor. A pump is included in the system to circulate 
the sea water within the system so that it really is a forced-

circulation, vapor compression distillation system. 
The largest vapor compression unit in operation is the 

one-Mgpd demonstration plant built by Aqua-Chem, 
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Fig. 5. (top) Diagram showing the configura-
tion of the controlled flash evaporator proc-
ess that is patented by the Saline Water 
Corp. (bottom) View of the 14 400-gpd con-
trolled flash evaporation unit installed for 
the production of high-purity boiler make-
up water at the 165-MW Palo Seco power 
station in Puerto Rico. 

Inc., at Roswell, N. Mex. A unique horizontal tube 
arrangement, with condensation of the compressed vapor 
inside the tubes, is used for this unit. The gravitational 
pull of condensate to the bottom of a tube, plus the sur-
face tension effects, tend to produce a thin film for heat 
transfer at the top of the tube, and sea water is sprayed 
over the tubes to complete the thin film effect. Higher heat 
transfer coefficients may be achieved by this arrangement, 
and it is expected that the pumping power requirements 
will be less than those for the standard, forced-circulation 
vapor compression units in operation today. 

Controlled flash evaporation. The flash and con-
densing spaces in a conventional, open tray flash evap-
oration plant occupy the same space. When a warm 
brine solution is injected into the much cooler interior 
of the condenser, a violent flashing occurs because of 

the pressure differential, and vapor molecules are ac-
celerated at random in all directions. In the controlled 
flash evaporation process, each evaporation zone is 
defined by a narrow space between multiple, parallel 
wood or Fiberglas plates. A thin film of flowing waterdm 
is constantly maintained over these vertical plates, each oflip 
which is separated by an open tapered space of about 
1/2 inch maximum spacing from the next adjacent plate. 
The plates can be as large as 2 feet in depth by 20 feet 
in length, and, depending upon the volume of product 
water required, this series of closely spaced plates may be 
as much as 50 feet in edge width. 
The proper spacing and configuration of the plates 

produce uniform differential flash temperatures along the 
channels formed by the plates. This eliminates violent 
bubbling at one point and fresh water is evaporated 
evenly over the entire surfaces of all the plates in the 
series. Finally, the vapor is partially recompressed in a 
diffuser section and it is drawn off by a discharge trough 
system. 

In this system the correct spacing of adjacent plates 
has a great influence on the efficiency of the process. If 
the channels are too wide, flash throttling is negligible, 
and if the channels are too narrow, the quantity of vapor 
which can flow through it is very small under existing 
differential pressures. 
When the plates are spaced for a fixed flow and pres-

sure differential, brine will enter without flashing, and, 
by properly shaping the channel, vapor production within 
it can be modified so that the total available pressure 
drop—and the corresponding temperature drop—of the 
brine are evenly distributed along the entire channel. 
In this way equal quantities of vapor are produced byah 
each incremental channel segment. And because the. 
evaporation surface can be made as large as desired, the 
vapor release per unit can be kept very small. Thus flash 
evaporation is actually transformed into a diffusion 
process. 

Figure 5 shows a schematic diagram of the controlled 
flash evaporation process, which is patented by the Saline 
Water Conversion Corporation, an affiliate of Burns & 
Roe, Inc. Also shown is the 14 400-gpd (gallon per 
day) controlled flash evaporation unit that has been 
installed for the production of high-purity boiler makeup 
water at the 165-MW Palo Seco generating station in 
Puerto Rico. 
The company is presently designing units, based upon 

the principle of this pilot plant, that will have a fresh 
water production capacity of 3.5 Mgpd per module, and 
up to 50 Mgpd per unit. 

Electrodialysis in detail 

An electrodialysis cell consists of a set of electrodes, 
Fig. 6(A), between which are a large number of closely 
spaced plastic membranes. Some of the membranes are 
permeable to positive ions (anions) and relatively im-
permeable to negative ions (cations), while others are 
permeable only to cations. 
When a direct current is passed through the water, the 

ions with positive charges (sodium) move toward the 
cathode, and the negatively charged ions (chloride) mov 
toward the anode. With the application of electric cur-
rent to the cell in Fig. 6(B), salts are removed from the 
saline water in alternate compartments between the mem-
branes by transferring ions to adjacent compartments 
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Fig. 6. Sectional view of electrodialysis cells, 
showing the ion dissociation of sea water. 

Fig. 7. Graphic plot of costs, based on current 
technology, for the electrodialysis of brackish 
water. 

where they are trapped because the membrane halts fur-
ther migration of the respective ion. Thus the water flow-
ing through the alternate spaces between the membranes 
consists, respectively, of water depleted of salt, and an 
enriched brine. In short, when a current is applied, equiv-
alent amounts of anions and cations will migrate from 
alternate compartments through opposite walls. One • half of the compartments will become less concentrated 
in salt, and the other half will become more concen-
trated in salt after the current is applied. 
One basic unit for this process, that of Ionics, Inc., is a 

membrane stack, with alternating cation and anion mem-
branes. Each pair of membranes is separated by a spacer 
which confines the liquid in the stack, directs the flow of 
liquid between the membranes, and allows for the separa-
tion of the compartments. When the desired purity is 
attained, the fresh water is pumped out for use. 

Comparison with distillation. Since salts are being 
removed in electrodialysis, the total costs are related 
to the quantity of salts to be removed from the water. 
Thus, the lower the initial concentration, the lower the 
costs will be. In distillation, the aqueous component of 
the solution is separated and collected, and becomes the 
fresh water fraction. Total costs are therefore dependent 
upon the volume of water to be processed and are 
essentially independent of the concentration of salts. 

Depending upon plant size, the costs of the two proc-
esses are approximately equal for saline waters in the 
range of 10 000 to 15 000 ppm. In the normal brackish 
water range of 1000 to 10 000 ppm, however, electro-
dialysis is considerably cheaper than distillation. 
An electrodialysis plant with a capacity of 10 Mgpd 

(Fig. 7), processing brackish water of 1700-3000-ppm 
salinity, will produce enough fresh water for all the 
domestic needs of 60 000 people, at a cost of 20-30 cents • per 1000 gallons. 

Reverse osmosis. Another promising approach to 
saline water conversion is reverse osmosis. Osmosis is a 
process that takes place in all living cells and plants. 
It is the diffusion which proceeds through a semiperme-
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able membrane, typically separating two solutions, or a 
solvent and a solution, and tends to equalize their con-
centrations. For example, osmosis may be observed in 
a vertical tube that contains sugared water, the lower 
end of which is closed with an organic membrane and 
immersed in plain water. The sugar is hindered from 

passing through the membrane and more plain water 
particles pass inward than outward. Thus the volume of 
liquid in the tube increases and osmotic pressure is 
produced. The net movement in osmosis is the diffusion 
of solvent into the more concentrated solution. 
The osmosis phenomenon also occurs in the human 

body, wherein nutriments pass through the intestinal wall 
(acting as a membrane) into the blood stream. 

Figure 8(A) illustrates a simple osmotic system in 
which diffusion proceeds through a semipermeable mem-
brane that separates solutions of sea water and fresh 
water, and tends to equalize the concentrations of dis-
solved materials on both sides. A semipermeable mem-
brane is one which permits the passage of the solvent—in 
this case, water—but does not allow the passage of the 

salt ions in the solute. Thus the net movement in osmosis 
is the diffusion of the solvent (fresh water) into the more 
concentrated solution (sea water). 

However, when pressure is applied to the more con-
centrated solution, the rate of back diffusion is increased 
and the pressure at which there is no net flow (equilib-
rium), as shown in Fig. 8(B), is called the osmotic 
pressure. This is about 375 lbf/in 2 for sea water, and about 
200 lbf/in 2 for brackish water that contains 2000 ppm of 
dissolved solids. 
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When a pressure is applied on the salt solution that is 
in excess of the osmotic pressure, reverse osmosis, as 
indicated in Fig. 8(C), occurs. This condition causes a 

net water flow from the more concentrated salt solution 
through the membrane, thereby leaving a solution even 
more concentrated in salt. But since no semipermeable 
membrane is entirely efficient, some salt passes through 

the membrane with the water. However, laminated 
cellulose acetate film membranes are available that can 
reject from 95 to 98 percent of the monovalent salt ions 
and practically all of the higher valence ions. 
To obtain reasonable water flow rates and an economic 

balance between capital investment and the cost of 
pumping power, the reverse osmosis systems are operated 
at pressures several times higher than the osmotic pres-
sure. This economic optimum is about 1500 lbf/in2 for 

sea water, and about 1000 lbf/in 2 for brackish water. 
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Process description. A simplified process flow diagram 
of the system developed by the General Atomic Division 

of General Dynamics3 is shown in Fig. 9. The plant 
comprises five major subsystems: 

I. Raw sea water preparation system—intake, filtra-

tion, and acid treatment units. 
2. Main system pumps. 
3. Reverse osmosis units—membranes, support struc-

ture, and piping. 
4. Power recovery turbines for plants of 0.5 Mgpd, or 

larger. 
5. Product water and concentrated brine discharge 

systems. 

The energy input to the system is mechanical and may 
be in the form of an electric, motor-driven pump. 

Since the principal component of the reverse osmosis 
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Fig. 8. A—Illustration of a simple osmotic system in which diffusion proceeds through a 
semipermeable membrane that separates solutions of sea water and fresh water. 
B—An equilibrium condition exists when pressure equal to the osmotic pressure is ap-
plied to the more concentrated solution. C—When pressure greater than the osmotic 
pressure is applied on the salt solution, reverse osmosis occurs. 

Fig. 9. Typical flow diagram in a reverse osmosis plant. 
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system is the semipermeable membrane, considerable 
R & D is being devoted toward the investigation of 
known membrane materials, the practical assembly 
methods for the use of these materials, and the establish-., ment of quantitative relationships among various 
parameters that affect the performance of the process. 
At present it appears that modified cellulose acetate 

films of a type developed at the University of California 
in Los Angeles are the best membranes available for 
reverse osmosis. The membranes are manufactured in 
continuous, two-layer sheets that are about 0.005 inch 
thick; one layer comprises 99.8 percent of the volume, is 
highly porous, and is permeable to water and salt. The 
layer in which the salt-water separation occurs is only 10 
millionths of an inch thick. 
At a typical water flow of 10 gal/ft2 of membrane per 

day, a fresh water production rate of 3000 gpd per cubic 
foot of pressure vessel volume seems possible. Thus it is 
estimated that a 100-Mgpd plant could be accommodated 
(exclusive of intake, discharge, and water storage facili-
ties) on a one-acre site. 
Power requirements and economics. Representative 

power requirements for a single-stage reverse osmosis 
system, operating at 1200 lbf/ft2 and using a recovery 
turbine, are about 20 kWh per 1000 gallons. Therefore, a 
plant of this type, with an output of 100 Mgpd, will need 
a system load of about 80 000 kW. To translate this 
pragmatically, consider that the present water consump-
tion of the city of San Diego (population 700 000) is about 
100 Mgpd, and the just-stated power requirement is 
approximately 10 percent of the electrical load for this 
city. 

S Reverse osmosis plants do not have to be closely in-
tegrated with a generating plant as is the case with de-
salination plants that use the evaporative processes. 
These plants are operationally flexible to rapid changes 
in load demand, and can be started up or shut down in 
a matter of seconds. Finally, the reverse osmosis system 
is adaptable to automated control and unattended opera-
tion. 

• 

The freezing processes 

Among the newer processes under development, there 
are— 

Direct freezing. In the direct freezing process, the 
ice crystals generated by freezing saline water that is 
washed free of entrained salt can be melted to produce 
fresh water. The flash evaporation of precooled sea water 
at 3- to 4-mm Hg pressure produces an ice-brine 
mixture from which the brine is separated and the 
ice crystals are washed countercurrently to remove the 
occluded salt. The water vapor is either compressed and 
condensed on the ice to melt the ice, or it is absorbed by 
an absorbent and the heat of absorption is utilized to 
melt the ice to produce water. 
A variation of this process ( Fig. 10) is that of vaporizing 

an immiscible hydrocarbon refrigerant (usually butane) 
in direct contact with precooled sea water to produce an 
ice-brine mixture. After washing the ice crystals free of 
occluded salt, the refrigerant vapor is compressed and 
condensed on the ice to produce fresh water. The immis-
cible liquid refrigerant is separated from the water prod-
uct by decantation, and the traces of refrigerant that re-
main in the water are removed by suitable degassing 
techniques. 

Propane hydrate process. The propane hydrate 
process consists of combining propane and water to form 
insoluble clathrate crystals that have the approximate 
composition of 17 mols of water for every mol of propane. 
The crystals are separated from the mother liquid, 
washed, and then decomposed to form immiscible layers 
of salt-free water and propane. This is the only chemical 
process presently being developed for the production 
of large quantities of potable water. 

Liquid propane is introduced into a reactor where it 
both combines with the water to form a hydrate and 
vaporizes to remove the heat of formation of the hydrate 
crystals. In condensing, the propane supplies the heat 
required to decompose the hydrate crystals to water and 
liquid propane. After decantation, the liquid propane is 
recycled to the reactor. 

Fig. 10. Direct freezing process, using butane, is under development by the Blaw-Knox Co. 
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The dual-purpose plant 

During the past year, there has been a major emphasis 
on dual-purpose plants4 for the simultaneous production 
of electricity and fresh water, in which the conversion is 
effected by the multistage flash, or other distillation sys-
tems. 

For the utilities serving regions of existing or potential 
water shortage, these plans and programs are of vital 
concern since any of the methods of desalination under 
consideration can be viewed ultimately as either large 
blocks of electric energy consumption or as alternative 
blocks of additional generating capacity for which the 
utilities will become responsible. 

It is now apparent that nuclear power can compete 
economically with fossil-fuel power in many geographical 
areas of the United States, and parallel studies on the 
technology and economics of sea water conversion have 
indicated the feasibility of dual-purpose plants. These 
developments have paved the way for the consideration of 
large-scale plants that can supplement both the electric 
energy and fresh water requirements of large urban com-
plexes near the sea coast. 
Why dual purpose? The primary advantages of a 

dual-purpose facility are the economic gains that result 
from a "scale-up" in plant size and the improved utiliza-
tion of energy in a combination plant. Capital cost 
savings are realized from the low incremental cost for 
larger unit heat sources and from the sharing of common 
plant facilities. Operational and maintenance savings 
may also result by the pooling of supervisory and operat-
ing personnel. 
The engineering logic supporting the consideration of 

dual-purpose plants is also apparent. In a typical com-
bination plant, steam from the turbine system is exhausted 
from either a back-pressure or extraction turbine to the 
brine heater of the distillation system, from whence the 
condensed steam passes to the feed water system. This 

close integration of the water plant and the electric 
generating plant achieves the following thermodynamic 

and economic advantages: 

1. The overall capital investment is reduced since the 
thermal rating for a dual-purpose plant is less than the e 
total requirements for two single-purpose plants that 
have the same net outputs of electric energy and fresh 
water. 

2. The thermal rating of the steam generating com-
ponents of the dual-purpose plant is larger than it would 
be for either of the separate plants. 

3. Some plant components can serve dual functions; 
the brine heater can be used as a condenser, and common 
structures may be utilized for sea water intake and dis-
charge. 

4. The combined operating cost for the integrated 
plant would be less than for two single-purpose plants 
that produce comparable quantities of electricity and 
fresh water. 

5. The advantages just mentioned would lead to a 
reduction in the capital expenditures for the overall plant, 
and would achieve lower unit cost for electricity and 
water. 

The principal disadvantage of the dual-purpose plant 
may be in the fact that, for maximum efficiency, it must be 
situated in an area where there is a definite need for both 
additional electric energy and fresh water. It is apparent, 
therefore, that if the urgent requirement is either for 
power or water, a single-purpose plant would be more 
suitable. 

Nuclear plant processes 

Essentially, there are about four types of nuclear reac- • 
tors: the presently established light water reactor (LWR); 
the high-neutron-economy heat sources represented by 
the heavy water, organic-cooled reactor (HWR); the 

Fig. 11. Flow diagram for a high-temperature gas-cooled reactor (HTGR) dual-

purpose plant, in which sea water conversion is a by-product of power generation. 
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fast-breeder reactor (FBR); and the high-temperature gas-
cooled reactor (HTGR). 

Because of space restrictions, the writer cannot present 
a detailed description of the various nuclear reactors, Selative economies, and their advantages and disadvan-

Wages. 
An excellent description of the boiling water reactor 

(BWR), the pressurized water reactor (PWR), and the 
applications of nuclear reactors in dual-purpose desalting 
plants may be found in the article, "Nuclear Power 
Today and Tomorrow," by Schwoerer and Witzig 
(IEEE SPECTRUM, July 1964, pp. 120-130). 
HTGR process. This is an advanced type of nuclear 

power system—a flow diagram for a dual-purpose plant 
is shown in Fig. 11—which employs helium as the primary 
system coolant, graphite as the neutron moderator, and 
uranium-thorium as the fuel. As helium is chemically 
inert, it is a logical choice as a coolant in high-tempera-
ture operation. It neither becomes radioactive nor does 
it parasitically absorb neutrons in the core of the reactor, 
and its use permits a range of temperature and pressure 
selectivity for the primary coolant system. 

Referring to Fig. 11, we see that the helium passes 
through the reactor core and absorbs sufficient nuclear 
heat to raise its temperature to about 1400° F. Next, 
the high-temperature gas passes to the steam generators, 
or boilers, to produce superheated steam at temperatures 
of 1000° F, or higher. This steam then flows to a con-
ventional high-, intermediate-, and low-pressure turbine 
system. As indicated in the diagram, the cold reheat from 
the high-pressure turbine element passes to a blower 
turbine drive for the helium circulators prior to reheat. «ull exhaust from the back-pressure turbine to the 
eater section of the evaporator plant is assumed. 
The steam condition enthalpy that is available today 

from an HTGR system offers advantages for use in 
dual-purpose plants which include: 

1. Low fuel cycle costs that are possible because of 
the effective use of neutrons in the reactor core. 

2. High thermal efficiencies. 
3. The achievement of a higher ratio of net electric 

power to a given water production. 
4. Advanced design concepts that will use prestressed 

concrete reactor vessels to permit the consideration of 
single-unit plants of 8000 MW or larger. 

Performance and economy. Table I indicates typical 
theoretical performance data for a very large HTGR, 
dual-purpose plant. The power and water output balance 
is predicated upon a turbine system that rejects the full 
steam flow at 40 psia to the brine heater of a multistage 
flash evaporation plant. The performance of the evapora-
tion plant is based on the present maximum brine tem-
perature (250° F) and a sea water temperature of 65° F, 
thereby giving an energy requirement of approximately 
80 Btu per pound of fresh water. Thus each increment 
of 100 Mgpd of water production capacity is accompa-
nied by a net salable electrical capacity of about 285 MW. 
The Fig. 12 graph shows typical water costs that 

may be anticipated from large HTGR combination elants that have the performance characteristics indicated 
n Table I. The cost curves assume a divided ownership 
situation in which a private electric utility operates the 
power plant and a municipality, or other agency, owns 
and operates the desalination plant. A split ownership 

I. Typical performance, HTGR dual-purpose plant 
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Fig. 12. Graph showing the estimated water costs for a 
HTGR dual-purpose plant. Mixed plant ownership, an 80 
percent capacity factor, full back-pressure turbine, and 
250° F brine temperature are assumed. 

has also been assumed for the structural or equipment 
components that serve both functions of the dual-purpose 
plant. 
A fixed charge rate of 12.5 percent for the generating 

plant and 7 percent for the desalination plant is used along 
with a concurrent 80 percent capacity factor. 

Figure 13 is an architectural rendering of a typical 
dual-purpose sea water conversion complex. The nuclear 
reactor which supplies heat for the desalting process is 
shown in the center foreground, and the power generating 

facility is at the left. The multiflash evaporating unit 
tower is shown at the right. 

Large-scale projects that are pending 

The experience gained from the Guantanamo Bay, 
Cuba, and Point Loma, Calif., evaporating plants has 

convinced many equipment manufacturers and Govern-
ment officials that there is presently no technical limita-
tion on plant size. These people believe that it is feasible 
to build desalting plants with capacities from 50 to 150 

Mgpd—or larger—with a life expectancy comparable to 
that of power plants. 
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Fig. 13. Architectural rendering of a typical dual-purpose sea water conversion complex. In 
the foreground is a nuclear reactor which supplies heat for the desalting process. At the left 
is the power station, and the multistage flash evaporating unit is shown at the right. 

John Simpson, a vice president of the Westinghouse 
Electric Corporation, in testifying before a subcommittee 
of the Senate Interior and Insular Affairs Committee, 
stated that " . . the pioneering research work has been 
done. What remains to be done is a vigorous engineering 
effort . . . Today's cost of about $1 per 1000 gallons in a 
one-Mgpd plant could be reduced, we estimate, to 30 to 
35 cents in a plant of 50-Mgpd capacity based on like 
conditions. . . Building the big plant now is, we believe, 
a crucially important step in the advancement of water 
conversion technology." 

Simpson also recommended that the OSW continue 
and expand its research efforts of methods for water 
desalination. 
At the recent annual meeting of the Southern California 

Edison Company shareholders, it was disclosed that 
three electric utilities in southern California have offered 
to join with the Metropolitan Water District, the principal 
water agency in that area of the state, in a huge, nuclear-
fueled desalting project. The president of Southern 
California Edison, Jack K. Horton, said: 

"Recently completed feasibility studies by our engi-
neers indicate that two, large-scale nuclear generating 
units, operating in conjunction with a sea water desalina-
tion plant, could produce 150 Mgpd of fresh water per 
day at a cost less than 30e per 1000 gallons. . ." He fur-
ther stated that ". . . these encouraging estimates and 
other data" were the basis for submitting a proposal to 
the Metropolitan Water District, setting forth conditions 
and principles for the joint construction of such a facility. 

According to the proposal, two large commercial-type, 
nuclear steam generating units, one owned jointly by 
Southern California Edison and San Diego Gas & Elec-
tric Company, and the other by the Los Angeles Depart-
ment of Water and Power, would supply steam to a 

multistage flash evaporator plant owned by the Metro-
politan Water District. The proposal further stated that 
the estimated cost of power to Southern California. 
Edison would be less than 5 mills/kWh. 

Necessity is the mother of expedition 

The scope of the subject of this article is a vast and 
ever-expanding technology. And the description of the 
various desalination processes—both operational and in 
the R&D stages—cannot claim to be more than a 
comprehensive outline. The Desalination Research Con-
ference Proceedings, published by the National Academy 
of Sciences in 1961, in itself contains more than 450 pages 
devoted to process descriptions and research theory. 

In areas of marked climatological change in which 
prolonged drought has replaced normally adequate 
precipitation patterns, the need for large-scale desalina-
tion plants is becoming urgent. Add to this exigency 
the worldwide population explosion, and the industrial 
pollution of streams, rivers, and lakes, and one can 
appreciate the dramatically critical fresh water shortage 
that confronts the civilized world. 
The time for deliberation and debate has passed; the 

time for expeditious action is now. 
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As we look ahead to the more ambitious missions that 

man will wish to accomplish in space—the missions re-
quiring longer times and therefore greatest propulsion 
energy—we seek a reaction rocket with a high propellant 
exhaust velocity. This high velocity allows the generation 
of thrust with relatively less consumption of propellant, 
with significant advantage to the mission in the additional 
payload capability of the spacecraft as less propellant is 
required. The only way presently known to obtain pro-
pellant exhaust velocities significantly higher (by a factor 
of 10 to 100) than those of current chemical rockets is by 

means of the acceleration of charged particles. In princi-
ple, electrical acceleration can provide essentially any 
exhaust velocity, by proper choice of the particle mass and 
the accelerating voltage. In practice, however, the engines 
that have reached the highest state of development and 
currently show the greatest promise use heavy ions 
(having atomic masses of approximately 100 to 200) as 
the propellant, accelerated through 3000 to 10 000 volts. 

In concept, of course, the electrical acceleration of ions 
is quite simple. A number of different types of sources and 
propulsion engines have been built and demonstrated. 
The details of engine design and performance will not be 
discussed here; the reader is referred to other sources for 
this subject.' ,2 Rather we will review in some detail a erumber of very interesting physical electronic phenomena 
hat occur in ion engines, including, for example, the ion 
source, electron emission enhancement due to adsorbed 
films, and charge-exchange ion creation and erosion. 
Some of these effects were not known or anticipated at 
the inception of the work on ion engines and it is only 
within the past year or two that an understanding has 
been obtained; others were known many years ago but 
their importance in ion engines has just been recognized. 
New measurements on the characteristics of materials 
were needed in order to understand certain phenomena 
observed in operating engines. 
Some of the phenomena that will be described form 

real and fundamental limitations on the life and per-
formance of an ion engine and are therefore of crucial 
importance to the engine developer; others are more in 
the nuisance category and can be eliminated by proper 
engine design. Much information on these subjects has 
come to the designers of these new propulsion devices 
from the electronics field—for example, from work on 
thermionic energy converters. Similarly, some of the data 
generated in electric propulsion research may be of value 
in electronics technology. One of the purposes of this 
article is to provide a degree of cross coupling of these 
technologies. 

The ion engine 

There are two classes of electrostatic or ion engines eurrently under development, differing principally in the 
method of creation of the ions. In the electron bombard-
ment engine' the ions are created by electron impact in a 
Penning-type discharge and are extracted from the 
resulting plasma by means of a set of accelerator grids 
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placed at one end of the discharge chamber. In the contact 
ion engine, ions are created by contact ionization of the 
propellant (cesium) with a hot ionizer electrode and are 
accelerated in a geometry of electrodes roughly similar 
to conventional electron guns used in traveling-wave 

tubes. 
Let us first look briefly at the operation of a cesium 

contact ion engine, as illustrated in Fig. 1. This figure 
shows the basic configuration of elements that form an 

engine, with emphasis on the ionizer and accelerating 
electrode system. This engine employs a porous refractory 

ionizer, heated to approximately 1400°K by an electric 
resistance heater, through which cesium atoms diffuse 
from the reservoir onto the frontal surface, where they 
are evaporated predominantly as ions. The ions are 
accelerated and formed into a collimated beam by means 
of electric fields, which result from the negative potential 
on the accelerating electrode. 

After acceleration, the ions are usually decelerated by 
fields created in the decelerating region. The ions thus 
leave the engine with a velocity corresponding to the 

potential difference between the ionizer and the deceler-
ating electrode, which is held at spacecraft ground 
potential. The acceleration of the ions of course results in 
an opposite force on the engine electrodes, transmitted by 
means of the electric fields; this force is the thrust pro-

duced by the engine. Electrons must be injected into the 
ion beam in equal numbers to the ions, in order to effect 
neutralization of the space charge of the injected beam. 
In the accelerating region, it is imperative that very few 
ions strike the electrodes, so as to prevent bombardment 
erosion. It is also desirable that the current density dis-
tribution across the ionizer be reasonably uniform in order 
to insure that all possible particles will be drawn off as 
ions rather than evaporated as neutral cesium particles. 

These objectives can be met by proper control of the ion-
optical characteristics of the accelerator system—that is, 
by careful design of the electric field configuration in this 
accelerating region through the use of techniques such as 

those developed originally for the design of high-perveance 
electron gums. 4 The focus electrode shown in Fig. 1 
helps to shape the electric fields in such a way that these 
objectives will be achieved. 
The second important class of electrostatic ion engines 

employs a fundamentally different type of ion source, in 
which the propellant gas is ionized by electron impact. 
This electron bombardment engine is shown schematically 
in Fig. 2. The ionization chamber is composed of a 
cylinder, with the propellant introduced into one end and 
the ions extracted from the other end. The center portion 
of this cylinder is maintained at a positive potential with 
respect to the two end plates, so that the electrons 
emitted by the cathode are injected through the plasma 
sheath into a potential well, which varies with both 
radius and axial distance. The application of an axial 
magnetic field prevents the electrons from going directly 
to the other cylinder. In this crossed electric and mag-
netic field configuration, the electrons will spiral around 
the axis and oscillate longitudinally. As the electrons 
strike the atoms of the propellant gas, the particles will be 
ionized and the electrons will lose energy and eventually 
reach the other cylinder, where they are collected. 

Since, for any reasonable geometries and practical 
densities, the mean free path for ionization (of the order 

of meters) is much larger than the dimensions of the 

ionization chamber, it is evident that the efficiency of such 
a source depends upon maintaining a long mean lifetime 
of the primary electrons. This long lifetime is accom-
plished by the use of the magnetic and electric fields 
arranged as described, to trap electrons and thus in-
crease the ionization probability to a reasonable value.11. 
The ionized particles thus form a neutral plasma, which 
essentially fills the discharge chamber. At the screen 
electrode, located at one end of the discharge, there is 
created a scalloped plasma sheath from which the ions 
are accelerated away from the plasma by the negative 
potential on the accelerator grid (see inset in Fig. 2). The 
ejected beam of positive ions thus produces the thrust of 
the engine. 
To a first order, the process of acceleration, deceler-

ation, and neutralization of the ion beam from this type 
of source is very similar to that discussed for the cesium 
contact engine; one merely imagines the substitution of a 
shaped plasma sheath for the shaped ionizer surface of 
the contact engine. The interception of ions on the 
accelerating grid, however, is a function of the shape of 
this plasma boundary near the screen. Since the shape of 
this plasma boundary is a function of the current density 
drawn, the electron and ion temperature in the plasma, 
etc., the ion-optical properties of this accelerator may 

Fig. 2. Electron bombardment type ion engine. 
The potential distribution through the discharge 
and acceleration regions. The inset shows how 
the ions are extracted from the plasma source. 
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vary with operating conditions. In principle, this dis-
charge mechanism can be used to ionize any gas; in 
practice, cesium, mercury, and xenon have been used 
most frequently as the propellant. 

Ionization and emission phenomena 

In ion engines there are several classes of physical 
electronic phenomena that involve the ionization of 
neutral atoms and the emission of ions and electrons from 
electrode surfaces. Most of the effects to be described 
result from the fact that the ion source is not a perfect 
ionizer but, depending on the conditions, the neutral 
efflux from the source may consist of 85 to 99 percent 
ions and 1 to 15 percent neutral atoms. These neutral 
atoms will be present in the accelerating (ion flow) region 
with a density of roughly 10" atoms/cm 3, and will 
stream away from the source with a flux of approximately 
10'5 atoms/cm 2.s, to result (for example in the case of 
cesium) in a coating on the electrodes with a surface 
density of roughly 10" atoms/cm2. The way in which 
these atoms interact with the ions and the engine elec-
trodes depends on the type of atom. The two most 
popular propellants, cesium and mercury, have certain 
features in common, such as charge-exchange ion creation. 
The more chemically active cesium can also produce cer-
tain qualitatively different effects, such as surface work 
function change. 
The following effects are illustrated in Fig. 3 and will be 

described individually: 

Fig. 3. Some physical electronic effects that 
can take place in a cesium contact ion engine. 
A—Effects of electrons, that is, emission from 
the cesium-coated accel electrode. B—Ef• 
fects of ions, that is, sputtering caused by ion 
emission from the focus electrode, ions from 
charge exchange, and direct interception by the 
accel electrode of improperly focused ions from 
the ionizer. Certain of these effects are charac-
teristic of the propellant used; others are 
common to all types of ion engines. 

Electrons emitted 
from accel electrode from accel electrode 

Electrons emitted 

C s 

Neutral cesium atom 

1. Ions are created by charge-exchange collision with 
the atoms in the accelerating region. 

2. Electron emission, enhanced by the Schottky 
effect, can take place from the negative accelerator 
electrode to the more positive electrodes of the engine 
when the work function of this negative electrode 
has been lowered by an adsorbed cesium layer. 

3. Cesium ion emission can take place from a hot fo-

cus electrode to the more negative accelerating elec-
trode. 

4. Photoelectric emission can occur from a low-work-
function accelerating electrode; however, this cur-
rent is small compared with the thermionic emission. 

5. Secondary electron and negative ion emission 
can come from the accelerating electrode; this 
effect is also of negligible importance. 

In addition to the above effects due to atoms between 
and on the electrodes, we will discuss also 

6. The ion and neutral emission characteristics of the 
ion source. 

7. The sputtering characteristics of the electrodes due 
to ion bombardment. 

8. The processes involved in the neutralization of 
the exhaust ion beam by electrons. 

Most of these effects involve the neutral atom com-
ponent of the efflux from the ion source, and would be 
largely absent if there were no neutrals from the source. 
It is, therefore, important to understand first those 
characteristics of the contact and plasma sources which 
give rise to neutral efflux. 

The ion source 

The cesium ionizer. An illustration of a typical cesium 
contact ionizer is shown in Fig. 4(A). Typically, it is 
composed of tungsten grains compressed and sintered 
together to form a porous matrix. In order to provide 
a uniform pore distribution, the tungsten grains are 
spherodized and separated into narrow size fractions, of 
the order of 2 to 4 microns in diameter. The resulting 
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Fig. 4. Cesium contact ionizer, formed of po-
rous refractory metal. A—Typical configuration. 
B—Surface diffusion and molecular transport 
mechanisms resulting in ion and neutral atom 
evaporation from the pore and the surface, 
using the actual granular structures and an 
idealized model composed of cylindrical pores. 

Fig. 5. Simplified illustration of the energy 
levels involved in adsorption of an atom onto 
a metal surface. For a cesium atom there are 
two states into which an electron from the metal 
can go in the adsorbed atom, depending on the 
electron spin. 

compact is sintered to a density of roughly 80 percent 
and the regions between the grains provide narrow 
channels through which the cesium can flow. The cesium 
can flow through the ionizer by two mechanisms: 
surface diffusion along the grain surfaces, and molecular 
flow by continuous evaporation and condensation. 
Under typical operating conditions the latter flow mech-
anism is predominant. These processes are illustrated in 
Fig. 4(B). Here the mechanisms of molecular flow and 
surface diffusion are shown, with atom and ion evapora-
tion directly from the pores as well as surface diffusion 
of the cesium onto the top surface. The cesium is 
evaporated from either place as ions or neutral particles. 
Since the ion and atom evaporation characteristics of the 
porous ionizer reflect the characteristic of cesium ad-
sorbed on the refractory surface, let us examine in some de-
tail the adsorption and evaporation characteristics of 
cesium on tungsten. 

While the exact details of this surface adsorption 
and emission process are still somewhat controversial, 
the following, somewhat oversimplified picture will 
suffice for this discussion. The energy diagram for a low-
ionization-potential atom, such as cesium, adsorbed on a 
high-work-function metal surface, such as tungsten, is 
shown in Fig. 5. Before adsorption the atom will contain 
a valence electron in the outer shell, in an energy level 
marked a. An amount of energy / (the ionization po-
tential) will be required to ionize this atom by removing 
this electron to infinity. Likewise, an electron from the 
top of the conduction band of the metal requires an 

H2-4 microns 
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grains 
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surface 

Metal substrate 

2 
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energy (p (the work function) to remove it to infinity. • 
When the atom is adsorbed on the surface the valence 
electron can arrive at a lower energy state by moving to 
the conduction band of the metal; the particle is then 

adsorbed as an ion. Since the electrons in a hot metal 
possess a ( Fermi) distribution of energies, there exists a 
probability that such an electron can move over the 
surface barrier into level a of the adsorbed ion, to trans-
form it into an adatom. The relative density of electrons 
in level a and at the Fermi level—i.e., the relative surface 
density of adsorbed atoms to ions—is given by the Max-
well law: 

n — 
= 2 exp —(- - - (I) 

n kT 

where the factor two is the ratio of statistical weight 
of the normal states of the cesium atom to that of the 
ion. If we consider that the adsorbed particle is evap-
orated in the state in which it is adsorbed, the ratio 
of evaporation rates of atoms to ions is also given by 
(1). The ratio of evaporation rate of ions vi to the 
cesium atom arrival rate bt = Va ± Pi is therefore given 

by 

µ 2 exp [(/ — ‘,9)1k.T] + 1 

The corresponding evaporation rate of atoms va is 

Pa 2 exP  — 4/01  

µ 2 exp [(I — (p)IkT] ± 1 

which is the Saha-Langmuir equation.6 As the concen-

(2a) 

e 
(2b) 
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tration of adsorbed atoms (the field from each of which 
lowers the work function of the surface) increases, the 
composite surface work function decreases. A decrease 
in surface work function results in an increased ratio ef atom-to-ion surface concentration and, therefore, 
vaporation. From this reasoning we can see that an 

increased surface concentration of cesium will result in 
increased atom evaporation compared with the ion 
evaporation and that the rates will be approximately 
equal when the work function and the ionization po-
tential are approximately equal. This equality will take 
place for a surface coverage slightly less than 10 percent. 

It is seen also from (2) that the substrate work function 
very strongly influences the rate of atom evaporation, a 
high substrate work function being desirable for low 
neutral efflux. If the vacuum work function of the 
substrate is used for ye in ( 2), the resulting ion (or atom) 
evaporation found will be valid for very low surface 
coverage; as the surface coverage depresses the work 
function, the composite value must be used. This prop-
erty of low neutral evaporation with high ion flux from 
the ion source is the most important characteristic of 
the source that affects engine life and performance. 
This equation also shows clearly why cesium was chosen 
as the propellant in the contact-type ion engine; of 
the acceptable elements it has the lowest ionization po-
tential. 

Typical ion and atom evaporation characteristics of 
cesium from tungsten as determined by Langmuir7 is 
expressed in the graph in Fig. 6 plotted as a function of 
the fractional surface coverage by cesium. It is seen 
that at a constant surface temperature, say 1500°K, 

ehe number of atoms that can be evaporated from the 
urfitce per cm2 per second (expressed by the solid light 

line) increases rapidly with the surface coverage. The 
number of ions that can be evaporated is seen to in-
crease with surface coverage to approximately 2 percent 
and decrease rapidly at higher coverage levels. The sum 
of these two curves expresses the total evaporation rate 
and is drawn as the solid heavy line in Fig. 6. It is seen 
that this latter curve passes through a maximum, at 
which ion evaporation is predominant, and a minimum 

value before increasing again with increasing surface 
coverage, where the atom evaporation is predominant. 
It can be shown that the region marked in Fig. 6 is un-
stable, so that under the effect of a constant arrival 
rate of atoms onto the surface (expressed by the hori-
zontal solid line) the ionizer surface can exhibit two 
stable conditions expressed by points A and B, which are, 

respectively, points of low and high atom evaporation. 
Of course, operation at points such as A is the desirable 
operating condition for an engine ionizer. 

This cesium-tungsten system exhibits an interesting 
behavior as a function of surface temperature. If we 
allow the cesium atom arrival rate on on the surface to 
be constant (as indicated by the horizontal line) and 
gradually raise the surface temperature from 1300°K, 
at which the surface coverage will be approximately 20 
percent, it is seen that the atom evaporation rate will 

increase and the surface coverage will decrease (in such 
way that the total evaporation rate is always equal to 

the arrival rate) until a point B is reached. If the tem-
perature is increased further the evaporation rate is 
increased above the arrival rate and the surface cover-

age will decrease again until a stable point A is reached. 
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Fig. 6. Rate of cesium atom and ion evapora-

tion from a tungsten surface vs. adatom surface 

coverage, for three surface temperatures. 

Heavy line shows total (ion + atom) evapo-

ration rate for 1500°K. (From Langmuir and 

Taylor7) 

This last change in surface coverage will occur with 
a very small change in temperature. At this temperature 
the evaporation suddenly changes from one in which 
atoms predominate to one which consists mostly of ion 
emission; this temperature is called the critical tem-
perature.8 Since operation along the left branch of this 
curve is always desirable, it is essential that the ion-
izer always be operated above this critical temperature 

value. 
The ion evaporation rate from the tungsten as deter-

mined from data such as Fig. 6 (expressed in terms of 
the current density) is shown as a function of surface 
temperature in Fig. 7. As described above, it is seen 
from the heavy solid line in Fig. 7 that increasing the 
surface temperature results in a very rapid increase in 
current at the critical temperature until essentially 

all of the atoms that can be ionized on the surface 
are being drawn off as ions, giving rise to the saturation 
level shown. The heavy dashed curve shows the corre-
sponding decrease in neutral evaporation rate. The critical 
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temperature for the particular cesium arrival rate at the 
ionizer surface illustrated here is shown by the vertical 
line marked T. The envelope of such curves for different 
surface arrival rates is shown by the heavy line marked 
"porous tungsten." Such a curve shows the maximum ion 
current that can be drawn from a porous tungsten 
ionizer as the temperature is varied. Similar critical 
temperature envelope curves for other substrate metals 
are also shown." It is seen also that an adsorbed layer 
of oxygen on the tungsten will bind the cesium to the 
tungsten more tightly and require higher temperature 
for ion desorption. As the current density drawn from 
the surface is increased, higher cesium surface density 
and ionizer temperature are required. The higher surface 
density will depress the work function and, as indicated 
from the Saha equation, these effects will result in a 
higher ratio of atom to ion evaporation. This effect is 
shown in the curve plotted at the right in Fig. 7 expressed 
as the neutral evaporation fraction versus current 
density. As we will see later, this neutral cesium evapora-
tion characteristic is of extreme importance to engine 
lifetime. 

It is seen from Fig. 7 that the ionizer must be oper-
ated at a relatively high temperature (at least 1350°K) 
in order to evaporate ions from tungsten at a rate of 
10 mA/cm 2. This hot ionizer will radiate heat, which 
is essentially waste power. Thus a certain amount of 

Fig. 7. Cesium-ion current density at the 
critical point vs. the corresponding critical 
temperature, for several materials. Be-
havior of the ion current and neutral flux (curves 
A and B, respectively) is shown as a function 
of temperature for one value of cesium ar-
rival rate at the ionizing surface. The dashed 
curve portion (C) of the ion current curve shows 
the effect of a carbon contaminant. The 
curves at the right show the corresponding 
increase in neutral cesium efflux as current 
density is increased, together with the reduced 
neutral evaporation fraction from a higher-work-
function material (rhenium). 
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energy is required to create each ion, given in this case by 
the ionizer power divided by the ion current, usually 
expressed in electron volts per ion. Since the ion current 
increases rapidly with temperature, the energy loss per 
ion decreases rapidly as the ion current density is in-
creased. Typical values are 850 eV/ion at 10 mA/cm 
and 350 eV/ion at 30 mA/cm2. Thus the efficiency of the 
engine increases with current density; the neutral frac-
tion forms the upper limit on tolerable current density, 
as we will see later. 
The Saha equation is plotted in Fig. 8 for a constant 

temperature of 1400°K. It is seen that the neutral efflux 
fraction (NF) is essentially unity (that is, all particles are 
evaporated as atoms) until a work function of approxi-
mately 3.8 volts is reached, above which evaporation 
of neutrals decreases very rapidly. The bare function of 
a number of metals is indicated on this curve; the neutral 
efflux calculated in this way would of course be valid 
only for very low surface coverages, where the adsorbate 
has not altered the work function. It is seen that smooth 
tungsten will exhibit a neutral fraction of approximately 
1 percent but that a number of other refractory materials, 
such as rhenium, rhodium, iridium, etc., exhibit higher 
work functions and therefore potentially lower neutral 
fractions. Thus it appears possible to evolve ionizers 
with considerably superior characteristics to those of 
tungsten. The cesium-tungsten system was studied many 
years ago; the characteristics of other cesium-refractory 
metal and alloy systems are only now beginning to be 

Fig. 8. Cesium neutral efflux fraction vs. surface work. 
function plotted from the Saha-Langmuir equation. The 
bare work function values for several materials are indi-
cated by the arrows. 
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understood as a result of current research. Studies of 
the emission properties of other materials of potential 
use in ion engines have contributed new data on the 
behavior of cesium on nonrefractory metals, on in-
sulators, and on some reportedly low-work-function 
compounds.9 

The plasma ion source. As mentioned earlier, the ion 
source of the electron-bombardment-type ion engine is a 
plasma created by electron impact ionization of the pro-
pellant atoms in an arc-discharge chamber. This ioniza-
tion produces a plasma of density roughly 10" ions/cm, 
from which ion current densities of 5 to 10 mA/cm2 
for cesium and mercury can be drawn. This ionization 
process is not amenable to as complete an analytical 
treatment as the contact ion source, and such quantities 
as neutral fraction must be determined by experimental 
measurement. Typical data of propellant utilization 
efficiency (naz = 1 - NF) are shown in Fig. 9 as a func-
tion of the energy required for ion creation. The ion 
creation energy in this source is the power expended in 

the arc discharge divided by the ion current extracted. 
It is seen that higher propellant utilization (that is, 
lower neutral efflux) results from the expenditure of 
larger amounts of energy for ion creation. This effect 
is the result of the greater arc current (that is, more 
ionizing electrons) necessary to achieve a higher degree 
of ionization in the plasma. 

Charge-exchange ion effects 
The fact that the ion source is not perfect, but evapo-

rates a mixture of ions and neutral atoms, has a number 
of serious implications in the operation of ion engines. 

Perhaps the most important of these effects, from the 
point of view of limitation on life expectancy of the 
engine, results from the creation of new ions throughout 

the beam flow region by charge-exchange collisions. 

Fig. 9. Typical curves of propellant utilization (am = 1 
— NF) vs. normalized ion creation energy for three types 
of ion engines. (Sources: Cs contact, Husmann.; Cs bom-
bardment, 3rd Quarterly Rept. on Contract NAS 3-5250, 
Electro Optical Systems; Hg bombardment, Kaufman,) 
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In the region of the accelerator through which the 
ions are focused, neutral propellant atoms are present 
with a density of roughly 10" atoms/cm. Some of 

these atoms will exchange an electron with a traveling 
ion, to result for each such collision in a relatively 
stationary ion where the atom used to be and an atom 
traveling with the velocity which the ion had before 

the collision. These newly created ions are of most 
concern, since they will be largely attracted to the most 
negative electrode of the engine; in the usual configu-
ration of electrode potential this will be the "accel" or 
accelerating electrode. These ions will give rise to sput-
tering erosion of the accel electrode and provide a 
limitation on the life expectancy. This problem is par-
ticularly serious, since relatively little can be done in the 
structural design of the engine to reduce this effect sub-

stantially. Improvement will come about principally by 
increasing the ionization efficiency of the source; for 
example, in the contact source the use of higher work 
function materials for the ionizer will yield lower neutral 
efflux, as seen in Fig. 8. 

Figure 1 shows also a potential diagram for the usual 
accel-decel ion engine system. It is clear from energy 

considerations that any ion created without significant 
initial velocity in region B will oscillate in this potential 
well until the transverse fields in the accel aperture 
eventually attract it to the accel electrode; that is, all 
ions created in region B will be collected at the accel 
electrode. Ions created in region A can, in principle 
(from energy considerations), escape from the engine. 
It is clear, however, that not all of these ions will escape 
from the engine, but the transverse electric fields in the 
region between the ionizer and the accel electrode will 
deflect the charge-exchange ions toward the accel elec-
trode. That is, the ion optical design of the accelerator 
system is made to focus through the accel aperture the 
ions that were created at the ion source; this same field 

configuration will not, in general, focus as well those ions 
created throughout the beam flow region. This effect is 
common to both the contact and the bombardment types 
of ion engine. 
The number of charge-exchange ions created per sec-

ond (ncE = ¡CE/e) which go to the accel electrode is 
given by 

IcE = GliQflal= GliQl — 
Va 

(3) 

where I is the ion current flowing from the source, 
Q the cross section for charge-exchange collision, na 
the density of neutral atoms through which the ion beam 
flows, and / the length of the interaction region. The 
neutral atom density can be expressed in terms of the 
atom efflux rate na and the mean thermal velocity of the 
atoms va. G is a factor to account for the fraction of 
charge-exchange ions created which go to the accel 
electrode (G 1/2 - depending on the accel-to-decel 
ratio) and F is a factor relating to the reflection of atoms 
from the electrodes, which influences the atom density. 
F depends on the geometry of the accelerator region of 
the accelerator region of the engine under study; in a 

typical case it varies along the axis of the beam, from 2.5 
near the ionizer to 0.5 near the decel electrode. In terms 
of neutral efflux fraction the atom efflux density is ha - 
NF X J9/e. Thus, on a per-unit-area basis the charge-
exchange current is proportional to 
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Ji2Q1NF (4) 

For a typical accelerator structure 

ICE 
3./i NF 

Ii 

for NF = 1 percent, J, = 0.015 A/cm2, the charge-

exchange current to the accel electrode is 4.5 X 10-4/i. 
The collision cross-section values for various atoms is 
shown in Fig. 10 as a function of ion energy. It is seen, 
for example, that within the ion energy range of interest 
(1000-10 000 volts) the cross section for cesium is about 
four to five times as great as that for mercury. 

In order to obtain a realistic analysis of the behavior 
of the charge-exchange ions in an engine, a study'5 
was carried out in which a family of trajectories of ions 
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created by charge-exchange collision was plotted by 

the use of an electrolytic tank automatic trajectory 
tracer. Figure 11 shows that the ions created by charge 
exchange in the negative potential region of the engine 
go to the accel electrode. These ions are attracted pref-
erentially to the center of the inner face of this electrode, 
to result in the erosion pattern shown by the dashed lines. 
It is seen also that some charge-exchange ions do strike 
all faces of the accel electrode and at different angles with 

respect to the surface. This behavior has been dem-
onstrated at least qualitatively by experimental observa-
tion of accel electrodes run for extended periods of time 
in operating engines. 
Some typical photomicrographs are shown in Fig. 12 

in which we see three characteristic types of erosion 
patterns. The first, in which the erosion is by means 

of ions created by contact ionization on the focus elec-
trode impinging normally on the accel surface, produces 
a deep hole and a column pattern as shown at region A. 
This class of ion erosion results from a hot focus elec-
trode, which will emit ions directly to the accel electrode. 
This undesirable effect can be eliminated by proper engine 
design. Those charge-exchange ions striking the ionizer 
side of the accel electrode do so with a grazing incidence, 

and give an erosion pattern as shown in region B. The in-
dentation caused by the charge-exchange ion erosion on 
the inner face of the accel (similar to that shown in 
Fig. 11) is shown in region C. It is clear that such severe 
erosion (region C) of a critical electrode will adversely 

Fig. 10. Plot of values of cross section for 
charge-exchange collision Q vs. ion energy for 
several ions. The circled numbers are the 
reference numbers of the data sources. The 

0.2 data of Ref. 11 are shown multiplied by 
to correct correct what appeared to be an error. 

Fig. 11. Plots of typical trajectories of ions 
created in the beam-flow region (at the origin 
of each trajectory) by a charge-exchange col-
lision. Accel-to-decel ratio = 2. 
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affect the structural and ion—optical characteristics of the 
engine, eventually resulting in failure. If necessary, 
a modification in the trajectories can be made so that 
they do not strike the accel electrode, by inserting a third 
electrode, which is somewhat more negative than the 
accel electrode. This new electrode would serve to 
divert the charge-exchange ions to itself, and would of 
course be eroded. However, the engine can be designed 
in such a way that the operation is less sensitive to the 
shape of this electrode. 
The graphs in Fig. 13 show the sputter yield for 

cesium (or xenon) and mercury ions normally incident 
onto several materials. 16 '7 The yield values form the 

usual periodic behavior with atomic number of the target 
atom. The sputter yield values in Fig. 13 are shown for 
illustrative purposes; the values for cesium and mercury 
in the voltage range of interest are roughly 304 times 
those indicated. Thus, for example, about seven copper 
atoms are sputtered away for each incident cesium ion. 
The volume of electrode material eroded per impinging 
ion is proportional to MY/q, where M = atomic mass 

of electrode atom, Y = sputter yield, and cr = density. 
Thus, an important criterion for selection of accel elec-

trode material for long engine life is the minimization 
of this ratio. In order to obtain the lowest rate of elec-

trode sputtering one is tempted to use a material of low 
sputter yield, such as molybdenum, tantalum, titanium, 
etc. Although such refractory metals are suitable for 
use in the bombardment-type engine, as we shall see 
later, in the case of the contact engine the sputtered atoms 
of these metals can have serious adverse effects on the 
ionizer, so metals that are not evaporated rapidly from e the ionizer must be avoided. This latter consideration 
narrows the choice of usable accel electrode materials 
in the contact engine to copper and possibly nickel, 
titanium, or iron. 
From the erosion rates, which are determinable from 

knowledge of the charge-exchange and engine parameters, 
the approximate expected lifetime of a given electrode 
structure can be calculated as a function of ion current 
density and neutral fraction. Such lifetimes are shown 
plotted in Fig. 14 (light diagonal lines) calculated for 

the contact engine with nickel electrode material, for 
two fixed values of neutral efflux, as a function of current 
density from the ion source. Curves are also shown for 

Fig. 12. Photomicrographs of the surface of 
an accel electrode from a contact ion engine 
after long-duration operation in which signif-
icant charge-exchange erosion has occurred. 
Region A shows deep pitting by normally 
incident ions from the focus electrode; region 
B shows the effect of charge-exchange ions that 
struck at grazing incidence; region C is the 
typical indentation on inner face of the accel 
electrode, showing the concentration of charge-
exchange ions at this point (see Fig. 11). 

Fig. 13. Sputter yield of xenon (similar to cesium) 
and mercury ions onto a number of metals. 
(Data from Wehner'' and Stuartu) 
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values of neutral efflux ratio corresponding to typical 
ionizers, taking into account the variation of neutral 
efflux with current density, as shown in Fig. 7. Curves for 
the bombardment engine with cesium and mercury 
propellant are also shown in Fig. 14. The lifetime criterion 
here was somewhat arbitrary, determined by allowing e 
about 30 percent of the accelerating electrode to be 
eroded away before either the optical or structural 
characteristics of the accelerator would be very seriously 

affected. 
It is seen, for example, that with nickel accel material 

the lifetime of a contact engine accel electrode would be 
approximately 20 000 hours for a current density of 20 
mA/cm2 with a low-neutral-efflux ionizer. The use of a 
lower sputter yield accel electrode possible in the bombard-
ment engine should result in a life of 20 000 to 40 000 
hours. These lifetimes are quite adequate to perform most 
useful interplanetary missions with the desired margin of 
safety. It is seen that the life, and therefore the reliability 
for performing a given mission, decreases quite rapidly 
as the current density is increased. This is due, of course, 
to the combination of more ions with which charge-
exchange reactions can occur and more neutral par-
ticles (which increase as the current density increases), 
as seen from Eq. (4). Although cesium current-density 
values as high as 40 mA/cm2 have been obtained from 
porous tungsten ionizers, the more conservative design, 
leading to higher reliability levels, can be achieved by 
operating at current densities in the range of 15-30 
mA/cm2. The higher current densities result in an 
increase in engine power efficiency, particularly at the 
lower values of specific impulse. However, since a design 

based on very high current densities can result in short 
life, operation in this range is undesirable until the higher e 
current densities can be obtained with very low values of 
neutral efflux. It can be shown also that the life can be 
extended even further without significant sacrifice 
in engine efficiency, down to a level of approximately 7 

mA/cm2. 
The graph in Fig. 14 shows clearly that significant 

increase in lifetime is possible as the neutral efflux of 

Fig. 14. Calculated life expectancies of three 
types of ion engines when lifetime is limited 
by charge-exchange ion erosion of the accel 
electrode, plotted vs. the current density from 
the ion source. The lifetime of the contact 
engine for constant values of neutral efflux 
is shown by the light lines. Expected lifetimes 
with current and improved contact ionizers are 
shown by the heavy bands. It is seen that 
lifetimes measured in years are possible from 
all three types of engines. 

Fig. 15. Typical "S" curves of electron emission 
density from several metals with adsorbed 
cesium, vs. emitter temperature. The cesium 
arrival rate is constant in these curves (2.5 X 10'5 
atoms/cm2-s). The effects of surface impuri-
ties and the influence of the substrate metal are 
shown clearly by the curves. If possible, the 
accel electrode material in a cesium engine 
should be closer for minimum electron emis-
sion. (Data from Refs. 7 and 18) 
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the ion source is reduced. This fact places great impor-

tance on the improvement of contact ionizers through 
the use of higher work function surfaces. Current re-
search directed toward the development of such higher 
work function ionizers gives encouraging results. Studies 

*on the arc discharge of the bombardment engine should 

yield improvement in neutral efflux from this source as 
well. 

These lifetime calculations are based on only the mode 
of failure due to charge-exchange ion erosion of the accel 
electrode. Although this is currently felt to be the most 
likely long-term limitation, other failure modes may be 
shown by long tests to be of significance. For example, 
cathode erosion by ion bombardment in the electron 
bombardment engine could be a limitation unless this 
electron-emitting surface is continually replenished as 
it is eroded away. Cathodes having this replenishment 

feature are now under development. 

Electron emission 

In bombardment and contact ion engines that use 
cesium propellant, the efflux of neutral cesium atoms 
from the ion source will result in a continuous cesium 
condensation on, and evaporation from, the electrodes 
of the engine. For typical ion current densities the neutral 

cesium arrival rate onto the accel electrode will be approx-
imately 10" atoms/cm2. s, which for typical accel elec-
trode temperatures (500 to 1000°K) will correspond to a 
coverage on copper of about one third to two thirds of a 
monolayer. The presence of these alkali ions on the accel 
electrode surface will reduce the work function, and 
thereby allow significant electron current to flow to the 

e
more positive electrodes. The resulting thermionic 
electron emission from the accel electrode will be tem-
perature limited and will obey the Richardson-Dushman 
equation: 

js = exp Leal exP [° WTV 1 (5) 

If the accel electrode were a clean metal, the current 

density could be found by the use of the work function 
appropriate to this metal in the above equation. In engines 
using cesium, however, the work function can be much 
lower than this bare-metal value. The emission from a 
partially cesium-covered electrode is usually expressed 
by means of an S-shaped graph of current density versus 

reciprocal temperature. A group of these graphs, for 
different metals and a constant arrival rate of cesium 
at the electrode surface, is shown in Fig. 15, together 
with two curves illustrating the effect of contaminants 
on the metallic surface." It is seen that, in the normal 
range of parameters, the electron emission from a clean 
metal exhibits a maximum as a function of electrode 
temperature, giving rise to values of the order of 10-6 
A/cm2 for cesium on copper. 

Different metals exhibit rather striking differences in 
emission characteristics, and the effect of a contaminant 
on the surface (much more realistic in actual engine 
operation) is quite significant. For example, the presence 

W of a monolayer of oxygen on the clean metal surface will 
cause the cesium atoms to adhere more tenaciously to 
the surface and so result in a higher cesium surface 
coverage at a given temperature and therefore in a 
lowered work function. The cesium oxide-metal double 

layer thus can give rise to a several-order-of-magnitude 
increase in electron emission (compare the molybdenum 
and molybdenum-oxygen curves in Fig. 15). Another 
criterion for selection of accel electrode material in 
cesium engines is therefore to minimize this electron 
drain current of potentially acceptable metals. Iron, 
molybdenum, titanium, nickel, and copper (in order of 
decreasing emission) exhibit the lowest cesiated electron 
emission in the temperature range of interest. 
The presence of an electric field between the accel 

electrode and ionizer lowers the work function still fur-
ther and allows increased electron emission. At field 
values of E --- 106 volts/cm or higher, this Schottky 
effect becomes significant. In the presence of such a field, 
the Richardson equation is modified to include the 
Schottky term, which is the right-hand exponential 
expression in (5). The electric field normally used in this 
equation is the average between focus and accel electrode. 
It has been observed experimentally that considerably 
greater fields (enhanced by a factor of 20 to 40) result 
from sharp protrusions from the electrode surface, due to 
surface scaling, "whisker" growth," etc. The electron 
current in such cases has been observed experimentally 

to vary linearly with exp • /E. 
This electron current will be typically 1 to 5 percent 

of the ion-beam current, will consume some power, 
and may increase the temperature of any electrodes to 
which it is drawn, but it is essentially in the "nuisance" 
category when compared with the serious erosion which 
can result from ion bombardment of electrodes. The 
electron current from the accel electrode can be limited 

by controlling the temperature of this electrode or 
reducing the cesium arrival rate by the use of an ion 

source with lower atom flux. As seen by the S curves of 
Fig. 15, operation at temperatures away from the emis-
sion peak—i.e., around 600°K or 1000°K—is desirable 
to minimize the electron emission. The higher of these 
temperatures has been found to be preferable, to reduce 
condensation of oxide impurities and the formation of 
"whiskers," both of which increase the electron emission. 
The general behavior as shown by these S curves has 
been verified experimentally in the operation of ion en-
gines. 2° 

Focus-electrode emission 

The focus electrode in a cesium contact engine can 
also be a source (by contact ionization) of undesired 
ions, which will be attracted directly to the accel electrode 
to produce severe erosion. However, there are three 
techniques of focus design that can be used to reduce this 
spurious ion bombardment. These involve ( 1) the use of a 
focus electrode that is reduced in temperature below 

that at which surface contact ionization can occur, (2) 
the use of a material on the surface of the electrode that 
will not result in contact ionization of cesium even if the 

temperature is quite high, and (3) design of the focus 
electrode so as to cause essentially all ions created on the 
surface to flow out through the aperture with the ion 
beam. 

It was shown earlier that cesium can be ionized by 
contact with most metals, but each metal exhibits a 
critical temperature below which such ionization will 
not occur. Thus, the cooling of the focus electrode below 
its critical temperature for ionization forms a straight-

forward and controllable approach to the reduction of 
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Fig. 16. Diagram of neutralization of an ion beam by 
electrons. Expected potential diagram is at the bottom. 

Fig. 17. Magnitudes of several cross-section values repre-
senting interactions of interest in the ion engine. 
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ionization. Also, experiments with a number of other 
materials have indicated that it may be possible to 
achieve a satisfactory coating of the focus electrode to 
prevent ionization, while still operating this electrode at a 
high temperature. The most satisfactory coating material, 
from the point of view of ion emission suppression, that.' 
has been found to date is alumina." 
Alumina is normally thought of as an insulator, but 

at high temperatures it can conduct enough current to 
act as an emitter of either electrons or ions. The ion 
emission, however, at 1400°K is one or two orders of 
magnitude lower than that from metals. In the third 
method, designs have been made of sharp-edged focus 
electrodes in which essentially all ions from the surface 

are focused away from the accel electrode. It is seen that, 
fortunately, the focus electrode as a possible source of 

ions can be controlled by proper design of the engine, 
so that this particular problem need not form a life-limit-
ing factor. 

Ion-beam neutralization 

As we have seen, the electrostatic ion engine is charac-
terized by the separate acceleration of positive and neg-
ative charges. This class of electric engines also has the 
common requirement for neutralization of the exhaust 

ion beam by the injection of charged particles of the 
opposite polarity. In practice, electrons are always used 
as the negative particle to be ejected along with the ions, 
because of the great difficulty of generating negative 
ions in sufficient quantity. The ejection of an equal 
number of electrons and ions from an isolated space 
vehicle is, of course, essential to prevent charge build-up 
on the vehicle, with consequent creation of fields that 
would retard the ions and therefore decrease the thrust; e 
in an extreme case, these fields could cause the complete 
turnaround and return of the ion beam to the space ve-
hicle. 
The simplest form of electron ejection into the ion 

beam, which has been found in tests in both ground-
based vacuum chambers and in an actual space test, in-
volves the arrangement of an electron-emitting filament 
in close proximity to the ion beam so that the positive 
charges of the beam can attract electrons into the beam. 
The electrons then move around inside of the beam, being 
prevented from leaving by the plasma sheath potential. 
The electrons trapped within the beam can oscillate both 
transversely and longitudinally, somewhat as shown in 
Fig. 16. The potential "hill" at the engine side of the 
beam, which results from the usual accel—decel mode of 
potential in the engine, prevents the electrons from 
being attracted from the beam toward the ion source. 
In the absence of an explicit decel electrode as part 
of the engine, biasing of the electron emitter positive 
with respect to the accel electrode can also result in 
a sheath potential at the engine which effectively pre-
vents electron loss from the beam. Even though the elec-
tron velocity is considerably greater than the drift 

velocity of the ions, a simple analysis2'21 shows that the 
electrons will be reflected from the beam edges in such 
a way as to give rise to a double streaming motion, the 
average or drift velocity of which will be just equal to g> 
the ion velocity. 

Numerous ground-based tests over the past several 
yews have shown that effective neutralization of such 

an ion beam can be achieved. The earliest of these 
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tests" used simply the transverse expansion of the beam 

under space-charge forces as a criterion of neutralization, 
and it was found that when neutralization took place 
the beam did not expand. More sophisticated measure-

ments involving probing, including electron and ion Allbearn probes,2.' to measure the potential and electron 
flow in the beam have shown the existence of counter-
streaming electrons and that neutralization was achieved. 
The net charge of the ion beam passing through a circular 
hoop into which charge was induced showed a zero net 
charge in a traveling pulse of ions when neutralization 
was effected. 24 In July 1964 the SERT-I (Space Electric 
Rocket Test) flight test of an engine by NASA showed 
that neutralization in space, where the equipotential 
metallic walls of the ground-based test chamber are, of 
course, absent, was equally effective, and the engine 
performance was in all measurable respects identical to 
that achieved in ground tests. 25 Although some details 
of the neutralization process in space still remain to be 
answered, there is no real concern at present as to whether 
ion-beam neutralization can be achieved in space. Several 
years ago this question was of considerable concern 
when it was felt that the lack of ability to neutralize the 
beam could prevent the use of electric propulsion. 

It is emphasized that by "neutralization" we mean 
that equal electron and ion currents are ejected from 
the vehicle and that the drift velocity of ions and electrons 
in the beam are equal. The actual recombination of 
neutralizing electrons with the ions is extremely improb-
able. The radiative recombination cross section is so 
low" (10-2° cm2) that a typical ion beam of density 10'° 
ions/cm, containing an electron cloud with an energy of 
approximately one half volt (typical of measured electron ',temperatures in an ion beam), will decrease to 1/e of its 
initial ion density value in a distance considerably 
greater than 10'° cm, or roughly the distance from the 
earth to the moon! The recombination effect is therefore 
negligible. A neutralized ion beam is thus analogous to a 
directed neutral plasma of high directed energy. The 
potential nonpropulsive uses of such a beam of charged 
particles have not even begun to be investigated. 

Figure 17 shows in graphical form the cross-section 
values for the several atomic processes that can take 
place throughout the volume occupied by ions, and 
provides perspective on the several types of collision of 
importance in ion engines. It is seen that the charge-
exchange cross section is the highest, when compared with 
the somewhat more familiar collision and ionization (by 
electrons) cross-section values. 

Environmental effects 

Since many of the phenomena considered here involve 
electron and ion emission from electrode surfaces, the 
detailed surface characteristics of which determine the 
emission to a great degree, these effects can be strongly 
influenced by the particle environment in which the engine 
is operated. Certain of these environmental effects 
are the result of the imperfect vacuum and the finite-
sized test chamber in which ion engines are operated in 
the laboratory, and certain other of the effects will still 

ie be present during operation in space. 
We have seen previously (Fig. 15) the effect that elec-

tronegative gases (for example, oxygen and fluorine) 
can have on the electron emission from the cesiated sur-
face. It was found that such gases can result in a two-

order-of-magnitude increase in electron current. The 
adsorption of oxygen on the accel electrode certainly 
occurs in an operating ion engine and can, in a ground-
based test chamber, occur partly as a result of the 
imperfect vacuum. The effect of an adsorbed layer of 
oxygen on the ionizer of a contact engine was also shown 
(Fig. 7) where it was seen to cause a significant increase 
in the critical temperature. The effects of oxygen, how-
ever, are not felt to be particularly serious, inasmuch as 
it is easily removed from the vacuum chamber and, after 
engine outgassing, this element will not be present in 
space. 

However, effects of other gaseous contaminants found 
in vacuum test chambers, particularly the carbon-
bearing gases (such as CO, CO2, CH4, etc.), can have 
extremely deleterious effects on the contact ionizer. 
These contaminants can, in fact, result in a severe limita-
tion to the life of the ion engine when tested in the usual 
vacuum chamber, a limitation that could prevent ground 
life tests from providing a representative indication of the 
life of the engine in space. Carbon-bearing gases can re-
sult from the vacuum pumps, outgassing of 0-rings, etc. 
Upon Impinging on the hot ionizer surface, a carbon-gas 
molecule will have a probability 27 of roughly 10-3 of 
reacting to leave a carbon atom on the surface. This 
carbon atom can diffuse into the interior of the tungsten 
grain so as to maintain the surface concentration of 
carbon at a relatively low level. As the grain saturates 
with carbon, however, the surface concentration will 
build up, lower the surface work function, and raise the 
neutral cesium, thus resulting in premature engine failure 
due to charge-exchange ion erosion. These effects are 
illustrated graphically 23 in Fig. 18, in which the change in 
work function due to the adsorbed surface layer of 
carbon (and the corresponding neutral efflux) is plotted 
as a function of operating time for various partial pres-
sures of carbon-bearing gases. It is seen, for example, 
that a partial pressure of CO equal to 10-1 mm of mercury 
will begin to depress the work function after about ten 
hours, and after an operation between 100 and 1000 hours 
the neutral efflux would have risen to an intolerable 
level. A partial pressure of approximately 10-" is 
necessary in order to secure uncontaminated operation 
for 10 000 hours. This requirement imposes restrictions on 
the design of the test chamber and suggests that more 
reliable, long-duration testing may be obtained in space. 

Another contaminating effect on a contact ionizer can 
result from the deposition of metallic atoms onto the 
ionizer surface, which causes changes in the surface work 
function. Such atoms may come as a result of sputtering 
from the accel electrode due to charge-exchange ions or 
from the ion beam collector in a vacuum test chamber. 
The effect of selected adsorbed metallic atoms on a 
tungsten ionizer is shown in Fig. 19, where the calcu-
lated". 22 composite work function is plotted as a func-
tion of the arrival rate of the contaminating atom. The 
parameter on these curves is the equilibrium surface 
coverage. It is seen that materials, such as platinum, 
nickel, and palladium, that exhibit a higher work func-
tion than tungsten will result in an increased composite 
work function; other materials, such as manganese, 
beryllium, and copper, will lower the work function to a 
value below that of tungsten. The curves drawn here 
represent the effects due to an equilibrium surface cover-
age resulting from the given arrival rate and the evapora-
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Fig. 18. The effect of a carbonaceous atmos-

phere on the work function and neutral efflux 

of a tungsten ionizer, vs. time of exposure of 

the tungsten to the carbon- bearing gas, with 

partial carbon gas pressure as parameter. 

Fig. 19. Change in work function of tungsten, 

due to adsorption of several metallic atoms, vs. 

the arrival rate of these foreign atoms. Ionizer 

temperature = 1400°K. Arrows indicate expec-

ted arrival rates due to sputtering of an accel 

electrode under typical operating conditions. 
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tion rate of the atoms from tungsten. It is seen, for 
example, that copper, with its lower vaporization tem-

perature, can arrive onto the ionizer at a much higher 
rate without producing a significant effect than can (for 
example) manganese. Since metallic atoms can arrive at 
the ionizer as a result of charge-exchange ion sputtering 
of the accel electrodes, the consideration of ionizer con-
tamination by accel material is very important in the 
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choice of this electrode material. Also, the sputtering of 
copper atoms from the ion-beam collector can give rise to 

an arrival of approximately 10" atoms/cm2's onto the 
ionizer. It is seen from the graph that this level is just 
barely tolerable. This condition necessitates great care in 
the design of the test chamber and collector assembly in. 
order to maintain the level of copper arrival below this 

upper limit. 
Those who have experienced the "poisoning" of an 

electron-emitting cathode can appreciate these effects. 
In seeking the best ion and electron emitters, we work at 

opposite ends of the work function spectrum, the lowest 
work function providing the best electron source and 
the highest work function the best ion source. Thus al-

most any adsorbed atom will poison either surface. 
The electron-emitting cathodes (particularly the oxide 

type) used in electron bombardment engines can suffer 
degradation as a result of deposition of sputtered par-
ticles or by the residual gas in a test chamber. Over long 
periods of time, sputtered material can change the 
thermal characteristics of an engine by altering the 
emissivity of radiating surfaces. Here we see additional 
situations in which the testing environment can have an 
adverse effect on engine life and, unless great care is 
taken in the design of the test chamber, ground-based 
tests may provide an unduly pessimistic estimate of the 

life potential. 
The graphs in Fig. 19 illustrate a recent significant 

advance in the understanding of surface characteristics 
as related to particle emission. Based on the theory of 
Levine and Gyftopoulos, 3° analytical expressions have 
been developed to allow calculation of the effect of any 
adsorbed film on almost any substrate, using only known 
or measurable physical parameters. These theories have. 

provided an invaluable guide to design of experiments and 
greater insight into the effects of adsorption. 

Miscellaneous emission 

The light radiated from the hot (1400°K) ionizer in a 
contact engine will produce photoelectric emission from 
a low-work-function (cesium-coated) accel electrode. 
Typically this photoelectric current density will be of the 
order of 10-1° to 10--" A/cm2, which is seen to be 
negligible compared with the thermionic emission from 
this electrode. If this surface were irradiated with ultra-

violet light, the yield would be greater but probably still 
of small effect. 

Ions striking the electrodes of an ion engine can liberate 

secondary electrons or negative ions. The secondary 
electron yield from cesium-covered copper or molyb-
denum is roughly 1.5 at 8 kV. Negative copper ions can be 

produced from cesium ion bombardment of a cesium-
covered copper surface. The yield is roughly 2 percent 
for bare copper and as high as 20 percent for cesium-
covered copper. Since the only ion current to the elec-
trodes should be from charge-exchange-created ions, 
these secondary currents will also be of negligible im-

portance. 

Conclusions 

The ion engine is a relatively new type of space pro-
pulsion device. Although the first serious proposals for its 
use and method of design were put forth around 1954, 
it has been in active experimental development for only 
the past five years. During this time much has been 
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learned about its characteristics as a propulsion engine, 
research studies have contributed needed knowledge on 
the design and materials selection, and preliminary 

system operation and long-duration tests have shown its 
potential for space propulsion. Currently the engine 
development is in the phase of long-duration reliability 
testing, where time-dependent failure modes are being 
uncovered and corrected. The causes of sonic of these 
failure modes have been described in this article. The 
life tests to date, however, have been carried out for 
only a few hundred hours, while demonstrated lifetimes 
of 10000 to 20000 hours are necessary to assure its 
reliability for the intended applications. All present data 
indicate that the engine is capable of such lifetimes. The 
ion engine has the potential for further significant im-
provement and offers one of the really attractive tech-
niques for long-duration space propulsion, over a wide 
range of missions from prime propulsion of manned 
interplanetary vehicles to the control of earth satellites. 

This article has concentrated on several of the physical 
electronic phenomena that occur in the ion engine. In 
addition to aiding in the development of longer-life ion 
engines with lower spurious electron currents, studies 
such as those described can also make improved electronic 
devices possible. Today's deeper understanding of 
emission from metals and insulators with adsorbed films 
contributes to such electronic technologies as thermionic 
energy converters, electron-emitting cathodes, ion sources, 
and others. A considerably greater insight into the forma-
tion of low-work-function surfaces, patch effects, etc., 
is being obtained and can result in the evolution of 
cathodes with increased emission capability at lower 
temperature, anode surfaces for energy converters, etc. 
Improved knowledge of ion—solid interaction processes 
and development of ion sources with higher current 
densities will make possible the research and develop-
ment of a broad class of new devices utilizing ions and 
atoms impregnated into metals and semiconductors. 
Such problems are receiving intensive study throughout 
the world; it is hoped that research on ion engines will 
contribute to these new technologies. 

This article is a revised version of a paper presented at the 
W. G. Dow Seminar: New Research Frontiers in Physical Elec-
tronics, University of Michigan, Ann Arbor, Mich., Dec. 3-4, 
1964. 

Data from many sources have been used in the preparation of 
this article. In addition to those sources indicated by the references, 
much help has been received by the author from his colleagues, 
especially R. G. Wilson, H. L. Garvin, H. J. King, and M. R. 
Currie. 
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Trends in EHV transmission equipment 

The winds of change accelerating the growth of electric power 
in the United States are no longer blowing gently. Basic factors 
affecting the loading capacity of overhead lines (a common 
index of electrical capability) are herein examined 

G. W. Alexander, I. B. Johnson, A. J. McConnell, 

H. O. Simmons, Jr. General Electric Company 

Before the turn of the century, ac polyphase trans-
mission had been firmly established in the transportation 

of electric energy. Doubling approximately every ten 
years, the growth rate in the production and consumption 
of electric power has been more than twice that for the 
Gross National Product, and much faster than the rate of 

increase in the population. 
Figure 1 shows the key trends in generation capacity 

and transmission characteristics. The year 1979 will mark 
the 100th anniversary of the first use of electric energy for 
commercial purposes. And by that year, it is anticipated 
that several trillion kWh of energy annually will be 

produced by a generation capability of the order of 
500 000 MW, utilizing transmission facilities operating at 
maximum voltages approaching one million volts. 
The electrical capability of ac transmission is often 

expressed by the loading capacity of the overhead lines. 
Figure 1 illustrates that as systems have grown in size, 
the transmission line loading capability has grown at a 
rate comparable to the growth rates in energy production 
and generating capability. However, the growth rate of 
system voltages has been lower and tends to follow a 
linear increase in voltage with the passing years. 
For distances of 200 miles or more, the design of the 

components and system to achieve surge impedance 
loading is justified. For shorter distances, higher loads are 
transmitted on many lines and magnitudes of 1.5 to 2 
times surge impedance loading are realized. However, 
with a surge impedance loading of approximately one 
million kW for a 500-kV line, the transportation ca-
pacity of even a single circuit becomes enormous. 
To realize maximum loadings there are a number of 

other basic factors in addition to voltage level. Among 
these are series capacitors, intermediate switching 
stations, fast relaying and circuit-breaker switching times, 
high-speed reclosing, large-size ratings in generators, 
transformers, and breakers; lower than normal terminal 
reactances, kvar control; increased interconnections; 
integrated operating procedures; fast responding gener-
ator excitation and regulation; reduced line, station, and 
equipment insulation; and automation of operating 
procedures. A number of these items are discussed herein. 

In summary, it may be stated that the winds of change 
no longer blow gently, but have become increasingly 

forceful and startling; and that accelerated growth and 
the consequences thereof continue as a fundamental 
aspect of the electric utility industry. 

Power transformers and reactors 

Transformers. A key role in the generation, transmis-
sion, and utilization of energy is played by the power 
transformer. Without the transmission of energy at higher 
voltages there could not be the vast increase in consump-
tion of power which has occurred since the inception 
of the electric utility industry. Thus, the transformer 
must expand in capacity, voltage level, and reliability, 
along with the other components of the electrical system. 
As each decade has passed, this challenge has been met. 

Fig. 1. Growth patterns in the electric utility industry of the 

United States. 
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The historical trend of maximum sizes is shown in Fig. 2, 
which also demonstrates the increasing complexity of 
manufacture, assembly, testing, and shipment of EHV 
units. Factory assembly and testing assure the reliability 
needed in the super sizes now foreseen. Therefore, field 
assembly should be resorted to only as a last alternative. 
This requirement will establish a trend to single-phase 

units in these EHV sizes. 
The role of testing in establishing reliability will expand. 

In recognition of this factor, a corona measurement and a 

switching surge test are now available which are more 
severe than present standards require. 
The corona measurement limit for radio noise within 

the transformer is 1000 µV during the induced voltage 
test. A value above this limit will not be passed. This 
insures against insulation deterioration taking place 

during the induced voltage test. 
The switching surge test must rise to crest in not less 

than 100 ms, be above 90 percent of the transformer's 
switching surge strength for not less than 200 µs, and 
have a duration longer than 1000 µs. Several 500-kV 
units have recently passed these tests (see Fig. 3). Thus, 
these tests and others are necessary as EHV systems 
employ still larger units to effect system economies. 

There is a trend to lower BIL ratings on EHV trans-
formers and reactors. The line-side reactor normally has 
a higher BIL than the station transformer. Typical values 
for transformer BIL are 1050 kV for 345-kV systems, 1425 
kV for 500-kV systems, and 2175 kV for 700-kV systems. 
These range from 2 to 3.5 steps down in insulation levels 
from those once contemplated. 
The EHV transformer equipments are essentially of two 

types: generator step-up transformers and transmission 
tie autotransformers. Figure 2 shows that the two-winding 
transformer will be approaching 1100 MVA by 1970, 

Fig. 2. Power transformers and reactors—historical trend of 

growth in maximum rating. 
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because of the growth in size of turbine-generator units. 
Figure 2 shows that even as the generator step-up units 

are gaining in size, the transmission autotransformer is 
more than keeping pace. By 1970 its output will exceed 
1200 MVA. It plays the key role in transforming bulk 
energy from EHV to transmission network voltages. 

Autotransformers will increasingly be examined for the 

need to include tertiary windings. The decision as to 
whether or not to specify a tertiary winding will often be 
dictated by the necessity for establishing an effectively 
grounded system or by the requirement that EHV voltage 
control be located on the tertiary winding. 

Fig. 3. View of 500- kV transformer and graph of applied 
switching surge test wave. 
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Voltage control will be accomplished by using switched 
shunt reactors and capacitor blocks at tertiary voltages. 

This practice provides a coarse control to compensate for 
the rise and fall of EHV voltage levels with line loading 
fluctuations. 
This does not imply that load tap changing equipment 

on EHV transformers is obsolete. Such equipment will find 
continued use but must meet the challenge of larger trans-
former sizes. There are several methods of accomplishing 
LTC control; each has its area of application and effec-
tiveness. For example, the use of a neutral LTC for regu-
lation of the low-voltage bus will advantageously increase 
the reactive compensation of tertiary reactors during light 
loadings on EHV systems. This occurs because the ter-

tiary voltage rises when the neutral LTC acts to hold 
voltage at rated value for the lower voltage system. 

Reactors. The present average size of the tertiary 
reactor block is 25 Mvar at 13.8 kV. This allows switch-
ing of unit blocks to obtain suitable voltage steps for 

present systems. As autotransformer sizes and voltage 
levels increase, these sizes will grow as in Fig. 2. The 
trend will be toward tertiary voltage levels of 34.5 kV, 
and large EHV transformers might have five such blocks 
on their tertiaries before this decade is over. 

It is often necessary, however, to include part of the 
reactive compensation on the Et-IV side of the autotrans-
former. This is particularly true in long EHV lines, 
especially in the initial stage. These EHV reactors are 
switched with line sections and are sized accordingly. 
Compensation for line charging might total 100 percent, 

Fig. 4. Arresters— protective levels and discharge capacity. 
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of which 20-40 percent might be EHV oil-filled reactors. 

The saturation curves for these units will be linear to 125 
percent voltage. The size of the EHV reactor might vary 
from 50 Mvar at 345 kV to several hundred Mvar at 
700/765 kV. Figure 2 shows that a line section could 
contain 100-Mvar reactors by 1966 while the reactor size e 
might reach 200 Mvar by 1970. 

Lightning arresters 

"'here are three compelling reasons for lightning ar-
rester selection and application, particularly for EHV 
systems. These are ( 1) huge investment in terminal equip-
ment, (2) high load capacity per circuit, and (3) need 
for high reliability of circuit continuity. 
The implementation of insulation coordination in 

power systems has saved utilities literally millions of 
dollars annually. The savings at 500 kV and 765 kV are of 
increasingly greater magnitude than at the lower voltages. 
And in the overall cost, arrester protection is but a 
fraction of the total. 

One important feature of arrester development over the 
years has been the progressive improvement in protective 
characteristics. This is illustrated by the trend curves of 

Fig. 4 for sparkover voltages and IR discharge voltage 
drops for protection against lightning surges, and for 

sparkover voltages for protection against switching 
surges. Efficient station lightning arresters for solidly 
grounded neutral service can now, with adequate margin, 
protect BIL values three basic steps lower than those 
published by the industry in 1941. The reductions are, for 
example, from 1550 BIL to 900 BIL at 345 kV, from 1050 
BIL to 650 BIL at 230 kV, and from 650 BIL to 350 BIL 
at 138 kV. In today's arrester the impulse protective 
voltages stand at 30 percent of those obtainable in the 
1920 decade. 
Also shown in Fig. 4 is the growth in another major 

facet of arrester design: available discharge capacity. The 

discharge capability is one of the most important differ-
ences between arresters applied on low-voltage systems 
and those to be applied at 500 kV or above. Because of 
higher voltage, larger capacitance per unit of line length, 
lower line surge impedance due to conductor bundling, 
and generally lower lines with increasing voltage, the 
potential surge energy in switching a 500-kV circuit is 
over twice that at 345 kV; at 700 kV it is over four times 
that at 345 kV. 

Since adequate discharge capability is probably the key 
requirement of EHV arresters, the evaluation of this 
characteristic is an important one. Work has been in 
progress in the industry to revise and update the long-
duration discharge test, which up to the present has been 
a rectangular wave of specified current magnitude and 
time duration. The new test parameters include length of 
transmission line, surge impedance, and switching surge 
voltage of the line to be discharged. 

To provide for satisfactory protection against lightning 
surges and switching surges on the highest EHV system 
voltage of 765 kV, 678-kV station arresters have been 
selected. Figure 5 shows the first arrester ever designed 
for this highest of voltage ratings, following the success-
ful completion of initial tests. 

Power circuit breakers 

The ever-increasing demands of power system growth 
and expansion on circuit-breaker requirements is reflected 

• 
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in Fig. 6. Higher interrupting and continuous current re-
quirements. faster operating speeds, and new require-
ments for switching-surge control, insulation, and 
materials are particularly evident at the higher trans-
mission voltage levels. el On the other hand, phenomenal growth in such factors 
s circuit-breaker interrupting ability has occurred not 

only with increases in transmission voltage but also for a 

given voltage level. For example, since 1940, the maximum 
interrupting capacity of the 230-kV breaker has increased 

from 2.5 million kVA to today's 20 million kVA rating. 
During the same period, the 230-kV breaker weight has 
been reduced from an early oil design of 195 000 pounds 
to the present air-blast breaker weight of 41 000 pounds. 

Larger turbine-generator sizes and the economies of 
higher line loadings have created the need for higher con-
tinuous current ratings of transmission circuit breakers. 
The trend will continue. Table I indicates the need for 
continuous current ratings of 3000-3500 amperes for 
transmission voltage levels of 138 kV through 700 kV 
during the next ten years. The need for higher ratings has 
been recognized in recent industry investigations, resulting 
in new ASA standards which permit higher contact 
temperature and more efficient use of materials. Still 
further advance in this area is needed. 

Progress in breaker speeds and total fault clearing time 
is illustrated in Fig. 6. The 1961 introduction of the two-
cycle ATB breaker represented a "breakthrough" in 
power circuit breaker design; this permitted higher line 
loadings and contributed to the development of economic 
EHV systems. 

Early in the planning of 500-kV transmission systems, 

it was recognized that large savings could be made in 41>ransmission circuit cost through the control of energiza-
tion and reclosing transients. As a result, a new demand 
has been placed on the power circuit breaker and new 
systems at this voltage level call for breakers equipped 
with closing resistors and contact timing control. Aside 
from economic considerations alone, the technical 
feasibility of still higher voltage systems may well depend 
on the resistor preinsertion design innovation. As a 
secondary benefit of this development, the economics of 
resistor preinsertion have already extended to line 
switching at 345 kV and, in some instances, low-side 

I. Future continuous current requirements for 
power circuit breakers (3000-3500-ampere range) 

Heavier 
System Larger Unit Sizes Line 

Nominal Loadings 
Voltage Turbine 

Level, Rating, Breaker Breaker 

kV MW Amperes* Amperest 

138 600 3010 2100 

161 800 3450 2200 

230 1000 3010 2400 

345 1500 3020 2500 

500 2000 2780 2800 

700 2000 1980 3300 

Ill> Ratio of transformer output MVA/turbine rating MW -= 1.20. 

t Taking into account economic circuit load levels and distance 
for particular voltage considered and considering current through 
breaker during contingency. 

Fig. 5. View of arrester for 765- kV system in test. 

Fig. 6. Power circuit breakers and relays—interrupting 

ratings and time. 
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switching of EHV transmission lines with 115-, 138-, and 
230-kV breakers. Furthermore, preliminary estimates 
would indicate the use of this feature for reduced line 

insulation possibilities on future 230-kV systems. 
Essential to the development of power circuit breakers 

and absolutely vital to EHV designs is the modern high-
capacity development laboratory. Facilities such as those 
available at the General Electric Switchgear Laboratory 
in Philadelphia permit demonstration of breaker capabil-
ities required to meet severe "in-service" conditions. 
The recent compound test circuit facility addition to 

the Philadelphia laboratory (Fig. 7) permits equivalent 

full-scale testing of a 550-kV-rated maximum voltage 
breaker to ratings up to 73 million kVA. Duplication of 

recovery voltages resulting from the "short line" trans-
mission faults, precise timing of recovery voltage with 
respect to the instant of circuit interruption, and control 
of source impedance to enable precise representation of 
circuit configurations under study, including response to 
post-arc conductivity, are outstanding benefits of the com-
pound circuit facility. 

Oilless-type breaker developments have resulted in 
high-speed, lightweight designs that are outstandingly 
efficient, pushing aside technical and economic barriers to 
EHV apparatus and systems. Air-blast and gas-inter-
rupting mediums have virtually displaced traditional 
dead-tank oil designs at the upper voltage levels. Vacuum 
interrupters, now proving highly successful as reclosers 
and breakers at the distribution voltages, show extremely 
high promise for higher voltage breaker ratings. 

Capacitors 

Series capacitors. Low capacitor costs, coupled with 
high costs of rights of way, longer distances, and higher 
system capabilities, have resulted in series capacitors 

Fig. 7. Drawing showing power circuit breaker compound 

test circuit facilities. 
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becoming more competitive for increasing system sta-
bility and line loading capability. Bank sizes are increas-
ing from the order of 35 000 kVAc (kilovars capacitive) 
in the initial installations at 230 kV to the average of 
500 000 kVAc per bank in proposed 500-kV lines. The 
total rating of series capacitors under consideration point. 
to maintaining the established trend in series capacito 
usage. 
The effectiveness of series capacitors in improving the 

stability limits of a long line as a function of fault inter-
rupting time is illustrated in Fig. 8. Unlike the case of the 
uncompensated line where there is a saturation in line-
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Fig. 9. Series of shunt capacitor banks—installed capacity. 

100 000 

50 000 

o 

10 000 

76 
5000 

.c 
c.; 

2 

1000 

500 

100 

Series 
bank rating 

T 

capacitor 

i 
1-10. 

+ 
i 

I 

+ 

i 

+ 

Shunt 
ii 

Firs 
shunt 
for PF 

application 
capacitors 
correction 

in 1914 

I 

100 

50 

10 

5 

1 

1880 1900 1920 1940 1960 1980 2000 

Year 

B
a
n
k
 
ra

ti
ng

,M
VA

c 

• 

88 IEEE Spectrum AUGUST 1965 



The modern hospital is one place where heavy clerical 
burdens, consisting of a constant exchange of informa-
tion among nurses, patient service, and administrative 
stations, could be relieved by a computer-based informa-
tion handling system. What is needed in such a system eis an efficient manual information entry terminal for 
receiving and entering medical data. F. J. Minor and G. 
G. Pitman (IBM, Endicott, N.Y.) described a simula-
tion study of computer entry devices for use by nurses 
in a hospital. The nurse, a focal point for information 
gathering and processing in the hospital routine, must 
receive requests from physicians, request tests, patient 
services, etc., and make decisions regarding patients' 
progress. She communicates and records these decisions 
through a computer teletype. Speed and accuracy 
measurements were made with several special teletype 
consoles and associated command coding schemes. 
One of the findings of this study was that a terminal 
consisting of an array of buttons, each associated with 
some term, instruction, etc., is more suitable for the data 
entry task than a typewriter terminal. 

J. R. Cornog (National Bureau of Standards, Wash-
ington, D.C.) and J. C. Craig (U.S. Post Office Depart-

Fig. 1. Bond graphs, which can be used to describe lumped 
parameter systems that obey the law of conservation of 
energy, are composed of nodes and bonds. Nodes describe 

particular types of energetic behavior (such as dissipation 
or storage); bonds indicate an energy transfer link between 
two incident nodes. A—Some bond graph elements with 

le
their electrical and mechanical interpretations. B—A 
simple system in bond graph language. 
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ment, Washington, D.C.) reviewed field trials conducted 
by the Post Office Department with various keyboards 
and coding systems used for sorting mail in post offices. 
The quantity of mail being handled suggests that tre-
mendous savings can be effected even by very small im-
provements in coding and handling techniques. Thus, one 
major goal of Post Office mechanization schemes is a 
reduction in the number of times a piece of mail is han-
dled. 
For those who worry about the usefulness of the Zip 

Code, Dr. Cornog gave some inside-dopester information. 
"It really works," she confided, "you get your mail a 
day earlier." 

R. Rosenberg (M.I.T., Cambridge, Mass.) described 
a computer-based system for teaching the fundamentals 
of physical dynamic systems (electrical, mechanical) to 
college undergraduates. The system uses a special form 
of coding between physical elements, called Enport, 
which was developed by H. M. Paynter of M.I.T., and 
which has a format superficially like chemical bond 
graphs (see Fig. 1). The great advantage of Enport for 
computerized teaching is that the student can synthesize 
systems on a teletypewriter and ask questions about their 
behavior in a language that is isomorphic with the system 
differential equations. 

Human control behavior 

Specific mathematical models for human operators 
acting as control elements in closed-loop feedback con-
trol systems were discussed in a session on computer 
simulation and control. 

Electrical 
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G. L. Teper and H. R. Jex (Systems Technology, 
Hawthorne, Calif.) described analysis methods and 
human response models used in the design of manual 
controls for a booster of the Saturn V Class. The possible 
roles of the pilot as a parallel element to an automatic 
system, as a monitor of an automatic system, and as the 
sole controller of the booster system were described. 
Teper gave quantitative criteria for "minimal" and 
"good" control. 

In all, STI analyzed four basic pilot-booster systems 
based on human pilot describing functions. A separate 
study by NASA based on simulation studies considered 
three. The two studies, when compared, were strikingly 
similar in their conclusions, even though they had been 
developed wholly independently and through funda-
mentally different methods. In effect, the more con-
ventional NASA methods validated the STI technique, 
and paved the way for greater acceptability of such 
analytical methods in the future. It has been estimated 
that analytical studies could result in very significant 
reductions—on the order of 40 to 60 percent—of the 

Fig. 2. Closed-loop bioelectronic servo system, shown here 
schematically, is a rather straightforward solution to a 
challenging human-factors problem—namely, the develop-
ment of a portable, practical, and inexpensive transducer-
control system to enable a quadriplegic with normal head 
mobility to drive himself about in a motorized wheel chair 
and to operate accessory devices such as tape recorders. 
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Control 
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servo control 
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time and effort required for similar simulation studies. 
Continuing from a previous study of the human 

operator as a two- and three-state relay controller of a 
pure inertial system, R. W. Pew (University of Michigan, 
Ann Arbor) characterized human response as a se-
quence of discrete decisions that represent switching 
lines in the phase plane. He showed that humans use 
target velocity to determine these switching lines, and 
that switching criteria are dependent also upon the type 
of display used—that is, upon the way in which target 
velocity is displayed. 
A third paper in this session (W. W. Wierwille and 

Gilbert A. Gagne, Cornell Aeronautical Laboratory, 
Buffalo, N.Y.) presented a deterministic method for 
characterizing the time-varying dynamics of human 
operators. Their method is unlike statistical techniques, 

which involve finite time averages or methods using 
steepest descent parameter tracking. This technique gives 
a best estimation of the time-course of parameters for 
various levels of relative trade-off between time resolution 
and amplitude uncertainty. 

Human extensions 

A session on remote manipulation, sensing, and 
robotry dealt with a very important field of research 
aimed at the functional extension of man to compensate 
for physical impairment, to permit manipulative activity 
in hostile or remote environments, or even to enhance 
his natural capacities. 
A controller worn on the head with which a paraplegic 

can guide a motorized wheel chair was described by 
Donald Selwyn (Oakland, N.J.). Applicable in various 
contexts, the device uses inertial sensors to detect discrete 
head movements and translates these into electric 
pulses that govern appropriate servos (see Fig. 2). 
The handicapped person who uses it daily has found the 
discrete control easy to use and very effective. 
Head motions, which would normally direct the gaze of 

an observer, can also generate signals to direct the 
"gaze" of a remote television camera. If the human 
operator is also equipped with a TV monitor that moves 
with his head, a highly "compatible" remote viewing 
system is created, according to William Bradley (In-
stitute for Defense Analysis, Washington D.C.). The 
ability to look about in a remote environment using 
the same movements that would be appropriate to local 
observation is especially suited to remote manipulation. 
At very great distances, such as those arising in space 

exploration, the projection of a human operator's motor 
and sensory capabilities into the remote environment is 
made more difficult by the delay due to round-trip 
signal transmission time. William R. Ferrell (M.I.T.) 

reported studies of remote manipulation. With delays 
of 0.3 second or more, operators tend to adopt a 
strategy of performing as much as they can without 
feedback; they then pause for one delay time, following 
which correct positional feedback is obtained. This 
tactic is repeated until the task is accomplished. The 
method permits complex and difficult manipulation 
tasks to be performed without instability. 

Because of very long delays or other barriers to com-
munication, systems to extend man's functions will, in 
the future, rely less on the operator's controlling from 
within the loop and more on his supervision of an "in-
telligent" manipulator that can process information and 
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make decisions itself. The process of learning to recognize 
features of the environment is, for animals, a coopera-
tive enterprise of "hand" and eyes. Louis Sutro (M.I.T.) 
reported on efforts toward development of a system, 
ased on animal functioning, using both visual and 
ctile inputs in a coordinated manner, able to become 

familiar with and to recognize objects. 
Development of an exoskeletal brace that can be 

programmed to provide a variety of useful motions for 
a paraplegic has led investigators at the Case Institute 
Design Center to look extensively into the question of 

computer-aided manipulators. The philosophy underly-
ing this research is that an operator need only specify 
the destination or desired position for the hand of the 
manipulator, and the control computer will generate 
the required motions to reach that destination. However, 
the problems involved in generating such movements are 
not as simple as might first appear, as an examination 
of the movement possibilities of the remote manip-
ulator suggests (see Fig. 3). Development of criteria 
and programs to decide how kinematically indeterminate 
arm structures should be moved to obtain point-to-
point hand movements was discussed by Peter Hammond. 
He reported on a path optimization scheme, jointly 
developed with Harold W. Mergler, which minimizes 
the instantaneous momentum in the arm. 

Amplification of man's functional capacity through 
manipulators will require feedback loops involving 
the terminal devices but not directly including the 
operator, according to Edwin G. Johnson (AEC/NASA 

Space Nuclear Propulsion Office). Such localized loops, 
which can range from simple protective devices to 
recognition and decision-making systems, will free the 
operator from routine information processing and can 
potentially give him a more effective role in monitoring 
system behavior. 

Man-computer operations 

A session on joint man-computer operations for on-
line management and command planning consisted of 
four papers. The first, by J. C. Emery (M.I.T.), presented 
a theoretical and analytic model of organizational 
planning developed from the viewpoint of information 
processing within management structure. Three papers, 
presented by E. L. Lafferty and E. M. Bennett (The 
MITRE Corporation, Bedford, Mass.), dealt with case 
studies of three joint man-computer systems currently 
operational at varying levels of completeness. These 
systems are meant to facilitate management and com-
mand planning. The first of these described the current 

U.S. Air Force Headquarters Operations Planning 
System; the second reported on an on-line data manage-

Fig. 3. Remote manipulator can be pivoted about the axis of the tube, and has pivots 
with horizontal axes at the shoulder, elbow, and wrist. Thus, the manipulator has 
seven degrees of freedom, while the position of the " hand" can be described by five 
coordinates (x, y, z, azimuth, and elevation). 

Senders, Sheridan, Ferrell—Human factors in electronics 107 



ment system currently in use by the U.S. Strike Com-
mand; and the third reported on a prototype display-
oriented on-line planning system currently operating in 

the MITRE Corporation's Systems Design Laboratory. 
All three studies described the capabilities of the various 
systems and showed photographic records of the man-
computer interface that characterized each. 

Design of computer consoles 

Console design problems both in the U.S. and abroad 
were discussed in the session on computer operator and 
maintenance consoles. D. H. Keene (Electronics As-
sociates, Princeton, N.J.) described the problems of 
grouping controls and indicators on the Electronics 
Associates 8800 computer. J. C. Jones (Manchester 
College of Science and Technology, Manchester, Eng-
land) discussed the systematic design of the computer-
operator interface on the British AEI-1010 computer, 
emphasizing the use of matrix graphical aids for recording 

and referring to functional interactions in the process of 
design. W. H. Brandenberg (United Air Lines, Chicago, 
Ill.) pointed out the excessive emphasis on processors 
and memory systems as compared with input-output 
devices, implying that there are great gains to be made 
by small improvements in the latter. R. S. Hirsh (IBM, 
Los Gatos, Calif.) gave specific examples of this in 
terms of various keyset configurations for computer 
systems. 

Man-computer communication 
One of the most popular sessions was on the use of 

engineering languages for on-line man-computer com-
munication. The topic was discussed by a panel of 
experts, including J. C. R. Licklider and F. D. Skinner 

(IBM, Yorktown Heights, N.Y.), D. B. Yntema and J. 
Weizenbaum (M.I.T.), C. Weissman (Systems Develop-
ment Corporation, Santa Monica, Calif.), G. Shaw 
(Rand Corporation, Santa Monica, Calif.), and B. F. 
Green, Jr. (Carnegie Institute of Technology, Pittsburgh, 

Pa.). There were live demonstrations on computer 
consoles tied in with the M.I.T. Project MAC (Machine 

Aided Cognition or Multiple Access Computer), BBN's 
time-shared computer, the Dartmouth College-General 

Electric time-sharing system (the computer being located 
at Phoenix), and Systems Development Corporation's 
computer in Santa Monica. A banquet speech by Proj-
ect MAC's director, Robert Fano, complemented this 
session by pointing to the promise of the time-
shared computer in teaching and research applications. 

Information-processing models 
Models for monitoring and information processing 

in man was the theme of the final session. Three papers 
dealt with the sampling of information from many ex-
ternal sources—characteristic of human behavior in 
real life but neither well investigated in the laboratory 
nor included in the descriptions we have for man based 
upon laboratory research. L. T. Gregg (General Dy-
namics/Astronautics, San Diego, Calif.) hypothesized 
that man scans visually (and periodically) over a number 
of display functions until an out-of-limit indication is 
reached. The "Logical Model for Logical Man" then 

acts to correct the out-of-limit condition. The behavior of 
the model can be specified by a set of Boolean functions. 
Predictions by the model compared very well with labor-

atory data gathered from human subjects who monitored 

many meters. 
J. D. Gould and Amy Shaffer (IBM, Yorktown Heights, 

N.Y.) pursued a similar line and produced results that 
showed how the number of correct responses in a multi 
channel error detection experiment declined as the number 

of channels increased and as the available observation 
time per display decreased. A third closely related paper, 
but in an auditory instead of visual context, was pre-
sented by H. M. Kaufman, R. M. Glorioso, T. L. Booth, 
and R. M. Levy (University of Connecticut). They car-
ried out experiments in which they varied signal-to-noise 
ratios (S/N) and clipping thresholds (T). Results in-
dicated that human operators can maintain a consistently 

high detection performance level over the range of S/N 
and T studied; the number of trials to reach a decision 
followed the theoretical optimum predicted by analytical 

studies. 

Human factors and the automobile 

The following two papers, in a somewhat different 
context, developed mathematical models to describe 
how the human operator (of an automobile, aircraft, 
etc.) uses information that can be previewed before a 
response to it is appropriate. 

T. B. Sheridan (M.I.T.) showed how the ability to 
preview the input course, along with the high-speed 
computation of an optimal trajectory, can effect great 
savings of effort and error over what is possible with a 
conventional servomechanism. Empirical results cor-
roborated the model's predictions. 

J. W. Senders (Bolt Beranek and Newman, Cambridge, 
Mass.) presented a model—and the results of some 
corroboratory experiments—for the information pro-
cessing behavior of an automobile driver. The driver in 
the experiments was permitted only brief periodic views 

of the road ahead. The model assumes a fading memory 
for the information available during the view and an 

input uncertainty rate in terms of bits per unit length 
of roadway. The predictions of the model and the data 
from the first experiment are in good agreement. 

In the closing hour of the Boston meeting,* John Senders, 
Chairman of the Symposium Committee, in an artfully 
droll yet serious disquisition, pressed home the point 
that a great deal of human-factors research is needed in 
relation to the automobile, in view of the massive death 
rate from its use. It is a field virtually untouched, yet 
(from accident statistics alone) demonstrably one that 
should awaken the gravest concern among human-factors 
engineers. Both the automotive and information rev-
olutions are having a profound effect on individuals 
and society. The impact of the automobile is not only 
metaphorical. While information processors may do 
away with jobs, automobiles often bring even greater 

griefs. 
The fact that two final papers at this meeting dealt 

with questions relating to the use of automobiles may 
presage more urgent action among human-factors engi-
neers and psychologists. Perhaps an entire human-
factors symposium should soon be devoted to the 
automobile, and to the technical and social problem. 

that it has forced upon us. 

* I had nothing to do with the writing from this point on. 
JWS. 
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Power Industry Computer 

Application Conference 

J. H. Blanchard 

"The need to get the maximum use from existing com-
puter systems" was stressed at the opening session of 
the three-day Fourth Power Industry Computer Applica-
tion Conference at the Jack Tar Harrison Hotel in Clear-
water, Fla. 

L. John Rankine, manager of public utilities for the 
International Business Machines Corporation, made the 
comment, and said its realization would depend on man-
agement getting the best out of the new computer sys-
tems. He also urged the elimination of the "barriers that 
exist between your company's various functions," and 
an inspection of "the engineering and construction sides 
f your operation to see if they can use the systems 

already serving your commercial departments." 
Rankine stressed that the "hardware" present in 

utilities firms has much greater capability and putting 
this capability to use is "one of your challenges." Accord-
ing to Rankine, most of the digital computer systems 
installed in power companies have been, essentially, a 
mechanization of clerical-type drudgery, to perform 
accounting, billing, payroll, and other similar func-
tions. He also felt that the utilities industry has made 
almost as much use of digital systems as the aerospace 
industry has. Computers are now being wired into 
power plant systems to monitor the system, measure its 
operation, and advise the operators on actions they 
should take. 

Rankine said that the present major technological 
breakthrough is the ability to make use of large mass 
data storage centers from outlying terminals. This 
can enable the power industry to give service never 
available before. 
He concluded by observing that every new touch-tone 

telephone, which is "dialed" by pushing buttons, is a 
potential terminal device which can be connected to data 
storage systems to get information in an instant. 
The luncheon speaker, Dr. Louis T. Rader, Vice Presi-

dent and General Manager for the Industrial Electronics 
Division of the General Electric Company, discussed 
"Stepping Stones and Stumbling Blocks on the Road of eutomation." Rader observed that the market for com-
puters and peripheral hardware in the United States 
already equals the market for all generation, trans-
mission, and distribution equipment purchased by U.S. 
industry in 1964. And by 1970, the overseas market 

Florida Power Corporation 

will be as large as the domestic market is now, while 
the U.S. market will have grown by half again. There-
fore, the question is not whether or not we will have 
computers, but rather: how can we make the best and 
most intelligent use of them? 

Dr. Rader also said that: "In the electric utility 
business, as in most manufacturing industries, the ac-
counting function was the first to be automated, be-
cause its logic has been solidly worked out and is quite 
universally understood by all its practitioners. 
"However, the step from here to the application of 

a process computer to the complexities of power plant 
control and system operation is a giant one, and while 
it must be made, it is not made without a good deal of 
faith and vision. It is to the great credit of the industry 
that you have begun to take this step with the resolution 
of which these meetings are symbolic." 

Dr. Rader noted the stumbling blocks by saying: "One 
to beware is ... computer myopia. The utility executive 
who is automating, as well as the company selling auto-
mation equipment, must be able to think far beyond the 
installation of a computer. Expressed in automation 
machinery, today's automation encompasses data-proc-
essing equipment of several kinds, including computers, 
as well as instruments, controls, sensing devices, and 
several kinds of communications equipment—both micro-
wave and carrier current—not to mention the actual 
generation, transmission, and distribution equipment it-
self. The computer is often profitable only to the ex-

tent it is applied knowledgeably to the management of 
the system, and this requires the integration of many 
kinds of equipment and many kinds of application, knowl-
edge, and experience. It is a team effort." 
Rader believes that another stumbling block may be 

"the product of some human problems," and at the core 
of these, the executive managers who must be sold on 
computer proposals. 

Fifty-five technical papers were selected for presentation 
at separate simultaneous sessions on the general topics 
of Network Analysis, Power Plant Control and Perform-
ance Computers, and Statistical and Forecasting Tech-

niques. 
This fourth biennial meeting of PICA witnessed a sub-

stantial increase in the number and scope of technical 
papers. More than twice as many papers were presented 
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I. Conference papers from abroad 

Subjects 

Short-circuit analysis for large systems 

Authors and Affiliations Country of Ori3in 

New method of calculating simultaneous faults by 
means of digital computer 

On the resolution of equations arising in load-flow 

problems 
Theory of convergence of digital load- flow solutions 

by Ward and Hale method 
Digital load-flow studies of the overcompensated 

system with series capacitors 
Optimization of the overrelaxation factor in the digi-

tal study of short-circuit current or load flow 
An improved method for the calculation of transients 
on transmission lines using a digital computer 

French power system control 

An application of the maximum principle to the most 
economical operation of power systems 

Computational aspects of adaptive reservoirs con-
trol process 

Determining the operation and equipment of elec-
tric power distribution on networks 

The long-term design of electrical power distribution 
systems 

Computer uses in the Central Electricity Generating 
Board 

M. A. Laughton, M. W. Humphrey Davies, 
Queen Mary College 

Jun-lchi Baba, Shigeo Hayashi, and Te- Japan 

tsuya Kishi, Mitsubishi Electric Corp. 

J. P. Aubin, P. A. Raviart, Électricité de France 
France 

T. A. T. Norimatsu, Hitachi Wire and Japan 
Cable, Ltd. 

J. Nagamura, H. Sato, Electrotechnical Japan 
Laboratory 

H. Sato, Electrotechnical Laboratory Japan 

R. Murray-Shelley, University of Wales United Kingdom 

N. Steinberg, J. Siroux, Électricité de France 
France 

I. Hano, Y. Tamura, and S. Narita, Waseda Japan 

University 
T. Fukao, Electrotechnical Laboratory Japan 

P. Gaussens, D. Calvet, Électricité de France 
France 

J. V. Oldfield, T. Lang, University of Edin- United Kingdom 
burgh 

A. G. Oughton, Central Electricity Gen- United Kingdom 
erating Board 

on the program than were included during the 1963 meet-
ing, and this represented a continuing proof of the 
rapidly mounting interest and technological advancement 
in the application of computers to power system problems. 
Glenn W. Stagg, the program chairman, summed it up 

well by saying that "the principal aim of the 1965 PICA 
Conference is to focus attention on the present state 
of the application of computers to power system planning, 
design, and operation." 
An unusual feature of the conference was the presenta-

tion of $50 cash awards for the best-written conference 
paper and for the best presentation of a paper. 
The award for the best-written paper was presented 

to Dr. Richard Baumann, Munich (Germany) Institute 
of Technology, for his paper, "Some New Aspects on 
Load Flow Calculation. Part I—Impedance Matrix 
Generation Controlled by Network Topology." 
Baumann's paper observed that while there are many 

satisfactory solutions, such as the matrix approach 
and the nodal iterative approach—all well-adapted 
to the load flow problem in a high-voltage power trans-
mission system—there are several questions still to be 
answered. For instance, the amount of numerical work 
in establishing the driving point and transfer ratio 
impedance matrix of a given system from the branch 
impedances—as well as from the node admittance 
matrix—depends upon how the steps of the algorithm 
uses are ordered. Thus, for a building algorithm and 
for an elimination procedure, it is really a problem to 
find the optimal ordering in accordance with the topo-
logical properties of the system. 

United Kingdom 

111 

• 
Baumann believes that the impedance matrix of a 

given system will possibly be generated much more 
quickly by topology-controlled elimination applied to 
the node admittance matrix than by a building algorithm 
that uses the branch impedances immediately. 

A. Doyle Baker, of the Kentucky Utilities Company, 
Lexington, took the award for the best presentation 
with his paper, "Breaking the 'All- Digital' Barrier 
in System Operations Computers." 

Baker contended that "no prophet is required to note 
the inexorable advance in programming techniques and 
computer hardware, and to project forward to a time in 
the immediate future when virtually all new generation 
control computers will be incorporated into a compre-
hensive, all-digital operations computer system. These 
will encompass control, economic, analytical, and 
appropriate accounting functions." Baker went on to 
describe in detail the all-digital system that was designed 
and installed "amid dour predictions" at Kentucky 
Utilities. The system has been in successful operation for 
nine months. 

Highlights of the three-day conference included inspec-
tion tours of the Tampa Electric Company's System Oper-
ation and Dispatching Center and the Florida Power 
Corporation's Digital Computer Controlled Dispatching 
Center in St. Petersburg. 
The PICA Conference was attended by more than 4200 

engineers from the United States and 12 foreign coun-
tries, and a number of interesting papers were presented 
by the overseas representatives. These papers are listed 
by subjects, authors, and country of origin in Table I. 
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Information for IEEE authors 

• 

• 

An author should familiarize himself with the follow-
ing information before he prepares and submits a man-
uscript to any of the more than 30 journals published 
by the IEEE. Review and editorial processing of a 
manuscript are facilitated if it is in the proper form. 
These instructions are for the guidance of authors 

preparing papers to be considered for publication in the 
following: 

1. IEEE SPECTRUM, a monthly technical magazine 
received by all IEEE members, except students, which 
contains technical articles on the wide variety of subjects 
of interest and importance to its diverse readership. 
Included are tutorial articles and articles reviewing the 
state of the art in specific fields. 

2. The PROCEEDINGS OF THE IEEE, a monthly research-
oriented journal containing fundamental papers of 
broad significance and long-range importance to elec-
trical science and technology. In addition to contributions 
describing original work, the PROCEEDINGS publishes 
papers which are high-level reviews of specific areas of 
current interest. 

3. The various IEEE TRANSACTIONS, published by 
each of the IEEE Groups at frequencies ranging from 
two to 12 times a year. Each of the TRANSACTIONS IS 
devoted principally to specialized papers relevant to the 
field of interest of the sponsoring group. 

4. The IEEE STUDENT JOURNAL, a publication for 
all undergraduate IEEE Student members, which con-
tains technical and nontechnical material intended to 
assist them with their career decisions. 
Anyone may submit a paper for consideration for an 

IEEE publication; membership in the IEEE is not a 
requirement. A manuscript should be submitted ex-
clusively to a single IEEE journal, should not have 
been published before, and should not be under considera-
tion for publication elsewhere. 
These instructions have been divided into two sections: 

"General Information" and "Information for Specific 
Publications." 

General Information 

Preparation of text 

Manuscripts should be typewritten, using double 
spacing,* on one side of the sheet. Allow ample margins 
of at least one inch or 2.5 cm on each side. Number all 
pages, illustrations, footnotes, and tables. All illustrations 
should be referred to in the text. 

Units 

Metric units are preferred for use in IEEE publications 
in light of the non-national character of the IEEE, the 
international readership of its journals, and the inherent 
convenience of these units in many fields. In particular, 
the use of the International System of Units (Système 
Internationale d'Unités, or SI Units) is advocated. This 
system includes as a subsystem the MKSA units, which 
are based on the meter, kilogram, second, and ampere. 

If an author expresses quantities in English units, he is 
urged to give the metric equivalents in parentheses, for 
example, a distance of 4.7 inches ( 11.9 cm); however, this 
practice may be impractical for certain industrial speci-
fications, such as those giving drill sizes or horsepower 
ratings of motors. 

Symbols and abbreviations 

The use of unit symbols and other abbreviations is 
optional. They should be employed only when desirable 
for brevity. 
The IEEE "Standard Symbols for Units" (IEEE No. 

260) should be followed; details are given in the Appendix. 
Avoid other abbreviations except those that are generally 
accepted or are listed in Table II of the Appendix. Ab-
breviations and symbols used on illustrations should con-
form to those used in the text. 

*Manuscripts to be submitted to the TRANSACTIONS of the Power 
Group and the Applications and Industry Group should be type-
written using single spacing for possible photoreproduction. 
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Mathematical notation 

To prevent errors by the printer, subscripts, super-
scripts, Greek letters, and other symbols should be 
clearly identified (by means of a note in the margin, if 
necessary). In particular, a clear distinction should be 
made between the following: 

1. Capital and lower-case letters, when used as sym-
bols. 

2. Zero and the letter "o." 
3. The small letter "el," the numeral one, and a prime 

sign. 
4. The letters "k" and kappa, "u" and mu, "v" and 

nu, "n" and eta. 

Care should be observed in using the solidus (slant), 
radical sign, and parentheses and brackets to avoid am-
biguities in equations. 
To facilitate the reading of numbers and to eliminate 

confusion from differing uses of the comma and period 
in various parts of the world, IEEE editorial practice 
is to separate the digits by a space into groups of three, 
counting from the decimal sign toward the left or right. 
In numbers with four digits, the space is not necessary. 
If the magnitude of a number is less than unity, the deci-
mal sign should be preceded by a zero. Examples are: 
12 531 7465 9.2163 0.102 834 

References 

References should usually be footnotes at the bottom 
of the pages on which they are cited, but extended 
bibliographies may be placed at the end of the paper. 
References should be complete and in the form below. 

For a periodical: J. A. Rich and G. A. Farrall, "Vacuum 
arc recovery phenomena," Proc. IEEE, vol. 52, pp. 
1293-1301, November 1964. 

For a book: J. D. Kraus, Antennas. New York: Mc-
Graw-Hill, 1950, pp. 100-108. 

References should be to commonly available publica-
tions and books; references to reports of limited circula-
tion should be avoided. 

Illustrations 

Finished drawings in black ink on white paper or 
tracing cloth, or photographic prints of original draw-
ings, should be provided for all journals, with the excep-
tion of SPECTRUM. Photographs should be glossy prints 
not exceeding 83X2 by 11 inches (21.6 by 27.9 cm). Most 
illustrations are reduced in size to a 31 i-inch (8.9-cm) 
column width when printed, so it is important that all 
letters, numbers, and lines be so drawn as to remain 
legible after reduction. Letters and numbers should 
be at least 1Í6 inch ( 1.6 mm) high after reduction to be 
readable. 

All information to be reproduced on illustrations 
should be lettered in ink, not typewritten. Graphs should 
be drawn with only the major coordinate lines showing, 
since a chart containing a large number of closely spaced 
lines will not reproduce legibly. Short "ticks," extending 
a short distance from the axes, may be provided for 
convenience in reading intermediate values. 

Captions 

All captions, with figure numbers, should be listed on 
a separate sheet. The captions should be self-explanatory, 

not merely labels. If also included on the drawing itself, 
a caption should not appear within the area to be re-
produced. 

Organization 

IEEE papers usually consist of five parts: title, ab-
stract, introduction, body, and conclusions. Two ad-
ditional divisions, a glossary of symbols and an appendix, 
are sometimes desirable. SPECTRUM and the STUDENT 
JOURNAL papers may be less formally organized than 
those for the PROCEEDINGS and the TRANSACTIONS. 
The title should clearly indicate the subject of the paper 

as briefly as possible. Since a paper is indexed by sig-
nificant words in the title, and many readers select papers 
to read on the basis of the title, it should be chosen with 
considerable care. 
An informative abstract of less than 200 words is 

needed for all PROCEEDINGS and TRANSACTIONS papers. 
It should state concisely, but not telegraphically: 

I 

I. What the author has done. 
2. How it was done (if that is important). 
3. The principal results (numerically, when possible). 
4. The significance of the results. 

The abstract should be informative, not merely a list of 
general topics that the paper covers, because it will 
probably appear later in an abstract journal. 
The text of a paper can sometimes be simplified by 

following the abstract with a glossary of symbols if 
the paper contains equations in which many symbols are 
used. 
The introduction orients the reader with respect to the e 

problem and should include the following: 

I. The nature of the problem. 
2. The background of previous work. 
3. The purpose and significance of the paper. 

Where applicable, the following points may also be in-
cluded: 

4. The method by which the problem will be attacked. 
5. The organization of the material in the paper. 

The body contains the primary message of the paper in 
detail. The writer should bear in mind that his object is 
to communicate information efficiently and effectively 
to the reader. Even workers in the same field appreciate 
clear indications of the line of thought being followed, 
and frequent guideposts are essential for nonspecialists 
who want to understand the general nature and sig-
nificance of the work. The use of trade names, company 
names, and proprietary terms should be avoided. 
The conclusions should be clearly stated, and should 

cover the following: 

1. What is shown by this work and its significance. 
2. Limitations and advantages. 

Where applicable, the following points should also be 
included: 

3. Applications of the results. 
4. Recommendations for further work. 

Mathematical details which are ancillary to the main 
discussion of the paper, such as many derivations and 
proofs, may be included in one or more appendixes. 

• 
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Information for Specific Publications 

IEEE SPECTRUM 

A SPECTRUM article should be written with a very general 

eaudience in mind, as the magazine's circulation is more 
than 100 000. The subject should have broad significance 
and appeal, and should be presented so that it is under-

standable to the "average" engineer. SPECTRUM articles 
are often revised by the IEEE editorial staff to enhance 
their readability; alterations appear on the galley proofs 
that authors receive prior to publication. 

Because all drawings are redone, final inked drawings 
are not necessary; legible sketches will suffice. Biographies 
and photographs of authors are required for publica-

tion. 
Three copies of manuscripts intended for SPECTRUM 

should be sent, with an identifying letter, to IEEE 
SPECTRUM, 345 East 47th Street, New York, N.Y. 10017. 

Because many articles are written for SPECTRUM in 
response to invitation, it is recommended that prospective 
authors inquire in advance concerning their proposed 

subject. 

• 

PROCEEDINGS OF THE IEEE 

Papers for this journal should be of significance and 

interest to a broad cross section of research-oriented 
engineers. A rough guide is that a PROCEEDINGS paper 
should be important to specialists in two or more Groups. 
It should be written so as to be intelligible to workers 
not engaged in the immediate field of the paper. 
The PROCEEDINGS also publishes letters announcing 

new research results, for which fast publication is desir-
able. Length is limited to approximately four double-
spaced typewritten pages, with each illustration counted 
as a half page. To avoid delay, the author should in-
dicate that his letter is intended for the PROCEEDINGS; 

he should provide illustrations suitable for reproduction; 
and he should follow the instructions accompanying the 
proof he will receive if his letter is accepted. 
Three copies of manuscripts intended for consideration 

for the PROCEEDINGS should be sent, with an identifying 
letter, to PROCEEDINGS OF THE IEEE, 345 East 47th 
Street, New York, N.Y. 10017. Biographies and photo-
graphs of authors of papers, but not of letters, are re-
quired for publication. 

IEEE TRANSACTIONS 

A paper or letter for one of the TRANSACTIONS should 
be submitted to the Editor listed on the inside front or 
back cover of the TRANSACTIONS, or in the April and 
October issues of SPECTRUM. If there is uncertainty as to 
whom to address the copies of a manuscript, they should 
be sent to the IEEE Managing Editor for forwarding to 
the appropriate TRANSACTIONS Editor. Most TRANS-
ACTIONS require three copies of the manuscript and author 
photographs and biographies. 

IEEE STUDENT JOURNAL 

An article for the STUDENT JOURNAL should be of 
interest and importance to undergraduate students of 
electrical engineering and technology, and it should be 
written so that it is comprehensible, useful, and appeal-
ing to them. It is advisable for a prospective author 

to write to the SJ Editor for comments and suggestions 

prior to preparing an article. 
Three copies of manuscripts intended for the STUDENT 

JOURNAL should be addressed to IEEE STUDENT JOURNAL, 

345 East 47th Street, New York, N.Y. 10017. Biographies 
of authors are required for publication. 

Appendix 

Unit symbols 

The IEEE Standard entitled "Standard Symbols for 
Units" (IEEE Standard No. 260, dated January 15, 
1965) lists symbols that may be used in place of the 
names of units. Symbols from this Standard for some 
important units, together with other common abbrevia-
tions, are given in Table II. Their form is the same for 
both singular and plural usage, and they are not followed 
by a period. The distinction between upper-case and 

lower-case letters should be carefully observed. 
When a compound unit is formed by the multiplica-

tion of two or more units, its symbol consists of the sym-
bols for the separate units joined by a raised dot, e.g., 

N • m for newton meter. When a compound unit is formed 
by division of one unit by another, its symbol consists of 

the symbols for the separate symbols either separated 
by a solidus (slant) or multiplied using negative powers, 
e.g., m/s or m • s-' for meter per second. 

Prefixes 

Prefixes indicating decimal multiples or submultiples 
of units and their symbols are given in Table I. Compound 

prefixes, such as "micromicro" for "pico" and "kilo-
mega" for "giga," are discouraged. 

Abbreviations 

In general, most abbreviations of technical terms are 
capitalized, but there are notable exceptions such as 
ac, dc, and rms. In addition to the unit symbols, Table 
II lists many common technical abbreviations in their 

standard IEEE editorial forms. Note that periods are 
not used, and that the abbreviation is the same regardless 

of whether it i, used as a noun or an adjective. A symbol 
which is new or not generally accepted should be de-
fined when first used. 

I. Recommended prefixes 

Multiple 

10 ,2 
109 
10, 
102 
102 
10 
10 -, 
10 -2 
1O -
101 
10 -9 
10 -12 
10-
10 -Is 

Pretix Symbol 

tera 
giga 
mega 
kilo 
hecto 
deka 
deci 
centi 
milli 
micro 
nano 
pico 
femto 
atto 

G 

h 
da 
d 

a 

Information for IEEE authors 113 



II. Recommended abbreviations 

Unit or Term 

Symbol or 

Abbreviation Unit or Term 

Symbol or 

Abbreviation 

alternating current ac footcandle fc 

American wire gauge AWG footlambert fL 

ampere A foot per minute ft/min 

ampere- hour Ah foot per second ft/s 
ampere-turn At foot poundal ft•pd1 

amplitude modulation AM foot pound-force ft•lbf 

angstrom Â frequency modulation FM 

antilogarithm antilog frequency- shift keying FSK 

atomic mass unit ( unified) u gallon gal 
audio frequency AF gallon per minute gal/min 

automatic frequency control AFC gauss G 
automatic gain control AGC gigacycle per second Gc/s 

automatic volume control AVC gigaelectronvolt GeV 
average avg gigahertz GHz 

backward-wave oscillator BWO gilbert Gb 

bar bar gram g 

barn b henry H 

beat-frequency oscillator BFO hertz Hz 

bel B high frequency HF 

billion electronvolts* Bey high voltage HV 

binary coded decimal BCD horsepower hp 

British thermal unit Btu hour h 

calorie cal inch in 

candela cd inch per second in/s 
candela per square foot cd/ft' inductance-capacitance LC 

candela per square meter cd/m" infrared 1R 

cathode-ray oscilloscope CRO inside diameter ID 

cathode-ray tube CRT intermediate frequency IF 

centimeter cm joule J 

centimeter-gram- second CGS joule per degree J/deg 

circular mil cmil joule per degree Kelvin J/°K 

continuous wave CW kilocycle per second kc/s 

coulomb C kiloelectronvolt keV 

cubic centimeter cm' kilogauss kG 
cubic foot per minute ft,/min kilogram kg 

cubic meter m' kilogram-force kgf 

cubic meter per second rrils kilohertz kHz 

curie Ci kilohm kt? 

cycle per second c/s kilojoule kJ 

decibel dB kilometer km 

decibel referred to one milliwatt dBm kilometer per hour km/h 

degree Celsius °C kilovar kvar 
degree Fahrenheit °F kilovolt kV 

degree Kelvin °K kilovoltampere kVA 

degree ( plane angle) kilowatt kW 

degree Rankine °R kilowatthour kWh 

degree (temperature interval or difference) deg lambert L 

diameter diam liter 1 

direct current dc liter per second l/s 

double sideband DSB logarithm log 

dyne dyn logarithm, natural In 

electrocardiograph EKG low frequency LF 

electroencephalograph EEG lumen Im 

electromagnetic compatibility EMC lumen per square foot lm/ft" 

electromagnetic unit EMU lumen per square meter lm/m 2 

electromotive force EME lumen per watt Im/W 

electronic data processing EDP lumen second Im•s 

electronvolt eV lux lx 

electrostatic unit ESU magnetohydrodynamics MHD 
erg erg magnetomotive force MME 
extra- high voltage EHV maxwell Mx 

extremely high frequency EHF medium frequency MF 

extremely low frequency ELF megacycle per second Mc/s 

farad F megaelectronvolt MeV 

field-effect transistor FET megahertz MHz 

foot ft megavolt MV 
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Unit or Term 

Symbol or 

Abbreviation 

egawatt 

Illregohm 

metal- oxide semiconductoi 

meter 

meter- kilogram-second 

mho 

microampere 

microfarad 

microgram 

microhenry 

micrometer 

micromho 

micron t 

microsecond 

microsiemens 

microwatt 

mil 

mile per hour 

mile (statute) 

milliampere 

milligram 

millihenry 

milliliter 

millimeter 

millimeter of mercury, conventional 

millimicron 

millisecond 

millisiemens 

millivolt 

milliwatt 

eminute (plane angle) 
minute (time) 

nanoampere 

nanofarad 

nanometer 

nanosecond 

nanowatt 

nautical mile 

neper 

newton 

newton meter 

newton per square meter 

oersted 

ohm 

ounce (avoirdupois) 

outside diameter 

phase modulation 

picoampere 

picofarad 

picosecond 

picowatt 

pound 

poundal 

pound-force 

pound-force foot 

pound-force per square inch 

pound per square inch§ 

power factor 

private branch exchange epulse-amplitude modulation 
pulse-code modulation 

pulse-count modulation 

pulse- duration modulation 

pulse- position modulation 

pulse- repetition frequency 

MW 

MI? 

MUS 

MKS 

mho 

pA 

i4g 
pH 

pm 

prnho 

¡Is 

/4S 

mil 

mi/h 

mi 

mA 

mg 

mH 

ml 

mm 

mmHg 

ms 

mS 

mV 

mW 

min 

nA 

nF 

nm 

ns 

nW 

nmi 

Np 

N 

N•m 

N/m , 

Oe 

oz 

OD 

PM 

pA 

pF 

Ps 

PW 
lb 

pdl 

lbf 

lbf•ft 

lbf/in , 

psi 

PF 

PBX 

PAM 

PCM 

PCM 

PDM 

PPM 

PRF 

Unit oi Term 

Symbol or 

Abbieviation 

pulse- repetition rate 

pulse-time modulation 

pulse-width modulation 

radian 

radio frequency 

radio-frequency interference 

resistance-capacitance 

resistance- inductance-capacitance 

revolution per minute 

revolution per second 

roentgen 

root- mean-square 

second ( plane angle) 

second (time) 

short wave 

siemens 

signal-to-noise ratio 

silicon controlled rectifier 

single sideband 

square foot 

square inch 

square meter 

square yard 

standing-wave ratio 

steradian 

superhigh frequency 

television 

television interference 

tesla 

thin-film transistor 

transverse electric 

transverse electromagnetic 

transverse magnetic 

traveling-wave tube 

ultrahigh frequency 

ultraviolet 

vacuum-tube voltmeter 

var 
variable-frequency oscillator 

very- high frequency 

very-low frequency 

vestigial sideband 

volt 

voltage controlled oscillator 

voltage standing-wave ratio 

voltampere 

volume unit 

watt 

watthour 
watt per steradian 

watt per steradian square meter 

weber 

yard 

PRR 

PTM 

PWM 

tad 

RF 

RFI 

RC 

RLC 

r/min 

r/s 

S 
SW 

S 

SNR 

SCR 

SSB 

ft-

in , 

m , 

yd , 

SWR 

Sr 

SHF 

TV 

TVI 

TFT 

TE 

TEM 

TM 

TWT 

UHF 

UV 

VTVM 

var 

VFO 

VHF 

VLF 

VSB 

V 

VCO 

VSWR 

VA 

vu 

Wh 

W/sr 

W/(sr•m') 

Wb 

yd 

*Deprecated; use gigaelectronvolt (GeV). 
t The name micrometer (mot) is preferred. 
t The name nanometer is preferred. 
f Although the use of the abbreviation psi is common, it is not 
recommended. See pound-force per square inch. 

Reprints of these instructions are available on request from the 
Editorial Department, Institute of Electrical and Electronics 
Engineers, Inc., 345 East 47th Street, Ne‘'. York, N.Y. 10017. 
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Positions Open 
The following positions of interest to 
IEEE members have been reported as 
open. Apply in writing, addressing reply 
to address given or to Box Number, c/o 
IEEE Spectrum, Advertising Depart-
ment, 72 West 45th St., New York, N.Y. 

10036. 

Classified Advertising Rates for this 
column: $6.00 per line. No advertising 
agency commission is granted. Copy 

must be received by the 2nd of the 
month preceding date of issue. 

Electrical Engineer. Chicago international 
consulting engineering firm needs electrical 
engineer experienced in all phases of elec-
trical design of hydroplants. Salary com-
mensurate with experience. Some relocation 
costs and fringe benefits. Submit resume 
including salary requirements to the Personnel 
Manager. Harza Engineering Company, 400 
West Madison Street, Chicago, Illinois 60606. 
An equal opportunity employer. 

Electrical Engineers. Professional growth op-
portunities available with consulting engi-
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U.S. arid overseas engineering. Please send 
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An Equal Opportunity Employer. 
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partment. Salary commensurate with experi-
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pany, 400 West Madison Street, Chicago, Illi-
nois 60606. An Equal Opportunity Employer. 
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teaching and research in the fields of computer 
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required, as well as other evidence of produc-
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commensurate with qualifications. Reply to 
Box No. 6047. 

Electrical Engineer. A world leader in off-
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necessary. Modern engineering research 
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driving distance of St. Louis, Kansas City, and 
Lake of the Ozarks. Annual cash bonus, profit 
sharing, and major medical insurance plans. 
Send resume including age, education, ex-
perience, and salary to B. J. Smith, A. B. 
Chance Company, Centralia, Missouri. 

Electrical Engineers. Positions available for 
electrical engineers in design and consulting 
engineering work on power systems and large 
industrial facilities. Philadelphia or Chicago 
location. Full benefits, profit sharing, moving 
allowance, professional development and 
advancement. Send complete resume to R. F. 
Matthiessen, Administrative Assistant—En-
gineering. United Engineers & Constructors 
Inc., 1401 Arch St., Philadelphia, Pa. 19105. An 
equal opportunity employer. 

Electrical Engineer (BS Degree)—One of 100 
largest U.S. Corporations, manufacturer of 
agricultural and industrial equipment with 
multi- plant operations in U.S. and overseas, 
needs an electrical engineer. Work involves 
electrical design construction and installation 
follow-up of high, medium, and low frequency 
induction heat treating equipment, machine 
sequence controls, electro-plating and other 
related work. Some induction experience pre-
ferred. Position in Mid-west location. An equal 
opportunity employer. Box 6048. 

Positions Wanted 
Classified advertising Rates for " Posi-
tions Wanted" column: $6.00 per line per 
insertion. 50% discount for members of 
IEEE ( please supply membership num-

ber with copy). Copy must be received 
by the 2nd of the month preceding 
date of issue. Address replies to Box 

Number given, c/o IEEE Spectrum, 
Advertising Department, 72 West 45th 

St., New York, N.Y. 10036. 

Electronic Engineer, BEE '59, MSEE '64, six 
years' industrial experience, digital circuits, 
techniques, systems, and microelectronics as 
applied to radar. Desires position which will 
allow and aid in obtaining doctorate. Prefer 
Northeast. Box 8043. 

Electrical Engineer, power, P.E., 16 years 
design, coordination, liaison, supervision, 
evaluation of industrial power, control sys-
tems, facilities, and utility power plant control. 
Prefer South, S.W., West. Box 8045. 

Product or Project Manager. Extensive ex-
perience in all phases of power and control 
for industrial, military and marine. Heavy in 
systems, drives, and power supplies. Design 
experience A.C. & D.C. including electrical 
engineering Dept. Mgr.; mfg. experience in 
methods & layout & supervision; marketing 
experience in research & sales. Management 
experience in coordinating all 3. Skill in antici-
pating & developing new products to meet 
market needs. BSEE plus advance work on 
MS. Age 38. Will start in design, marketing or 
manufacturing. Box 8046. 

Seeking position in Niagara Falls area. 11 
years consulting electrical engineering expe-
rience. Heavy on design of electrical power 
systems for industrial plants including lighting, 
motor control, etc. Will consider plant engi-
neering position or electrical consulting engi-
neering. Box 8047. 

Electrical Engineer, MS in EE, age 42, aggres-
sive, of Greek descent, with experience in all 
phases of management, construction, mili-
tary projects, top level contract negotiations 
sales and distribution, manufacturing, seek 
responsible assignment with American Inter-
national Corporation in Greece. Willing to par-
ticipate financially in establishing operation of 
subsidiary to cover Greece and Middle East. 
Will relocate within reasonable time. Please 
reply to Box 8048. 
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