
VOLUME 3 NUMBER 2 FEBRUARY 1966 

features 

spectrum 
51 Spectral lines: Intersociety Relations 

There are more than 50 different intersociety committees, councils, and boards to which 

the IEEE appoints representatives 

+ 54 The Northeast power failure—a blanket of darkness Gordon D. Friedlander 

Even though power ties among power generating systems are, in effect, what permitted the 

Northeast outage to cascade, stronger ties may help prevent a recurrence 

+ 74 New horizons in semimetal alloys Leo Esaki 

An interesting new device—a field-effect superconducting triode—may be possible if certain 

experimentally observed effects are due to field-induced superconductivity 

+ 87 International developments in controlled nuclear fusion Arwin A. Dougal 

Latent in the 0.06 pound of deuterium nuclei contained in one 55-gallon drum of tap water 

are 2 million kWh energy 

94 Radar separation of closely spaced targets A. Golden 
A fire-control system may "see" a group of closely spaced aircraft as a single target image, 

which is actually only a weighted average of the unresolved group 

100 A research professor leaves his classroom and laboratory to become 
an astronaut An interview with Owen K. Garriott by Nilo Lindgren 

Engineers and physicists are encouraged by NASA to suggest experiments to be perfiffined 

by the first five-man group of scientist astronauts 

4- 104 Correlative level coding for binary-data transmission Adam Lender 

Certain three-level codes jiff binary-data transmission have the same speed capability as four-

level conventional codes and afro have greater margin to noise 

-4- 116 Search methods used with transistor patent applications 
June Roberts Cornog, Herbert L. Bryan, Jr. 
Although automated systems would seem to lighten the patent examiner's load, one of his 

complaints is that with them he cannot play his hunches 

122 Report on Prague's Summer School on Circuit Theory K. Géher 

52 Authors 

Departments: please turn to the next page 

THE INSTITUTE OF ELECTRICAL AND ELECTRONICS ENGINEERS INC. 

IEEE spectrum FEBRUARY 1966 1 



departments 

9 Transients and trends 

12 News of the IEEE 

Medal of Honor and Awards to be presented during IEEE International Convention   12 
Pan American Congress of Engineers established, holds first meeting in Mexico  16 
Eta Kappa Nu names E. M. Davis Outstanding Young Electrical Engineer of 1965  18 
Research papers invited on switching and automata theory   20 
Papers invited for URSI IEEE Spring Meeting  20 
IEEE, MEMMA Mining Industry Conference  20 
PROCEEDINGS OF IEEE schedules issue on computers  20 

Papers invited on effects of space and nuclear radiation  22 
AES Convention to meet October 3 to 5 in Washington  22 
Nominees invited for 1966 Eckman Award  22 
J. M. Kinn named new JTAC secretary  23 
J. L. Rennick cited for progress in color television  24 
Symposium to study electromagnetic compatibility   24 
Symposium scheduled on biomedical engineering   24 
Management Conference to discuss manpower sources  25 

28 Calendar 

38 People 

124 IEEE publications 

Scanning the issues, 124 
Special publications, /49 

Advance abstracts, 126 Translated journals, 144 

150 Focal points 

Two experimental satellites launched to aid M.I.T. space communications research  150 
Atlanta inmates trained in computer programming  150 
Laser may be used in underwater transmission    151 
Professorships available at University of Los Andes  152 
New journal lists current papers in physics  152 
Blood bank adopts computerized control  152 
Traffic on rural roads is subject of safety study  /53 
Nuclear spectrometer detects quadrupolar resonance signals  153 
Device may help blind to speed—hear' recordings  154 

156 Book reviews 

Aerospace Ranges: Instrumentation, Grayson Merrill, J. J. Scavullo, F. J. Paul, editors (L. E. 

Mertens); Field-Effect Transistors, Leonce J. Sevin, Jr. (A. G. Mi/nez); Laplace Transforms in 
Engineering, Gyorgy Fodor ( W. A. Miller); Medical Electronics, Proceedings of the Fifth In-
ternational Conference on Medical Electronics, F. H. Bostem, editor (Walter E. Tolle), Optimiza-
tion Theory and the Design of Feedback Control Systems, C. W. Merriam, III (A. Lavi); Photo-
electronic Materials and Devices, Simon Larach, editor ( W. A. Miller); System Engineering 
Handbook, Robert E. Machol, editor ( W. A. Miller) 

New Library Books, /58 Recent Books, /6/ 

the cover 

The Northeast power failure of November 9-10,1965, is the subject of this month's cover design. 
The feature article, beginning on page 54, presents a comprehensive chronological review of the 
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Intersociety Relations. Probably relatively few IEEE 
members are familiar with the many relationships that the 
IEEE has with other societies. Yet there are more than 50 
different committees, councils, and boards to which the 
IEEE appoints representatives, and a lesser number of 
national and international bodies with which it provides 

an IEEE interface. 
These relationships fall into several general categories. 

The largest single category involves committees concerned 
with arrangements for conferences or symposia. Such 

committees provide the means by which societies having 
interests in a single area of technical activity can work 

cooperatively and thus prevent unnecessary duplication of 
effort. 

Another relationship arises through the provision of 
technical advice and assistance to international or na-
tional bodies. The fact that the IEEE has within its 

membership highly competent people in a variety of tech-
nical specialties is recognized, and the Institute pro-
vides the service of locating and nominating an ap-
propriate person for a particular assignment. In so 
doing, the Institute in effect endorses the indivi-
dual as one who is competent to render sound technical 

judgments. 
In a somewhat similar category are representatives to 

joint committees concerned with standards and 
awards. Again, the IEEE by the act of nomination effec-
tively endorses the judgment of its nominees. In these 

cases, the individual makes decisions primarily on the 
basis of the technical facts involved. While undoubt-
edly influenced by the fact that the IEEE has designated 
him and that the Institute has a nonprofit, nonpolitical, 
nonnational nature, he does not need to consider, and, 
in fact, may not be well informed about, all aspects of 
IEEE policies. 
However, there are other cases in which the position of 

the IEEE's nominees is not so clear cut and in which the 
individual is actually representing the Institute. Then the 
question of the extent to which he is free to act on the 
basis of individual judgment and the extent to which he 
is bound to represent the IEEE's large and diverse mem-
bership is not easy to determine. For example, if the 
Institute's representative is on the governing board of a 
council or federation of engineering societies, his position 

on various questions can be heavily influenced by what 
he feels are the best interests of the IEEE whether or not 
these coincide with his viewpoints as an individual mem-
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ber of that board or council. Thus he may be faced 
with the dilemma of whether he is an instructed or a 
free delegate. The immediacy and seriousness of this 
question vary according to the circumstances, but it 
is clear that in some cases careful delineation between 
the position of the individual and the position of 
the Institute is necessary. Representatives of this type 
would certainly need a detailed familiarity with the 
IEEE's policies to operate effectively. 

In order to advise the Board of Directors on inter-
society matters, there is an important standing com-
mittee—the Intersociety Relations Committee (ISRC)— 

which reports directly to the Board. It consists of nine 
members plus a chairman, who is usually the Junior Past 

President of the Institute. The members are selected on 
the basis of their prior experience in intersociety federa-
tions or groups. This committee, with the assistance of 
the Technical Activities, Awards, and Publication Boards, 
has the difficult task of submitting to the Executive 
Committee nominations for IEEE representatives. If 
this job is to be done well, a knowledge of the competence 
of the individual, and also of the characteristics of the or-
ganization to which the appointment is made, is re-
quired. 
The ISRC recently undertook a study of the various 

organizations with which the IEEE has relations and is 
making an attempt to categorize them in a meaningful 
way. An attempt also is being made to clarify the position 
of appointed IEEE members so that there are no mis-
understandings about the extent to which they speak as 
individuals or for the Institute. 

Despite the obvious problems involved, it is desirable, 
and indeed essential, for the IEEE to take an active role 
in association with other organizations. There are matters 
of great importance to the IEEE that overlap the areas of 

concern of other professional societies in significant and 
diverse areas. Continuing education, uniform indexing 
and abstracting procedures, standardization of pro-

cedures and nomenclature, and career guidance in second-
ary schools are examples of these. To contribute ef-
fectively in such areas, the IEEE through its repre-
sentatives must be able to handle questions of both 
technical and policy natures. The development of ap-
propriate means for forwarding IEEE objectives in con-
junction with other organizations is a continuing problem 
that needs a continuing good solution. 

F. Karl Willenbrock 
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Fig. 1. Aerial view of Ontario Hydro's Sir Adam Beck-
Niagara Generating Stations Nos. 1 and 2, situated on the 
Niagara River near Queenston, Ont. The Beck No. 2 plant, 
where the extensive Northeast blackout was triggered, is 

in the lower left foreground. This station has a capacity 
of more than 1200 MW. The switchyard is shown in the 
center of the picture and the associated pumping-generat-
ing station may be seen in the upper right background. 

The Northeast power failure a blanket 

The massive outage in the Northeast on the night of 
November 9-10 was a critical episode in the annals of electrical 
engineering. Here, in brief; is a chronicle of what happened, 
and a preliminary view of the issues involved 

Gordon D. Friedlander Staff Writer 

The massive blackout of November 9-10 has triggered 

some prompt and expeditious action, spearheaded 
by the Federal Power Commission's list of 19 affirma-

the recommendations that should be implemented by 
the utilities to preclude the possibility of a recurrence. 

These proposals include the need for fully coordinated 
power pools, more extensive stability studies for the 

operation of interconnected systems, the need for 
mixed generation facilities for quicker response to 

power swings, and a review of the adequacy of existing 
automated equipment. 

The IEEE has a unique role in the wake of the Novem-

ber 9 power failure. Among its members are those quali-

fied to determine the technical changes which should be 

made to the nation's power supply system in the light of 
this occurrence. Its technical meetings and publications 
will provide a forum for a full discussion of power supply 

problems. The Institute also has a responsibility to report 

the essential facts of the incident and to indicate—to the 

extent possible at this time—the issues involved. 

The principal published source of information on the 

events of November 9 is the Federal Power Commission's 
report to the President, Northeast Power Failure, dated 

December 6, 1965, and available from the United States 
Government Printing Office. Other authoritative back-

ground material includes the Minutes of Hearing of 

November 20, 1965, before the New York State Public 
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Fig. 2. Circuit breakers, of the type that tripped 
out during the disturbance on November 9, 
are shown in the Sir Adam Beck No. 2 generat-
ing station switchyard. 

of darkness 

Service Commission, and the official statement, dated 
November 19, 1965, of the Power Authority of the State 
of New York. 
The writer has drawn heavily on the FPC report, has 

talked with many knowledgeable persons in the power in-
dustry, and has had his final manuscript reviewed by more 
than 15 experts in the power field. There are legitimate 
areas of controversy about what can and should be done 
to modify the nation's power supply system. The purpose 
of this article is to provide a point of origin for the pro-
fessional discussion that is required. To this end, responses 
from the membership of IEEE are invited and will be 
published ensemble in a forthcoming issue of SPECTRUM. 

Chronology of a disturbance 

After five days of intensive investigation by United 
States and Canadian officials, an advisory panel of power 
experts, special consultants from the electric power 
industry, the FBI, and the Department of Defense, follow-
ing the great Northeast blackout that affected 28 of the 
operating utilities (see map on p. 56) of the Canada-
United States Eastern Interconnection (CANUSE), circum-

stantial and recorded evidence pinpointed the disturb-
ance, which triggered the biggest power failure in North 
American history, at the Sir Adam Beck No. 2 power 
generation complex ( Figs. 1 and 2) in Queenston, Ont. 
The CANUSE network. By way of background for 

the description of the sequential events of November 9, 
an introduction to the CANUSE network operation and 
facilities is essential. At the outset, it should be noted 
that this network, according to the FPC report, is not 
yet a fully integrated power pool. The term power pool 

can be misleading since it sometimes loosely describes a 
group of member utilities that are interconnected but 
have not necessarily attained the optimum economies of 
power interchange or the increased service reliability 
that is realized by a fully integrated power pool. In the 
CANUSE service area (CANUSE map and Fig. 3), 73 percent 
of the power generation is produced by fossil-fuel thermal 
stations and 26 percent is produced by hydroelectric 
plants. The remainder of the generation—one percent—is 
from three nuclear plants, and gas turbine and diesel-
electric generating equipment. 
The bulk of the hydroelectric generating capacity is 

concentrated in the Niagara Falls area in plants of The 
Hydro-Electric Power Commission of Ontario (Ontario 
Hydro) and the Power Authority of the State of New 
York (PASNY). In addition, at Massena, N.Y., on the 
St. Lawrence River, PASNY and Ontario Hydro (Fig. 4) 
separately operate hydro plants, each having a firm 
capacity in the 700-800-MW range. 
A major portion of the hydro plant power generation 

at Niagara and St. Lawrence is transmitted to load 
centers that are located a considerable distance from these 
stations. For example, the primary load center of the 
Ontario Hydro system is near Toronto, the largest city in 
the province. Power generated by the PASNY hydro 
stations is transmitted to a major extent over twin 345-kV 
transmission lines (there is a single circuit, however, as 
shown in Fig. 7, paralleled by two 230-kV circuits, be-
tween Edic and New Scotland) that extend across New 
York State from Niagara eastward to Albany and thence 
south to New York City. These EHV lines—which are, 
at once, the backbone and the weakness of the inter-
connected systems in New York—overlay a number of 
115- and 230-kV transmission lines from the PASNY 
plants at both Niagara and Massena. It should be noted 
that the capacity of a transmission line increases approxi-
mately as the square of the voltage. Thus a 345-kV line 
has about 2.3 times the capacity of a 230-kV line. 
A single 345-kV line, a 230-, and five 115-kV lines (Fig. 

3) form the transmission interconnection between Niagara 
Mohawk and PASNY and the four utility companies of 
the Connecticut Valley Electric Exchange (coNvEx) and 
the three utilities of the New England Electric System. 
At the southern end, the CANUSE system has interties 

with the Pennsylvania-New Jersey-Maryland (pfm) pool 
by seven transmission lines, ranging from 115 to 230 kV. 
One of these tie lines—which figured prominently in 
maintaining some isolated service in New York City 
during the massive outage—links the Consolidated Edison 
system with those of PJM through the Arthur Kill generat-
ing station on Staten Island. 
The largest of the 28 CANUSE utilities include Ontario 
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Hydro, PASNY, The Niagara Mohawk Power Corpora-
tion (Niagara Mohawk), and the Consolidated Edison 
Company of New York (Con Edison). The generating 
capabilities, system loads, and other quantitative data, 
just prior to the disturbance of November 9, for the 

principal CANUSE utilities, plus PJM, are shown in Table I. 
Beck generating station-5:00 p.m., November 9. 

According to Ontario Hydro, when the new power 
schedule was set at 5:00 P.M., the utility was meeting its 

system load of about 6400 MW (Table 1) by generation 

of 1335 MW from the Beck No. 2 plant and the associated 
pumping-generating station, plus an inflow of about 
500 MW on two tie lines with New York ( Fig. 5). One 

line, designated PA27, runs to the Moses-Niagara plant 
of PASNY (296 MW); the other, called BP76, connects 
to the Packard station of Niagara Mohawk (200 MW). 
Of the 500-MW inflow, 200 MW was a clockwise power 
circulation (Fig. 4) that was being returned through the 

tie line from Cornwall, Ont., to New York State. By 
referring to Fig. 5, it may be seen that power flows north 
from the Beck No. 2 station over five 230-kV lines that 
connect the plant with the load center in the Toronto 

area. 
The incident. At 5:16:11 P.M., a backup relay, pro-

tecting line Q29BD (indicated in Fig. 5), operated 
normally and caused the circuit breaker at Beck to trip 
the unfaulted line. The power flow on the disconnected 

line shifted to the remaining four lines, each of which 
then became loaded beyond the critical level at which its 
backup protective relay was set to function. Thus the 
four remaining lines tripped out in cascade in 161 cycles' 

time (2.7 seconds). 
The relay that triggered the disturbance was one of five 

backup sensing devices (one backup relay per line) that 
protect the lines against failure of the Beck primary relays, 
or of circuit breakers at remote locations. According to 
the FPC report, the five backup relays were installed in 
1951 and, in 1956, a breaker on one of the 230-kV lines 

failed to open (reason not explained) following a fault. 
In January 1963, as a result of a re-evaluation study of its 
backup protection requirements, Ontario Hydro modified 
these relay settings to increase the scope of their protec-

tive functions. 
Figure 6 indicates the set of conditions under which this 

type of relay would trip. The evidence suggests that, at 
5:16:11, the load and generation characteristics of the 
Canada-United States interchange caused such a condi-
tion to be reached. 
The FPC report further states that the relay settings 

made in 1963 at the Beck plant were in effect at the time 
of the November 9 power failure. The backup relay on 
line Q29BD was set in 1963 to operate at about 375 MW 

and 160 Mvar at a bus voltage of 248 kV and, although 
the load-carrying capacity of each of these lines is con-
siderably higher, it was necessary to set each backup relay 

to operate at a power level below the line's capacity to 
provide the desired protection and to achieve coordina-
tion with other relays on the system. This setting was 
believed to be sufficiently high to provide a safe margin 
above expected power flows. 

When the backup relays were modified and the power 
levels were set in 1963, the load on the northbound lines 
from Beck No. 2 was appreciably lower than the trip 
setting of the backup relay. Recently, the megawatt and 
megavar loadings on the transmission lines from Beck 

Sault Ste. Mane 

Simplified map of most of the CANUSE system, plus the 
PJM pool (Michigan interconnections, with the exception 
of the ties at Windsor and Sarnia, are not indicated). The 
heavy black lines show the 345- kV EHV transmission trunk 
routes (the arrows indicate the initial eastward surge fol-
lowing the disturbance, then the flow reversal toward e 
north and west as the power demand hit the southerrà 
utilities in the CANUSE area), while the colored lines rep-
resent 115-, 138-, and 230- kV transmission. Also shown is 
the New York-Ontario clockwise circulation loop. The 
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dot- and- dash colored lines show portions of the New Eng-

!and systems unaffected by the blackout. Dashed colored 

.mes indicate the principal high- voltage ( up to 230 kV) 

routes of the PJM pool. The shaded area denotes the ex-

:ent of the blackout, and approximate outage times for 
arious areas are given. Circled numbers indicate chrono-

logical events, beginning with the original disturbance 

(time divisions are—hours:minutes:seconds): 1— Initial 

disturbance is triggered at 5:16:11 P.M. by backup relay on 

line Q29BD at the Sir Adam Beck No. 2 switchyard. 2—At 
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Exchange- CONVEX 
Connecticut Light & Power Co. 
Hartford Electric Light Co. 
United Illuminating Co. 
Western Massachusetts Electric 
Co. 

5. Niagara Mohawk Power Corp. 
Rochester Gas & Electric Co. 
Power Authority State of New 
York 

New York State Elect. and Gas 
Co. (Part) 

6. Pennsylvania-New Jersey-Maryland 
I nterconnection-P J M 
Atlantic City Electric Co. 
Baltimore Gas and Electric Co. 
Delaware Power & Light Co. 

New 
Bedford 

G. & E. Co. 

Montaup 
Electric Co. 

Legend 

  To 138 kV 
—•— 230 kV 

345 kV 
Normally open 

*Interconnected in turn with the 
network extending over the eastern 
two-thirds of the United States 

Fig. 3. Diagram of load control areas and power system interconnections, CANUSE and PJM. 

Jersey Central Power & Light Co. 
Lucerne Electric & Gas Div - 
United Gas Improvement Co. 

Metropolitan Edison Co. 
New Jersey Power & Light Co. 
Pennsylvania Electric Co. 
Pennsylvania Power & Light Co. 
Philadelphia Electric Co. 
Potomac Electric Power Co. 
Public Service Electric and 
Gas Co. 

Fig. 4. Map showing simplified portion of Ontario Hydro's southern transmission system and the 

major interties to the United States at Niagara and Cornwall. 
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to the north, because of emergency outages in a new 
Ontario Hydro steam-electric plant, have been very 
heavy. This temporary situation produced a deficiency 
in Ontario generation, with the result that a heavier in-
flow of power from the United States interconnections 
was necessary. 

According to Ontario Hydro spokesmen, the average 
flow had reached 356 MW (and approximately 160 Mvar) 
in the line that tripped out first, but momentary fluctua-
tion in flow is normal. Therefore, at 5:16 P.M., as already 
mentioned, the power flow apparently reached the level 
at which the relay was set; it functioned in accordance 
with its setting, and its circuit breaker tripped out the 
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I. Northeast power loads and resources just prior to disturbance of November 9 

Resources Used to Meet Load 

Utility 

System Generating Genera- Net 
Load, Capability, tion, Received, Total, 
MW MW MW MW MW 

Niagara Mohawk Power Corp. 
Rochester Gas & Elec. Corp. 
PASNY'—Moses-Niagara 
PASNY'—Moses-St. Lawrence 
New York State Elec. & Gas Corp. 
Central Hudson Gas & Elec. Corp. 
Consolidated Edison Co. 
Long Island Lighting Co. 
Orange & Rockland Utilities 
Hydro-Elec. Pwr. Comm. Ont. 
CONVEX 
Vermont Elec. Pwr. Co., Inc. 3 
New England Elec. System 
Public Service Co. of N. H. 
Boston Edison Co. 
Central Vermont Public Service Co. 
Pa.-N. J.-Md. Interconnection 
Detroit Edison Co. 
Consumers Power Co. 
Central Maine Power Co. 

Total 
Power Authority State of New York. 
Wholesale supplier. 
s Distributes PASNY power in Vermont. 
Outflow to Long Island not deducted. 

3 405 2 681 2 556 +849 3 405 
500 350 296 +204 500 
0 2 500 2 274 —2 274 02 

480 800 700 —220 4802 
1 035 569 547 +501 1 046 
335 309 282 +53 335 
4 770 5 896 4 555 +215 , 4 770 
1 289 1 442 1 197 +90 1 289 
232 144 121 +117 238 
6 400 6 750 6 100 +300 6 400 
2 626 2 685 2 583 +43 2 626 
306 0 0 0 02 
1 300 1 804 1 642 —342 1 300 
410 385 370 +40 410 
1 222 1 578 1 405 —154 1 351 
150 36 26 +124 150 

13 600 14 451 13 355 +245 13 600 
3 196 3 280 3 050 +146 3 196 
2 161 2 668 2 294 —121 2 173 
471 581 490 —19 471 

43 582 48 909 43 843 

Not included in totals to avoid duplication. 

line. Ontario Hydro also informed the FPC that its 
operating personnel were not aware that the relay on line 
Q29BD was set to operate at a load of 375 MW. 

The initial power surge 

The outage of the five 230-kV lines from Beck No. 2 
separated the Ontario generation along the Niagara 
Frontier from the loads in the province. Immediately 
before the disturbance, about 1800 MW of power, gener-
ated at PASNY's Niagara plant, was flowing east and 
south over the New York State transmission system. 
Quoting from the FPC report: "With the dropping of 

the lines to Toronto, the power being generated at the 
Beck plant and at PASNY's Niagara plant, which had 
been serving the Canadian loads around Toronto, 

amounting to approximately 1500 MW, reversed and 
was superimposed on the lines to the south and east of 
Niagara. It was this tremendous thrust upon the trans-
mission system in western New York State which ex-

ceeded its capability and caused it to break up. (According 
to Niagara Mohawk, this massive surge of power was 
due to the loss of a very large block of load—a most 
unusual occurrence on a power system. Normally, protec-
tion is designed to guard against a loss of generation, 
which is a more usual occurrence.) 
"The instantaneous result of the tripping of the lines 

from Beck to the Toronto area was the acceleration of 
the generators at Beck and PASNY-Niagara, with a 
sharp drop in their electrical output, but as the speed 
increased the electrical power output at the two plants 
rapidly increased. The instantaneous drop in generation 
at Beck and PASNY, followed by the rapid buildup, 
resulted in putting the Beck and PASNY generation out-

Fig. 5. Block diagram of the 230- kV transmission 
system in vicinity of the Beck No. 2 station. Relay 
designations, starting with Q29BD and time of line 
openings from original disturbance, are indicated. 
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of-phase with most of the other generation attached to 
the interconnected transmission system..." 

This simple power-limit pullout was the prime cause 
of the ensuing chain reaction of power failures. 

Impact on the East. One-half second after the last of 
the five lines at Beck tripped out in cascade, the Corn-
wall-Massena intertie between PASNY and Ontario 
Hydro became overloaded and was opened by its protec-
tive relay. Thus the Ontario system was isolated from 
the New York systems, except at Niagara where the Beck 
plant remained connected to the New York State system 
but was isolated from the rest of Ontario. 
The PASNY statement. The Power Authority of the 

State of New York issued an official statement, dated 
November 19, of the events that affected its generating 

stations and transmission lines on the evening of Novem-
ber 9. Quotations from this statement may be of interest 
as additional information. 
"At 5:15 P.M.. . Authority facilities were operating 

normally with no schedule changes, no switching and no 
relay tests in progress. Authority's generating facilities 

were producing 2977 MW with loading on all lines well 
within established limits. 
"At Niagara Falls we were producing 2275 MW at the 

time of the disturbance. Our tie with The Hydro-Electric 
Power Commission of Ontario at Niagara was carrying 
260 MW from the Authority's switchyard into [the 

Fig. 6. A—Line diagram showing primary and backup 
circuit breakers in three protective zones for con-
trolling breaker A. In operation, either the primary 
protection (breaker A) trips instantaneously for 
fault in Zone 1, or, in case of faults in the backup 
protection Zones 2 or 3, breaker A will trip after pre-
determined time delays, if the fault is not cleared by 
the remote breakers. B—Typical mho (impedance) 
distance relay characteristic is shown plotted for 
Zones 1, 2, and 3. General equation indicates react-
ance "seen" by relay. 
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Ontario Hydro] system, our two 345-kV lines to Rochester 

and eastward were delivering 840 MW to interconnections 
served by these lines... 
"At St. Lawrence (Massena) we were producing 702 

MW at the time of the disturbance. Our tie with [Ontario 
Hydro] . . . at Massena was carrying 190 MW [from 
Canada] into our system... 

"Immediately following the original disturbance the 
load on the [Ontario Hydro] tie [at Niagara] reversed 
from 260 MW toward Canada to over 400 MW toward 
New York. The loading on the two 345-kV lines increased 
from 840 MW to more than 1200 MW; loading on New 
York State Electric & Gas Corporation's Stolle Road 

line [New York southern tier] decreased from 155 MW 
to 75 MW while delivery to Niagara Mohawk Power 
Corporation over the 230-kV and 115-kV ties decreased 
... from 1019 MW to 812 MW. 
"As a result of the disturbance the circuit breakers in 

the Authority's 230-kV circuit to [Ontario Hydro] tripped 

by ... relays, reclosed once and then relayed to lockout 
... Eight of the nine operating units at the Lewiston 
[Niagara] plant tripped off by overspeed relay operation, 
dropping a total of 218 MW. All of the twelve operating 

units at the Moses [Niagara] plant remained in operation 
but governor action reduced the generated output from 

2030 MW to a low of 400 MW. The plant load was 
manually stabilized at approximately 1500 MW in about 
ten minutes." 

The chain reaction continues. Since the output from 
Beck No. 2 and the PASNY-Niagara plant could not be 
handled by the remaining transmission system after the 
tripout of all five of the lines at Beck, the EHV transmis-
sion system was severed 0.9 second later with the stability-

limit opening of the two 345-kV lines between Rochester 
and Syracuse, N.Y. Almost simultaneously, tie lines to 
the PJM pool were broken both in the Niagara Mohawk 
area (Fig. 3) and in Brooklyn at the Con Edison side 
(Greenwood Station) of a connection with PJM (through 
Public Service Electric and Gas Company) at Staten 
Island. Figure 7 shows the lines that were forced out 
because of the initial disturbance. Typical relays in use in 
the CANUSE area are shown in Fig. 8. 
At 1.33 seconds after the separation of the Beck genera-

tors from their loads, the two 230-kV lines (CANUSE map 
and Fig. 7), connecting the PASNY plant at St. Lawrence 
(Massena) with the 345-kV trunk lines that run from 
Niagara to downstate New York, and New England, 
tripped out. This action simultaneously tripped out five 
of the 16 generators at PASNY's St. Lawrence installa-

tion. The automatic tripout of these generators occurred 
in accordance with preplanned operating procedures, 
since this hydroelectric station was designed so that the 
remaining generators could continue to supply, by inde-
pendent radial supply circuits, the large industrial loads 
to the industrial plants in the Massena vicinity. 
The generators at the Beck plant were not provided 

with relays to trip them out upon loss of a transmission 
line, since such a scheme would have been ineffective in 
the face of the large increase in inflow over the Niagara 
ties which would follow and offset the loss of the tripped 

generation. The simultaneous loss of the five transmission 
lines to the north was considered to be an improbable 
contingency. 

Within four seconds after the initial tripout at the 
Beck station, most of the CANUSE area east of Michigan 
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(Maine and a portion of New Hampshire did not lose 
power) was broken into four isolated segments: 

1. The Ontario Hydro system was completely separated 
from New York and was badly deficient in generation 

capability. 
2. The northern New York region, supplied by 

PASNY-St. Lawrence and Niagara Mohawk's northern 
hydro sources, was isolated, but the remaining generation 
was able to carry loads in the Massena, Potsdam, Water-
town, and Oswego areas. 

3. The region in the vicinity of Niagara, on the 
American side of the international boundary (Niagara-
Dunkirk area), including the New York State Electric 
and Gas south central area, was separated from the re-
mainder of the interconnection and had large excesses of 
generation. 

4. The balance of the CANUSE area, including a part of 

upper New York, the New England systems, and the 
systems in the southeast New York region, was separated 
from the rest of the group but remained interconnected 
within itself. Michigan was temporarily separated from 
all but a small section of the Ontario Hydro system. 
Figure 9 indicates the definitive areas of separation. 

Actually, area 1—the Ontario system—divided into 
three subsections and dropped about 3800 MW of load 
in this process. As it was now isolated from New York, 
it no longer had any effect on the systems in the north-
eastern area of the United States. After a separation of 17 
minutes, the Detroit Edison Company reclosed its inter-
connection to Ontario Hydro at Windsor. Its other 
interconnection at Sarnia remained closed to assist in 
maintaining service to the southwestern peninsula of 
Ontario. Also, a large section of eastern Ontario remained 
intact. 

Fig. 7. Initial transmission line outages. Northeast blackout of November 9. 
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Shutdown of the Niagara area generating plants 

The excess of generation in area 3 (Niagara-Dunkirk) 

caused all of its hydroelectric and steam-electric genera-
tors to accelerate, accompanied by a rise in frequency. 
The steam plants, including the large Niagara Mohawk 
stations at Huntley and Dunkirk, shut down by governor 
action because extensive mechanical damage could have 
been done to turbine blades by overspeed. 
The thermal pkint shutdowns in area 3 were followed 

Fig. 8. Relays on the Clay-Edic 345- kV transmission 

line of the Niagara Mohawk Power Corp. are typical 
of those used throughout the area. 

Fig. 9. Map showing the service area separations 

during the Northeast blackout. 

Areas of separation at 

5:17 PM. November 9, 1965 
1. Ontario Hydro system 
2. St. Lawrence—Oswego 
3. Western New York 
4. Eastern New York—New England 
5. Maine and part of New Hampshire 
Note: Some intertie lines in some of the areas were open 

in about 11/2 minutes (at approximately 5:18 P.m.) by 
the tripping of ten generating units at Beck because of 
low governor oil pressure (the result of excessive governor 
operation), and five pumping-generating units in the 
PASNY-Niagara station were closed down by overspeed 
governor control. 

Because of these sequential shutdowns, the load in the 
area now exceeded the remaining power supply. The 
frequency dropped to 58.5 c/s, and two 230-kV lines 
between Beck No. 2 and PASNY-Niagara opened by 
underfrequency relay action. 
The two lines had remained closed during the initial 

surge of power to the United States because they had 
inverse time relays that were set to trip out at 864 MW, 
and they could not function within the 0.9-second inter-
val before the breakup of the 345-kV transmission sys-
tem. And after the initial disturbance, the southward 
flow from Beck did no! exceed 864 MW for the required 
time to trigger the relays. 

Breakdown in area 4 

Referring to Fig. 9, it may be seen that area 4 encom-
passes the largest region of the massive outage, from the 
north central part of New York to the state's south-
eastern extremity and the major portion of a group of 
five New England states. Just before the disturbance, 
power inflows were being drawn from the CANUSE system 
in the amounts of 140 MW by New England and 400 
MW by the downstate New York area. 

In the four-second time interval following the initial 
disturbance at Beck, in which the PASNY and Niagara 
Mohawk systems had split, the upstate New York area, 
east of this point of rupture, was still tied to the New 
England and the southeastern New York areas. This 
situation created an instantaneous deficiency in generation 
for area 4 of approximately 1100 MW. 
Minutes of a hearing. On November 20, the vice 

Fig. 10. Graphic plot of Con Edison's actual and anti-
cipated net system load during the 48-hour period of 

November 9 through 10, 1965. 
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president of operations for Con Edison testified at a 
hearing before the New York State Public Service Com-
mission. According to this spokesman, Con Edison, at 
5:00 P.M. on November 9, was generating about 4550 
MW from its own system and drawing 220 MW from its 
interconnections to meet a load of 4770 MW. At 5:16 
P.M., the Energy Control Center in Manhattan noted a 
sharp surge of power into the system, which lasted some-
where between 50 and 90 cycles' time. This was im-
mediately followed by a high outward surge of approxi-
mately 1300 MW. 

Simultaneously, the New Jersey intertie to P.M (through 
Public Service Electric and Gas) added a 1000-MW surge, 
lasting about 167 cycles' time, into the Con Edison system 
at Staten Island. This overload caused the tie circuit 
breakers at the Greenwood (Brooklyn) station to open, 
thereby leaving the Jersey intertie intact and the Arthur 
Kill station (Staten Island) still generating power to 
supply Staten Island, plus the Brooklyn load that had 
been carried by Greenwood. 
For a brief period, there was the impression that the 

system was stabilizing back to normal, but the Con 
Edison generators—as well as those throughout area 
4—were unable to respond quickly enough to the enor-
mously increased demand upon them from the north. 
There was a drop in voltage and frequency and, in a 
matter of minutes, one system after another in south-
eastern New York went down as generators tripped out. 
Finally, at about 5:27 P.M., almost all power in four 
boroughs of New York City was lost. 
The FPC version. According to the Federal Power 

Commission's report, at approximately 5:16 P.M. on 
November 9, Con Edison was operating with a system 
load in the range of 4800 MW. Figure 10 shows the net 
system load for November 9-10, while Fig. 11 represents 
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a block diagram of the net interchange between Con 
Edison and other utilities just prior to and during the 
disturbance. 
The capacity of Con Edison's 47 turbogenerators on 

the line at the time was 5900 MW. The arithmetical dif-
ference between this figure and the 4800-MW load is 
1100 MW, the amount of spinning reserve. (Con Edison 
has stated that their spinning reserve was about 1350 
MW. The company's spokesmen feel that apparently the 

FPC report took the total Con Edison load and sub-
tracted it from the generating capacity, and that this 

does not take into account that some of the utility's 
load at the time was being supplied by ties from neighbor-
ing utilities.) 
Con Edison was receiving power inflows, according to 

schedule, of 360 MW from Niagara Mohawk and 40 
MW from the PJM pool. The utility was exporting power 
in the amounts of: 35 MW to CONVEX, 80 MW to the 
Long Island Lighting Company, 115 MW to Orange & 
Rockland Utilities, and 35 MW to the Central Hudson 
Gas & Electric Company. 

In a matter of seconds, following the initial disturbance, 
Con Edison found itself in a situation in which 

1. The inflows from both Niagara Mohawk and PJM 
ceased. 

2. The intertie with PJM had broken in Brooklyn, but 
the 345- and 138-kV circuits to Niagara Mohawk re-
mained closed. 

3. It was obliged to export more than 560 MW of 
power to the isolated eastern segment of the Niagara 
Mohawk system (area 4). 

4. Transmission to CONVEX reversed and, for a period 
of 2-3 minutes, an inflow of 180 MW was received from 
this New England group. 

5. Long Island Lighting Co. dropped its inflow and 
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Fig. 11. Block diagram of 

approximate power transfers 
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utilities before and during 

the disturbance of Novem-
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began to transmit 20 MW for the same time interval as 
CONVEX, after which the transfer, for one minute, dropped 
to zero, and then resumed as a transmission of 50-120 

MW for the next three minutes. 
Essentially, the total load on Con Edison's generating 

equipment increased rapidly, at 5:16 P.M., by 600 to 
800 MW, maintained this range for about 2 minutes, 
and then increased further to substantially more than 
1000 MW when, at 5:19 P.M., the 180-MW CONVEX 
inflow reversed to an outflow of 240 MW. An additional 
load was placed on this utility when, at 5:23 P.M., Long 
Island Lighting cut its tie in a vain &I'm t to save itself. 
At 5:28 P.M., Long Island Lighting fell like the last 
domino in the line. 
The FPC analysis. According to the FPC report, 

the spinning reserve capacity in area 4 was adequate— 
amounting to some 1650 MW—but this reserve was 
mainly in thermal plants in which there is always a time 
lag in the response of turbogenerators to large changes 
(more than 16 percent of rated capacity) in output. 
Further, the responsive capability of the spinning reserve 
was affected by the manner in which the total quantity 
of this reserve was distributed among the various gen-
erating units and plants at the time. 

For example, the basic problem was complicated by the 
fact that a large percentage of the reserve capacity (about 
350 MW) was contained in one unit, Con Edison's 
giant 1000-MW Ravenswood no. 3 cross-compound 
machine (Fig. 12) that was loaded, at the time of the 
disturbance, to about 650 MW. Although it was able to 
increase its generation by 100 MW just prior to system 
shutdown, apparently some 240 MW of its potential 
spinning reserve was unable to go on the line in time. 

Since the system reserves in area 4 were inadequate in 
responsive capability to meet the sudden demand imposed, 
the frequency on these systems continued to fall. This 
created a cascade tripout effect within the thermal plants, 
since the drop in frequency also diminished the output 
of pumps and other electric auxiliary equipment re-
quired for steam-electric generation. Thus the thermal 
plants were shut down to prevent their destruction. 

In review, there were apparently only two possible 
alternatives by which the increased demand on the Con 
Edison system could have been met: 

1. By shedding some of its own load. 
2. By increasing the generation output of its units. 
A large repair bill. Considerable damage to journals, 

gland seals, turbine blades, etc. (Fig. 13), was done to 
three of the large Con Edison generators, including the 
huge Ravenswood no. 3 unit, when the electric pumps 
supplying the lubricating oil failed, oil pressure dropped, 
and the shaft bearings burned out. These three machines, 
at Astoria, East River, and Ravenswood (with a total 
generating capacity of about 1500 MW), down for an 
extended period, resulted in the loss of a considerable 
block of power not only to New York City but also to 
the entire interconnection. 

Communications crisis. Of the 24 AM broadcasting 
stations in metropolitan New York, ten of those with 
studios in Manhattan have their transmitters in New 
Jersey, and thus receive power from Public Service Elec-
tric and Gas. With all television down, these ten radio 
stations maintained full-power service on normal fre-
quencies to thousands of transistor sets and car receivers. 
Another bright spot was the availability of telephone 

service, although it was subject to overloads, priority 

calls, and queues at pay stations. Automatic switch-
ing to trickle-charged batteries, thence to fallback gen-
erators, paid off for the phone companies. But newspaper 
and other teletype machines were casualties, except for 
police and fire department installations with emergency 
power facilities. 

By the light of the moon, glaring deficiencies 

It was perhaps providential that the regional power 
failure occurred during relatively mild weather, with a 
clear sky, and under the light of a full moon—almost the 
sole source of auxiliary illumination for 30 million people 
—rather than during blizzard conditions and freezing 
temperatures. 
The helplessness of people trapped in underground 

transit systems and in buildings, plus the intolerable 
situation of muted air raid sirens, nonfunctioning traffic 
signals, and unlit stairways and emergency exits, sud-
denly revealed a massive blind spot in our thinking and 
planning. Except for some hospitals and isolated in-
stances where design foresight paid off for commercial 
or industrial buildings, most of New York City was 
caught entirely without any auxiliary power sources. 

The issues are drawn 

As a result of the incident of November 9-10, public 
confidence in the power industry was shaken. Engineers 
and laymen are asking some rather pointed questions. 
A list of some of the pertinent queries might be enu-

merated as— 
Question one. Are there deficiencies in the overall plan-

ning of fully coordinated power pools which could trigger 
another incident that will cascade, in a matter of minutes, 
into a massive system outage? 

Question two. In our sophisticated power technology, 
which is producing supersized generators and increasingly 
complex interconnections, have we in some instances 
neglected to provide adequate controls and backup equip-
ment that can assist in an emergency situation? 

Question three. As one possible approach, have our 
utility companies, participating in heavy power pools, 
planned adequately for scheduled load shedding by auto-
matic and manual controls in emergency situations in 
which underfrequency develops.? 

Question four. Can a maior city any longer afford to 
have complete dependence upon slow-reacting thermal 
plants, without available reserve generating Acilities that 
will provide limier emergency response? 
Question five. Have we in the engineering profession 

become so self satisfied by our overall technological and 
scientific achievements that we hare lost sight of the po-
tential dangers lurking in emergency or unexpected situa-
tions? 

Restoration of service—a mammoth problem 

As of 5:28 P.M. on November 9, for all intents and 
purposes, a major portion of the northeastern United 
States was without electric power. But at the same mo-
ment, the utilities initiated the Herculean task of re-
storing service. Some underground grid circuits in major 
cities, which had tripped out in a fraction of a second, 
would require hours to re-energize. Thermal generating 
stations throughout the affected area were shut down. In 
most cases, even the auxiliary equipment—such as coal 
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Fig. 12. Overall view of Con Edison's 1000-MW Ravens-
wood no. 3 generating unit. This cross-compound 
machine is the largest in the world. It began supply-
ing the system on June 7, 1965. 

Fig. 13. Damage to the 100C-MW Ravenswood no. 3 
unit occurred when the oil pressure failed and the 
machine was taken off the line. The bearings were 
damaged and the lournal, as shown, was scored. 

conveyors and oil pumps, needed to fire the boilers for 
the restoration of system generation— -was dependent 
upon the power supply that had failed. Thus, before some 
circuits could be energized, power from outside sources 
was a prerequisite. 

Restoration speed depends upon the characteristics of 
the system's generation sources (thermal or hydro), 
transrnission facilities, the availability of auxiliary or ex-
ternal power sources, the nature of the disturbance 
causing the outage, the availability of qualified personnel 
for unit and station start-up. and the system's load re-
quirements. Generally, overhead transmission lines can 
be restored to service more readily than the cables and 
complex ciicuit arrangements of underground networks. 

Part of the general problem. Whenever a transmission 
system has lost its power, the first step beyond the isola-
tion of the affected system is the examination of relays, 
circuit breakers, and swi:ches to determine—if possible— 

the cause of the disturbance. It must be borne in mind 
that during the night of November 9-10, the cause of the 
massive power failure was not known. Therefore, each 
utility company realized the possibility that its system 
may have been responsible for triggering the blackout, or 
had sustained damage during the incident. In view of this, 
extra precautions had to be taken—with a corresponding 

loss of time—to ensure that relays, circuit breakers, and 
switches were in proper operating condition. Further-
more, as power once more became available, the load 

had to be picked up carefully by a sequential procedure. 
As each portion of a system was brought up to normal 
load, frequency had to be synchronized with that of any 
energized part of the system. Only then was it possible to 

restore the interconnections. 
Difficulties in station start-up. When a steam-electric 

station loses its load, the automatic control equipment 
may shut down the plant. Thereafter, the boilers, tur-
bines, generators, and all auxiliary machinery must be 
inspected. All necessary repairs must be made and the 
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automatic controls reset before the start-up sequences 
can begin. 

Hydroelectric stations that have been shut down tem-
porarily, however, have a distinct advantage over thermal 
stations in that they can usually be started without aux-
iliary power other than emergency battery equipment for 
lights and control circuits. But if the outage time is for 
long duration, auxiliary power will be needed for govern-
or- and lubricating-oil pumps and for compressors. By 
contrast, since about 2 to 5 percent of each turbogenerat-
ing unit's output is channeled into running its vital 
auxiliary equipment, steam-electric station start-up pro-
cedures are complex. 

Unfortunately, many of the affected utilities had made 
no provision for the unlikely possibility that their entire 
system would shut down simultaneously and, hence, 
there were no independent auxiliary power sources for 
such an eventuality. Intricate circuits had to be estab-
lished, some from remote sources, to feed in the essential 
auxiliary power. 

Service restoration in upstate New York. The key 
utility in service restoration in upstate New York was the 
Rochester Gas and Electric Corporation (Rochester), 
situated at the strategic western boundary of the disturb-
ance area. Although Rochester lost its load at 5:19 P.M., 
after separating from Niagara Mohawk, its tie lines with 
PASNY (according to the FPC report) remained ener-
gized. This fortuitous circumstance enabled Rochester to 
draw upon an auxiliary power source immediately at 
hand. Also, the utility had its own hydroelectric genera-
tion sources as a spinning reserve, and the hydro was 
quickly put on the line to supplement the auxiliary power 
requirements of starting up its steam-electric units. When 
these thermal units were brought up to load, Rochester's 
system requirements were stabilized. By 10:30 P.M., 80 
percent of its entire system was back in service. 
A delay was encountered in attempting to close the tie 

line from Rochester to the Clay (N.Y.) substation on the 
PASNY system. This closure was a vital link in restoring 
EHV transmission from west to east along the 345-kV 
lines. Apparently, the circuit breakers on the Rochester-
Clay line would not close because repeated early efforts 
(when the disturbance was first assumed to have origi-
nated at this substation) to reactivate the breakers ex-
hausted the reserve air pressure in the pneumatically 
actuated mechanism. This condition, like a vicious circle, 
could not be quickly corrected because power was un-
available to operate the air compressors. 

Despite the delay in restoring the Rochester-Clay 
345-kV circuits, immediate restoration of Niagara 
Mohawk's 115-kV system was initiated, and by 9:30 P.M. 
only 1000 of its 1 124 000 customers were still without 
power. 
New York State Electric & Gas Corporation 

(NYSE&G), a system with a predominantly internal 
overhead transmission network and access to external 
power sources through interconnections with other utili-
ties, was able to restore service with reasonable speed and 
efficiency. 

The company managed to maintain service, following 
the disturbance, to 71 percent of its customers because 
its 230-kV connection to PASNY-Niagara held with 
almost no interruption. During the first minute of the 
disturbance, machines operating at the Greenridge, 
Hickling, Goudey, and Milliken thermal generating 

stations were severely overloaded and tripped off the 
line. One unit at the Jennison station continued to oper-
ate isolated from the system and one unit at Milliken 
was manually shut down to protect it from damage. 

Swings in frequency and voltage caused difficulties and 
some delays in the restarting of generators. The first 
unit was restored at 5:35 P.M. and the last unit at 11:02 
P.M. Within two hours from the start of the disturbance 
all but 6 percent of the NYSE &G customers had service, 
and by 9:52 P.M. all customer service was restored. 

Service restoration in New England 

The CONVEX group offered a good example of service 
restoration procedures in an integrated system that 
utilizes both hydroelectric and gas turbine generation for 
peaking loads. The entire generation and transmission 
facilities of its participating companies (see list in Fig. 3) 
are controlled from dispatch centers at North Bloomfield 
and Southington, Conn., without regard to the distribu-
tion of property ownership by the group members. 
Between 5:19 P.M. and 5:30 P.M., steam-electric gener-

ators, with a total net capacity of 1588 MW out of the 
pool's combined capacity of 2685 MW, were shut down 
because of an inadequate power supply to auxiliary 
machinery. But the remaining plants, including Hartford 
Electric Light's 10-MW gas turbine generating units, 
stayed on the line to carry local loads. 

Immediately after the CONVEX pool was separated 
from CANUSE, restoration procedures commenced. In 
the next 21/2 hours, the energized transmission system 
was used to reactivate the essential auxiliary equipment 
in the thermal stations and for reclosure of the intercon-
nections within CONVEX. By 10:30 P.M., the system was 
apparently restored to full service, but at 10:35 an 
insulator failure caused another outage in the tie lines 
between Connecticut and Massachusetts. Despite this 
setback, the CONVEX system was intact by 11:00 P.M., 
and normal service was achieved by midnight. 
The NEPCO experience. The New England Power 

Company (NEPCO), serving Worcester and other towns 
in east central Massachusetts, lost its 50-MW unit in 
the Webster Street steam-electric station in Worcester at 
5:18 P.M., but with the assistance of the Harriman hydro-
electric station at Whitingham, Vt., it was able to obtain 
auxiliary power by 6:00 P.M. By 6:45 P.M., the under-
ground network in Worcester was energized, and at 7:33 
P.M. the Webster Street generator resumed full load. 
NEPCO's Worcester experience, however, was not 

typical. The company's Brayton Point Plant, with a net 
main generating capacity of 482 MW, shut down at 5:17 
P.M. Although station service restoration was completed 
at 6:25 P.M., and the start-up procedures for the 241-
MW no. 2 unit were begun at 6:35 P.M., it was not until 
12:25 A.M., November 10, that this machine could be put 
on the line. It was operating only at about 50 percent 
capacity by 2:00 A.M. 

In Boston, wheels were rolling. The Boston Edison 
Company was carrying a system load of about 1375 
MW in the Boston metropolitan area when its service 
went down at 5:21 P.M. All of the metropolitan area was 
affected, except the Metropolitan Transit Authority, 
which has its own independent power plants. Thus sub-
way and elevated transportation continued to roll dur-
ing the outage. 
By 6:30 P.M., the necessary station power was obtained 
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from the NEPCO intertie at Edgar and at Boston's L 
Street station. Simultaneously, Boston's Mystic generating 
station at Everett received auxiliary power from the 
U.S. Naval Shipyard in Charleston. From 7: 40 to 9:20 
P.M., generation loads were picked up by these stations 
and, in sequence, additional units went on the line until 

approximately 2:30 A.M. 
The underground networks. Electric power service in 

the downtown Boston area is provided by a complex, 
cable-fed, underground network system similar to that 
used by Con Edison in New York City. Boston, however, 
is much smaller than New York City, and its cable mileage 
and loads are considerably less. 
The advantages of an underground transmission system 

normally are 
1. Insulation from natural disturbances. 
2. Protection from feeder failures. 
Under normal circumstances, therefore, the high-

voltage grid is more reliable for vital services than are other 

systems. 
Under most normal and abnormal conditions, the 

low-voltage underground distribution networks offer 
the highest degree of reliability; however, when de-
energized, there is the inability to provide a priority of 
service restoration to vital municipal services such as 
hospitals, traffic control signals, street lighting, and rail 
transportation (except where transit power is obtained 

from independent sources). 
Further, the rapidity with which auxiliary power from 

external sources can be brought into the system is ham-
pered by the capacitor effect, which occurs as the under-
ground transmission cables are energized. This effect 

produces a voltage rise on cables that have been energized 
without sufficient load to place on them. It can reach 
hazardous proportions if improper loading increments 
are applied. 
New York City's revival—a formidable task. In New 

York City, Con Edison's major operating areas are 
served by 305 miles of 138-kV and 59 miles of 345-kV 
transmission cables. The utility also provides a 25-c/s 
network for urban transit systems, plus 60-c/s service to 
some railroads and subways which, at customer's option, 
may be converted to 25-c/s service or rectified to dc. 
Con Edison's system is divided into 42 networks, which 

are electrically isolated and can be independently ener-
gized (but with some attendant problems). Except for 
suburban sections, each city network serves a geographical 
area whose loads range from about 25 to 300 MW. 
The network area is served from one substation which, 

in turn, is served by the transmission network from two or 
more directions. And two or more areas may be served by 

a substation. 

Two of the reasons why it required up to 13 1/2 hours to 
regain complete service in New York City were that 

1. The huge physical area of the city and the load ap-
portioned to each of the centrally situated substations 
is as large as the entire electrical load of many big cities. 

2. If the central substation is forced out, there is no 
alternative source from which to supply the network area. 

This is generally true in the design of network systems. 
Chronology of Con Edison's reclosure. Con Edison's 

service restoration procedures were achieved in accord-
ance with a plan which was originally established in 
1938; but the scheme has been kept up to date and it was 
available to the energy control center and at every start-up 

point. The two logical points to initiate service restora-
tion were: at the Staten Island end of the system, where 
power from the Arthur Kill station was maintained 
throughout the disturbance; and at the Pleasant Valley 
substation, near Poughkeepsie, N.Y., where power 
became available through restoration of the ties to the 
Central Hudson Gas and Electric Corporation. The 
primary objective of this scheme was to obtain adequate 
auxiliary power in minimum time. 
At the southern end of the system (Brooklyn and Staten 

Island), switches, relays, and circuit breakers were reset 
as soon as maintenance and repair crews could reach 
the substations. By 6:50 P.M., auxiliary station power 
was available at the Hudson Avenue (Brooklyn) generat-
ing station. The 80-MW no. 4 unit at this plant was re-
stored to service at 9:17 P.M., and the other seven units, 
in sequence, were thereafter placed on the line. Some time 
between 9:17 and 10:36, some radial load was picked up 
from this station, and service to the 25-c/s subway system 
was restored at 11:30 P.M., when Hudson Avenue's 
frequency converter was put on the line. 
By 9:15 P.M., station service auxiliary power was re-

gained by the Astoria plant, and station power was re-
stored to Ravenswood at 11:20. The Sherman Creek 

and Hell Gate generating stations, in northern Man-
hattan and the Bronx, regained power at l :08 A.M. and 
1:57 A.M. respectively. 
With auxiliary equipment power available, generation 

began at the Waterside station by 10:36 P.M., and by 
11:34 P.M., at the 59th Street station. From shortly after 
midnight to about 1:50 A.M., station power was available 
to the remainder of the system's generating stations. 
As soon as power was available from the north, Con 

Edison's crews reactivated the Pleasant Valley substa-
tion and, proceeding southward, re-energized the line 

between Pleasant Valley and Millwood by 8:25 P.M. 

From there, power was fed to the Dunwoodie (Yonkers) 
switching station, from which point it was made avail-
able to the Sherman Creek and East 179th Street sta-
tions. Auxiliary power at the Hell Gate plant was ob-
tained from the latter station. 

While this work was under way, portions of the 345-
and 138-kV lines were being energized for customer ser-
vice. By 10:36 P.M., customer services were being re-
stored to the Borough Hall area of Brooklyn, and, to 

the north, areas of central Westchester County regained 
service by 1:30 A.M. Thereafter, the networks were en-
ergized as rapidly as power became available, with the 
last network—the West Bronx—back in service at 6:58 
A.M. on November 10. 
The FPC report, in analyzing Con Edison's difficulties, 

indicates that 

1. Dependence upon steam-electric generation was a 
restrictive factor in the speed of service restoration. 

2. Lack of emergency power sources for the operation 
of generating station auxiliary equipment contributed to 
the length of the outage period. 
Canadian system restoration. While the FPC report 

does not contain a detailed account of the restoration of 
service on the Ontario Hydro system, it is known that the 
maximum time of outage in the province was about 3 
hours. The Detroit Edison interties at Windsor and Sarnia 
proved to be of considerable assistance in reducing the 
outage time in the Ontario peninsula. Also, since the 
Ontario Hydro system comprises about 60 percent hy-
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Texas interconnection 

Northwest interconnected systems group 

Pacific Southwest interconnected systems group 

Canadian—Eastern United States group ( CANUSE) 

Interconnected systems group 

Pennsylvania—New Jersey—Maryland power pool ( PJ M ) 

Northwest Texas—Eastern New Mexico 

Rio Grande—New Mexico pool 

January 28, 1965—Blackout in the Midwest 

Systems Outage Periods 

1. Interstate Power Co. 
2. Northwest Iowa Power Coop. 
3. Corn Belt Power Coop. 
4. Iowa Public Service Co. 
5. Eastern Iowa Light & Power Co. 
6. Iowa Southern Utilities 
7. Iowa Electric Light & Power 
8. Iowa— Illinois Gas & Electric 
9. Nebraska Public Power 

System 
10. USBR 
11. Dairyland Power Cooperative 

14 min. to 2 hrs. 14 min 
32 min. 
4 min. to 2 hrs. 

50 min. to 2 hrs. 30 min. 
43 min. to 1 hr. 45 min. 
5 min.to 1 hr.58 m'n. 

52 min. to 2 hrs. 
30 min. to 93 min. 
7 min. to 2 hrs. 30 min. 

3 min. to 1 hr. 26 min. 
0 to lhr. max. 

Note: Boundaries shown are rough approximations. 
Some small areas within shaded areas did not 
lose service, and some restorations overlapped 
the boundaries shown. 

14 

November 9. 1965—Blackout in the Norifealit 

Systems Outage Periods  

1. Hydro Elec. Pwr. Comm. Ont. 
2. Niagara Mohawk Power Corp. 
3. Rochester Gas & Elec. Co. 
4. Power Authopity State of N Y. 
5. New York State Elec. & Gas 
6 Central Hudson Gas & Elec. 
7. Orange & Rockland Utilities 
8 Consolidated Edison Co. 
9. Long Island Lighting Co. 
10 New Englard Power 
11. Boston Edison Co. 
12. CONVEX 
13. Public Service Co. of N.H. 
14. Pennsylvana Elec. Co. 

1 hr. 31 min to 3 hrs. 14 min. 
Momentary ta 5 hrs. 14 mil. 
2 hrs. 1 min. to & hrs. 28 min. 
Momentary to 5r- min. 
1 hr. 14 min.to 6 hrs. 4 mr. 
2 hrs. 8 min. to 4 hrs. 38 min. 
1 min. to 3 hrs. 52 min. 
8 hrs. 33 mir. 1c 13 hrs. 32 min. 
Momentary to 7 firs. 30 min. 
Momentary to 4 hrs. 22 min. 
2 hrs. 53 min. to 7 hrs. 39 min. 
13 min. to 5 hrs. 58min. 
Momentary 
Momentary to 15 min. 
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droelectric generation, the essential external auxiliary 
power for its thermal plants was available. 

The question of nuclear plants 

There has been speculation as to the performance of 
the two atomic generating plants—Con Edison's station 
at Indian Point, N.Y., and the Yankee Nuclear Power 
Station at Rowe, Mass.—in the affected area. The ques-
tions, however, become academic, since on November 9 
neither of these plants was in service. Therefore, no ex-
perience could be gained as to the effects of a loss-of-
load shutdown coupled with the loss of auxiliary power. 
Further, there was no opportunity to evaluate the con-
tributions of a nuclear plant toward decreasing the outage 
time. 

Pumped storage vs. gas turbines 

Some electrical engineers and utility spokesmen con-
tend that if the proposed Cornwa!I pumped-storage plant 
had been built and in operation, either New York City's 
service could have been preserved or essential electric 
power requirements could have been restored within 
minutes following the regional blackout. Since the plant 
is nonexistent, the entire question is conjectural. Other 
qualified power specialists feel that gas turbines are 
preferable. 

Public Service Electric and Gas recently dedicated the 
world's largest gas turbine generating unit (Sewaren 
Generating Station) at Woodbridge, N.J. The new sta-
tion—the second gas turbine installation for PSE&G— 
has a rated capacity of 121 MW and is primarily designed 
to provide power for peak demand periods in the com-
pany's service area. The secondary function of the unit 
is to furnish the system with a large block of capacity, 
which can be started completely independently of any 
outside power source and brought up to full load within 
a few minutes' time. 
A number of power engineers believe that, by placing 

gas turbine generating units at strategic urban locations, 
with independent circuits, power could be restored—at 
least for vital services—almost immediately following a 
widespread system power failure. The validity of the lat-
ter function was demonstrated in Hartford, Conn., where 
local service was retained during the blackout by the 
assistance of gas-turbine units. 

It happened before—it could happen again 

While the great blackout of November 9-10 was not the 
first interconnected systems outage (the major areas in 
the United States served by interconnected systems are 
shown in Fig. 14) in history—and probably not the last— 
it affected far more people than any previous intersystem 
failure. Also, some of the previous outages were caused 
by floods, tornadoes, and other natural disturbances. 

Fig. 14 (top). Map showing major areas of the United 
States (and a portion of Ontario) served by inter-
connected systems. 

Fig. 15. Map of areas affected by cascading electric 
power failures in the Midwest and Northeast. 

Outage in the Pacific Northwest. More than 15 years 
ago, a widespread outage in the Bonneville Power 
Administration's (BPA) system caused considerable 
damage to electric motors and other equipment because 
the frequency was permitted to drop to about 40 c/s in 

some areas before tripout. The chronology of that in-
cident follows. 
At 4:55 P.M. on June 6, 1950, a phase insulator string 

at a tower on the Coulee-Columbia 230-kV, no. 3 line 
failed a few seconds after this line had been energized 
for the first time. Then, a circuit breaker at Coulee Dam 
failed to trip by relay because the switch controlling the 
dc circuit between the relays and the circuit breaker trip 
coil was inadvertently left open. The circuit breaker was 
tripped manually from the switchboard and the fault was 
cleared at the end of 190 cycles. 
The prolonged fault, however, caused a general system 

instability in which five more 230-kV lines, and three 
115-kV lines from Coulee, opened. At the time of the dis-
turbance, the transmission lines from Coulee were carry-
ing a total of 1328 MW. 
At the Bonneville Plant, generators nos. 1 and 2 

dropped out of step and were cleared by overspeed relays 
at 4:55 and 4:56 P.M. respectively. The no. 9 unit went 
out of step and was cleared by hand at 5:02 P.M. 

In rapid sequence, power plants from British Columbia 
and Washington to Oregon, Idaho, Utah, and Montana 
were separated from the interconnection, and the power 
pool was broken into three segments. 
The opening of the various transmission lines that were 

delivering about 900 MW from Coulee at the time of the 
fault, together with the loss of three Bonneville generat-
ing units, the Merwin Plant of the Portland Power & 
Light Company, and the Bridge River Plant of the British 
Columbia Electric Company, accounted for a deficiency 
of approximately 1260 MW of power into the Seattle-
Portland-Midway areas. 
The frequency in the Portland and Seattle areas dropped 

to about 40 c/s, as indicated by the tachometer readings 
on the Bonneville generators. At one town, the voltage 
momentarily dropped to 75 volts; within two minutes, 
it recovered to approximately 85 volts, then hovered 
around 90 volts for the next 12 minutes before returning 
to normal. 

Since it was impossible to reduce the frequency of the 
Coulee machines below 50 c/s, immediate resynchroniza-
tion with the system in the Portland-Seattle area was also 
impossible. Therefore, it was necessary to increase the 
frequency in these areas by shedding load and by further 
segregation of the system. 

Considerable industrial losses were caused to paper 
mills and aluminum plants that were affected by this 
unusual outage, which lasted up to 1 14 hours. 
More recent disturbances. New York City experienced 

blackouts in one network area on August 17, 1959, and 
in four network areas on June 13, 1961, caused by elec-
tric equipment failures within the bulk supply elements 
of the power system. 

On January 28, 1965, a loose connection on a 230-kV 
differential relay at the Corps of Engineers' Fort Randall 
hydroelectric station in South Dakota isolated the 
generating station's bus, dropped 240 MW of generation, 
and triggered an outage that spread quickly through the 
interconnected systems to affect most of Iowa and por-
tions of five other midwestern states (see Fig. 15 map). 
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Power was flowing from the northern hydro plants in 
the Dakotas to the south. At that time—the system was 
still evolving—the alternate routes could not handle the 
230-kV transmission. The Fort Randall relaying scheme, 
however, has since been modified and three additional 
230-kV lines now provide sufficient transmission capacity 
for emergency rerouting. 
During the Midwest outage, only 2 million people 

were affected. Total service was restored within 21/2 
hours. 
On April 11, 1965, tornado damage in Indiana affected 

the Upper Mississippi pool. From Indiana, the blackout 
extended to St. Louis and then into Iowa. Both Iowa Elec-
tric Light and Power and Interstate Power were affected 
in the eastern part of that state. The power failure also 
hit a portion of the Iowa Public Service system out of 
Des Moines. 

In a somewhat parallel situation to the Northeast 
blackout, Iowa Power, at that time, was importing power 
from the interconnection and, when the outage became a 
chain reaction, there was a reversal of flow. Too great a 
load was placed on this local utility and the generators 
relayed out. Restoration of service required about one 
hour on this system. 
A different situation affected the Northern States 

Power Company last spring during a time of record-
breaking floods and ice jams along the upper Mississippi 
and Minnesota Rivers. One of the system's largest gener-
ators was down for maintenance and repair during a 
light-load period but, simultaneously, another large 
machine was lost because of equipment failure. The flood 
waters and river ice disrupted the Northern States' 
major transmission system in several places. Neverthe-
less, the utility was able to continue full service to its 
customers by importing power over its interconnections. 
On December 2, 1965, about one million persons in 

sections of Texas, New Mexico, and Mexico were af-
fected by a power failure in the El Paso area. At this writ-
ing, the causative facts are not complete, but a spokes-
man for the El Paso Electric Company, which serves 
much of the area hit by the power failure, indicated that 
the trouble had been traced to the company's Newman 
Plant, situated just south of the Texas-New Mexico 
border. The disruption of service hit an area from Van 
Horn, Tex.-120 miles east of El Paso—to Socorro, N. 
Mex., about 175 miles to the north. Juarez, Mexico, was 
also blacked out. The service disruption occurred at 
8:02 P.M., and up to 2 hours were required in some sec-
tions before power was restored. 
A preliminary investigation indicated that the trouble 

may have been touched off by the failure of a gas regu-
lator to control the amount of fuel injected for firing the 
boilers at the Newman Plant. 

Philosophy of the firm interconnection 

As a prelude to the analyses and recommendations for 
future safeguards to prevent a recurrence of the unprec-
edented power failure in the Northeast, we must recog-
nize that there seem to be two areas of thought among 
power people: one faction is in favor of the firm intercon-
nection, or network; while the other, more conservative, 
group advocates a loose linkage that is not deeply in-
volved in the complex interties of a heavy grid. The latter 
group believes that the loose linkage can be isolated more 
expeditiously from an interpool in an emergency situa-

tion, and service restoration may be achieved in less time. 
Advocates of both philosophies, however, in accordance 

with the North American Power Systems Interconnection 
Committee (NAPSIC) instructions, subscribe to the anal-
ogy that "when a man is drowning, his associates must 
jump in to save him"—up to the point where"the drowning 
man threatens to pull his rescuers under." At this point, 
each system must be isolated for individual survival. 
The FPC report tends to agree with the firm intercon-

nection philosophy and stresses that measures should be 
taken toward strengthening the grids. It points out that 
weak linkages may protect the adjacent pools by quick 
separation from interconnected groups, as in the case of 
Maine and PJM, but they also lessen the ability of the ad-
joining systems to support each other in the event of a 
massive disturbance. The report cites the possibility that 
the admixture of strong and weak interties within the 
CANUSE area, and with the PJM pool, may have contributed 
to the inability of the affected utilities to ride out the 
November 9 disturbance. 

Failure of equipment vs. failure of service 

At this point it may be well to emphasize the difference 

between equipment failure and service failure. The risk 
of equipment failure is inherent in any mechanical or 
electrical device or practice. Increasing the size of gen-
erating units, use of EHV transmission, and every as-
pect of progress in power technology carries some degree 
of risk. 

In a fully coordinated and well-designed system, equip-
ment failure is not usually a major problem, provided 
there are sufficient safeguards and backup equipment to 
meet the contingency. In the previous outages just de-
scribed, equipment failure was caused either by natural 
disturbances or human error. We may say, therefore, 
that if an equipment-caused outage is controlled and 
confined, or isolated, within or near the point of the 
original disturbance, it may be termed an equipment 
failure outage. But if the trouble cascades—as did the 
Northwest power failure of 1950 and the event of Novem-
ber 9-10—into a regional power failure, then it becomes 
a service outage. 

Strong support for the network 

The majority of the power experts with whom the writer 
consulted were solidly behind regional integration and 
power pooling. It was their feeling that, in the balance, 
interconnections have done more to improve service 
than to cause trouble (Fig. 16). 
These consultants stressed, however, that adequate pro-

tective and backup equipment is a vital consideration at 
the outset of interconnection planning. For example, the 
writer was informed by the Northern States Power Com-
pany that sufficient safeguards and bus protection devices 
have been designed and incorporated into its system 
to prevent cascade tripouts. Further, a comprehensive 
supervisory control scheme has been established to per-
mit the selective segregation of areas affected by out-
ages. And frequency-sensitive relays for load shedding 
will automatically open switches before sudden, grinding 
shutdowns can seriously damage large generators. 
Network advantages. The primary advantages of the 

firm regional interconnection are system economy and 
reliability, achieved by: 

1. Taking advantage of time zone load diversities. 
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2. Applying this load diversity to different climate 
zones (in an interpool), as related to air conditioning or 

heating requirements. 
3. The efficient and economic use of very large genera-

tors. 
4. The reduction in installed reserves that are neces-

sary for individual systems. 
5. The relocation of generating facilities from urban 

to remote energy (mine mouth) areas. 
6. Emergency assistance to neighboring utilities in the 

event of a disturbance. 
... And disadvantages. Interconnected systems are 

huge and complex entities designed to maintain inter-

system integrity on the basis of the most severe single 
disturbance contingency, but they have not usually been 
planned to maintain intersystem stability in the event of 
a combination of simultaneous multiple disturbances. 
This situation, however, may also be true in the opera-

tion of an independent system. 
Further, each utility company in the pool has a dif-

ferent output capacity, dynamic inertia, speed-regulating 
methods, and loading systems. These parameters form 
part of a continuing problem that must be evaluated 
before and during the interconnected operation. 
As we have seen, a severe disturbance can cause a drop 

in voltage and frequency which, if severe enough, can 
further cause one section of the interconnection to run 

Fig. 16. Map of possible pattern of generation and 
transmission (230 kV and higher) by 1980. This pro-
posed national grid system is based on the Federal 
Power Commission's National Power Survey Report 

of 1964. 

230 kV ac 

 345 kV and 287 kV ac 

500 kV ac 

«...«..'700 kV ac 

500 to ±750 kV dc or 700 kV ac 

out of synchronism with the other. This will result in a 

breakup of the interconnection into segments. 
Interconnection power swings. The disturbance causes 

a power swing, with all of the utilities on the interconnec-
tion attempting to make an adjustment for the power 
deficiency or power surplus. Because of the oscillation 
resulting from the affected system's rotating inertia, the 
unaffected companies will actually either overshoot or 
undershoot the required demand on the system. This is the 
most critical period, since each utility's system strength is 

taxed as to whether it can bear the power swing. 
As a hypothetical example, assume that System A, of 

ten machines,' is intertied to System B, of infinite generat-
ing capacity. If there is a loss in generation in System A, 
100 percent of the lost generation will be supplied through 
the tie line by System B, since there can be no permanent 
change in frequency. Also, because of the oscillation that 
results from the interaction of the system dynamic inertia, 
there may be an overshoot. The amount of this overshoot, 
depending upon damping, governor action, and system 
reactance, may be as small as 50 percent. If the stability 
limit, or tie-line capacity, is within a conservative figure— 
say 10 percent of the system capacity—the period of the 
power swing should be little more than 3 seconds' dura-
tion, and the maximum transient frequency deviation will 

be about 0.1 c/s for a 5 percent generation loss. Theo-
retically, if the tie line can support the generation for a 
few seconds, system stability is assured. But if the tie-

line strength is disproportionally smaller than the capacity 
of the largest generator on the system, there will be the 

imminent danger of a tripout. 
Transient stability studies. The simulation of power 

Friedlander—Northeast power failure 
71 



system performance following faults and disturbances, 
loss of load, or loss of generation is a very complex prob-
lem, but there are some adequate mathematical models 
and machine programs that will indicate the performance 
of the system until a new steady state evolves. 
The system will show its strength—or weakness—either 

during the first several seconds following the disturbance 
or after a new steady-state condition is attained. Thus only 
these two time periods are usually studied. The time-
sequence periods from zero (instant of disturbance) to 
when a new plateau of steady-state equilibrium is es-
tablished may be classed as: 

1. Zero to one second—transient performance before 
voltage regulators and governors at generating stations 
can respond. 

2. One second to 5 minutes—performance with regula-
tors, governors, and changing boiler conditions; but be-
fore system load control equipment can respond. 

3. Five minutes and longer—performance under the 
monitoring of the system load control equipment. 

Adequate system planning 

To achieve a fully coordinated interconnection, ade-
quate system planning perhaps should include 

1. Relays whose accurate settings, in themselves, will 
act as "memory" elements—similar to those of a central-
ized computer—and protective safeguards in making 
quick responses to check the spread of system disturb-
ances. 

2. The greater use of acutely attuned sensing devices, 
such as relays that will trigger supersensitive oscillographs, 
or the use of continuous recording equipment, at the 
instantaneous onset of remote disturbances. 

3. Periodic re-evaluation of the dynamic performance 
of complex power networks to ensure that no other par-
ticipant in the interconnection has altered his operational 
parameters to a degree that might cause instability follow-
ing a disturbance. 

4. The necessity for system operators, in keeping the 
grid updated, to be critically aware of interarea oscilla-
tions, maximum permissible power swings, automatic 
generator voltage regulators, excitation system char-
acteristics, system damping, and electrical load char-
acteristics. 

5. Revision of design and operating parameters to deal 
successively with a combination of concurrent, or rapidly 
sequential, catastrophes. 

Auxiliary system redundancy 

Because of their function and damage-control require-
ments, every warship in the U.S. Navy is equipped with 
at least one backup system to its primary power-gen-
erating machinery and pumps. Thus, if the turbogenera-
tors, which are driven by auxiliary steam from the main 
propulsion turbines, fail, the diesel generators immediately 
pick up and maintain the vital power loads. The electri-
cally driven pumps are backed up by steam- or hydraulic-
driven pumps and, if all else breaks down, the pumps can 
be manually operated. 

Naturally, one would not expect utility companies, 
normally geared to power production for a civilian 
economy, to incorporate the elaborate auxiliary systems 
that are analogous to warships. But in view of what has 
happened, there is a growing consensus of expert opin-
ion, reflected in the FPC report, that sufficient emergency 

auxiliary station power sources or standby generating 
equipment should be provided to permit at least: the 
operation of pumps, compressors, and other vital 
auxiliary machinery during the start-up following a 
system-wide tripout. 

The FPC recommendations 

A number ol the nineteen specific recommendations 
of the F. PC report, including the need for auxiliary 
power sources, more extensive stability studies, fully 
coordinated power pools, mixed generation (hydro, 
pumped storage, gas turbine, and others), internal load 
shedding, adequate communications facilities, etc., have 
already been discussed and reviewed in this article. 
The balance of the FPC recommendations include— 
Closer international cooperation. The Commission 

calls for an even closer working relationship between 
Canadian and United States operating organizations, and 
the governmental authorities of both nations. In this 
context, the National Energy Board of Canada has been 
fully apprised of the various phases of the continuing 
investigation and has extended its utmost cooperation 
in working with the FPC. 

Strengthening the networks. Isolated systems are not 
well adapted to modern needs, either for purposes of 
economy or service. The power systems in the CANUSE 
area are presently in a transition period from isolated 
operation or weak ties to strong interconnections and 
full coordination. The stability of the system may also 
be strengthened by the strategic location of generating 
capacity, planned on a pool-wide basis. 

Also, there are numerous additional EHV transmission 
facilities, which the systems in the Northeast have already 
agreed to construct or which are under consideration, 
that will 

1. Strengthen the internal ties among generating sta-
tions and load centers within individual systems. 

2. Strengthen the links between adjoining systems. 
The FPC recommends an acceleration of the present 

program toward stronger transmission networks within 
each system and stronger intersystem connections to 
achieve more reliable service coupled with the greatest 
possible economy. 

Importance of frequent relay-setting review. The 
massive power failure indicated the importance of careful 
and frequent checks of relay settings that control major 
facilities. The utilities should institute such an inspection 
immediately and establish procedures for frequent 
periodic reviews that will take into consideration changing 
conditions of power output, overloads, etc. 
Economy vs. service reliability. When there is a con-

flict between economic and service reliability considera-
tions in power system design, reliability and security of 
service should be given priority. 

Generating reserves. The preliminary investigation in-
dicates that the type and distribution of available generat-
ing reserves, in an emergency situation, may be as im-
portant as the quantity involved. The utilities in the 
CANUSE area should make a more realistic evaluation of 
the time factor involved in the utilization of spinning 
reserves to determine the responsiveness of the com-
ponents of the total spinning reserves to emergency 
demands. 

Automation study. The Commission recommends a 
two-level study—industry-wide and by individual utilities 
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—of the adequacy of existing automated equipment, 
communication facilities, recording facilities, and opera-
tional procedures in the dispatch and control centers and 
in generating stations during emergency conditions. 

Plant crew training. Although the FPC is not in a 
position to pass judgment on the need for improvement 
in emergency start-up training for generating station per-
sonnel, it recommends a thorough review of training pro-
cedures for emergency situations. 

Maintenance of vital services. Those civilian services 
such as hospitals, airports, tunnels, railroad and subway 
stations, traffic control signals, and basic communications 
for which anything less than 100 percent power availa-
bility is inadequate should arrange for an auxiliary power 
supply. 

Public protection. In most cases the cost of a complete 
auxiliary power source may be economically prohibitive, 
but in many instances it is both reasonable and necessary 
to provide a degree of public protection when power 
service is interrupted. Therefore, with regard to the sub-
ways in New York City, where an alternative power 
supply for train operation may be impracticable, a 
minimal subway evacuation plan—including auxiliary 
lighting equipment for stations and tunnels—should be 
formulated to preclude the repetition of an intolerable 
situation in which upwards of 600 000 people were 
trapped for an extended period. 

Building elevators. The FPC considers building eleva-
tors to be a special problem. In some cases, it may be 

feasible to move at least one elevator at a time, by 
auxiliary power, to an intermediate floor or ground floor 
level for passenger evacuation. Elevators should be 
provided, however, with minimal emergency devices 
such as mechanical cranks or levers that can be manually 
operated in the event of stalling between floors during a 

power outage. 
Public communications—radio and television. Com-

munication facilities, powered by auxiliary sources, 
should be developed so that the public may be informed 
promptly as to the circumstances of a power failure. 
(The psychological reassurance value of immediate news 
information to the public is a significant factor in the 
prevention of panic and other situations involving public 

safety.) 
Motor vehicle fuel facilities. One of the annoying con-

sequences of the power failure was that motorists were 
unable to obtain gasoline because the service station 
pumps were dependent upon the system power supply. 
The FPC recommends that the petroleum industry 
devise a method to eliminate this problem in the interest 

of public safety and the possibility of a traffic breakdown 
in the event of an extended power failure. 
Need for additional legislation? The Federal Power 

Act of 1935 made no specific provision for governmental 

jurisdiction over the reliability of service for bulk power 
supply from interstate grids. Presumably, at the time 
this was regarded as a problem within the jurisdiction 
of the individual states. But the enormous increase and 

development of interstate power networks during the 
past 30 years requires a re-evaluation of governmental 
responsibility for reliable continuity of service. Since a 
single state cannot regulate the service from an inter-
state—or international—power pool, the question of the 
need for additional Federal legislation is under active 

study. 

As this article indicates, the electrical engineer-
ing community has a major responsibility to resolve 
questions raised by the Northeast power failure. 
To this end, IEEE SPECTRUM hereby invites dis-
cussion by IEEE members in all relevant branches 
of electrical engineering. Please limit responses to 
1000 words or less. As many as possible will be 
published in a forthcoming issue of SPECTRUM. 

Who has the ball? 

As of now, the private utilities unquestionably have 
been passed the ball of collective and individual re-
sponsibility to modify, revise, and reorganize their 
systems, interconnections, and power pools, either in 
accordance with the FPC recommendations or their 

own sound judgment. The FPC report is an interim 
document—the investigations of the November 9-10 
blackout are still proceeding—and its recommendations 
are neither binding nor mandatory. 
The key warning to the private utilities, however, is 

contained in the just-mentioned final recommendation, 
which is quite explicit. If the utilities wish to avoid the 
reality of increased Federal intervention and stringent 
regulatory controls, it is urgent and in their best self-
interest that immediate remedial action be taken, on 
their own initiative and responsibility, to minimize, to 
the greatest possible degree, the likelihood of a repetition 

of the great blackout. 

Positive attitudes are required 

The attainment of an efficient, economic, and reliable 
power supply is absolutely essential to every segment of 
our economy, and thus it is in the vital interest of every-
one to assist in the constructive and remedial action that 

must be taken. 
Finding scapegoats is not the answer, nor are re-

criminations in ordei. Instead, those entrusted with the 
development of science and technology, including the 
electrical engineering profession in particular, must 
recognize the challenge of providing for present and 
future power needs. Advances in communications, com-

puter, and control techniques must be exploited where 
applicable; new energy sources and transmission facilities 
must be developed to meet rapidly growing needs for 
electric energy. This process must recognize the twin 
goals of reliability and economy in design, and produce 
an overall power system that meets both goals. 
The power industry has made notable achievements in 

reliability and in lowering the cost of power to the con-
sumer. There is every reason to believe that the important 
lessons learned by the November 9 event will accrue to 
the benefit of society in general. 

The author wishes to acknowledge the valuable assistance and 
cooperation given to him by specialists and experts in the power 
industry, communications, and electrical engineering education. 
Figures 3, 5, 7, 8, 9, 10, 11, 14,15, 16, and Table 1 are reproduced 
through the courtesy of the Federal Power Commission. All quan-
titative power values in Table 1 are identical to those shown in 
the FPC report of December 6, 1965. 
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New horizons in seninne tal alloys 

Recent work on bismuth and antimony alloys has shown that 
these semimetals exhibit unique and potentially useful properties, 
particularly in the superconducting temperature regions 

Leo Esaki International Business Machines Corporation 

A small number of free carriers, a small cyclotron 
mass, a very high mobility at superconducting tem-
peratures—these are among the properties that make 
bismuth, along with its alloys, the subject of inten-
sive research efforts. The "cleanness" of these ma-

terials, for example, makes them ideal for new kinds 
of plasma experiments in solids. Results so far could 
be described as intriguing to the scientist and prom-
ising to the engineer. 

Some people might consider bismuth and its alloys to 
be classical materials because they were leading stars 
among the solid-state troupe back in the 1920s and 1930s 
—namely, in the presolid-state electronics era. Bismuth 
was one of the most favored materials in classical text-

books on solid-state physics or metal physics, such as 
those of Wilson' or Mott and Jones. 2The specific resistiv-

ity, the magnetoresistance, and the thermoelectric con-
stant of bismuth and its alloys have been known to be 
unusually high compared with normal metals since the 
middle of the 19th century. Bismuth, then, was named 
the anomalous metal or the semimetal. 

Early in 1930 Schubnikov and de Haas discovered an 
oscillatory magnetoresistance as a function of magnetic 
field, and subsequently de Haas and van Alphen found 
an oscillatory susceptibility without knowing the mean-
ing of their discoveries. (Both effects bear their names.) 
In 1933 Peierls first succeeded in explaining the latter 
effect with Landau's quantum theory of diamagnetism 
developed in 1930. These effects are of significance in the 
history of physics because they represent the first ob-
servation of discrete levels quantized in the solid state 

under the application of a magnetic field. In classical 
electrodynamics, the diamagnetic effect of free electrons 

74 IEEE spectrum FEBRUARY 1966 



was identically zero. The problem had been essentially 
solved by obtaining the solution of the Schrddinger equa-
tion with particular techniques. This was a triumph for 
the then-developing quantum theory and formed, in a 
broad sense, a basis for recent solid-state quantum elec-
tronics. 

Bismuth was also one of the earliest materials tested 
under high pressure by Bridgman (1934), who discovered 
several first-order phase transitions and called this ma-
terial the most versatile known metal. 

Invention of the transistor in 1948 opened up the 
flourishing solid-state electronics era, and semiconductor 
physics started to grow vigorously along with other semi-
conductor sciences.' First Ge and Si were the stars, and 
some time later ( 1952) HI-V compounds such as InSb 
and GaAs joined the group. 

Meanwhile, studies on the veterans, Bi and Bi alloys, 
not only have persisted but have made continuous prog-
ress toward an understanding of the details of the many 
complex properties of these materials. These studies have 
been made in terms of such concepts as energy bands, 
electrons, holes, and phonon spectra, and the wide variety 
of interactions between them, and by the application of 
modern techniques such as cyclotron resonance and 
magnetoinfrared reflection, which were primarily de-
veloped for semiconductors.' Conversely, some typical 
techniques in the study of metals, such as the Schubni-
kov-de Haas effect or de Haas-van Alphen effects men-
tioned before, were applied to the study of semiconduc-
tors (1961). Indeed, theoretical and experimental studies 
of degenerate semiconductors began some time after the 
invention of the tunnel diode (1957), which requires 
heavily doped materials. 

In semiconductors containing a large number of free 
carriers, studies of two kinds of collective behavior of 
electrons and/or holes have been carried out: solid-
state plasma and superconductivity. In these aspects, one 

I. Comparison of semimetals and metals 

Number of 
Electrons 
per Atom 

Fermi Energy, 
electron 
volts 

Semimetals: 
Bi 
Sb 
As 

Metals: 

Au or Ag 

Na 

1 -

1O 
10-5 

1 
1 
1 

Note: Number of atoms per cm 3 1023. 

5.5 

3.2 

2.1 

often sees Bi treated together with other semiconductors 
in theoretical papers, indicating that the semimetal is very 
close to the semiconductor. 
One of the most basic and useful things that can be 

known about a solid is the energy of electrons and/or 
holes belonging to a particular band: the conduction 
band or the valence band in the wave-vector space, that 
is, the k space. The Fermi energy in metals or heavily 
doped semiconductors at low temperatures is defined 
as the highest energy that electrons can have in equilib-
rium, measured up from the bottom of the conduction 
band or down from the top of the valence band. 
At this point we would like to make clear the difference 

between semiconductors and semimetals. The semimetal 
could be defined as a kind of metal in which the number of 
electrons is equal to that of holes, if it is pure, and usually 
less than 1/100 of an electron per atom. The semiconduc-
tor could be said to be a relatively narrow-gap and/or 
impure insulator. There is a clear distinction between met-
als and insulators. Where insulators have just enough 
valence electrons to fill an energy band completely (with 
the next highest band being separated by an energy gap), 
metals have a half-filled energy band (in monovalent 
metals such as Na and K) or overlapping energy bands 
and thus electrons can move rather freely. It is obvious 
that metals have conduction carriers, electrons, and/or 
holes, even at 0°K, whereas insulators never have them at 
low temperatures. The small number of electrons and 
holes in semimetals leads to low Fermi energy, as shown in 
Table I, compared with a few volts in the ordinary metal. 

Thus, there is a clear line at low temperatures between 
the semimetal and the semiconductor; however, it is 
interesting to note in the BiSb alloy system that Bi makes 
a continuous solid solution with Sb. Galvanomagnetic 
measurements for some of these alloys indicates that they 
are semiconductors with energy gaps from zero to 0.020 
eV, depending on composition, from about 5 to about 
40 atomic percent Sb in Bi; see Fig. 1. The semiconduct-
ing behavior, first noticed by Jain and later by Brown 
and Silverman, is now being studied at IBM's T. J. 
Watson Research Center. These BiSb alloys form a 
natural bridge connecting semimetals with semiconduc-
tors. 

Large single crystals of relatively pure bismuth were 
grown in the 1920s and 1930s. They were probably the 
first large synthetic crystals of solid-state materials. It is 
a little surprising to see that as early as 1928 Kapitza 
actually practiced zone leveling or refining of Bi without 
recognizing the real significance of this process, which has 
been one of the most useful techniques for purification 
-reinvented" in the transistor era. Kapitza used Bi as a 
subject for several of his early experiments with the 300-
kilooersted pulsed magnet, which is surprisingly high 
even at the present standard. 
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Fig. 1. Energy gap and overlapping energy as a function 
of antimony concentration in bismuth. 
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Fig. 2. Electron and hole trajectories in crossed electric 
and magnetic fields (in vacuo). 

Fig. 3. "Kink" current-voltage curves for pure bismuth 
taken at 2°K, with magnetic field of 20 kilooersteds. The ab-
scissa and the ordinate scales are 200 mV per division and 
100 mA per division, respectively. 
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The most common semimetals are the group V ele-
ments. The group IV and group VI elements behave as 
acceptor and donor impurities, in the semimetals, adding 
free holes and electrons, respectively, analogously to the 
situation in the group IV semiconductors such as Ge or 
Si where group III and V elements are active impurities. 

Bismuth has a small number of free carriers, a small 
cyclotron mass (less than 1/100 of the free-electron mass 
if the magnetic field is parallel to the bisectrix axis), a 
long electron-lattice relaxation time (a fraction of a nano-
second), and, hence, a very high mobility of several million 
cm2/V • s at 4.2°K. The combination of these properties 
made possible the observation of quantum effects. Popu-
larly speaking, the material is so "clean" that one can 
almost think of the electrons and holes as if they were in 
a high vacuum. The carriers travel a long distance with-
out scattering by lattice or impurities; in other words, 
friction is negligible for carriers. This simplicity is ob-
viously one of the virtues of this material. I would like to 
mention one example of this situation. The motion in 
vacuo of a charged particle of mass in and velocity y in a 
magnetic field B. parallel to the z axis and an electric 
field E parallel to the y axis (perpendicular to each other) 

is classically a cyclotron rotation of angular frequency 
w = eBzinic and radius r mcvleB, and a drift with 
velocity y, = cEy/B, in the x direction, as shown in Fig. 
2. This drift velocity turns out to be independent of both 
the particle's mass and its velocity, as well as of the sign of 
its charge. This situation can be realized in a bismuth 
single crystal. The current-voltage curve of bismuth at 
low temperatures shows a sharp increase in current ob-
served beyond a threshold voltage, as shown in Fig. 3. It 
was recognized that the aforementioned drift velocity 
was about equal to the sound velocity of , 105 cm/s at 
this threshold voltage; hence electron and hole streams 
generated a sound wave and resulted in a "kink" in the 
curve!› This is a typical example of the electron-phonon 
interaction and also of the high degree of "cleanness" 
exhibited by this crystal. 
The semiconducting BiSb alloy is not only one of the 

narrowest energy gap semiconductors, but also the most 
"clean-degenerate" semiconductor. A crystal doped with 

donor impurities of such an alloy was carefully pulled by 
D. F. O'Kane at IBM. The exceptionally high quality of 

the material was attested to by the clear observation of 
Schubnikov-de Haas oscillations in magnetoresistance, 
as shown in Fig. 4, whose amplitude was only limited by 
kT, even though the Fermi energy E, is as low as 1 meV. 
It is remarkable that the quantum limit condition can be 
reached at only 2000 oersteds. Oscillations are notice-
able even at 200 oersteds with this dc measurement, as 
seen in the figure. A necessary condition that the oscilla-
tions may be seen is that µB must be greater than 10', 
where 14 is the mobility in cm2/V • sec and B is the mag-
netic field strength in gauss. Therefore, the mobility must 
be greater than half a million cm2/V • s. An independent 
galvanomagnetic measurement confirmed that the mobil-
ity was of the order of one million cm2/V • s. As far as the 
writer knows, no other degenerate semiconductor shows a 
comparable quality in general. 

This cleanness of these materials, together with their 
versatility in number and type of carriers, makes them 

ideal for new kinds of plasma experiments in solids, a 
most exciting field of research." Many approaches have 
been tried for Bi. It might be quite desirable to investi-
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gate the possibilities of developing amplifiers and oscil-

lators using solid-state plasmas. 
In 1960 Aigrain pointed out that a transverse wave of 

electromagnetic origin can propagate in a medium with 
an excess number of one type of carrier, i.e., in either 
n-type or p-type semiconductors, under a strong mag-
netic field. The counterpart of this wave in a gaseous 

plasma is the whistler wave, whereas equal numbers of 
both types of carriers are needed to support the Alfven 
wave. Aigrain named the wave the "helicon," and rather 

intuitively suggested that this wave would show an am-
plifying property if a de drift field were applied parallel to 
the magnetic field. In 1963 Bok and Nazieres made 
further calculations using the Boltzmann equation, with 
particular emphasis on InSb, and derived conditions for 
instability or amplification of the wave. Misawa inde-
pendently treated the same problem using the dielectric 
constant tensor of Bi, and concluded that instability 

exists, with some reservations in regard to the amplifica-
tion effect (1963). The first experimental observation of 
this instability, as well as of amplification, was recently re-
ported in bismuth by Bartelink, of Bell Telephone Labo-
ratories. The effects of the helicon wave in the various 
BiSb alloys would certainly be an interesting subject for 

future study. 
It should be added that the continuous solid solution of 

Bi and Sb and the change from metal to semiconductor 
will also provide a nearly ideal situation for studying 
specific properties of alloys in the future. There are still 
many theoretical and experimental problems to be an-
swered about alloys or heavily doped semiconductors in 
general: for instance, how atoms of one of the constitu-
ents in alloys or impurity atoms in semiconductors are 
distributed among lattice points; how this distribution 
has an effect on the band structure or on the scattering of 

carriers; and whether in a specific case the band model or 
the localized model will provide an explanation of experi-

mental results. 
I am not going to review the whole spectrum of studies, 

which are probably available elsewhere in good review 
articles. The thermoelectric property will be entirely ex-
cluded in this article, even though this may be one of the 
most promising application fields for BiSb alloys.8 In-
teresting studies of the magnetoacoustic effect are also 

omitted here because of space considerations. Instead, I 
would like to summarize recent studies by IBM on tunnel 
junctions and associated phenomena that one could call 

the "junction effect." 

Crystal and band structures 

Before pursuing the main subject, I would like to give 
a brief sketch of the crystal structure and band structure. 
All three elemental semimetals—Bi, Sb, As—and their 
alloys have a rhombohedral crystal structure. Although 
they have five electrons per atom, the atoms tend to 
associate in pairs, giving two ions and ten electrons per 
unit cell. This lattice may be constructed as follows. 
Look at the simple cubic lattice9 shown in Fig. 5 as if it 
were made of rhombohedral unit cells, each containing 
two atoms, one at the corner and the other at the body 
center of the cell. To represent the structure of the semi-

metals we have to make two distortions: (1) sharpen the 
rhombohedral angles, reducing them from 60° to a; 
and (2) push the atom in the center of the cell toward its 
partner until the pair are separated by the fraction 2u 

(instead of 1/2 ) of the length of the long diagonal of the 
rhombohedron, as shown in Fig. 5. 
The symmetry properties of the lattice, and hence the 

Fermi surface, are drastically changed by these distor-
tions. All elements with an even number of electrons per 
unit cell would be insulators without the overlapping of 
the bands. In the semimetals Bi, Sb, and As, electrons 
and holes occupy only a small portion of the Brillouin 
zone of the k space, where bands must overlap. This slight 
overlap makes any theoretical prediction very difficult. 
Some indication of the most likely location of the overlap 

in the zone has been obtained from a theoretical argu-
ment. At any rate, many bands are expected to be located 
in a small energy range (± 0.1 eV) near the Fermi energy, 

as shown later. One of our objectives in studies of the 
tunnel junction is to locate, experimentally, the position 
of band edges with respect to Fermi level. 

1000 2000 
Magnetic field, oersteds 

Fig. 4. Representation of the Schubnikov-de Haas effect 
for a semiconducting BiSb alloy. 

Fig. 5. How to make the bismuth structure (1) reduce from 
60° and (2) shift BC a short distance down the diagonal of 
the rhombohedron. (From Ziman9) 

/  / 

 • 
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Tunnel junctions 

We have made the first attempt to make a tunnel junc-
tion on single-crystal Bi and BiSb alloys?' No kind of 
junction to these materials had ever existed before, al-
though junctions in semiconductors are usually one of 
the most convenient tools to bring forth nonequilibrium 
phenomena such as minority-carrier or hot-electron in-
jection. The main purpose in making tunnel junctions is 
to see if any fine structure exists in the tunneling current 
out of or into Bi. Up to now some people doubted that 
one could see no structure in the current-voltage curve of 
the metal-thin insulator -metal tunnel junction, if the 
metal is not superconducting. In recent studies, we con-

structed junctions of an insulating film several tens of 
angstroms thick on a cleaved surface of Bi or BiSb alloys 
with a counter metal electrode deposited over the insula-

tor. Despite the previous pessimism, we have observed 
prominent structure in the tunneling current of this junc-

o 

Voltage 

Fig. 6. Current-voltage characteristic of BiSb alloy tunnel 

junction at 2°K. The abscissa and the ordinate are 200 mV 

per division and 1 mA per division, respectively. 

Fig. 7. Conductance vs. applied voltage in the bismuth 

tunnel junction at a temperature of 2°K. 

150 120 90 60 30 0 30 60 90 120 150 

Voltage, mV 

tion at low temperatures. Figure 6 shows a typical cur-
rent-voltage characteristic of the BiSb tunnel junction. It 
is easier to see structure in a plot of the conductance of 

such a sample of pure Bi versus voltage at 2°K, as shown 
in Fig. 7. The characteristic voltages of the structure, 
which are much larger than any phonon energy, can be 
explained only by effects due to energy-band edges. 

Figure 8 may be of help in understanding how band 
edges have an effect on the tunneling current. For the Bi 

tunnel junction, just eliminate the far-left Bi. In the figure, 
the Fermi levels in both sides are aligned, indicating no 
applied bias voltage. Suppose you raise the Fermi level 
of either side by applying voltage. Electrons, then, tun-
nel through the insulator, giving rise to a current. If the 
applied voltage attains a potential at which a band is 
terminated, you then might see a sudden decrease in the 

conductance. On the other hand, if a new band starts 
you then might observe a sharp increase in the conduc-
tance. Thus, this technique enables us to locate, experi-
mentally, the position of band edges with respect to the 
Fermi level. We may call this process "tunneling spec-
troscopy." 

In Fig. 7, a negative voltage shows the Bi crystal at a 
higher potential than the metal electrode and, hence, the 
electronic structure above the Fermi level in the Bi shows 
up. A positive voltage shows electronic structure below 
the Fermi level. As an approach toward interpreting the 
structure in this illustration, the curve was treated as a 
sum of the conductances from many hole- and electron-

band edges, as shown in Fig. 9. In this figure, we show 
the four conduction and four valence bands we have 
observed over the range between ± 150 mV. The positions 
of bands A, B, and C are fairly well known, and the values 
that we assign are in good agreement with previous esti-

mates. 
Figure 10 illustrates two rather extreme cases in the 

barrier tunneling: the sharp boundary and the graded 
boundary. In the former, the potential changes sharply 
as a function of position,whereas in the latter, the poten-
tial changes slowly and hence the fractional change in 
wavelength is small over a distance of a wavelength. In 
the case of the sharp boundary, electron waves are re-
flected by such a discontinuity, just as light waves are. 
With the graded boundary, however, the slowly changing 

potential, where the so-called WKB (Wentzel-Kramers-
Brillouin) approximation can be applied, is analogous to 
a slowly changing index of refraction and we do not have 
any clear reflected electron wave, although its path may 
be curved as a result of refraction. The WKB approxima-
tion was used for tunneling in the semiconductor tunnel 
diode and tunneling across the thin insulator between 
simple normal metals. Because there is no dependence 
on the density of states in the WKB approximation, one 
would expect a generally smooth curve with minor 
fluctuations when tunneling into a semimetal. However, 
the observed structure is quite large. We feel that the 
WKB approximation is not applicable for semimetals as 
the electron and hole wavelength X are large, where 

X= 
k' 

The wave vector k is derived from 

it 2t /c 12 
E - --

2m* 
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Fig. 8. Band energies for 

pure Bi and BiSb alloy 
constructed from tunnel-
ing spectroscopy data. 

Fig. 9. Schematic illus-
tration of each compo-
nent and its related band 
for pure bismuth. 
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where E = energy measured from band edge, h = Dirac's 
constant, and in* = effective mass. In fact, at a band edge, 
E 0, the wavelengths are extremely large in any ma-
terial, and one would expect a complete breakdown of 
the WKB approximation at this point. One reasonable 
explanation for the observed structure is that proposed by 
Harrison for the sharp-boundary case, which shows a 
dependence of tunneling on the one-dimensional density 
of states. It is quite understandable that more information 
can be obtained on the bulk material with the sharp 
boundary than with the WKB-type boundary. 

In this study we have detected many bands in Bi, most 
of which have never been seen with other experimental 
methods. It is thus apparent that this technique has great 

Incident + reflected wave 
4-

Wand 
5(1) 

matching 

Transmitted wave 

Transmitted wave 

= exp (i J2m(E—V)x 

Ii 

potential for band-structure studies in semimetals. The 
optical measurements usually give the values of the inter-
valley and intravalley transitions; however, they are de-
pendent upon selection rules and competing absorptions. 
Moreover, the values obtained from optical measure-
ments do not have a zero voltage (energy) reference. Both 
methods seem to suffer considerably from surface prep-
aration. 
We now go on to the results on the tunnel junctions of 

semiconducting BiSb alloys. We chose the maximum 
energy gap alloy of 12 atomic percent Sb in Bi. The Hall-
effect measurements indicated BiSb to an n-type alloy 
with 9 X 10'5electrons/cm3, resulting in the Fermi energy 
EF of about 1 meV. Figure 11 shows an experimental 
plot of the conductance versus voltage at 2°K. We have 
observed a large dip in conductance around — 10 mV, 
slightly below the Fermi level. This clearly indicates the 
existence of the energy gap of about 20 meV in this ma-
terial. It is interesting that with an increase in the magnetic 
field up to 4 kilooersteds a broad dip around + 60 mV 
tends to be washed away, whereas the dip due to the 
energy gap is deepened, as seen in Fig. 11. 

Fig. 10. Two extreme cases showing barrier tun-
neling of electrons. A—Sharp boundary. B—Graded 
boundary (with the WKB approximation used). V, = 
wave function. 

Fig. 11. Conductance vs. applied voltage in the BiSb 

alloy tunnel junction at 2°K. 
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This curve was again treated as a sum of the conduc-
tances from many hole and electron bands. We have ob-
tained the position of many band edges with respect to 
the Fermi level, as illustrated in Fig. 8, together with the 
pure bismuth. As is shown in the figure, this alloy appears 
to have become a semiconductor due to widening of the 
energy gap between T3 and T1. 

Superconductivity 

At this point I would like to describe a new effect, 
recently found in the course of this tunneling study." 
We noticed that some of our tunneling specimens have 
small pinholes in the insulating layer, resulting in small 
ohmic contacts between the semimetal substrate and the 
evaporated metal. We have found that an unusual prop-
erty exists at low temperatures when a current flows 
through these pinholes. The effect is simply demonstrated 

a) 

E co 

E 

o 

in the current-voltage curves in Fig. 12. As the current is 
increased to a current 4, the resistance of the sample 

switches from a low resistance to a high resistance. We 
know that a major source of this resistance is the well-
known spreading resistance determined by R = pl2d, 
where p and dare the specific resistivity of the semimetal 
and the diameter of the pinhole, respectively. Under cer-
tain conditions, the curve shows a hysteresis as seen in the 
figure. This effect has three significant features: 

1. The effect has no polarity; it is symmetric with re-
spect to bias voltage. 

2. The effect is strongly dependent on the tempera-
ture, as seen in Fig. 12. 

3. The effect is also strongly dependent on the mag-
netic field, as seen in Fig. 13. 

It is found that Ic is linearly dependent on magnetic 
field at each temperature, and I-4 is defined as a critical 

_ 
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Fig. 12. Plots of current 
vs. voltage for Al-on-Sb 
at different tempera-
tures and a plot of cur-
rent vs. voltage for Al-
on-Bi at 2°K, showing 
switching from RI, to RH 
and vice versa. 

Fig. 13. Magnetic field 

effect on the current-

voltage curve for In-on-

BiSb alloy at 2°K. 
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Fig. 14. Critical current le at zero magnetic field and criti-

cal magnetic field He vs. temperature for Al-on-Sb. 

magnetic field at which l falls to zero. Measurements of 
H, for different temperatures are plotted in Fig. 14 for the 
same sample that the temperature dependence of Ic at 
zero magnetic field is plotted. This figure of the Al-on-Sb 
case indicates that He and / will fall to zero at some 
temperature T, in excess of 5°K. This shape of the curve 
is reminiscent of the BCS (Bardeen-Cooper-Schrieffer) 
theory of superconductivity. The general character of the 
phenomenon, therefore, can be well explained on a basis 
that a small portion of the semimetal under the contact 
point is superconducting over the low-current range and 
turns to the normal, owing to an increase in the self-
magnetic field, if the current exceeds the critical value I. 
We have observed, essentially, the same effect in Bi, Sb, 

and BiSb alloys with the counterelectrode of In, Al, and 
Ag. The H, and T, are certainly a function of combination 
chosen, as seen in Table II. It is noticeable that H, and n 
are generally fairly high. 
Although the effect still needs to be studied further, we 

may speculate three possible explanations to account for 
the superconductivity: 

1. Strain effect. It is well known that the normal phases 

II. Critical magnetic field and 
critical temperature for various structures 

H,, 
Structure kilooersteds 

Al-on-Sb 

In-on-Sb 

Ag-on-Sb 

Al-on-Bi >40 

In-on- Bi 

ln-on-BiSb •-•‘2 

Tc, degrees 

Kelvin 

of Bi, Sb, and BiSb alloys are not superconducting, but 
that the hydrostatic pressures of 25 kilobars for Bi and 
more than 80 kilobars for Sb cause phase transitions to 
high-pressure superconducting metallic phases. The pos-
sible strains involved are probably not large enough to 
cause these phase transitions. 

2. Alloy effect. It is known that Bi, as well as Sb, forms 
a number of alloy superconducting phases. Although it is 
unlikely to have such alloys at the interface without 
further heat treatment, this possibility could not be simply 
eliminated because even a low current might give rise to 
some local heating if the pinhole is extremely tiny. 

3. Field-induced superconductivity. There exists an 
electric dipole layer at the junction as the result of a differ-
ence in the contact potential, and hence excess carriers— 
either electrons or holes. It is possible that these excess 
carriers make the semimetal or the semiconductor become 
superconducting. 

The current-voltage characteristic itself, shown in 
Figs. 12 and 13, can be suited for switching or memory 
application. Furthermore, if the last mechanism is true, 
this could lead to an interesting new device, a field-effect 
superconducting triode. 

Conclusion 

In the overall view, one might say that BiSb alloys 
would take an unique position among semiconductors, 
as Bi did and still does among metals. Some interesting 
results have been obtained with these materials. Although 
most of these results would be of scientific rather than 
of engineering significance, a Bi film has already been 
used as a magnetic-flux-sensitive resistor or a magnetic-
flux meter. 
The research of these materials also is of value in its 

own right because it offers a singular opportunity for ob-
serving intriguing properties or inspiring phenomena, 
under well-defined and accurately known conditions, 
that may or may not be predicted. 

The author acknowledges his gratitude to many people at IBM 
for helpful suggestions, particularly to Dr. P. J. Stiles for his as-
sistance in preparing the manuscript, and to Drs. D. J. Bartelink 
and R. Wolfe of Bell Telephone Laboratories. 
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International developments in 

controlled thermonuclear fusion 
Engineers and scientists from almost all the technologically 
developed nations of the world are expending a large effort to solve 
the problem of the controlled release of nuclear fusion energy 
for economic electric power production. This article is an 
attempt to evaluate progress toward that goal 

Arwin A. Dougal The University of Texas 

Basic processes and fundamental technological re-
quirements of controlled thermonuclear fusion have 
been widely discussed. Briefly, they include: heating 
an ultrapure, low-density deuterium and tritium 
plasma to superhigh temperatures; stably containing 
the extreme temperature plasma by magnetic fields 
for a duration adequate to fuse the nuclei; diminishing 
particle losses occurring through diffusion and in-
stabilities to acceptable levels; gaining useful fusion 
products conveying energy sufficiently in excess of 
thermal and radiant energy losses; and, finally, con-
verting the energy released to useful electric power. 
Recent progress has been encouraging. Numerous and 
diverse plasmas have been produced and improved 
understanding and experimental confirmation of 
stable magnetic containment have been obtained. Also, 
increased plasma density, temperature, and contain-
ment times in a few experimental systems have been 
achieved. However, complex difficulties, such as new 
types of instabilities, raise formidable barriers to a 
workable reactor concept. 

At stake in the research in controlled nuclear fusion 
is the exploitation of almost unlimited economic and 
natural resources. As an example: latent in the 0.06 
pound of deuterium nuclei contained in one 55-gallon 
drum of tap water are 2 million kWh of energy. 
The highly successful development of the hydrogen 

comb to 100-megaton energies has provided impetus 
and motivation for the current effort. Significant ad-
vances have already been recorded; however, numerous 
and deep-rooted difficulties still remain to be surmounted. 

Review of basic principles 

In every nuclear reaction, energy is released from a 
change in binding energy when one or more nuclei are 
rearranged into others. The fusion of nuclei of the light 
elements into heavier ones therefore results in energy 
release. Reactions of interest in controlled thermo-
nuclear fusion are 

D + D —› He3 + n + 3.27 MeV 
D+D-->"1-+H+ 4.03 MeV 
D + T He' + n + 17.6 MeV 
D + He3 —› He' + H + 18.3 MeV 

(1) 
(2) 

(3) 
(4) 

An average energy of 7.2 MeV per deuteron is realized 
when all four reactions are completed to convert all 
deuterium to helium through 

6D --> 2H + 2n -F 2He' 43.2 MeV 

In fusion technology, it is common practice to refer to 
kT as "temperature." Here k is Boltzmann's constant, 
0.86 X 10-4 eV/°K; a temperature of 1 eV is equiv-
alent to 11 600°K. For a positive efficiency, deuterium 
plasma must be heated to temperatures of tens of keV, 
corresponding to hundreds of millions of degrees. Then 
the thermal energy of the nuclei is great enough for fusion 
reactions to occur at an appreciable rate. At these 
extreme temperatures, the deuterium becomes a fully 
ionized gas consisting of electrons and bare nuclei. 
It is called a "plasma," in which magnetic fields are 
used to isolate the extremely hot matter from surround-
ing walls. 

Magnetic forces can balance the kinetic plasma pres-
sure gradient Vp 
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, 
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Temp. — 300 X 10 6 ' I< 

Containment time — 0.1 s 

Particle losses through 

diffusion and instabilities 

Fusion products 

n, p. 1-1Î,T 

Thermal and radiant 

energy losses 

Fig. 1. Fundamental problems of controlled thermonuclear fusion: low-density plasma must (1) 

be heated to superhigh temperatures, and (2) be stably contained for sufficient time. Fusion 

products must then be converted to useful electric power. 

J X B = vp (5) 

where the magnetic field B may be due partly to cur-
rent density in the plasma and partly to external coils. 
For a simple two-dimensional configuration with 

straight, parallel field lines, (5) gives 

B 20 B2 
4 0= P 1 _i_ 21.4, 

(6) 

where Bo is the magnetic field outside the plasma where 
p = O. A significant variable identified as e refers to the 
ratio between maximum plasma pressure and the mag-
netic pressure outside the plasma, where 

a=  Pmax (B20/2e4) (7) 

The value of 0 is useful to identify various plasma— 
magnetic field configurations. 0 cannot be greater than 
one in an equilibrium configuration; stability con-
siderations usually require that e be considerably less 

than one. 
Of special interest in controlled fusion research is the 

product of variables nr, where n is the density of the 
plasma and r is the deuteron containment time. The 
product nr must range from about 10' 4 to 10'6 s/cm3 
for the energy released through fusion to exceed the 
energy to heat (accounting for radiation losses). This is 
the basic requirement for technologically achieving a 
net-power-producing thermonuclear reactor. 

Recent developments in controlled thermonuclear 

fusion research are related to the basic processes and 
fundamental technology depicted by the systems chart 
of Fig. 1. This applies in part to every known plasma 
source employed in fusion research, as well as to a 
prospective fusion reactor. 
The basic processes and fundamental technological 

requirements of controlled thermonuclear fusion have 
been widely discussed.'-6 As denoted in Fig. 1, they 
include: (a) heating an ultrapure, low-density deuterium 
and tritium plasma to superhigh temperatures in the 
108°K range; (b) stably containing the extreme tem-
perature plasma by magnetic fields for a duration ade-
quate to fuse the nuclei; (c) diminishing particle losses 
occurring through diffusion and instabilities to ac-
ceptable levels; (d) gaining useful fusion products con-
veying energy sufficiently in excess of thermal and 
radiant energy losses; and (e) converting the energy 
released to useful electric power. 

Specific new developments that represent significant 
progress, were reported at a recent international con-
ference.* They include: (a) new methods, and improve-
ments of existing methods, for production and heating 
of fusion plasmas; (b) improved understanding and 

experimental confirmation of stable magnetic contain-
ment; (c) identification of substantial localized in-

' The International Atomic Energy Agency's Second International 
Conference on Plasma Physics and Controlled Nuclear Fusion 
Research, held at the Culham Laboratory, Abingdon, England, 
Sept. 6-10, 1965. 
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Fig. 2. Extremely dense and energetic plasma is found at focus beyond the inner electrode of a 
coaxial electrode discharge as a result of a spontaneous superintense pinch effect. 

Fig. 3. Plasma temperature in the dynamical theta pinch with no reverse bias field is limited 
because of excessive heat loss through hermal conduction along magnetic field lines to the 
cold plasma and tube walls external to the pinched region. 

Theta-pinch coil 

One turn, ! 106 ampere 

Theta-pinch plasma 

Temp. - 3 X 10 6 ° K 

n - 5 X 10 16 CM -3 

T- 2 X 10 -6 s 

stabilities (microinstabilities) and turbulence phenomena; 
(d) confirmation of excessive particle losses through 
anomalous diffusion and instabilities; and (e) achieve-

ment of increased plasma density, temperature, and 
containment times in a few experimental systems. 

Superdense plasma pinch 

A most remarkable and historical achievement in the 
laboratory production of fusion deuterium-tritium 
plasmas is the superdense plasma pinch reported by 
Mather,6 and by Filippov and Filippova.7 Figure 2 
shows how a superdense plasma pinch forms at a spon-
taneous focus beyond the end of the inner electrode of a 
coaxial hydromagnetic gun. A current sheath originates 
at the breech and progresses toward the end of the center 
electrode due to the J X B force. As the sheath departs 
from the end, most of the capacitor energy that is stored 
behind the sheath is then rapidly converted into plasma 
energy by the inherent forces that produce the dense 
plasma focus. 

Extensive diagnostics by Mather have established the 
following plasma properties: ( 1) a plasma temperature 
of 2 to 5 key; (2) plasma volume of 1 to 5 min3; (3) time 

Plasma tube 

Magnetic 

compression 

field 

duration of 0.2 to 0.3 us; and (4) neutron yields to 

5 X 10" per pulse. Neutron production has scaled almost 
linearly with energy. 
A critical test with a D-T mixture was made by Mather. 

It was expected that the D-T neutron rate would in-

crease by a factor of 100 over the D-D neutron rate 
because of the much larger fusion cross section. This 
expected increase in neutrons was experimentally con-
firmed and lends credence to the description of neutron 
production as a thermal nuclear fusion process. 

Thermal losses limit peak plasma temperature 

The passage of sudden, extreme currents through a 
single-turn coil in theta pinches, as shown in Fig. 3, 
primarily heats the ions.°-" Induction of an equal and 
opposite current in the plasma takes place. Heating occurs 
through ohmic processes and shock waves, and through 
fast compression of the plasma in the rapidly rising 
magnetic field. 
Kolb et extended the duration of the current in a 

large theta pinch to 100 i.e. Measurements of electron 
density and temperature show that the plasma pressure is 
nearly equal to the magnetic pressure at 10 ¿Ls, where 
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/3 = 0.8 ± 0.2. The heating rate is considerably higher 
than would be expected for shock heating and adiabatic 
compression. Calculations of energy balance show that 
the high plasma temperatures are attributable to the 
conversion of magnetic energy in the trapped bias field 
into plasma kinetic energy. 
Quinn et al.9 achieved peak theta-pinch magnetic 

fields to 180 kG with a 55-µs half period. The plasma 
containment was limited by end losses and the onset of 
hydromagnetic instabilities. 
Bingham et al." measured the energy distribution of 

the ions escaping through the mirrors of a theta pinch. 
For zero-trapped field, both the mean ion energy and 
spread of the distribution increased with time up to peak 
field. For reversed bias field experiments, the heating 
occurred at a much earlier instant in the cycle, with the 
peak occurring well before peak field. A mean ion energy 
of 5 keV was deduced for a peak field of 44 kG. 

H. Bodin, T. Green, et al.8 have analytically deduced 
and experimentally confirmed a basic effect that severely 
limits the maximum attainable temperature in theta 
pinches with no reverse bias field. Appreciable thermal 
conduction transports energy from the pinched plasma 
region along compression field lines to cold plasma 
and cold walls, as shown in Fig. 3. In the center of a 
theta-pinch coil there is a maximum attainable tem-
perature Tina, given by 

T ina,2/ 2 (.0Bi 

L2 a4r 
(8) 

where L is the length of the coil, a is a numerical con-
stant, co is angular frequency of coil current, and B is the 
peak magnetic field. In the representative theta pinch 
with no reverse bias field, the maximum attainable tem-
perature is of the order of 300 eV, which is far below the 

Fig. 4. Medium-density plasma is effectively ele-
vated into a moderately thermonuclear temper-
ature regime through ion cyclotron resonance heat-
ing with superhigh power RF. Ion cyclotron waves 
transport energy throughout the plasma column 
with strong absorption and thermalization at local-
ized minima in the containment field. 

Radio-frequency coupler Plasma tube 

Radio-frequency driver 
P - 800 kW 
f - 25 Mc/s 

desired fusion temperature range. However, as was dis-
cussed earlier, much higher temperatures are achieved 
in theta pinches with trapped reverse bias field, although 
these are subject to the onset of hydromagnetic insta-
bilities, which limit the reaction time. 

Ion cyclotron resonance heating 

Deposition of power into a thermonuclear plasma 
through radio-frequency fields at an angular frequency ce 
requires consideration of characteristic frequencies 
associated with the plasma and its magnetic field con-
figuration. The characteristic frequency 12, of an ion in a 
magnetic field is given by 

= giB 

In; 
(9) 

where qi and ni, are the ionic charge and mass respec-
tively. Earlier theory and experiments showed that 
effective heating of plasma ions occurs through ion 
cyclotron wave interactions. A simplified depiction 
of ion cyclotron resonance heating experiments as 
reported by Yoshikawa et al." and by Matsuura et 
al." is given in Fig. 4. Superhigh-power radio frequency 
is coupled to cyclotron motions and waves in the im-
mediate plasma column. The ion cyclotron waves 
propagate to regions beyond the coil, and in doing so 
transport energy along the plasma column. At localized 
minima in the containment magnetic field, strong reso-
nance absorption of the wave occurs with intense thermal 
heating of the plasma. Yoshikawa et al. achieved ion 
cyclotron resonance heating in the Model C Stellarator to 
ion temperatures of 250 eV throughout the working 
volume with a period of one millisecond. Alternatively 
ions were heated in local magnetic traps up to 3 ke% 
with a period of one millisecond. Approximately 800 
kW of RF were employed in these experiments in which 
the nominal plasma density was 5 X 10' 2 CITI-2. 

Plasma instabilities and turbulence 

Remarkable progress is evident from analytical and 
experimental reports on plasma instabilities and turbu-
lence. Figure 5 shows the general character of plasma 

Plasma wave 
/,.. energy absorbed 

Localized minimum Containment 
in magnetic field magnetic field 

Temp. - 30 X 10 6 °K 

n - 5 X 10 12 Cm- 3 

- 500 X 10-6 s 
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column behavior due to hydromagnetic instability and 
microinstability and turbulence in a hydromagnetically 
stabilized configuration."-23 
A substantially complete theory of hydromagnetic 

instability has evolved with evidence of plasma con-
tainment configurations realized with the minimum B 

configurations, which are characterized by an increase in 
B with some power of the radius. A major result is that 
the low-frequency instability associated with the hydro-
magnetic behavior disappears and inherent high-fre-
quency instabilities are reduced. 

Significant observations and conclusions regarding the 
onset of microinstabilities and turbulence have been 
reported. As depicted in Fig. 5 for a hydromagnetically 
stabilized column, passage of current and motion of 
electrons along the B field gives rise to localized dis-
turbances, microinstability, and turbulence. The findings 

are of a contradictory nature. In the first instance, the 
localized disturbances contribute to enhanced particle 
losses perpendicular to the magnetic field. In the second 
instance, turbulent heating '6 occurs whereby ions are 
conveyed thermal energy from the electrons. This pro-
vides a most effective and unique method for heating 
plasma. 

Kadomtsev and Pogutse" examined instabilities with 
respect to their overall deleterious effects on plasma 
confinement. Relatively few instabilities are considered 
dangerous; some can be stabilized as their effect is not 
too great. The worst instabilities appear to be due to 
temperature gradients; these cannot be stabilized by 
known methods, including the minimum-B configura-
tions that are hydromagnetically stable. 
An anomalous loss of particles in the containment 

field of the Model C Stellarator is observed to persist 
even in the complete absence of ohmic heating cur-
rents. 2°,2' An anomalous loss rate existed for four 
different operating conditions: ( 1) ohmic heating, (2) 
electron cyclotron resonance heating, (3) resistive micro-
wave heating, and (4) no heating at all. The existing over-
all plasma decay time is unexplained in the face of ex-
tensive, definitive, experimental data. 

In contrast, plasma densities to 10'0 cm-3 are achieved 
in a multiple-pass molecular ion injection experiment 23 
with no evidence of hydromagnetic instabilities. 

Electron or ion beam-plasma interaction 

Injection of directed electron or ion beams with kinetic 
energies in the range from a few tens to several hundreds 
of kilovolts into gas-filled volumes results in effective 
ionization of the background gas. A striking feature of the 
beam-plasma interaction is the onset of intense plasma 
oscillations—there is effective conversion of the beam's 
kinetic energy to oscillations and resultant plasma 
heating. Figure 6 shows a representative experimental 
arrangement whereby an electron beam is formed and 
injected into a plasma-filled volume. It is noted that 
disturbances originate within the plasma and have a 
rapidly growing amplitude along the stream. Ultimately, 
the directed energy of the beam electrons is dissipated 
and they tend to lose their identity. 

Alexeff el (11. 24 report the use of electron beam-plasma 
interaction to generate fully ionized plasma in magnetic 
mirror machines. The work demonstrates that a 5-keV 
electron beam can heat plasma electrons to tempera-
tures over 100 keV, and some ions to 20 keV. Electron 
densities of 5 X 10'2 cm-3 are realized. 

Fig. 5. Time for fusion to occur is limited by instabilities of plasma columns in containment 
magnetic fields. Realized are substantial theoretical and experimental findings of hydro-
magnetic instabilities and the means to achieve hydromagnetically stable systems. However, 
prevailing even in hydromagnetically stable arrangements, are localized instabilities on a micro-
scopic scale, which cause intense turbulence that contributes to diminished containment. 
Also realized are new means of increasing plasma temperature through turbulent heating. 
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Gabovich and Kirichenko 23 report analytical and 
experimental work on the interaction of ion beams with 
plasma. Their results are relevant to improved methods 
of ion injection into magnetic mirrors and to collision-
less thermalization of powerful ion beams. They conclude 
that it is in principle possible to achieve thermalization 

of powerful ion beams. 
Smullin and Getty 26 report experiments whereby beam-

plasma discharges are produced by pulsed 10-15-keV 
1-10-ampere electron beams injected along the axis of a 
magnetic mirror into a drift region containing rarefied 
gas. Electron densities and temperatures of 10' 3 cm-3 

yAccelerating anode 

Cathode 
•  

Filament 

Electron beam 

Accelerating anode 

and 103 eV, respectively, are achieved, while X-ray meas-
urements indicate the existence of electrons with energies 
up to 100 keV. Three types of instabilities are observed— 
one arises during the beam pulse and is a rotating 
flute; another appears as a fast loss of energetic electrons 
associated with 50-100-keV X-ray bursts; and the third 
is an axial breakdown that effectively short-circuits the 
cathode in the electron gun to the beam collector. 

Irradiation by giant pulse laser 

Intense bursts of coherent light can be produced by 
Q-spoiled ruby lasers and brought to a sharp focus: 

Growing amplitude 
wave disturbance 

Temp. - 10 X 106 ° K 

n - 10 13 cm-3 

T 200 X 10-6 s 
Collector 

Fig. 6. Through beam-plasma interaction, directed kinetic energy of injected electron or ion 

beams is converted to plasma wave energy, instabilities, and thermal plasma heating. 

Fig. 7. Dense, energetic fusion plasmas are produced by irradiation of minute solid particles 

of fusion elements by the superhigh radiation intensity at the focal spot of a giant pulse laser. 
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Peak powers from 10 to 100 MW are readily achieved, 
with pulse durations from 10 to 50 ns. An experimental 
arrangement for production of plasmas from solid 
particles is shown in Fig. 7. The giant pulse laser con-
sists of a pair of multilayer dielectric interference mirrors, 
, ruby crystal illuminated by a xenon flash lamp, a 
polarizer, and a Q-switch that typically is an electron-
ically actuated Kerr cell. The laser radiation is brought 
to a focus on a small solid particle of lithium hydride, 

or frozen solid D2. 
Haught and Polk 27 report producing an extremely high-

density high-temperature plasma by irradiating a single, 
solid particle of lithium hydride suspended in vacuum. 
The focused 20-ns 30-MW giant pulse beam effected 
complete single ionization of the 10'8 atoms in the 
suspended particle. The plasma temperature is believed 
to be in the range from 10 to 100 eV. The plasma was 
observed to undergo rapid radial expansion. 

Ascoli-Bartoli 28 produced deuterium plasma by ir-
radiating a frozen solid D2 pellet with a ruby laser of 
1000 MW peak output power. A dense hot plasma was 
obtained and measurements of density and temperature 
were made. 
These new developments, with related techniques very 

recently developed for production of laser-induced 
discharges in superhigh-pressure gases as reported by 
Gill and Dougal, 28.3° open new avenues for exciting 
research on controlled fusion plasmas. 

Conclusions 

Marked progress has been made toward controlled 
thermonuclear fusion especially in the ability to pro-
duce in the laboratory interesting plasmas with diverse 
ihysica I characteristics. 
However, a workable reactor concept still remains to 

be demonstrated. Unfortunately, the encountering of 
new instability types—namely, universal instabilities and 
microinstabilities—is discouraging, and moves the pros-
pective date of success further away. It is foreseen that 
only a tremendously dedicated effort by engineers and 
scientists for decades in the future can lead to ultimate 
success and provide society with an unlimited energy 
resource. 

This article is based on a paper presented at the Third Annual 
Conference on Energy Conversion and Storage, held at Oklahoma 
State University, Stillwater, Okla., Oct. 28-29, 1965. 
The author is indebted to the Controlled Thermonuclear 

Branch of the U.S. Atomic Energy Commission, the International 
Conferences Branch of the U.S. Department of State, the conference 
secretary of the International Atomic Energy Agency, and the 
director of the United Kingdom's Culham Laboratory; also to 
Otto M. Friedrich, who assisted in the preparation of the manu-
script. 

Research in The University of Texas' Plasma Dynamics Re-
search Laboratory is supported by the Texas Atomic Energy Re-
search Foundation, NSF, NASA, the USAF Aerospace Research 
Laboratories, and the Department of Defense's Joint Services 
Electronics Program. 
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Radar separation of 

closely spaced targets 

A 

B • 

The capability of a hypothetical radar against 
attacks by closely spaced aircraft may be examined 
in geometric terms and the results can be plotted 
graphically. It is seen that a pulse Doppler type 
radar, which provides information about target 
velocity as well as range and angle, is essential in 
this kind of environment. When the targets are so 
closely spaced that all else fails, then separation or 
at least knowledge of the number of targets present 
is still possible if sufficient Doppler resolution is avail-

able to permit the measurement of the small changes in 
velocity that will be required for the aircraft to main-

tain formation. 

A fire-control weapon system basically consists of ra-
dar, defense missile, and guidance equipment. When 
such a system is operating against closely spaced targets, 

it is often difficult for the targets to be separated (or re-
solved) by the radar. In cases where the separation cannot 
be made, the target measurements become a weighted 

average of the multiple target reflectors, resulting in an 
apparent target image that is the RF "centroid" of the 
unresolved group. A fire-control system operating 
against the centroid image will probably miss all targets of 
concern. In order to avoid this kind of confusion, the sys-

tem obviously should be designed so that it can resolve 
these closely spaced targets and properly separate the 
measurements required for guidance against individual 
targets. 

Radar resolution 

In the present context, resolution is the ability of the 
radar to separate targets so that they may be tracked 

individually. Targets can be separately distinguished when 

differences occur in any one or combination of the three 
dimensions—angle, range, and Doppler (or radial ve-
locity)--as measured by the radar. The resolving capability 

of the radar in these dimensions is a function of the char-
acteristics of the radiating antenna, the type of signal ra-

diated, and the length of time spent in observing the 
targets. 
The angle resolution is inversely related to the antenna 

beam width; thus, the narrower the beam width the 
more closely the targets may be spaced and still appear 
separately in the antenna pattern. Similarly, the range 
resolution is directly related to the signal bandwidth; 
that is, the fineness of the signal structure (or the pulse 
width) is proportional to the bandwidth. It is this struc-
ture that determines the ultimate time or range resolution 

of closely spaced targets. 
In Doppler resolution the resolving power is directly 

related to the precision within which the signal spectrum 
can be measured. This precision, in turn, depends on how 
long the radar observes the target; that is, the longer the 
target observation time the more precisely the target 

spectrum can be determined and therefore the higher the 
Doppler resolving power. 
Angle resolution. As the radar antenna beam is swept 

across a target in space, the reflected signal will generate 
at the receiver a pattern that corresponds to the antenna 
radiation pattern; that is to say, the reflected energy will 
build up to a maximum when the center of the beam falls 

directly on the target. The energy will decay as the beam 
passes beyond the target, as illustrated in Fig. 1. 

Consider now the return from a beam swept across two 
targets in space at angles 01 and 02. As the angle separa-

Fig. 1. Signal return from swept beam. A— Transmit beam. B—Receive beam. 

Tjr p,et 
• 

Successive positions of 
main beam being swept 
through space 

Received energy building up 

 fy
and then decaying as beam is swept across target 

Fig. 2. Return overlap from two targets. 

o 

u) 
o 
Z.) 

• Angle in space 

.5 

11') 
1- • 

• Angle in space 
space  

94 IEEE spectrum FEBRUARY 1966 



A common difficulty encountered by fire-control weapons systems 
is the so-called centroid problem, which may arise when targets are 
closely spaced. Pulse Doppler radar is an especially 

sensitive means for resolving these targets 

A. Golden Radio Corporation of America 

tion between targets is reduced, the returns will appear 
as shown in Fig. 2. As the targets move closer together it 
becomes more difficult to distinguish the two until 
finally they appear as one target. The narrower the radar 
beam, the closer the targets can come and still be sepa-
rately distinguishable. Equal-energy target signals can 
readily be resolved in angle if they are separated by at 
least an antenna beam width (the angle across which the 

radar beam reaches half of its maximum power). Let 
us hypothesize that the radar antenna has been designed 

to provide a beam width of 1.5°. Then the angular 
resolution can be depicted as shown in Fig. 3. 
Range resolution. Range is measured by translating 

the time delay between the transmission and reception of 
energy into distance traveled by the radiation. A direct 
range measurement is made by transmitting an RF pulse 
and measuring the time delay between the transmitted 
pulse and the received target echo. Two targets within 
the same antenna beam width but at different ranges will 
reflect energy from the same transmitted pulse at different 
times. As the targets get closer the returns appear as 
illustrated in Fig. 4. 

Finally, as the targets approach one another the elapsed 
time differences cannot be distinguished. It is apparent 
that the resolution improves when the pulse is made 
narrower. (This requires a proportional increase in the 
signal and receiver bandwidth.) In a simple pulse system, 
the range resolution cell may be approximated by the 
effective pulse width of the received target signal. It 
would appear that range resolution could be extended 
indefinitely by decreasing the pulse width. However, 
there are practical limitations in that building equipment 
to process extremely wide-band signals is difficult and 
that decreasing the resolution cell significantly below 
the length of the target would merely make each of the 
targets appear as an extended source rather than as a point 

source. 
Let us assume, then, that a pulse width of 0.2 us (requir-

ing a bandwidth of 5 Mc/s) is used to achieve a range 
resolution of 100 feet, as shown in Fig. 5. The combined 
resolution cell in range (100 feet) and in angle (1.5°) is 
shown in Fig. 6. 
Doppler resolution. An additional means of resolution 

is available through the measurement of the Doppler 

shift in the target signal caused by the relative velocity of 
the target along the radar line of sight. Thus a continuous-
wave signal transmitted as fo would be received at a 
slightly different frequency, fo + af, where af is propor-

Radar site 

Range 

Fig. 3. Angular resolution. 

\\\ 

Fig. 4. Targets overlapping in range. 

Fig. 5. Range resolution. 
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tional to the target's closing velocity. Targets closing at 
different rates can therefore be resolved by separating or 
filtering the returned signal as a function of frequency. 
The resolving power in Doppler shift is reminiscent of the 
range dimensions for closely spaced targets (i.e., within 
the same range-angle cell) whose relative velocities ap-
proach one another, as shown in Fig. 7. In other words, 
as the difference in Doppler velocity between the two 
targets becomes less, resolution of the targets becomes 

more difficult. 
To take advantage of the resolution in both range and 

Doppler, pulsed Doppler radar systems have been de-
veloped that provide direct range and Doppler measure-

ments simultaneously. In essence, the fine structure in 
the continuous wave is preserved for Doppler measure-
ments even though the signal is pulsed; that is, the phase 
structure in the sine wave is maintained from pulse to 
pulse, as shown in Fig. 8. 
Note that the pulsed signals are shown in the same 

relationship as established by the CW signals. When this 
phase relationship is preserved and made use of in the 
radar receiver, the technique is referred to as "coherent" 
processing and is used for pulsed Doppler measure-
ments of the target's range and relative velocity. If during 

an observation interval of 30 ms the radar returns can 
be coherently processed, a Doppler resolution capability 
of 33 cis is available. The target velocity to which this 
corresponds is a function of the carrier frequency. If, 
for example, "C band" (4000 to 8000 Mc/s) is used, the 
33-c/s resolution capability would correspond roughly to 
differentiating between targets whose radial components 
of velocity were more than 3 feet per second (about 2.0 
mi/h) apart. Thus, assuming that targets could maintain 
position to escape range resolution (within approximately - 
100 feet), random changes in their relative velocity 
(greater than 2.0 mi/h) that occur as they jockey to stay 
in position will be detected by the ground radar. 
The Doppler resolution of a pulsed Doppler radar is 

ultimately limited by the target's dynamic characteristics 
and the quality of the signal-processing equipment. If 
the target moves too quickly through the radar's Doppler 
cells the signals will not have time to build up for detec-
tion and measurement. If a filter bank is employed to 
separate two targets closely spaced in Doppler, as de-
scribed in Fig. 7, the time required to achieve the Doppler 
resolution is the filter response time. The response time 
of the filter is equal to the reciprocal of the filter band-

width: 

1 
T = 

where e = filter bandwidth, c/s. 
If the target trajectory is such that its Doppler is chang-

ing rapidly during this period, the filter will not respond 
properly and thus the target may go undetected. The Dop-
pler resolution and the filter bandwidth must be selected to 
achieve a maximum resolution without running the risk of 

not detecting the target. In order to determine the maxi-

mum Doppler rate of change that can be tolerated without 
degrading the filter response, let us consider a change in 
Doppler frequency equal to ¡I occurring within a time in• 

terval T, 

Am a = - = 02 
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Radar 
site 

Fig. 10. Two targets approaching the racar site at a crossing angle O. 

where A„, = maximum rate of change of Doppler fre-
quency. This maximum Doppler rate, which occurs when 
the target is on a crossing flight path ( Fig. 9), is 

2 VT2 
= • 
X Ro 

It occurs at the minimum distance between the target and 
the radar. The actual Doppler frequency goes through 
zero in this limiting situation. The minimum range Ro at 
which Doppler resolution of a can be achieved may be 
expressed as follows: 

Ro = 2 ( VT) 2 - 
X\,8 

In summation, we have described the three basic dimen-
sions used in a pulsed Doppler radar system for resolving 
multiple targets: two space-coordinated measurements 
(range and angle, as shown in Fig. 6) and a dynamic meas-
urement (Doppler). Based on the radar parameters 
chosen, if a pair of targets is flying a tight formation, 
the targets must satisfy the following restrictions simul-
taneously in order not to be resolved by the ground 
radar: 

1. They must fall within a 1.5° sector when observed 
from the radar site. 

2. They must be separated by no more than 100 feet 
along a radial range line measured from the site. 

3. They must maintain their relative velocities with 
respect to the site within 3 feet per second. 

Loci of resolvable targets 

As a means of describing the system performance 
against real targets it is useful to translate the resolution 
capability in range, angle, and Doppler .into geometric 
terms. To do this the combinations of target parameters 
(range, angle separation, velocity, and crossing angle) 
that yield angle separation greater than 1.5°, slant 

range separation greater than 100 feet, and/or Doppler 

velocity differences greater than 3 feet per second are 
plotted. 
Consider aircraft targets flying in a parallel formation 

with the geometry shown in Fig. 10 and the general 
characteristics identified as follows: 

S = spacing 
V = velocity 
Vi, V2 = velocity components of targets 1 and 2 along 

radar line of sight 
R = range to center of formation 
O = crossing angle of formation 

From Fig. 10 it can be shown that for R >> S the fol-
lowing relations hold: 

0 
= 01 + 02 = S  - cos- 

R 

AR = R1 — R2 = S sin O 

= 112 111 = VS sin 20 
2R 

(1) 

(2) 

(3) 

By setting .à > 25.3 milliradians ( 1.5°),R > 100 feet, 
and 3, V > 3 feet per second (2 mi/h), these relationships 
are plotted to indicate which targets are resolvable as a 
function of range, velocity, angle separation, and crossing 
angle. 

Figures 11(A) and ( B) show the minimum spacing, as a 
function of crossing angle, that allows targets to be re-
solved in angle and range. For example, consider the 
curve in Fig. 11(B) relating to range resolution. If the air-
craft are flying a tight formation separated by 300 feet, 
their course must be directed at the radar within an ac-
curacy of 20° in order for them to remain unresolved; if 
the separation is 600 feet, then an accuracy of 8.5° is 
required. 

Figure 11(C) is similar, but it applies to Doppler 
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Fig. 11. Curves showing resolvability of targets in 

(A) angle, (B) range, and (C) velocity. 

velocity resolution and assumes that all targets are at the 
same velocity. 

Realistically, it would be unlikely that targets could 
keep station with sufficient accuracy to maintain their 
relative velocities within 3 feet per second. Thus, the 
number of targets in the attack group could be estimated 
during the early phase of the engagement because of the 
random wandering of aircraft speed about their assigned 
value. 

Resolution through the missile 

An additional avenue for resolution can be made 
available after the defense missile is launched. Up to this 
point reference has been made only to data gathered by 
the ground radar. However, if sufficient radar equipment 
is provided, valuable data can be gathered by the missile 
itself. The amount of equipment provided depends upon 
the type of guidance system used. Most systems operate 
by commanding the missile from the ground until a 
moderate proximity between missile and target is achieved. 
At this time, when more accurate data for terminal guid-
ance and fuzing are required, the data accuracy de-
creases because of the ever-increasing range. This situa-
tion can be remedied through use of an antenna and 
simple receive/transmit system, which gathers electro-
magnetic energy from the target and relays it to the 
ground, or through use of a complete radar system and 
computer, by means of which the missile can seek out the 
target without information from the ground. In either 
case the closing geometry at the end of flight can be 
controlled and can be used to advantage in attacks 
against multiple targets. For example, if a group of 
attack craft are coordinated in an attempt to create a 
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centroid problem against the ground radar they must 
fly an extremely tight formation (to a degree that would 
be difficult to achieve). If the defense missile approaches 
the attack group from any direction other than along the 
ground radar line of sight the individual attack craft will 
probably be resolved. As an example of terminal phase 
resolution, assume an attack group flying directly at the 
ground radar, where their relative positions are held 
within ± 100 feet and their relative velocities controlled 
within 2 mi/h of one another, as shown in Fig. 12. 
The approach of the defense missile can be controlled 

in order to resolve the attack craft individually for final 
engagement, as shown in Fig. 13. This capability can be 
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extended for coordinated salvos where several missiles 
are directed to the intercept area along different lines of 
approach. 

Performance against a specific target formation 

As an example, let us investigate a target model in 
which two aircraft spaced 600 feet apart are flying at an 
altitude of 200 feet at a velocity of Mach 1.2 (about 900 
mi/h). At this altitude the targets are first visible at 
a range of about 25 miles. The geometry is as illustrated in 

Fig. 14. 
Angular resolution. From Fig. 11(A) it is seen that these 

targets cannot be resolved in angle for any O. 
Range resolution. From Fig. 11(B) it is seen that the 

targets can be resolved in range for O > 9°. 
Doppler resolution. Under the assumption that the 

targets are always at the same velocity, it is seen from 
Fig. 11(C) that they can be resolved in Doppler only at 

O = 45° (RIV = 100). 
Under the assumption that they cannot maintain a 

velocity spread of less than 2 milt, over any significant 
time interval, the number of targets will be immediately 

determined. 
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If it is possible to resolve the targets initially in range, 
angle, or Doppler, then they can be separately tracked 
as they approach the radar (certainly the angle and Dop-
pler differences will increase as range decreases) and 
each defense missile can be guided to its assigned target. 

If it is possible to estimate only the number of targets 
present (as would be the case if resolution could be ob-
tained only from the station-keeping characteristics) then 
the defense missiles are launched and complete resolution 
must be obtained through the data gathered by the mis-
sile. 

Conclusion 

The geometric bounds have been given for which a 
group of targets flying against a fire-control system of 
specified radar parameters can be resolved. Doppler is 
seen to be an especially sensitive means of resolving 
closely spaced targets. Even if targets are successful in 
flying a tight abreast formation on a flight path that has a 
component normal to the radar face, it is likely that small 
variations in their relative Doppler, as the craft jockey to 
maintain position, will provide means for estimating 
the number of targets in the attack group. 
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A research professor leaves 

his classroom and laboratory 

to become an astronaut 

It seems unlikely that many engineers and scientists 
would, in their first shot at the question, say yes to the 
idea of becoming an astronaut. But, on reflection, and 
with more information about how they could actually 
serve in the space program, they might reconsider. Dr. 
Owen K. Garriott, an associate professor of electrical 
engineering in Stanford University's Radioscience Lab-
oratory, must be some kind of an exception. He got the 
bug to become an astronaut long before the first call 
went out for scientist--engineer applicants, and he is now 
a member of the first live-man group of scientists who are 
being trained for eventual space missions. He is, in fact, 
the first electrical engineer to be selected for this program, 
or, putting it even more chauvinistically, the first IEEE 
member to be so selected. 
As far as his background for research in space is con-

cerned, Professor Garriott's credentials are secure. A 
University of Oklahoma graduate, he earned his M.S. and 
Ph.D. degrees at Stanford and, after a year of ionospheric 
research work at Cambridge University in England on a 
National Science Foundation fellowship, he joined the 
Stanford faculty in 1961. He is project director of Stan-
ford's satellite receiving program and a senior scientist 
at the Stanford Center for Radar Astronomy. His satellite 
monitoring station at the university's "antenna farm" 
has produced information about the ionosphere's elec-
tron content and rate of ionization through studies of 
radio signals from Sputniks, Transit, Explorer, Discoverer, 
and other satellites. He has taught courses in electronic 
circuits and electromagnetic theory, and has conducted 
a graduate seminar in ionospheric processes. 
At the time we went to see Dr. Garriott, he was in flight 

training at a small airfield in Casa Grande, Ariz., where 
we caught him between flights. He has since gone on to 
jet training school and, subsequently, will go on to the 
NASA Manned Spacecraft Center at Houston, Tex. 
And some time thereafter, presumably, you will not need 
to read SPECTRUM to know what he is up to.—N.L. 

Getting into the scientist-astronaut program 

Dr. Garriint, when did you first think 0.1 getting into 
the astronaut program? 

I first seriously considered it about two years ago, 
when I formally submitted an application to the National 
Aeronautics and Space Administration, indicating that 
I was eager to participate in the space program, and sug-
gested that other scientists be encouraged to apply. 
However, NASA was not accepting applications at that 
time. In the autumn of 1964, a formal call went out for 
scientist-astronaut candidates. I then resubmitted my 
application to the Manned Spacecraft Center of NASA; 

together with a good many others, my application was 
processed and I was eventually selected. 

What kind if tests did they put you through? 

There were a number of tests. The application itself 
asked for a fairly extensive description of one's back-
ground and capabilities. We also took a full-day written 
examination of the type that applicants for graduate 
schools in many colleges throughout the United States 
take. This was a six-hour examination which basically, 
I believe, tested a person's aptitude and general back-
ground abilities. 

Following that, the applications were sent to the 
Manned Spacecraft Center, which screened them regard-
ing some of the more obvious qualifications—one could 
be rejected as to height, educational level, etc. The ap-
plications next were sent to the National Academy of 
Sciences for a more detailed screening. The National 
Academy compiled a list of 16 persons whom they recom-
mended, and these 16 were invited to the School of Aero-
space Medicine in San Antonio to undertake a full eight-
day physical and psychological examination. From this 
group of 16 men, the final group of five scientist -astro-
nauts was selected. 

Do you know if others will be selected later? 

The word we have from the Manned Spacecraft Cen-
ter is that more will be selected. However, there has been 
no statement as to exactly when the call for candidates 
will be made. 

Motivation 

What first got you interested in the astronaut pro-
gram? Did your ionospheric research lead you to 
think of specific experimental ;vork that could best 
he carried out in space missions? 

In terms of a specific experiment, the answer is no. 
However, I believe my general background is one that 
can be useful in the manned space programs; this is one 
of the reasons for my interest in it. There are perhaps two 
basic reasons why I personally am interested in the pro-
gram. One is the challenge in a program like this, and the 
nearly unique opportunity to participate. The other is 
that it permits me to follow my professional objectives to 
some extent. The research work I had been doing, which 
relates to the study of the earth's atmosphere and iono-
sphere, is in a general area for which it would be very 
useful to have a man in space. 

Possible in-space experiments 

To do what kinds rfexperinlents, for example? 
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An interview with Dr. Owen K. Garriott, 
the first electrical engineer to be selected for 
scientist—astronaut training 

As one example, the intensity of the sun's rays in the 
ultraviolet spectrum, as they penetrate more and more 
deeply into the earth's atmosphere, might be studied 
from earth orbit with instruments on the spacecraft ob-
serving the intensity of various spectral lines. There are, 
of course, unmanned instruments doing just that, but 
there are many things that might be done better if a man 
were there to operate the instruments. 

In a lunar orbit, which offers more interesting aspects, 
all sorts of electromagnetic sensing would be possible. 
You could study radio transmissions from the earth re-
flected from the lunar surface. You could yourself trans-
mit and then receive echoes back from the lunar surface 
and study these as a function of position. Any number of 
new astronomical studies could be undertaken because 
you're beyond the atmosphere of :he earth. In the ultra-
violet and the infrared regions, you could undertake 
studies not possible from the earth's surface. You could 
study radiation from stars and from the rest of the solar 
system. 

Do you foresee much of a direct connection between 
your earthbound research and your role in space? 

I should imagine that the efforts of the scientist-

astronauts in the space program will be necessarily 
very much broader than the research that we have been 
doing in the past. For one thing, there are very few of us, 
at least so far, and there are experiments to be done over 
a very wide range. Therefore, we're going to have to 
educate ourselves and to train ourselves to perform 
experiments other than those that we have been doing 
here on the ground. This is one of the reasons why a 
general engineering-scientific background is of more 
relevance to the space program than the particular 
specialty we followed before. 

Do you feel that NASA at this point has a fairly 
clear idea of just how they are going to use you 
in this scientist-astronaut program, or do you think 
they are playing it by ear? 

I think "playing it by ear" is a reasonably close descrip-
tion of the way the situation is developing. That there is a 
need for individuals with scientific backgrounds seems 
pretty clear to everybody involved, but just how we will 
be worked into the program probably isn't. Nor is it by 
any means obvious to us precisely what is the best way 
for us to participate. 

On the proposal of space experiments* 

Are the scientist-astronauts going to have a hand 
in proposing experiments? 

Yes, we can propose experiments. If we do, however, 
we'll be on the same basis as any other experimenter— 
university, or industry, or otherwise. The proposals will 
have to be considered by NASA on the basis of their in-
dividual merits and then be accepted or rejected on a par 
with any other proposals. I hope that we do have time to 
generate some experiments ourselves, but most of the 
experiments we will be doing probably will be those pro-
posed by others. 

While on this subject, I should like to encourage re-
searchers—engineers, physicists, etc.—who conceive use-
ful experiments not to hesitate, but to propose them to 
NASA for evaluation. We are eager to see university, 
industry, and government agency proposals incorporated 
in the manned program. The participation of the scientific 
community has been very good in the unmanned space 
program, but I think it has been lagging somewhat in the 
manned program partly because the opportunities avail-
able simply have not been known. Now, things are be-
coming clearer, and NASA is anxious to push ahead in 
developing the best experiments possible for the manned 
program. 

* For a review of possible manned space experiments, see Scan-
ning the issues, page 124. 
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Background preparation 

There might be a number of our engineer readers who 

fOr the first time are thinking of themselves as poten-
tial scientist-astronauts. For their benefit, would you 
mind telling us something about your own back-
ground, and more about how you see the general 
requirements? 

As far as my own background is concerned, I became 
interested in engineering as a radio amateur; both my 
father and I are radio hams. Through that activity, my 
interest in electrical engineering was developed. 
I entered into research on the ionosphere almost by 

accident. When I left the navy after three years of active 
duty, I applied to Stanford for a research assistantship 
for graduate work. This application was accepted and 
I was assigned to a professor who was doing research on 
the ionosphere; this was Prof. Allan Peterson, who inci-
dentally is also a ham. He is one of the members of the 
Radioscience Laboratory; the professional staff at Stan-
ford in Radioscience are all members of IEEE and, for 
the most part, radio amateurs as well. In following re-
search of interest to Prof. Peterson and Prof. O. G. 
Villard, Jr., in this laboratory, my own interest developed 

along similar lines. As it happened, I was looking for a 
research topic at just about the time that Sputnik I went 

up, and it turned out to be very convenient to do my 
doctoral dissertation on the topic of ionospheric studies 
using radio transmission from satellites. Most of my re-
search since then has related to ionospheric studies using 
satellites, which of course again relates to the space 
program. 

In a general way, I don't see how electrical engineering 
could fail to be a very useful background for an individual 
who is interested in the space program. Almost everything 
related to spacecraft and to space communications comes 
back to electronics; an engineer's understanding of how 
things operate and function is bound to be of value. 

For instance, the electrical engineer may be better 
suited than many others to work on experiments that 
rely on electromagnetic sensors because he is more likely 
to have worked with radar, radiometers, radio receivers, 
and what not, and he has a better understanding of how 
they operate. With relation to moon projects, there will be 
geophysical observatories which will be basically elec-
tronic devices. These need to be installed, set in operation, 
tested, and perhaps left for remote operation. The radar 
studies on the lunar surface, the infrared and ultraviolet 
sensors, which rely on electronics, all fall into the area 
that electrical engineers could well handle. 

What about troubleshooting? 

How much actual troubleshooting, in terms of repair, 
there will be is still a question to be decided. There is 
probably little place for a soldering iron aboard a space-
craft. But, certainly, an understanding of the system 
operation is going to be a very valuable asset, as is the 
operation of the electronic equipment related to specific 
experiments. 

In general, the engineer whose talents and research ex-
perience are in as broad an area as possible, not only 
with electronic equipment but with other fields as well— 
geophysics, astronomy, physics, medicine, biomedical 
research—will be the one most likely to be of value in the 
space program. 

Yesterday, Professor Owen K. Garriott was doing iono-
spheric research at Stanford University. He is shown check-
ing radio signal recording at the satellite monitoring station 
on the "antenna farm." 

Physical training 

What other kinds of things should a potential scien-
tist-astronaut applicant think about? 

Certainly physical condition. I mention that first be-
cause that's something everyone can do something about. 
I think that a person who starts 12 months in advance of 
the time he expects to undergo a physical examination can 
really bring about an amazing difference in his physical 
condition. Personally, I think that running is one of the 
best exercises. It brings the whole body into action, and 
brings the heart and lungs, in particular, into top shape. 
It would be a mistake for anyone wanting to enter the 
program to overlook any extra physical conditioning he 
can do for himself. Several friends and I ran for some 
6 to 12 months, prior to the examination, on a track at 
the university. We had quite a good time doing it as well. 

Had you been running belbre you knew you were 
going to try filir the astronaut program? 

Not very actively. A person tends to get tied up in his 
other activities, and unless there is some little extra rea-
son or motivation, he's apt to slack off. I'd certainly 
kept active. I've participated in sports, but nothing very 
regularly until perhaps a year before my selection. 

Preliminary training 

II/hat about your actual training now? Do you expect 
to be given courses in the types of fields in which you 
have no prior acquaintance? 

I believe so, to the extent that we have to expand our 
background. There will have to be some instruction pro-
gram developed, or at least the opportunity for us to work 
with other specialists. These opportunities will presum-
ably be made for us. 

Do you get briefings on the experiences of the other 
astronauts? 

We haven't as yet. I hope and expect that we will. Soon 
after the announcement of our acceptance in the program, 
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Today, he is in training as a scientist-astronaut, getting 
prepared to go up and take a closer look at what he's been 
measuring for the past few years. 

we came to Arizona to learn how to fly jet airplanes. 
So our contact with the Houston group thus far has been 
rather slight. We assume that after we finish our jet 
training here, we will be working more fully with the other 
astronauts. 

Have you flown jets? 

No, t never have. That's the reason we're down here. 
Had I had substantial jet experience I would probably 
have gone straight to Houston as did two others of our 
group, Dr. Curtis Michel, who is a physicist, and Dr. 
Joe Kerwin, an M.D., who is a Navy Flight Surgeon. 
The others in our training group here are Dr. Edward 
Gibson, who worked in engineering physics at Aero-
nutronics, and Dr. Jack Schmitt, who was a geologist 
with the U.S. Geological Survey. You can see that we 
have a reasonable variety in our scientific backgrounds. 

Some subjective views 

Let's talk a bit more subjectively. Do you think you 
be very scared the first time up on a space 

mission? 

Perhaps it will not be substantially different from the 
first time a person flies a high-performance aircraft or 
from the first time he ventures into some entirely new 
environment such as descending far beneath the surface 
of the sea. I think that the first time you put yourself 
into a situation requiring some rather high level of per-
formance you're bound to feel extra tension, and to some 
extent this is good. I believe a man performs best under a 
certain degree of pressure, provided it is kept at the proper 
level. Considering the magnitude of the space job to be 
undertaken, I wouldn't expect any other than a normal 

reaction to this new situation. My experience is that under 
some pressure t do perform better, very definitely. 

Do you think there are many engineers du), given 
the chance, would think of becoming astronauts? 

I think many really would. If you ask a cross section 

taken at random you might find a majority who'd say, 
"No, that's the last thing in the world I'd ever think 
about." But, on the other hand, if you ask a cross section 
of individuals who might very well be qualified for this 
job, and who actually are given the opportunity, I think 
you'd find a much higher percentage who'd be quite 
eager to undertake the task. 

Do you find fdlow teachers and engineers envious? 

Some are, and would certainly jump at such an oppor-
tunity. In fact, I know some who applied for the program 

and, for one reason or another, had to be rejected, and 
they were quite disappointed. I know people in both 
categories: those who think that it's a silly idea and others 
who are envious and who would have liked the oppor-
tunity themselves. 

Hon, does your family feel about it? 

I think they do not feel unduly apprehensive. Naturally, 

my wife, as well as I, have considered the risks involved, 
but neither one of us believes that there is any excessive 
risk. 

Dr. Garriott, I understand that you are still trying 
to see two of your graduate students through their 
Ph.D.s, by commuting to Stanford, and even by the 
extraordinary means of ham radio. Do you regret 
leaving teaching? 

I do leave teaching with some reluctance. There have 
been both joyful and taxing aspects involved. I must 
admit that the preparation of lectures has always been a 

very tedious job for me but I've always enjoyed the actual 
teaching itself, and this I certainly will miss. However, 
although I am sacrificing some things, the opportunity 
ahead of me more than makes up for any sacrifice. And, 
of course, I could very well return to teaching again at a 
later time. 

To dig even further back for motives, do you feel 
that science fiction influenced you when you were 
very young? 

No, not at all, because I very seldom read science fic-
tion. It's not that I didn't enjoy it, but just that I never 
found much time for it. As far as it is concerned, t can say 
without any doubt that there was no influence. 

What types of missions would you like to go on? 

I would be very happy to participate in earth 
orbital missions as well as lunar missions. The scientist-
astronauts will not be integrated into the program in time 
to work into the Gemini flights. However, we will be in-
volved in Apollo programs and Apollo extension pro-
grams. These will involve not only earth orbital but lunar 
orbital and lunar landing flights, and I would be very 
happy to participate in any of these. 

Well, Dr. Garriott, I'm sure everybody in the IEEE 
wishes you the best of luck. Perhaps, one day, we'll 
all be envying you very much. 
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Correlative level coding 

for binary-data transmission 

Because of the growth in the quantity o data being transmitted 
over a limited number of communication channels, there is a pressing 
need for faster and faster systems. In addition to high speed, 
level-coded correlative techniques offer efficient bandwidth 
compression and effective error detection 

Adam Lender Lenkurt Electric Company, Inc. 

A new approach to binary-data transmission, termed 
correlative level coding, is presented, along with prac-
tical aspects based on research conducted during the 
past few years. Following a review of basic data-trans-
mission concepts and definitions, the author discusses 
the general form of the level-coded correlative tech-
niques, as well as the specific codes with and without 
carrier modulation. In the error-detection process, it 
has been found that with this type of system it is un-
necessary to introduce redundant digits into the origi-
nal data stream. 

With the advent of computers and data-processing ma-
chines there is a growing need for the transmission of large 
volumes of binary data over the presently available com-
munication channels. Simple binary transmission tech-
niques have been and are currently being used to carry 
most of the data. However, the speed capabilities of 
binary transmission systems are limited and insufficient to 
meet present-day high-speed data requirements. 
A logical extension of binary transmission, leading to 

higher speed, is the multilevel system, which uses more 
than two signal states; the principles were given by 
Nyquist as long ago as 1924. 1 Each signal level represents 

a group of n binary digits, rather than a single digit as in 
binary systems. The number of signal levels is 2", where 
n = 1 for binary systems. Multilevel systems have, in 
principle, n times the speed capability of binary systems 
at the expense of an increased number of levels. This 
implies greater sensitivity to noise and poorer error per-
formance. Moreover, multilevel systems require complex 
equipment. Nevertheless, experimentation on multilevel 
techniques has been extensive, 2-' and rather sophisticated 
systems have been developed. Since 1924, when Nyquist 
proposed multilevel techniques, progress has been slow in 
exploring other, perhaps more effective, data-transmission 

techniques. For this reason, new approaches have been 
sought so that more efficient digital communications, in 
terms of both performance and equipment, may be 
realized. Performance is usually judged in terms of speed 
in bits per second per cycle of available bandwidth, and 
the error rate is generally judged in terms of the average 
number of errors per bit in the presence of transmission 
impairments. 

Review of some data-transmission concepts 

A typical data-transmission system is depicted in Fig. 1. 
At the transmitting end the signal input consists of binary 
digits, all having equal duration T seconds, or, equiv-
alently, a speed of 1/T b/s (bits per second). The trans-
mission medium is a band-limited channel, and the re-
ceiver delivers a replica of the binary data in the form of 
binary 1's and O's or MARKS and SPACES. The simplest 
form of transmission is binary, where MARK and SPACE 
are represented by two states in the transmission chan-
nel—for example, by two different amplitudes of a single-
frequency tone or by two different frequencies or phases 
of a single-amplitude tone. 
Suppose we assume a binary signaling system that em-

ploys a pulse to represent a MARK and no pulse for a 
SPACE. Such a pulse, as shown in Fig. 2(A), is identified 
at the receiver by the sampling process, which examines 
the received waveform at regular intervals of T seconds. 
The decision as to whether the output signal is to be a 
MARK or a SPACE iS based on whether the waveform is 
above or below the slicing level at the sampling instant. 
The slicing level is set at a predetermined threshold, 
usually halfway between the steady MARK and the steady 
SPACE signal states. The instants of time at which the 
waveform intersects the slicing level represent the transi-
tion points from SPACE to MARK or vice versa. If un-
distorted, they are spaced exactly by T seconds, where 1/T 
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is the speed in bits per second. Distortion in the absence 
of noise, termed intersymbol interference, is caused by 
overlapping of the positive or negative overshoots of the 
past pulses into the time slot of the pulse being currently 
transmitted. Intersymbol interference is most significant 
at the sampling and transition instants. Suppose, for 
example, Fig. 2(A) is considered. The amplitude displace-
ment of a sampling point from the MARK condition in the 
direction of SPACE, due to intersymbol interference, would 
reduce the margin to noise and transmission-line impair-
ments. Likewise, transition points can be displaced from 
their correct time positions, in which case there is an in-
crease in time jitter of a train of pulses and a correspond-
ing reduction of tolerance to the timing imperfections in 
the clock-sampling pulses as well as to other transmission 
impairments. 
A useful concept in evaluating the intersymbol inter-

ference for a long, random train of pulses is the eye pat-
tern. It is formed by dividing a random pulse train, such 
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as in Fig. 2(B), into segments of, for example, three bits 
and by superimposing as many segments as possible 
over the same three-bit interval. Such an eye pattern, 
which appears in Fig. 2(C), can be obtained experimen-

tally by observing a random-pulse train on an oscillo-
scope synchronized externally with the clock pulses that 
drive the random data. Intersymbol interference can be 
evaluated in terms of the vertical and horizontal eye 
openings, which correspond to the sampling and transi-
tion instants respectively. These are shown in Fig. 2(C). 

The ratio of the actual opening to the maximum possible 
opening represents the degradation caused by the inter-
symbol interference in the absence of noise. 

Nyquist7 postulated two criteria for the elimination of 

intersymbol interference at the sampling and transition 
instants. The first criterion is that the zero crossings of the 
time axis, shown in Fig. 2(A), be equally spaced by T 
seconds to permit binary signaling at the rate of 11T 
b/s. This assures that at the sampling instant of any par-
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ticular pulse, the overshoots of all past pulses are zero and 
the vertical eye pattern will be a maximum. Such a condi-
tion is met by pulses representing the impulse response of 
an ideal, linear-phase, rectangular filter with a cutoff 
frequency of f, c/s; the binary speed is then 2f, b/s. The 
response of such a rectangular filter is the well-known 
(sin 27rfit)/27rft pulse, which has relatively large over-
shoots that fall off as 1 /t. As a result, the intersymbol in-
terference in terms of the horizontal eye opening would be 
exceedingly large and make such a system useless, apart 
from the fact that such a rectangular filter with linear 
phase is unrealizable. The second Nyquist criterion is that 
the times between the transition instants be equal—a 
condition that assures a perfect horizontal eye pattern. 
One way of fulfilling this criterion is to have 

f 
Y(f) = cos for 0 < f < (1) 

and zero elsewhere 

where Y(f) is the channel system function. In (1) the 
transmission at f = 1 is zero and binary signaling at the 
rate of 2f, b/s is no longer possible assuming, for ex-
ample, a steady on-off input, such as 10101010.... 
In fact, the vertical eye pattern would nearly collapse if an 
attempt were made to signal at 2fi b/s. If we wish to meet 
both criteria for binary signaling and to assure maximum 

A   A 

  Slicing level 

  Signal level 

o   o 

System with more 
than two levels 

Binary-
data 
input 

A 

[A] 

[BI 

[A] 

Coder 

[A] 

Binary 
system 

eye openings in the vertical and horizontal directions at 
the rate of 2f, b/s, one possibility is the cosine-squared 
low-pass filter, in which 

7rf 
A(f) = cos2 -- for 0 < f < 2f, (2) 

4f, 

and zero elsewhere 

The impulse response of this filter has axis crossings 
spaced at half signaling intervals. It should be noted that 
in terms of physical channels, a binary signaling rate of 
2f b/s per cycle of bandwidth would imply the use of a 
rectangular filter with a cutoff frequency of f c/s. This 
would not be possible. 
Although the cosine-squared filter with a bandwidth of 

2f, c/s permits distortion-free binary transmission at the 
rate of 2fi b/s, this statement is not true for the previously 
mentioned multilevel systems. The vertical eye opening 
remains relatively unaffected, but the horizontal eye 
deteriorates rapidly with the increasing number of levels 
because of the increased number of possible transitions 
between the levels. This is illustrated in Fig. 2(D) for the 
case of a four-level system, where each level represents 
two binary digits: 00, 01, 11, and 10. Inasmuch as there 
are four levels, actually three eyes exist: one between each 
pair of adjacent levels. For simplicity, only the topmost 
center eye is presented in detail. The vertical opening is 
still near a maximum as in the binary case, but the hori-
zontal eye opening at the slicing level is only a fraction of 
the digit duration T seconds, which corresponds to the 
maximum possible opening. Such a reduction in the 
horizontal eye opening is a measure of the deterioration 
of the signal. It is apparent that the primary contributors 
to this deterioration are the transitions between the ex-

Fig. 3. Approximate noise penalty for a system in 

which there are more than two levels. 

Fig. 4. Level-coded correlative system. A—General 

system diagram. B—Input-output relationship of 

elementary coder with corresponding waveforms. 
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treme levels 0 and 3, while the transitions between ad-
jacent levels such as 2 and 3 do not affect the horizontal 
eye opening at all. Such intersymbol interference in terms 
of horizontal eye opening is inherent in multilevel systems 
and is irreducible. For comparison, in a class of level-
coded correlative systems, where energy is redistributed 
in such a manner that it is concentrated at low fre-
quencies, only transitions between adjacent levels are 
permitted. As a result, the intersymbol interference is 
often smaller than in multilevel systems. 

Since multilevel and level-coded correlative systems 
employ more than two levels, they incur a noise penalty 
with respect to binary systems. Although exact calcula-
tions of such penalties are complicated and often cumber-
some, there does exist a quick method of finding an ap-
proximate value. In Fig. 3 both types of systems are 
shown. Assuming an equal peak voltage of A volts for 
both cases, the noise penalty is merely the ratio of the 
distances between any signal level and the adjacent slicing 
level for the two systems. The corresponding distances 
are D„, = Al2(b — 1) for a h-level system and Db = Al2 
for binary. Consequently, the approximate noise penalty 
in dB of a b-level system relative to a binary system is 
20 log10 D1,/D,,, = 20 log10 (b — 1). 

The general form 
of a level-coded correlative signal 

The common characteristic of existing multilevel codes 
is the absence of correlation between the levels. Lack of 
correlation implies that in the coding process at the trans-
mitter every possible combination of a group of n binary 
digits is associated with one and only one particular level, 
regardless of the past history of the multilevel waveform; 
again, at the receiver this particular level is identified with 
the same specific group of binary digits. Attention has 
been directed to the possibility of utilizing discrete 
signaling levels that would be correlated in the process of 
generating such levels and yet be treated independently in 
the detection process.8 Unlike the situation in multilevel 
systems, each level in a system with correlated levels rep-
resents only one binary digit: MARK or SPACE. Here corre-
lation between the levels implies that, in the coding 
process at the transmitter, each MARK (or SPACE) is as-
sociated with one of several predetermined levels and 
the choice of a particular level depends upon the past 
history of the signal. However, at the receiver each level 
can still be uniquely associated with MARK or SPACE with-
out examining the past history of the waveform. Owing to 
the coding process of the transmitter, the signal has in-
herent correlation properties at the receiver. These 
properties can be used to detect errors without the neces-
sity of introducing redundant digits into the input binary 
data at the transmitter. 

Generation of a signal with correlated levels permits 
overall spectrum shaping in addition to individual pulse 
shaping. It is, for example, possible to redistribute the 
spectral energy so as to concentrate most of it at low fre-
quencies or, alternatively, to eliminate any energy at low 
frequencies. In certain instances, bandwidth compression 
can be applied to physical channels with a gradual cutoff 
as opposed to the strict Nyquist sense of nonphysical 
rectangular transmission channels. The fundamental char-
acteristic of such techniques is that the level-coded signal 
states are correlated, and therefore they have been termed 
correlative. 

Let a binary messages at point [A] of Fig. 4(A) with two 
signaling levels (MARK and SPACE) be transformed into a 
signal at point [C] with h signaling levels numbered con-
secutively from zero to (b — 1), starting at the bottom. 
All even-numbered levels are identified as SPACE, and all 
odd-numbered ones as MARK (or, equally well, the other 
way around). Both the original message and the level-
coded signal have an identical digit duration of T seconds. 
The binary message is transformed into the level-coded 
correlative signal in two steps. In the first step, the original 
sequence at [A], consisting of independent MARKS and 
SPACES, is converted into another binary sequence in such 
a manner that at [B] a group of (b — 1) consecutive digits 
represents a MARK at [A] if it includes an odd number of 

binary 1's, otherwise the group represents a SPACE. The 
binary sequence at [B] has exactly the same bit speed as 
the sequence at [A]. However, its binary digits are cor-
related over a span of (h — 1) bits. Suppose b = 5 levels 
and the sequence at [A] is MMSMSS (where M and S 
stand for MARK and SPACE respectively); then a group of 
four bits represents each M or S. A possible sequence at 
[B] is 000101100. Here, for example, the first four bits 
(0001) represent M, the second through fifth (0010) 
represent M, the third through sixth (0101) represent S, 
and so on. Following a similar coding rule, an elementary 
coder with corresponding waveforms is shown in Fig. 
4(B) for b = 3, with a correlation span of two digits. 
When h = 2k-f- 1, with k an integer, a cascade of (h — 2) 
such elementary coders can provide the desired binary 
transformation. 

The second transformation step in the block diagram 
of Fig. 4(A) involves the conversion of the binary se-
quence at [B] (in which 1 and 0 no longer represent MARK 
and SPACE) into the level-coded sequence with b levels. 
This conversion is accomplished by forming the digit 
sum of successive groups of (b — 1) consecutive digits of 
the sequence at [B]. Since only the binary l's contribute 

to the digit sum, an odd-numbered level representing a 
MARK will result if the number of l's in a group of (b — 1) 
digits is odd, and similarly for even-numbered levels rep-
resenting SPACES. Using the previous example, 0001 mid 
0010 will result in level one, each representing a MARK, 
and 0101 in level two, representing a SPACE, etc. One re-

sult of the level conversion process is that SPACES and 
MARKS at [A] correspond uniquely to the even- and odd-
numbered levels respectively at [C]. Therefore, in spite of 
the correlation properties, which span over (b — 1) digits, 
each level-coded digit of the waveform at [C] can be 
independently identified at the receiver as MARK or 
SPACE. The primary consequence of such properties is a 
redistribution of the spectral density of the original 
binary sequence at [A] into energy compressed near low 
frequencies for the new level-coded sequence at [C]. 
For example, when MARKS and SPACES are equally likely 
at [A] and represented by rectangular binary pulses of 
unit height in Fig. 4(A), the redistribution of energy at 
[C] corresponds to the scaling down of the spectral 
densities in the frequency domain by a factor (b — I), 
where h represents the number of levels at [C]. This "scal-
ing down" effect is reflected in the following two ex-

pressions, which give the spectral densitiess at points [A] 
and [C] respectively: 

T (sin W1(f) win ' 

4\ Ira' 
(for binary) (3) 
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[A] 

S 

3 

[C] 

2 

(b — 1)2T [sin (b — 1)711 2 
WAD = 4 L (b — 1)117" — (for level-coded) 7  

(4) 

The approximate noise penalty for the b-level system 
relative to binary is 20 logio (b — 1) dB, as previously in-
dicated. Such a system has been implemented for the 
case of b = 5, with the level conversion process accom-
plished by means of a low-pass filter to approximate the 
digit sum. Figure 5 shows experimental waveshapes, with 
letter designations corresponding to the points in Fig. 
4(A). The intersymbol interference, particularly in terms 
of the horizontal eye pattern, is inherently small, since the 
only possible transitions in two successive digit-time 
slots in a level-coded system occur between the adjacent 
signaling levels. 
The level-coded correlative technique described pre-

sumes equal weighting for each bit in forming the digit 
sum to generate the odd and even levels. A suggested 
variation in this procedure9 leads to different forms of 
spectral reshaping of binary transmission if weighted co-
efficients are attached to each of the (b — 1) digits com-
prising the digit sum. In another proposed scheme,1° the 
SPACE condition corresponds to the same level as the pre-
vious digit, whereas the MARK condition corresponds to 
the advancement of a level by a single step. A series of 
MARKS would cause steady advancement in one direc-

Fig. 5. Typical level-coded correlative five- level 

experimental waveforms, at a speed of 4800 b/s. 

Top—Data pattern. Bottom—Eye pattern. 

Input MMSSSMSMMSMMMMSS 

Output 3322234332111122, etc. 
Odd—numbered levels represent MARK (M) 
Even—numbered levels re resent SPACE (S) 

[c] .1171-1111811 llige1/11..1." 

tion—up or down—until one of the extreme levels is 
reached, and then in the opposite direction; a single-step 
advancement always corresponds to a single MARK. In 

this process a one-to-one correspondence between any 
particular level and MARK or SPACE no longer exists. 
To provide a better insight into the characteristics and 

usefulness of the level-coded correlative techniques, the 
following few sections will concentrate on the various 
properties of specific codes, both with and without carrier 
modulation. 

The baseband duobinary process 

The duobinary process" is a level-coded correlative 
technique with three levels (b = 3), where "duo" indicates 
doubling of the bit capacity of a simple binary system. 
Its most significant property is that it affords a two-to-one 
bandwidth compression relative to binary signaling; or 
equivalently, for a fixed bandwidth, it has twice the speed 
capability in bits per second compared with a binary sys-
tem. The same speed capability for a multilevel code 
would require four levels, each of which represents two 
binary digits. The approximate noise penalties of the four-
level and three-level systems relative to a binary system 
are 9.5 dB and 6 dB, respectively, in accordance with 
Fig. 3. 
The essence of the duobinary process is best understood 

by reference to Fig. 6. Suppose a low-pass filter having a 
bandwidth of 2J; c/s is assumed, with impulsive response 
h(t) sketched as either of the three pulses in Fig. 6. Binary 
signaling on an impulse or no-impulse basis to represent 
MARK and SPACE, respectively, is possible by sending im-
pulses at intervals indicated by the time position of 
pulse number 3 relative to 1 and assuming for a moment 
that pulse 2 is absent. Such a rate would be 2f, bits per 
second as in the case of the cosine-squared filter pre-
viously discussed. The intersymbol interference would be 
small, since the overshoots of h(t) fall off as 1/12. Suppose 
now the bit rate is doubled so that 41; bits per second are 
sent over the same filter with bandwidth 2/;. This process 
is depicted by adding pulse 2 halfway between pulses 1 
and 3. 

If we assume sampling instants at times — 3, — 1, + 1, 
+3, etc., three distinct and equally spaced levels will re-
sult, rather than two as before. This may be observed, for 
instance, in the case of the specific instant of time t = 
+1. When neither pulse is present, the amplitude is zero; 
with only pulse 1 present, half of the amplitude is ob-
tained as compared with the amplitude when both pulses 
1 and 2 are present. Pulse 3 as well as any successive pulses 
are zero at t = + 1. A similar argument applies to all in-
stants of time represented by odd integers; that is, only 

two successive pulses and no other pulses can contribute 
to the formation of the three levels 0, 1, or 2. If we assume 
that the new three-level signal is sampled at these particu-
lar instants of time, no intersymbol interference will result 
and the vertical eye opening will be maximum. There will 
be some intersymbol interference at the instants of time 
represented by even integers. However, because of small 
overshoots of h(1), the horizontal eye opening will be 
negligibly affected. 

The three levels are numbered 0, 1, and 2, starting from 
the bottom. In accordance with the previous convention, 

the extreme or even levels (0 and 2) represent SPACE and 
the center or odd level represents MARK. The steady SPACE 
condition results when either no impulses or a steady 
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Fig. 6. Superposition of low-pass filter responses. 

stream of impulses at the rate of 4fi bis are sent; the latter 
implies that pulses 1, 2, 3, and all other pulses would be 
present. The steady MARK condition results when only 
every other impulse is sent, corresponding to pulse re-
sponses 1, 3, etc., and the absence of even-numbered 
pulses in Fig. 6. The net effect of inserting additional 
pulses, such as pulse 2 in Fig. 6 to double the bit rate, 
can be regarded as a deliberate introduction of inter-

symbol interference at times — 3, — 1, + 1, + 3, etc. 
This interference is quantized and interpreted in terms of 
the original data input. 
The actual experimental duobinary process for a 

random input of MARKS and SPACES, along with the cor-
responding waveshapes, is shown in Fig. 7(A). In the base-

band mode (no carrier modulation), the speed is 4f, 
b/s, and a low-pass conversion filter is employed with 
cutoff frequency at 2/i c/s. The same filter accommodates 
binary digits at the rate of 2f, b/s. Waveform [C] indicates 
that in spite of the correlation properties, which span 

over each two successive digits, MARKS always appear at 
the center level and SPACES at the extreme levels, thus as-
suring that each digit can be independently detected at the 

receiver without resorting to the past history of the wave-
form. However, owing to these correlation properties, the 
waveform at the sampling points, indicated by the heavy 
dots at [C], follows a set of predetermined rules: Two suc-
cessive SPACES (at the extreme levels) always have the 
same polarity if the number of intervening MARKS is 

even; otherwise their polarities are opposite. The result of 
the transformation from [A] to [C] is the redistribution of 
the spectral density of the original binary data into a 
highly concentrated energy density at low frequencies. 
Such a redistribution in the baseband process could also 
be accomplished in a strictly digital manner from [B] 
to [Cl in Fig. 7(A). For example, the low-pass conversion 
filter in Fig. 7(A) could be replaced by a unit delay equal 
to one digit slot; next, the waveform [B] would be alge-
braically added to its delayed version, resulting in three C 
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levels at [C]. In this way the binary data are converted prior 
to carrier modulation and transmission. In both cases 
spectral reshaping takes place; however, only the analog 
conversion process can be arranged to constitute an 
integral part of carrier modulation and transmission. In 
the last case a strictly binary type of carrier modulation is 
carried out before bandpass filter conversion, as shown in 
the block diagram of Fig. 7(B). Here, a definite trans-
mission benefit accrues in the sense that the data are com-
pressed into a well-defined band narrower than the origi-
nal binary pulse train. For the strictly digital method of 
conversion, this compression is not possible and merely 
spectral redistribution of energy takes place. The digital 
method of conversion into the level-coded correlative 
signal is always possible. This is not the case for the 
analog method, and therefore not all types of level-coding 
lend themselves to conversion after carrier modulation. 
An interesting aspect of the duobinary process is 

demonstrated when the intersymbol interference criteria 
are considered in relation to binary and multilevel sys-
tems. All three systems were compared on the basis of 
identical bandwidths of 2fi c/s in the absence of noise. 
The binary speed was 21; b/s and duobinary and multi-
level (four-level in this case) speeds were 41; b/s. The cor-
responding eye patterns appear in Fig. 8. As expected, 
vertical and horizontal eye openings for the binary sys-
tem are nearly perfect. Similar criteria indicate that 
duobinary has only a slight deterioration, primarily be-
cause the only transitions permitted are those between the 
adjacent levels. Finally, the vertical eye opening in the 
four-level pattern is reasonably good but the horizontal is 
considerably impaired. In this example binary transmis-
sion by the level-coded correlative technique (duobinary) 
is clearly superior to the four-level multilevel system, 
both from the point of view of noise penalty—due to an 
increased number of levels—and from the point of view 
of the intersymbol interference. The bit speed is identical 
in both cases. 
Some interesting level-coded processes take place when 

the conversion process is integrated with carrier modula-
tion and transmission. Two such processes are discussed 
in the following sections. 

The three- level AM-PSK 

process with envelope detection 

The three-level correlative baseband technique de-
scribed in the previous section is suitable for any type of 
carrier modulation. However, a rather interesting signal 
characteristic results from the unique combination of this 
technique with AM-PSK modulation."2 In AM-PSK 
modulation the carrier is amplitude modulated (AM) as 
well as phase modulated in a binary manner. Such a type 
of phase modulation is usually referred to as phase shift 
keying (PSK) to denote the discrete phase reversals of the 
carrier. Suppose the center MARK level of the duobinary 
signal is represented by the absence of carrier, the upper 
SPACE level by a constant-amplitude carrier, and the bot-
tom SPACE level by the same carrier reversed by 180°. 
The key point is that this process is completely analogous 
to the baseband duobinary process described in the pre-
vious section, except for carrier modulation. There is a 
180° reversal of the carrier if the number of intervening 
MARKS (in this case represented by the absence of carrier) 
is odd; otherwise there is no reversal. The very fact that 

the waveform has carrier phase reversals that follow pre-
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determined duobinary rules compresses the bandwidth 

(as in the baseband duobinary case) by a factor of two 
compared to a simple on-off AM, where no carrier rever-
sals take place. In view of the fact that in the AM-PSK 
system the presence of the carrier in either phase repre-
sents a SPACE condition, there is no need at the receiver to 
distinguish between the phases to identify a SPACE. 
Consequently, the demodulator at the receiving end is ar-
ranged to disregard phase reversals and to detect only the 
envelope of the carrier. The AM-PSK duobinary system 
has two carrier amplitude states, and yet it requires only 
one half the bandwidth of a conventional on-off AM 
system. Conversely, for a fixed bandwidth, the AM-PSK 
duobinary system has twice the bit capacity of a conven-
tional binary AM system. In fact, there is a 3-dB noise 
advantage over straight binary AM, since an AM-PSK 
duobinary system still has two amplitude levels but re-
quires only half the bandwidth. 
The entire AM-PSK process and the corresponding 

block diagram are shown in Fig. 9. The elementary coder 
again converts the original binary sequence at [A] into a 
binary sequence with correlation span of two digits at [ B]. 
Carrier modulation with 180° phase reversals is accom-
plished in a strictly binary manner and follows the rever-
sals of waveform [B]. Although any number of carrier 
cycles per bit are possible, for this particular case there is 
only one cycle per bit. The conversion process of wave-

Fig. 11. The three- level process with dual characteristics. 
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form [C] is accomplished by a filter that is a bandpass 
version of the low-pass filter shown in Fig. 6, and centered 
at the carrier frequency. In a practical system the sym-
metrical bandpass filter has 3-dB points at ±fl c/s, and 

25 dB or more loss at and beyond ± 2f1 c/s from the car-
rier; the speed is 4f, b/s. The net effect of the conversion 
filter is to add the waveforms at [C] in each two successive 
time slots, resulting in the on-off signal with phase rever-
sals at [D]. The processing of such a signal at the receiver 
follows the conventional routine of envelope detection, as 
indicated in Fig. 9, and is self-explanatory; obviously, the 
phase reversals are completely ignored. The waveforms of 
the actual system, along with the binary eye pattern for a 
random-data input, are shown in Fig. 10. The letter desig-
nations correspond to those in the block diagram of Fig. 
9. It should be emphasized again that inasmuch as the 
conversion process in the system described is accom-
plished after the carrier modulation, there is a two-to-one 
bandwidth compression relative to the conventional binary 
AM system. 

The three-level signal with dual properties 

Here we consider an unusual duobinary process again 
in conjunction with phase modulation of a carrier in 
which the resulting signal has dual properties such that 
the original information can be recovered either by non-
coherent FM detection or by differentially coherent 
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phase detection, depending upon the characteristics of the 
transmission medium. Being inherently duobinary, the 
signal again affords two-to-one bandwidth compression 
compared with binary systems. 
The salient characteristic of this signal" is that the 

waveform has one of the three possible frequencies in 
each digit time slot as well as one of the four possible 
phases at the transition points between the digits. The 
three-level duobinary waveform can be extracted at the 
receiver either from the frequencies or from the phases at 
the digit transition points. The processing of the original 
binary message is shown in Fig. 11. It begins with digital 
coding using two elementary coders. The correlation 
property of the waveform at [C] is such that each bit de-
pends not upon the previous digit, but upon the second 
digit back. For example, the first and third bits at [C] 
have an odd number of binary 1's and correspond to 
MARK in position 3 at [A]. Next, the second and fourth 
bits at [C] have an even number of l's and correspond to 
SPACE in position 4 at [A], and so on. Carrier modulation 
with zero and 180° phases is governed by the reversals of 
the waveform at [C]. Again, the number of carrier cycles 
per digit slot is immaterial, but for simplicity only one 
carrier cycle per bit is shown at [D]. The resulting signal at 
[D] has two symmetrical sidebands. Finally, a bandpass 
conversion filter passes only one sideband—either the 
lower or the upper. The bit speed, the shape, and the 
bandwidth of the bandpass conversion filter are exactly 
the same as in the AM-PSK system discussed in the pre-
vious section, but the center frequency of the filter is no 
longer at the carrier frequency. In expressing the rela-
tionship between the carrier frequency and the center fre-
quency of the filter, it is convenient to use the bit duration 
T seconds, where 1/T is the speed expressed in bits per 

second. The 3-dB and 25-dB points of the single-sideband 
filter are 1/2T c/s and 1/T c/s apart respectively. The posi-
tion of the center frequency fs of the bandpass filter is 
given by 

2k ± 1  
—  4T c/s (5) 

where plus is for the upper and minus is for the lower 
sideband, and k is an integer > 2 that represents the num-
ber of half cycles of the carrier per bit. The carrier fre-
quency is 

= 2T 
c/s (6) 

Each time slot of the resulting upper or lower side-
band signal at [E] in Fig. 11 contains one of three clearly 
distinguishable and equally spaced frequencies as well as 
one of the predetermined phases at the transition points 
between the time slots. The center frequency is the same as 
in (5) and the extreme frequencies are (l; ± 1/4T) c/s. 
For the particular case shown in Fig. 11, k = 2 and the 
bandpass filter is upper sideband, corresponding to the 
plus sign in (5). The three equally spaced frequencies in 
Fig. 11 are expressed in terms of T, and their possible 
phases at the transition points are indicated. These three 
distinct frequencies have a one-to-one correspondence 
with the original binary data at [A]; that is, frequency h, 
corresponds to MARK and ft and fi. to SPACE. Because of 
the dual properties of this signal, the same MARK and 
SPACE information is also contained in the phases at the 
transition points between the time slots in differential 
form between each two successive digits. Consequently, 
the original message can be recovered at the receiving end 

Fig. 12. Receiver waveforms for three-level process with dual characteristics. Speed: 
2400 b/s. Line frequencies: 3600, 4200, and 4800 c/s. Fixed pattern: 100011101011. 
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by two different methods, as depicted in the block diagram 
of Fig. 11. 

Treating the waveform as an FM signal, any conven-
tional noncoherent FM receiver with frequency or pulse-
counting discriminator will convert the incoming carrier 
wave into the duobinary waveform. Because of its four-
phase characteristic at the digit transition points, the 
same waveform can also be processed in a differentially 
coherent phase receiver. This involves the multiplication 
of the incoming signal at [E] by a replica of itself delayed 

by T seconds, which corresponds to a single-bit interval; 
the output of the product modulator through a low-pass 
filter yields exactly the same duobinary waveform as given 
by noncoherent FM detection. Both of these methods re-
construct the original data input; but whether one or the 
other, or both processes simultaneously, are employed 
will depend upon the characteristics of the transmission 
medium. 
A striking example of the process depicted in Fig. 11 

appears in experimental form in Fig. 12. Signal [F] repre-
sents the output of a pulse-counting FM discriminator in 
the form of narrow pulses occurring at the zero crossings 
of the incoming wave [E] in Fig. 11; signal [H] is the out-
put of the product modulator in the differentially coherent 
phase receiver after the same wave is processed. These 
signals—[F] and [HI--hardly resemble each other, yet 

they contain the same information and, moreover, pro-
vide nearly indistinguishable output waveforms [G] and 
[K], after passing through identical low-pass filters. The 
waveforms [G] and [K] are, of course, duobinary, with 
the MARKS situated at the center and the SPACES at the ex-
treme levels. 

Three- level correlative process 

with a small low-frequency content 

As stated before, level-coded correlative techniques 
permit redistribution of the energy of a binary pulse train 
consisting of MARKS and SPACES. In the previous examples, 
the spectrum shaping was such that most of the energy 
was concentrated at low frequencies—as, for example, in 
the duobinary process. The purpose of this section is to 
demonstrate a case in which the level-coded correlative 
method is employed to eliminate the zero-frequency com-
ponent and leave only a small amount of energy at low 
frequencies. 
A significant characteristic of this kind of signal is 

that, like the duobinary waveform, it still affords two-to-
one bandwidth compression relative to the binary system 
and has only three levels. For that reason the technique 
has been termed "modified" duobinary." 
A block diagram, along with the corresponding wave-

shapes, is shown in Fig. 13. The encoding process in-

Fig. 13. Block diagram and waveshapes for modified duobinary technique. 
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volves two elementary coders and is similar to that for the 

signal with dual characteristics previously discussed. 
Each bit in the waveform at [B] in Fig. 13 is correlated 
with the second bit back, rather than with the previous 
bit. The conversion process shown in the baseband form 
is carried out through a filter with bandwidth of 2f, 

c/s, as shown in Fig. 13. The zero-frequency component is 
eliminated and the energy is centered at a frequency of 

c/s. It is important to note that the signaling rate is 
41; b/s, as compared with 2f, b/s for a binary system hav-
ing the same bandwidth. The resulting waveform at [C] 
has several interesting characteristics: There is a one-to-
one correspondence of each sampling point (indicated by 
a heavy dot) with the original data at [A]; in addition, 

MARKS are always at the extreme levels and SPACES at the 
center level, so each digit can be identified independently 
at the receiving end. The modified duobinary signal has 
three levels, just as the duobinary, and therefore the ap-
proximate noise penalty relative to the binary system 
would appear to be the same as for duobinary. This 
point, however, must be qualified. As shown at [C] of 
Fig. 13, the modified duobinary signal permits all pos-
sible transitions between the levels; for example, from 
one extreme to the other. This causes irreducible inter-
symbol interference (just as in the multilevel case pre-
viously discussed), affects the horizontal eye opening, 
and somewhat reduces the margin to impairments as 
compared with the duobinary mode of transmission. The 
vertical eye opening is relatively little affected. 
As would be expected, owing to its correlation proper-

Fig. 14. Error detection without redundant digits. 
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ties, the modified duobinary signal follows a predeter-
mined set of rules. These rules can easily be deduced by 
grouping all the successive MARKS in pairs and assigning 
the pair number to each MARK as shown below the wave-
form [C] in Fig. 13. A MARK bearing number 1 in a pair of 
two successive MARKS always has the opposite polarity 
relative to the previous MARK—which, of course, carries 
number 2. The polarity of the MARK that has number 2 
relative to the previous MARK bearing number 1 is 
governed by the set of odd and even rules as in the duo-
binary case. Thus, if the number of intervening SPACES 
between a pair of MARKS numbered 1 and 2 is even, their 
polarities are identical; if not, their polarities are opposite. 
This statement is easily verified for the waveform [C] 
in Fig. 13. 
Such rules—or more generally, the correlation proper-

ties of the level-coded correlative signals—permit the 
detection of errors. Error detection should not be con-
fused with correction of errors. Error detection implies an 
indication (a pulse, for example) at the receiver that an 
error or errors occurred; however, there is no identifica-
tion of the time location of the error. An error occurs 
when MARK iS changed to SPACE, or vice versa, due to 
noise or any other transmission impairments. If the time 
location of the error were known, then error correction 
could be accomplished, since only binary values (1 or 0) 
are involved. Conventional systems employ redundant 
binary digits inserted into the binary data streams at the 
input to the transmitter shown in Fig. 1 to detect errors at 
the receiver. One of the key points of the level-coded 
techniques is that such redundant digits are not neces-
sary, yet most of the errors are detected. Such a system 
can be employed for retransmitting erroneous data 
blocks, monitoring the state of the transmission medium, 
or merely discarding erroneous messages. 

Error detection in level-coded 

systems without redundant digits 

As described earlier, a b-level coded time function has 
correlation properties extending over (h — 1) digits. These 
properties are not utilized in the signal detection but 

can be employed to check pattern violations without 
introducing redundant digits into the original binary 

message. Such violations may result in errors, which are 
easily detected. Although error detection without redun-

dant digits is possible in level-coded correlative systems 
with any number of levels,s the principle is best illustrated 
in the case of a three-level duobinary system. Here ad-
vantage is taken of the predetermined rules, namely that 
two successive SPACES (represented by either of the ex-
treme levels) have the same polarities if the number of 
intervening MARKS is even; otherwise their polarities are 
opposite. The essence of the error-detecting process is a 
two-state memory device, which counts only the inter-

vening MARKS and predicts the polarity of each SPACE 
following the last intervening MARK. Whenever there is 
disagreement between the prediction and the actual 
polarity of the SPACE, an error indication is given. At the 
same instant of time the binary memory device is reset to 
its correct state so that the detection process can start all 
over again. 

Figure 14 shows the original waveform composed of 
MARKS and SPACES at [A] and its corresponding duobinary 
signal at [B]. Heavy dots indicate the sampling instants, 
and the MARK decision zone is represented by the shaded 
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area. Should the duobinary waveform be in this zone at 
the instant of sampling, a MARK decision will be 
made; otherwise, there will be a SPACE decision. Next, 
the same waveform is shown at the input to the 
receiver at point [C], with a single error in the bit posi-
tion 4. Since the waveform is in the MARK decision zone at 
the sampling instant, the receiver output will be MARK, 
whereas the original data input at [A] was SPACE in the 
same bit position. This error will be detected as soon as 
one of the extreme levels is reached and a comparison of 
the wave and the binary memory device is made. 
The polarities of the extreme levels are indicated in 

[D]. The bistable memory device at the receiver, shown at 
[E], switches its polarity every time a MARK (or the center 
level) is present at [C]. The starting point is the bit posi-
tion 1, where an agreement is assumed between [D] and 
[E]. Since the bit position 2 at [C] is MARK, the memory 
device at [E] changes state to positive and predicts that, 
if the next digit in position 3 is a SPACE, it should have a 
positive polarity at [C]. Since this is true, there is an 
,agreement between [D] and [E] in bit position 3 and 
nothing happens. Next, the waveform [C] indicates a 
MARK in bit position 4, so there is a change of state at 
[E]. The implication is that a potential SPACE in bit posi-
tion 5 should be negative. Here there is a disagreement 
between [D] and [E], and an error indication at [F] ap-
pears in the same time slot. At the same time, the memory 
device at [E] is reset to its correct state so that the process 
may start all over again. 

It should be noted that the actual error occurred in the 
time slot 4, whereas the error indication was given later. 
Thus, although the error was detected, it cannot be cor-
rected, since its time location is not identified. Any errors 
that violate the odd and even rules will be detected. For 
example, all bursts of odd numbers of errors in the 
MARK condition will result in an even number of MARKS 
between SPACES of opposite polarity, or in an odd number 
of MARKS between SPACES of the same polarity. If this 
should happen, the predetermined rules would be violated 
and the errors would be detected. Finally, the effective-
ness of error detection increases with the correlation span 
of the level-coded digits. 

Conclusions 

The fundamental property of level-coded correlative 
techniques is the correlation between the digits introduced 
in the process of coding. Signals of this type permit 
spectral reshaping of the energy of the original binary 
data and are suitable for transmission over channels with 
gradual cutoff characteristics. Such waveforms can easily 
be generated with or without zero and low-frequency 
components. In some instances it is possible to achieve 
more efficient bandwidth compression than with the con-
ventional multilevel techniques. For example, the three-
level codes presented here have the same speed capability 
as four-level conventional multilevel codes and, at the 
same time, much less intersymbol interference, thus allow-
ing greater margin to noise and transmission impair-
ments. 
Combinations with binary carrier modulation result in 

signals with remarkable properties. The AM-PSK sys-
tem described has twice the speed capability of the con-
ventional binary on-off AM system without incurring any 
noise penalty. In another mode of operation a signal with 
dual characteristics results, permitting recovery either by 

an FM noncoherent or by a differentially coherent phase 

process, the choice being decided by the properties of the 
communication medium. Such a signal also affords a 
two-to-one bandwidth compression relative to binary 
systems. 

The correlation properties of the level-coded waves, 
representing the binary message, can be used to detect 
errors without introducing redundant digits into the 
original data stream. Finally, the equipment implementa-
tion of the techniques presented is relatively straight-
forward and simple, comparable in complexity to the 
ordinary binary systems. As a matter of fact, many sys-
tems of the type described in this article are currently in 

operation over voice and broadband channels—such as 
cable, carrier (including microwave), and high-frequency 
radio. 

The signal design of level-coded correlative codes rep-
resents virtually a virgin field in digital communications. 
Of particular interest for future work are new and uncon-
ventional treatments of carrier modulation integrated 
with level coding to arrive at high speeds with less noise 
penalty than presently possible. Some of this work is now 
being carried out and will be published shortly. Finally, 
it should be pointed out that as the number of levels is in-
creased in binary level-coded correlative techniques, in-
tersymbol interference increases, as one would expect, and 
thus some practical difficulties are presented. It may, 
therefore, be potentially profitable to investigate other 

related areas, such as nonbinary level-coded correlative 
techniques. 
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Search methods used with 

transistor patent applications 

Today's ever-expanding technology means an ever-increasing 
number of patent applications, which complicates the patent examiner's 
life. The effectiveness of two of his tools—manual and mechanized 
search methods—are compared as used in the transistor art 

June Roberts Cornog National Bureau of Standards 

Herbert L. Bryan, Jr. U.S. Patent Office 

As the world has become more technically oriented, 
the number of patent applications has been increasing 

also—too rapidly for the Patent Office to assimilate 
them comfortably with current techniques. When an 
application for a patent is received, it must be eval-
uated as to novelty by a specialist who searches the 
prior art for similar patents. Previously, all such 
searches were done manually, which meant that the 
examiner had to rely entirely on his knowledge and 
experience. In an effort to remedy the situation the 
Office has instituted mechanized search methods. 
In order to ascertain the differences in patterns of 
thinking associated with manual and mechanized 
searches, a study was carried out in which a patent 
application in the transistor art was searched both 
manually and by a mechanized method. The mech-
anized search in this case permitted more patents to be 
analyzed more quickly but, being completely literal, 

it does not allow for hunches or browsing. 

During the last decade, the United States Patent Office 

has been finding itself in an increasingly difficult position. 
The rapidly expanding world technology has produced in-

ventive ideas at an uncomfortable rate. The number of 
applications for patents, as well as of patents granted, 
is continuously rising; to date some 3 000 000 patents 
have been issued, with an increase of 60 000 every year. 

Classification of patents into categories so they may be 
filed, and located, by subject matter is more difficult than 
it would seem at first glance—inventions are inventions 
because they are new, and the fitting of new ideas or con-
cepts into old classifications often means that the cate-
gories must be stretched to include unlikely patents. 
When an inventor or designer has what he believes to be 

a patentable idea, he and his patent attorney draft an 

application for a patent on the invention. The application 
includes a specification, which usually consists of a gen-
eral background and description of the inventive idea and 
appropriate examples of its use; a statement of claims 
over areas covered by the idea; and drawings, if neces-

sary. The application for a patent is then submitted to 
the Patent Office where an examiner, who is a specialist 
in the particular art, reads and evaluates it. The examiner 
then searches the prior art—previously issued U.S. and 

foreign patents, scientific literature, etc.—to determine 
whether the claimed invention is novel and not obvious. 
The examiner and the patent system are governed by a 

code of federal laws. The reason for the examiner's 
search is that patent statutes place limitations on what can 
be patented; the idea must be truly inventive. With regard 
to the novelty of the invention, the search presents a 
"yes-no" type of question, although the decision still 
must be made by the examiner. It is in determining 
whether a thing is "obvious to one skilled in the art" that 
complex patterns of thinking are required. 
To conclude whether or not an idea is obvious, the 

examiner must use logical reasoning. He not only must be 
convinced that his judgment is correct as to whether an 
idea is or is not inventive, but he must prepare a state-
ment of his decision so that he can defend it to the ap-
plicant and, occasionally, to the Patent Office Board of 
Appeals. He depends on the reference he finds in his 
search to establish the premises on which he will base his 
reasoning. The decision as to the obviousness of an in-
ventive idea is considered by examiners generally to be 
the most delicate and professional task they perform. It 
requires the most sensitive handling, the finest analytical 
judgment, and the best possible supportive documents. 

Until approximately eight years ago, all applications 
for patents were accorded only a manual search of the 
prior art to determine whether the proposed idea was 
truly inventive. In making such a search, the examiner 
first decided as to the classifications in which the general 
idea was likely to be filed, then found the "shoes" or file 
drawers for those subclasses and scanned the contents. 
Various short-cut helps had been devised through the 
years—previous searchers had penciled notes on the old 
patents; " briefs" or abstracts were written for patents in 
some files— but in the main the examiner was, and is, ex-
pected to scan the prior art in one or more categories, 
rapidly determine any relevance to the principle in the 
application, and ultimately decide upon the inventiveness 
of the applicant's idea. If the prior art is extensive, or if 
the new idea is classifiable in several different categories, 
then the examiner will be ahead if he is familiar enough 
with the art to know where the most relevant work is and 
what the principal disclosures in the area have been. The 
brain of the experienced examiner has functioned as an in-
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formation storage system for the 175 years of Patent 
Office existence, but the amount to be stored now doubles 
every few years. 
The Patent Office has been attempting to meet the 

technical information explosion by instituting mechanical 
search of the prior art. The enormous complexity of this 
problem will not be described here except to point out 
what may not be obvious to everyone; that is, because of 
human and machine incapacity to store information 
from whole disciplines at once, it has been necessary to 
set up numerous small systems, each limited to a particu-
lar segment of the art, with attendant danger of incom-
patibility among them. Several good small systems have 
been designed, however, and one of them, the " peek-a-
boo" method for the transistor art, is analyzed here. 

In the transistor art of the U.S. Patent Office, the in-
formation from a somewhat limited group of patents is 
stored in a punched-card deck, which is searched by the 
peek-a-boo method. Because only U.S. patent informa-
tion is tiled in the deck, examiners regularly search the 
prior U.S. art by the punched-card method but use the 
manual system for foreign references and other pertinent 
material. The regular practice of both skills renders these 
examiners almost unique in the examining corps. 

Problem and procedure 

In the problem considered in this article, the Patent 
Office asked for an unbiased, objective study of the dif-
ferences in patterns of thinking associated with manual 
and mechanized searches during an examination of the 

Cornog, Bryan—Patent search methods 

through M (in squares) were used in various combinations 
to obtain references 1-24 (triangles). References 10 and 12 
were used to meet claims 3, 4, and 5 (heavy rectangles), 
but most of the referred patents read were not used 
(circles). Search of claims 1 and 2 did not yield any appli-
cable references. 

129 patents 

L — —* Claims 3, 4, 5 

Strategy used in manual search. Characteristics of the 
claimed invention used as basis for search are shown in 
rectangular boxes at left. Of the 129 patents in the "shoes," 
eight were read carefully. Numbers 3 and 7 were used to re-
ject claim 1. Claim 2 was allowed and claims 3, 4, and 5 were 
said to be searchable only in other areas. Numbers 2, 3, and 
4 read were the same as patents 1, 4, and 12 in the mech-
anized search. Mechanized no. 12, although used as a 
reference in that search, was passed over here as not 
applicable. 

prior art. The complete processing or disposal of an ap-
plication was not included in the assignment. 

Designers of mechanical information search systems 
should consider two guiding philosophies: 

1. The system should offer the user a "natural" 
method of querying the machine. 

2. The human nervous system should be used as a 
model as far as possible since it appears to be the most 
efficient information retrieval system yet discovered. 
One complaint made by examiners about mechanized 

retrieval in general is that it forces the searcher into such a 
stylized way of thinking that he feels restrained by the 
system, or at least unable to explore and develop new 
approaches to solving his problem. It is, at the least, dif-
ferent from the manual system he ordinarily uses to find 
information. The very presence of a mechanical con-
trivance between him and the thing he wishes to find 
seems in many instances to give him pause about be-
coming involved in extensive or repeated inquiries. 

In general, the transistor punched-card file can be 
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described as a classification of the information by the 
terms used in the prior art and by designators of the 
structures in those patents—descriptors of the configura-
tions of circuitry, types of units such as oscillators or 
control units. Just one term or structure designator is put 

on a card. Holes are then punched for the numbers of all 

art; claim 2, allowable; claims 3, 4, and 5, should be 
searched further in subclasses other than those corre-
sponding to the mechanized file; claim 6, statutory re-
jection. One of the two patents used as references in the 
manual search had been examined in the mechanized 

search and discarded, but of those used as references in 
mechanized search, one was read and discarded and one 

was not found in the manual search. 

Findings of fact and inferences 

The inferences stated here should be regarded only as 
hypotheses upon which to base more quantified research. 
The sample used in the investigation was inadequate to 
provide a basis for generalization to a larger population 
without quantitative verification. 

1. The mechanized search was more thoroughly planned 

than the manual before search activities actually began. 
As he read and analyzed the specification and claims in 

the mechanized search, the examiner stated that he was 
fitting the material into the scope of the coding terms 
used in the card deck. He first selected 11 of these stand-
ard terms he thought would describe the invention. With 
the second and third trials he added two more, for a total 
of 13. He used an average of 4.1 descriptors per trial 
after the initial inquiry. 

With the manual search his plan was somewhat more 
flexible. He said, "Really the only search we have for this 
[in this limited file] is in the counter art." He intended to, 
and did, look for general structures, but his chief cue was 
the distinctive staircase waveform on patent drawings. 
He was also aware that one "can't always depend on the 
patentee's including a staircase waveform or including the 
term in their title, so I have to check all of them." 

In both manual and mechanized searches he looked for 
key features. In manual searches these features were clas-
sified by his own experience, by his training and inter-
pretation of the inventive principles involved. In the 
mechanized searches he was required to put his inter-
pretations into the terms or classifications devised by the 
designers of the system, but in the peek-a-boo card deck 
the original selection of descriptors is perhaps less of a 
commitment than is the first classification for the manual 
search. In the latter instance the examiner stays within 
one subclass until he definitely decides it is unfruitful. 

In the mechanized search of the application, he changed 
his combination of descriptive terms nine times. Every 
time he added or dropped a term card, he was changing 
slightly the concept of what he was looking for. It was in 
trial 5 that he found the first references he could use; 
in fact, these were the only applicable ones he located in 
the entire mechanized search procedure. 
Change of direction of thinking occurred only twice in 

the manual search, but the examiner admitted that he felt 
artificially constrained by the fact that only one subclass 
of pertinent art was available to him within the limitations 
placed on this particular study. He said he would have 
used other subclasses had they been available; thus, 
under normal circumstances he would have had at least 
three changes of direction with the manual search. 

2. The basic conceptions of manual and machine 
search are somewhat different. 

In the manual system patent information is organized 
and classified on the basis of broad general concepts. 
Certain principles of invention are common to the patents 
that are filed together. Actual terminology used in a 

searches of the same application were made at least two 
months apart to allow time for the examiner to forget 
exactly what he had found in the previous search. The 
area of search was limited, furthermore, to U.S. patents. 

The mechanized search 

patent, or specific details of processes listed in the claims, 

must be translated into one of the concepts included in 
the classification plan. When the examiner enters the 
manual classification system, he must first classify the in-
formation in the application correctly and then locate the 
most nearly similar existing file. 

The mechanized systems, particularly the peek-a-boo 

system, are organized to make information retrievable on 
the basis of either broad concepts or terms for details of 
structure or function. The whole system is available at all 
times and inquiry can be pressed in several directions 

simultaneously. The examiner need only be concerned 
with formulating a good but broad description of the 
claimed invention. He does not have to decide how the 

concept would be classified in the manual system, or 
physically have to locate the subfile. 

Essentially, then, three factors determine the amount of 

effort required to prepare any search strategy: (1) the 
complexity of the system to be entered and its demands 
for specific preparation of the queries; (2) the user's 
familiarity with the logic of the system; and (3) the 

flexibility permitted the user by the design of the system. 
3. The examiner's approach to the searching if claims 

and to the acceptance of a reference as possibly pertinent 
seemed to be different in the manual and machine searches. 
With mechanized search the examiner started by look-

ing for a "pat" reference, one that would "fully antici-
pate" all the claims in the application. When no such 
reference was forthcoming, he then began to select term 
cards according to the content of groups of claims. 
He grouped claims 1 and 2 together and 3, 4, and 5 
together as being the most nearly similar. After locating 
the two references he ultimately used to reject claims 3, 4, 
and 5, he reanalyzed claims 1 and 2 but added no new 
term cards to those previously in use. He only tried new 
combinations of the old terms. 

Claims 1 and 2 received priority in the manual search. 
Claim 3 was described as being the " broadest" and claims 
4 and 5 were said to be "dependent on 3." After finding 
prior art which met claims 1 and 2 as satisfactorily as 
any that he thought, from his knowledge of the prior art, 
he would be likely to locate, he again checked on claims 
3, 4, and 5, and said, " It practically will be impossible to 
find a feature like this in our digest because there is no 

one place to look for it." 
In the mechanized search the examiner seemed to check 

each patent dropped out by the system with the thought, 
"Is this the structure I asked for or isn't it ?" If it was not, 
he discarded it. He evidently did not expect the system to 
point out any equivalent concepts unless asked to do so. 

"Give me something to start with," was his approach 
to the manual system. He treated each of the eight patents 
read as a definite possibility, and for the three that were 
"pulled" he set about analyzing each with a view to using 
any information that might be applicable. He seemed to 
be trying to stretch or twist, to match or substitute, to 

accommodate possibly equivalent structures or pro-
cedures. Equivalency or combination rejections seem to 
be more characteristic of manual searches. 

It becomes evident in the restatement of the general 
search strategies that the order in which the patents were 
presented for inspection may have influenced the ultimate 
choice of those considered to be most nearly pertinent. 

One patent in the manual search (the fourth one read) 
was passed by as having no pertinence; the same patent 
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(the tenth one read) in the mechanized search was ac-
cepted as a good reference. The third one read in both 
searches was considered inapplicable in the mechanized 
search but was accepted as a very good reference in the 
manual search. Some influence from the order of pres-
entation seemed to be functioning. 
Although the examiner did not find the same prior art 

in the manual and mechanized searches, he thought he 
would allow claim 2 in both of them. When he had com-
pleted his search of the mechanized deck, he had no 
plans to search further in the files for other arts. He ap-
parently felt he had located all patents that were likely to 
be pertinent. With the manual search, he indicated 
strongly at the end that, if he were free to do so, he would 
go to other subclasses. He obviously did not feel he had 
covered the field well enough. The finding of pertinent 
references by the mechanized search evidently gave him a 
more positive feeling of total coverage, of finality. 

4. In the manual search the examiner actually analyzed 
quicAly cold examined carefully fewer patents. 

The following will give the comparison at a glance: 

Number of patents possibly 

applicable 

Number given quick analysis 

Number examined 

Number selected 

Mech-

Manual anized 

129 

8 

3 

2 

112 

24 

8 

2 

The examiner realized that the patents turned up by 
the mechanized system had been retrieved because a 
coder had found something in them that was in some way 
related to his search. Because of the closer inspection of 
several patents in the mechanical search which he had 
merely leafed through in the manual search, he found 
material that enabled him to reject claims 3,4, and 5. The 
greater attention to detail possible with mechanized 
search, however, did not enable him to locate patents 
that would reject claim 1 in the same body of art. 

5. The times at which high examiner mental activity 
occurred were different in the nanual and machine searches. 

In the mechanized search the examiner showed the 
greatest concentration when he was searching his ex-
perience for possible combinations of terms that would 
best describe the structures he was looking for. He was, in 
other words, trying to find patents to look at, to guess 
what standard terms the coders filed the data under. 
The decisions about characteristics of the structures 

and the classification in which to look for them took little 
time in the manual search. Once past this point, the 
examiner's chief area of concentration was on quick 
analyses of the art he looked through. As he glanced at 
each of the 129 patents in the file, he had to make a quick 
analysis and decide whether or not to give it an intensive 
examination. With the manual search he made 129 deci-
sions about individual patents; with the mechanized, 24. 

6. In psychological ternis, the "feeling tones" of the 
protocols for mechanized and manual searches differed. 

Both searches were tape recorded and played back 
later in close succession, so the difference in treatment was 
evident. The mechanized search produced an efficient 
tone, the kind that is characteristic of a person doing a 
well-mastered, routine job. The work was there to be 
done; the examiner would do it quickly and get on. The 

tone used in the manual search showed a higher level of 
interest, and later disappointment at not being able to 
search in other subclasses in order to finish up the job. 

With the mechanized search some feeling of defensive-
ness was apparent, as though he must defend his inter-
pretation and use of the system against critics. He evi-
dently felt he was being required to employ methods de-
vised by others, ones with which he did not entirely agree. 

7. The mechanized system does not have "hunches." 
The peek-a-boo card deck knows no short cuts. It 

turns up prior art only in answer to exact questions. 
The examiner himself must be the source of the hunches; 

in the search used as an example in this article, he 
followed hunches nine times. Every time he tried a com-
bination of cards and did not get a usable reference, he 
restructured his query and tried again. He had, of course, 
the benefit of his knowledge and experience to help him 
formulate these educated guesses as to combinations of 
descriptive terms that might bring forth what he was 
looking for. Fortunately, the peek-a-boo system makes 
the implementation of hunches very easy. Hunches in 
manual search usually mean that he must go to a different 
subclass, or to a different art, to continue his search. 

8. The peek-a-boo search did not appear to encourage 
browsing. 
Browsing—reading through adjacent documents with 

the hope of finding something the reader had not thought 
to look for—occurs with the term list (the "dictionary") 
in the peek-a-boo system rather than with actual patents. 
Documents that are "dropped" by the system but are not 
good references often bear little relationship to the struc-
ture under examination. Because the system was gen-
erated by assigning one term to a card, with all prior art 
documents employing that term or structure punched in 
the appropriate positions on the card, the deck drops out 
the numbers of patents that may use an essential descrip-
tor in an entirely different kind of circuit than that being 
sought. As one of the chemical examiners pointed 
out: "You can't browse through 'no drops' or false drops. 
[The mechanical system either did not locate any refer-
ences or else listed irrelevant ones.] Sometimes one of 
them will give you a starting point but it isn't often. The 
false drops are much farther from the central idea of the 
search than are irrelevant patents in the same subclass." 
With the mechanized systems tested, in order to browse, 

either the questions asked must be broadly stated, so as to 
cover related areas, or several times as many narrowly 
based inquiries must be successively addressed to the sys-
tem so that the examiner can probe areas as he thinks of 
them. With these mechanized systems an examiner has to 

intend to browse—incidental but pertinent information is 
not likely to arise as long as the questioner tries to locate 
a "pat" reference with greatest possible dispatch. 
The comparison between manual and machine search 

in the transistor art, as presented in this article, has con-
centrated on the basic differences in mental activities that 
occur with the two systems. Further work is needed to 
quantify and support the hypotheses presented here. The 
present analysis should be treated as developmental only. 

This article is based on a paper presented at the 1965 National 
Electronics Conference, Chicago, Ill., Oct. 25--27. 
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Report on Prague's 

Summer School on Circuit Theory 
K. Géher Poli technical University, Budapest 

From the 6th to the 15th of September, 1965, a Summer 
School on Circuit Theory was conducted by the Institute 
of Radio Engineering and Electronics rUstav Radiotech-
niky a Elektroniky (URE)]. It was held in the recently 
built, decorative, and well-equipped Technical University 
of Prague. 
The following topics were covered: topological analysis 

and synthesis, approximation, network analysis and syn-
thesis in terms of sensitivity and tolerance requirements, 
problems of integrated circuits, active and nonreciprocal 
networks, networks with nonlinear and time-variable pa-
rameters, and the perspective of the circuit theory. 
Among the 190 participants, the great majority (124) 

were electrical engineers, physicists, and mathematicians 
of the host country. There were, in addition, engineers 
and research workers of the following countries: German 
Democratic Republic (23), German Federal Republic 
(12), Poland (9), Hungary (6), United States (4), Italy ( 3), 
Soviet Union (2), United Kingdom (2), China (2), United 
Arabian Republic (2), Cuba ( 1), Denmark ( 1), Rumania 
(1), Yugoslavia ( 1). 
The Summer School, which lasted ten days, differed 

from the conventional conferences in its organization and 
methods. Each of the 14 papers, which is a relatively small 
number, was read at a different time, making it possible 
for the participants to hear all papers. Each paper was 
allotted almost two hours for presentation, rather than 

Dr. K. Géher, who prepared this report, is an associate professor 
at the Polytechnicztl University, Budapest, Hungary. 

the 15 to 20 minutes usually allowed for condensed re-
ports at conferences. This arrangement ensured thorough 
exploitation of the theme of each paper given—which, 
after all, was the purpose of the Summer School. 
A review of papers read at the Summer School follows: 

• S. Prokop (Czechoslovakia), "Topological Analysis and 
Synthesis." Simplifications usable mainly in the topo-
logical analysis of R-L-C networks are considered with 
special regard to ladder networks. The calculation of the 
sensitivity is solved by the use of topological equations. 
The relations considered are quite suitable for computa-
tion by computer. 
• G. Fritzsche (German Democratic Republic), "Approx-
imation Methods in the Frequency Don-rain." The greater 
part of the paper is based on G. Fritzsche's hook 
Entwurf (Meurer Schaltungen ( Design of Linear Circuits). 
In addition, it offers a guide to the solution of approxima-
tion by means of computer. 
• D. Calahan (United States), "Computer Design of Vari-
able Parameter Networks." The author here notes that in 
the design, besides the specification, optimizing condi-
tions (e.g., minimum sensitivity) must also be taken into 
account; that is, the choice between equivalent circuits is 
determined by the optimizing criteria. The paper also 
deals with another problem: the design of networks con-
taining variable-parameter active and passive elements 
that satisfy a given specification. Examples a the above 
solved by computer are shown. 
• K. Géher (Hungary), "The Tolerance and Sensitivity of 
Linear Networks." This paper is a review of the actual 
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state, methods, and results of the tolerance and sensitivity 
calculus. (All the material of this paper has since been 
published in the journal Hiradastechnika, Oct. 1965.) 
• J. Novakova (Czechoslovakia), "Distributed Parameter 
Circuits." The report summarizes the analysis and design 
of circuits consisting of distributed parameter R-C ele-
ments. Characteristics realizable practically with dis-
tributed parameter R-C filters are also included. 
• V. Zima (Czechoslovakia), "Fundamental Problems of 
Integrated Circuit Theory." This paper discusses the cur-
rent state of the art of integrated-circuit technology 
along with the actual possibilities of integrated circuits 
with respect to dimensions and complexity. 
• M. Novak (Czechoslovakia), "Theory of Distributed 
Parameter Reciprocal Circuits." Besides presenting a 
complete and clear review of the analysis of distributed 
parameter circuits, the author (who was in the United 
States during the Summer School and forwarded his paper 
to the participants) devotes his discussion to the syn-
thesis of circuits built of homogeneous R-C sections in 
terms of Wyndrum's works. 
• A. W. Keen (United Kingdom), "Active and Non-
reciprocal Networks." A method is offered for handling 
linear but nonreciprocal circuits built of active and passive 
elements. Besides the conventional passive circuit ele-
ments, this technique employs a newly defined three-
terminal active element, the so-called unitor, alone. The 
unitor cannot be considered an abstraction of any exist-
ing active device but its use permits the analysis and syn-
thesis of general circuits to be substantially simplified. 
• J. Braun (Czechoslovakia), "Analytical Methods in Ac-
tive Network Theory." The paper shows the mutual 
relations between the ideal transformer, the ideal gyrator, 
and the negative impedance converter. It demonstrates 
how the circuit elements can be described by means of the 

various types of controlled generators: voltage-controlled 
voltage generators, voltage-controlled current generators, 
etc. The notions of nullator, norrator, and unitor are in-
troduced and a method of the systematic use of the Kirch-
hoff equations for circuits containing such circuit elements 
are given. 
• J. G. Linvill ( United States), "Synthesis of Active Cir-
cuits." The author as inventor of the negative impedance 
converter presents a summary of his articles published in 
recent years. He shows the method by means of which the 
NIC can be used in the synthesis of active circuits. Among 
the many practical results, the increase of the Q factor of 
resonance circuits by means of R-C elements as well as 
that of NIC should be noted. 
• J. Cajka (Czechoslovakia), "Matrix Method Analysis of 
Networks with Linear Nonreciprocal Active Elements." 
The author describes a "matrix" method suitable also for 
performing the network analysis by computer. 
• E. S. Kuh (United States), "Nonlinear and Time Vari-
able Networks." The first part of the paper shows the 
unique mathematical representation of the characteris-
tics of circuit elements with nonlinear or time-varying 
parameters. By means of the formalism introduced, the 
current or voltage appearing at any point of the circuit can 
be computed in principle in a straightforward way. The 
second part of the paper contains general theorems with 

signal flow graph representation for the case of nonlinear 
and time-varying elements. The conditions necessary for 
the unique solution are formulated. 
• M. D. Karassiev (Soviet Union), "Theory of Varying 
Parameter Radio Engineering Systems." The author 
notes that close attention must be paid to the periodi-
cally varying circuit. He presents the development of para-

metric systems and of the theories dealing with them, and 
reports on laboratory works concerning a traveling wave 
parametric amplifier. 
• N. Balabanian (United States), "The Perspective of the 
Circuit Theory." A historic survey of the making and de-
velopment of the circuit theory is presented in detail. 
With reference to the latest issues of the IEEE TRANSAC-
TIONS ON CIRCUIT THEORY, the author points out some 
current problems of circuit theory. 
The smooth execution of the readings and discussions 

was due, to a large extent, to well-organized technical 
arrangements. Simultaneous translation facilities pro-
vided a choice of either English, German, Russian, or 
Czecho-Slovak. A diapositive projector and a writing 
episcope served for the projection of figures and equa-
tions. The written material of the majority of the papers 
was distributed before the readings. (Papers read at the 
Summer School are available for inspection at the Poly-
technical University of Budapest, Chair of Wirebound 
Telecommunication.) Papers will be published in the jour-
nal of the Technical University of Prague (which will be 
edited in several languages) beginning in 1966. 

In Prague, too, had been confirmed the almost tradi-
tional characteristic of conferences, namely, that personal 

talks held between formal presentation of papers pro-
vide greater insight into problems interesting the research 
worker. With this preparation, more detailed informa-
tion on results can be obtained during the paper reading. 
The following institutions were always open for the par-

ticipants: Technical University of Prague, Institute of 
Radioengineering and Electronics, Popov Research Insti-

tute of Radiocommunications. Many possibilities for val-
uable talks were given at the two all-day excursions. The 
well-organized agreeable bus and ship trips contributed 
considerably to better personal relations accompanied, of 
course, by the broadening of scientific contacts. The 
courtesy of the host country was also evident in the social 
program planned for the relatives of the participants as 
well as the pleasant closing banquet of the Summer 
School. 
The ten days in Prague made it possible to get better 

acquainted with the present state of circuit theory and to 
obtain a perspective of the future. The trend of develop-
ment shows that new problems await those engaged in 
circuit theory, and their solution will require the intro-
duction of new methods as well as the use of new circuit 
elements. 
Thanks should be extended to the organizing Czech-

Slovak Academy of Sciences, especially to research work-
ers V. Zima, R. Vich, J. Braun, J. Cizek, and to the 
Technical University of Prague. O. Konicek and J. Gre-
gor of the Technical University deserve special praise for 
the judicious planning of the Summer School on Circuit 
Theory. 
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Scanning the issues 

Printable Batteries: Breakthrough! 
Who ever heard of printing batteries?" 

That is the excited exclamation of 
David B. Dobson, executive editor of the 
IEEE TRANSACTIONS ON AEROSPACE AND 
ELECTRONIC SYSTEMS, in which a new 
breakthrough is reported, one that 
could open the door to printable bat-
teries. Such batteries could be given all 
kinds of interesting form factors—on 
circuit boards, inside instrument and 
device cases, or on curved surfaces. 
Their implications in microelectronic ap-
plications are apparent. 

In their paper on the new develop-
ment, the authors. J. N. Mrgudich, P. J. 
Bramhall, and J. J. Finnegan, of the 
Institute for Exploratory Research, Fort 
Monmouth, N. J., report that it was 
while some of them were studying the 
adaptive memory charatteristics of a 
dime-size pellet of compressed silver-
iodide powder, which carried thin 
evaporated films of platinum and silver 
on opposite faces, they observed that 
such Ag-Agl-Pt arrays exhibited a bat-
terylike behavior. The data they now 
present concern the charge-discharge 
characteristics of a rechargeable solid-
electrolyte battery of solid silver iodide 
(the electrolyte), an evaporated film of 
silver (the anode), and an evaporated 
film of palladium (the cathode). This 
combination behaves like a rechargeable 
concentration cell with unexpectedly low 
internal resistance and unexpectedly 
high capacity. 

Tests show that the batteries have a 
service life of about 400 minutes per 
cm2 of anode area across a megohm 
resistor while maintaining a closed cir-
cuit voltage greater than one half the 
original open-circuit voltage (0.5 volt 
per cell). Arrays have been recharged 
for over 100 cycles with no apparent 
deterioration. The cells appear operable 
in the temperature range — 100°F to 
+240°F. 
An intriguing objective of the work, 

say the authors, is to investigate the 

feasibility of a battery whose compo-
nents—anode, electrolyte, cathode, in-
tercell connector, strap connector, ex-
ternal contacts—are all deposited by 
substantially conventional vacuum-de-
position techniques. Specifically, they 
wish to make a four-cell unit consisting 
of two series-connected two-cell units, as 
shown in Fig. 1. The tantalum film 
(which possibly can be a carbon film) 
serves as an intercell connector while 
preventing spontaneous diffusion of 
silver From the silver of one cell to the 
platinum of the adjacent cell. The ex-
aggerated pyramidal configuration of 
each two-cell stack, achieved by suitable 
masking to yield sequentially smaller 
areas, is suggested as one approach to 
eliminate short-circuiting caused by 
overlap between electrode films or be-
tween electrolyte films. 

Although, as the authors point out, it 
is premature to discuss in detail the 
many application areas that might open 
following the demonstration of the 
feasibility of such printable batteries, 
they cite some of the dramatic pos-
sibilities, as in microelectronics. Print-
able batteries could exhibit all of the in-
dicated advantages of pellet batteries 

(good shelf life, recharge capability, 
operation under expanded environ-
mental limits, rugged and shock-re-
sistant construction, potentially low 
manufacturing cost), and, in addition, 
should provide a great flexibility in de-
sign, permitting batteries to be depos-
ited in many shapes. Also cited are the 
advantages of circuit boards with a 
multiplicity of batteries whose individual 
voltages and capacities can be tailor-
made to fit the electrical requirements 
of particular areas of the board. 
The authors conclude that possibly an 

even more important feature of these 
concentration-cell batteries is that the 
open-circuit voltage is a function of the 
state of charge. This seemingly in-
nocuous property, they say, may permit 
the battery to act in a sensing capacity, 
possibly as an adaptive memory element 
or as a triggering mechanism to activate 
system response to a change in em iron-
ment. (J. N. Mrgudich et al., "Thin-
Film Rechargeable Solid - Electrolyte 
Batteries," IEEE Trans. on Aerospace 
and Electronic Systems, December 1%5.) 

Manned Space Experiments. Those 
who have read the interview this month 
with scientist-astronaut Owen K. Gar-
riott may be interested in exploring 
further the kinds of experiments that 

Fig. 1. Tentative design of rechargeable solid-electrolyte battery composed entirely of 
evaporated films. Such a " printed" battery could lead to dramatic new applications. 
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