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Spectrum. At its March meeting, the Board of Directors 
of the IEEE made a significant change in the management 
of SPECTRUM by appointing C. Chapin Cutler of the Bell 
Telephone Laboratories as its editor. This change, which 
was proposed by the IEEE Publications Board, should 
open the way for the development of SPECTRUM into a 

periodical of increased value to the membership. To 
assist Mr. Cutler, a new editorial board has also been 
appointed. 

Since its first issue in January 1964, SPECTRUM has be-
come a publication of considerable stature—primarily 
through the efforts of the Headquarters' staff headed by 
E. K. Gannett and Ronald K. Jurgen, under the general 
guidance of the IEEE Publications Board and a board of 
consultants. However, it has been the feeling of the Pub-
lications Board that SPECTRUM needs the direct and con-
tinued attention of an editor and editorial board who are 
broadly representative of the Institute's membership. 
SPECTRUM'S mission as the core publication of the In-
stitute is a most important one, and its potentialities for 
significant service are great. 

It should not be inferred from these statements that 
SPECTRUM'S development has been unsatisfactory to date. 
Its growth has been strongly assisted 1:i3 John D. Ryder, 
Walter K. MacAdam, and Thomas F. Jones, who, as 
members of the Publications Board, assumed special 
responsibility during its early stages. At first, there was 

considerable misunderstanding as to SPECTRUM'S role. 
It was not intended to be a direct replacement for either 
of the primary publications of the IEEE's predecessor 
societies; it was meant to be a new publication that would 
represent the broader fields of scientific and technical 
interest of the new Institute. 

It is interesting to see how SPECTRUM has carried out its 
mission. 
The 28 issues published through March 1966 have 

presented 175 feature articles on a variety of technical 
subjects. It is not possible to categorize these articles in 

any simple way, but based on a division of interest similar 
to the present Group structure, it is fair to say that they 
fall into about 25 technical areas. The number of articles 
per issue has been increased from between five and six to 
about seven. The average length of an article has been 
decreased from ten pages to seven. These changes have 

Spectral lines 

been designed to make SPECTRUM more readable; it is 
hoped that the result will be that more members will read 
more articles. 
A SPECTRUM feature that has been developing quite 

satisfactorily is the Special Conference Reports. It was 
felt that a valuable service could be rendered to the mem-
ber by publishing summaries of the highlights of the 
various significant technical meetings held throughout the 
world. So far 15 such reports have appeared in SPECTRUM, 

and it is anticipated that the conference coverage will be 
even greater in the future. 
The Headquarters' staff responsible for SPECTRUM in-

cludes several writers who have been assigned to develop 
articles on subjects of special interest. Such articles have 
supplemented the contributions of members and special-
ists writing on topics in their own fields. About ten per-

cent of the articles published have been staff-written. 
In many cases they have been very timely and have pro-
voked much favorable reader response. 

It is evident from this description of SPECTRUM that 
many decisions must be made each time an issue is released 
for publication. Is the selection of feature articles appro-
priate in regard to subject matter and presentation? 
Are the subjects for staff-written articles well chosen? 
Should more or fewer articles be staff-written? Are the 
regular departments, such as "News of the IEEE," 
"Transients and Trends," "Focal Points," and "Book 
Reviews," useful and significant? Should new depart-
ments be instituted? 

It is hoped that SPECTRUM'S new editor and editorial 

board will help to answer these questions. It will be 
their immediate responsibility to direct the work of the 
Headquarters' staff assigned to SPECTRUM. To assist them 
in their work, it is planned to make more comprehensive 
readership surveys than those presently available. Every 
effort will be expended to produce a publication that will 
be even more interesting, more widely read, and more 

useful to the membership. 
The Institute has a tremendous asset in having avail-

able to it the voluntary services of men of the caliber of 
Mr. Cutler and his associates on the newly appointed 
editorial board. I am sure they have the best wishes of the 
members. Their success will be our gain. 

F. Karl Willenbrock 
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Clear air 

turbulence detection 

'\ 

Co 

An aircraft in a cloudless sky suddenly experiences 
a violent jolting, with possibly disastrous results. One 
way in which we can help the pilot to cope with this 
problem of clear air turbulence is to develop an 
effective warning system 

R.T.H. COMS Stanfard Research Institute 

Although it is difficult to describe the nature of clear air 
turbulence (or CAT), we know its effect—the 
sudden vibration experienced by an aircraft in flight in 
a stormfree, cloudfree sky. It is evident that this tur-
bulence is an eddy motion of the air that disrupts its 
uniform flow, a motion such as that associated with 
jet streams; however, we do not know exactly how it is 
generated. Because the effects of CAT can range from 
mere passenger discomfort to actual loss of an air-
craft, it is important to devise some method of warn-
ing the pilot of turbulent areas to be avoided. Various 
indirect and direct detection systems, employing both 
active and passive techniques, are currently being in-
vestigated, but thus far all have exhibited serious limi-
tations on effective performance. One reason for this is 
the lack of data concerning the phenomenon they are 
designed to detect. 

Clear air turbulence (CAT) is an aviation problem. It 
concerns most directly those who fly in aircraft, those who 
operate them for profit, and those who make them. 
Others who are interested include meteorologists, air 
traffic controllers, insurance carriers, and developers and 
manufacturers of instrumentation. The last mentioned 
have recognized a potentially rich market for airborne 
CAT detection and warning systems and are addressing 
themselves to the problem in increasing numbers. This 
article is an attempt to bring the picture into focus from 
their viewpoint, a task which would be easier if the sub-
ject could be seen clearly from any point of view. 

What is clear air turbulence? 

The difficulty of answering the initial question as to 
what clear air turbulence is immediately underlines the 
lack of understanding and precision that characterizes 
the topic. (See the bibliography for a selected list of 
publications related to this general subject.) As generally 
understood in the present context, it is a phenomenon 
encountered by aircraft in flight, usually at high altitudes 
(about 20 000 feet) in areas free from clouds and not in the 
vicinity of obvious convective storm activity. It is mani-
fest by its effect on the aircraft, which ranges from a mild 
vibration to a violent jolting, or worse. 
The aircraft's behavior in such turbulence involves 

both the aerodynamic characteristics of the aircraft and 
the control maneuvers of the pilot. This fact makes it dif-
ficult to distinguish the intensity or nature of CAT on an 
absolute basis, and, in practice, it is generally reported in 
a rather subjective, qualitative manner. More objective 
data can be acquired by accelerometers and at least one 
system of direct measurement of a critical parameter 
related to turbulence independent of the aircraft has been 
developed.' Thus, although in special research investiga-
tions the incidence of CAT is comprehensively and ob-
jectively reported, for the most part our knowledge is 
based on the accumulated experience of pilots and their 
personal accounts of CAT encounters. Since the criteria 
for distinguishing the critical conditions involved are by 
no means clear-cut, considerable uncertainty is inevitable. 
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For example, it is often very difficult to ascertain what is 
meant by "clear" conditions. The presence of tenuous 

cloud is hard to detect in flight, particularly at night. It 
is often equally difficult to appreciate whether there is 

significant cloud in the general vicinity of the aircraft or 
whether convective activity is involved. Even among the 
meteorologists there is a lack of complete agreement as to 
the nature of the phenomenon. This stems in part from 
the shortage of good quantitative observational data and 
in part from the complexity of the causative mechanisms. 

Atmospheric turbulence as experienced by aircraft is 
an eddy motion or gustiness of the air that disrupts its 
uniform flow. Although the mean airflow can be eval-
uated, the irregular turbulent motion can only be de-
scribed statistically. The intensity and size of the eddies, 

and their frequencies (which are interrelated), extend 
over a very wide range. The larger eddies in general in-
volve the higher air velocities and contain the most en-
ergy; they occur randomly in the three dimensions. 
Another form of "turbulence" experienced by aircraft is 
actually a more regular wave motion, in the atmosphere, 
that can extend over a wide range of amplitudes and 
lengths. Although the effect of such motion at critical 

wavelengths can obviously affect aerodynamic flight, 
most meteorologists believe that this mechanism is only 
important as a source of CAT when such wave motion 
contributes to the breakdown of regular flow. 

What causes CAT? 
Given that the atmosphere is in motion due to large-

scale meteorological phenomena, turbulence occurs when 
the smooth airflow is disrupted as a result of a failure to 
transfer energy by continuous motion. This occurs when 
velocity gradients cause shear stresses that cannot he 

relieved quickly enough by smooth flow. Apart from the 
variations in wind speed and direction (wind shear), the 

breakdown of smooth flow also involves in a very com-
plex manner such properties of the atmosphere as its 

thermal and density stratification and buoyancy. 
The velocity gradients leading to turbulence usually 

result from the mesoscale features of the meteorological 
situation but they can be induced by mechanical effects. 
Thus, surface friction and topographical features can 
give rise to turbulence at low levels. In mountainous 
terrain the disturbance of the airflow may extend to much 

greater heights. In particular, where a mountain range lies 
across a strong airstream, wave motion is generated in 
the lee of the range and can be propagated to great 

heights and to a considerable distance downwind. These 
lee waves can have large amplitude and can give rise to 
strong up and down currents. It is believed, however, 
that the severe turbulence often associated with them can 
be attributed to the breakdown of smooth flow induced 
by the large shears resulting from the wave motion. The 

wave motion appears to be particularly prone to break-
down when thermally stable layers are encountered, and 
it has been noted that mountain wave turbulence tends to 
be worse at levels near and below the tropopause. 

Of the purely meteorological phenomena that produce 

CAT, undoubtedly the most important is the jet stream. 
This is a factor of the general circulation of the atmos-

phere which is found at the upper levels (above 20 000 
feet). It takes the form of a belt or ribbon of high-speed 
winds, some hundred or more miles wide and a few miles 
deep, in which velocities as great as 200 knots are en-
countered. In both hemispheres such a jet occurs with 
some regularity in the subtropics (at around 30° latitude) 
circling the earth. In middle and high latitudes less regular 
jet stream systems occur; the position and intensity of 
these are variable and are functions of the interplay of air 
masses of different thermal characteristics. The jet 
streams are much influenced by seasonal and geographical 

factors. The presence of strong wind shears around them 
is an obvious predisposing factor to the incidence of 
CAT, and a good deal is known, both theoretically and 
empirically, about the association of CAT with jet 
streams. Other dynamic features of upper atmospheric 
airflow can be associated with CAT, but again, although 
good correlations can be established statistically, the way 
in which CAT is generated in these cases is by no means 
fully understood. Recent work has shown that certain 

distributions of wind velocities and temperature can lead, 
intrinsically, to a situation in which strong wind shears 
develop as a kinematical property of the flow. 2 

Where does CAT occur? 

If we could say, in detail and with confidence, where 
CAT occurs, there would be no CAT problem. In prac-
tice, although the broad features of the incidence of CAT 
are fairly well known with respect to the overall meteoro-
logical situation, it is not possible at the present time to 

pinpoint hazardous areas. One reason, of course, is that 
the present input of data regarding conditions aloft is 
inadequate for specifying areas of CAT hazard in terms 

of the time and space scales operationally necessary. 
Meteorological soundings of the upper atmosphere are 

made at 12-hour intervals from a network of radiosonde 
stations around the world. The density of this network 

of course varies widely; even over the continental United 
States, where there are some 75 stations, it is only ade-
quate for determining the large-scale situation. 
Most turbulence is associated with certain areas of 

middle- and high-latitude jet streams, generally at the 
height of maximum winds. Clear air turbulence is also 
found in association with certain other airflow patterns 
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aloft, particularly where strong wind shear is present. 
Clear air turbulence can occur at all heights and is 

frequently present in the stratosphere at heights up to 
70 000 feet or more. It often occurs in fairly shallow 
layers. The flow of air over mountains can cause or ac-
centuate turbulence for hundreds of miles downwind and 
to heights well into the stratosphere (above 40 000 feet). 
Over the United States in particular the geographical and 
seasonal habits of jet streams are fairly well known, as are 
the areas of mountain wave effects. Thus, although the 
incidence of CAT is widespread, certain "preferred" areas 
are emerging but it is noteworthy that existing domestic 
air routes are laid out without regard to such areas. There 
is a strong possibility that as flying extends to parts of the 
world now considered remote or to higher altitudes, i.e., 
the middle stratosphere, CAT may be found to be even 
more widespread than is currently apparent. 
Although increasingly good work is being done by 

meteorologists in providing general warnings of CAT, 
the most effective method under normal operational 
conditions would be one by which hazardous areas could 
be detected from the aircraft in flight. (At present, 
probably the best defense against the danger is the prac-
tice among pilots of exchanging information by radio-
telephone of the CAT situation along the air routes.) 

The why and how of CAT detection 

The immediate effects of encountering CAT in flight 
are obvious—it disturbs the comfort and threatens the 
safety of the passengers and air crew. Physical damage 
can range from clothing spoiled by spilled beverages 

through physical injury as occupants fall or are flung 
about the aircraft to (in extreme cases) structural damage. 
Indirectly, CAT is believed to be responsible for con-
tributing to structural fatigue. This possibility, together 
with the need to provide adequate margins of structural 
strength to withstand the effects of routine CAT en-
counters, imposes construction practices that are initially 
costly and operationally uneconomical. It is clearly 
advantageous, therefore, to detect CAT so that it may be 
avoided in flight. Indeed, at the present time it would be 
valuable to provide prior warning of CAT encounters 
even if they could not be avoided. 

If these factors are important in modern commercial 
and military jet aircraft operation, it is certain that they 
will be even more important in the case of the supersonic 
transports now being designed. With such aircraft, the 

penalties of carrying unnecessary structural weight or the 
fuel to make unnecessary detours will be even more 
onerous. There is also the possibility that the effects of 
CAT on such aircraft at both subsonic and supersonic 
speeds will be particularly hazardous because of their 
size, weight, and radically different configuration. 
Another quite important factor to consider is that even 

if a practical solution cannot be found for detecting CAT 
on a routine basis, any system that could be used to in-
crease our present knowledge of the incidence and nature 
of this phenomenon in detail would be extremely valuable. 

Currently, as noted, it is only possible to provide gen-
eral warnings as to CAT-prone areas on the basis of gen-
eral meteorological information. Such warnings are used 

to a certain extent to plan flight routes and select flight 
altitudes. Although considerable progress has been made 
in this respect, the approach is clearly limited. Between 

the recognition of predisposing meteorological condi-

tions and the actual encounter with CAT, there is a com-
plete hiatus at the present time. A number of possibilities 
exist that might fill this gap. Although dividing lines are 
not well marked, two distinct steps are indicated. First, 
it would be of enormous value to be able to recognize or 

distinguish CAT-prone areas with more precision and on 
a more detailed scale in terms of space and time. The 
general prior warning of CAT hazard used in planning 
a flight could then be complemented by a particular 
warning of a CAT-hazardous area should one be en-
countered in flight, thus enabling suitable avoidance pro-
cedures to be followed. The second step would be to 
provide specific warning of actual CAT conditions lying 
in the path of the aircraft. 
The primary purpose of providing warning of CAT on 

either basis is to enable pilots to avoid such areas. If 
evasive action is impractical, then a second purpose is to 
give the aircraft's occupants an opportunity to prepare 
for the onset of turbulence. Even a minute or so of warn-

ing would enable the air crew to make the appropriate 
adjustments to the aircraft's controls for optimum 
penetration, and would also give the cabin crew and pas-
sengers a chance to ready themselves for the encounter. 
The most important requirement, then, in providing 

warning of CAT is to give the earliest possible indication 
of the imminence of the hazard. It is almost equally im-
portant, unless the rather negative approach of accepting 
the inevitable is adopted, to know what evasive action 
may be taken to avoid an encounter. Since modern pas-
senger aircraft fly at a speed of some ten miles per minute, 
and speeds of twice or three times that will be routine with 
supersonic transports, CAT hazards must be recognized 
at a range of many miles if any useful forewarning is to be 
achieved. Aircraft flying at such speeds can only change 

direction relatively slowly if accelerations unacceptable to 
structure and occupants are to be avoided. In addition, 
their freedom of maneuver in the vertical is limited by 
virtue of the fairly narrow margin that exists between 
cruising speed and critical high and low speeds at high 
altitude. A fully effective CAT warning system must be 
capable not only of providing warning of the presence of 
a CAT hazard many miles ahead in the aircraft's path, 
but of providing information on its spatial extent at 
sufficient ranges to enable other paths to be selected. 

In practice this means that even for subsonic aircraft 
the CAT hazard must be appreciated at ranges of the 
order of at least 30 miles ahead, and that a detection sys-
tem should cover the volume of air space some 5000 feet 
above and below the flight path for as many miles as 
possible on either side (with useful directional informa-
tion). Even so, the effectiveness of such a system for 
evasive purposes would depend upon the spatial extent of 
any CAT areas lying in the aircraft's path. (The require-
ments for supersonic aircraft are of course considerably 
more exacting.) The problems of devising such systems are 

formidable, and it is already apparent that only a major 
breakthrough would offer a really useful solution. For 
these reasons it seems evident that the most promising 
approach lies not in attempting to detect CAT as such, 
but rather in recognizing, in flight, the particular areas in 
which CAT can be expected by reference to the char-
acteristics of the upper atmosphere in the locality of the 

aircraft. The alternative, that of specifically detecting 
CAT as such, involves a difficult question: What exactly 
is to be detected? 
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Many concepts relating to the development of airborne 
CAT warning systems are currently being investigated. 
They cover a wide range, but so far have met with little 
success. Rather than attempt an exhaustive review, it is 
proposed to describe the main lines of approach. 

Direct detection of CAT 
Active techniques. The direct method is largely con-

cerned with detecting dielectric variations or discontinui-

ties in the atmosphere caused by turbulence. It is believed 
by some that such variations may be detected remotely 
by active probing techniques using appropriate parts of 

the electromagnetic spectrum. The detection of dielectric 
inhomogeneities in the atmosphere by ground-based 
radar has prompted the application of such radars in the 
present context. For instance, after having conducted 
promising ground-based experiments," the Boeing 
Company is now experimenting with a I50-kW 220-MHz 
radar mounted in a 727 trijet. (The antenna is a 40-foot-
long half-Yagi array employing a series of monopole 
elements mounted along the top of the fuselage.) The 
dielectric gradients that can be expected from turbulence 
in a homogenous air mass would yield very low signal 
intensities. It appears that the stronger echoes observed 
by the Boeing ground-based radar are due to the dielec-
tric gradients produced by the mixing of air of different 

Characteristic cloud patterns associated with strong 
jet stream flow as viewed by TIROS VII weather sat-
ellite, January 17, 1964. Superimposed wind data for 
30 000-foot level based on 1200Z observations. Loca-
tions of two incidents of moderate turbulence that 
occurred within one hour of the time of photograph 
are shown with the heights indicated in thousands 
of feet. (Central location is over Omaha, Nebr.; 
that in the W just south of Derver, Colo.) Airline 
reports show that CAT was unusually prevalent 
throughout the region on that day. 
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characteristics in areas of strong wind shear, such as are 
associated with jet streams. 
At optical frequencies the dielectric properties of the 

air also depend upon temperature and density. It thus 
has been proposed to use laser radar (tidal-) to detect 
turbulent inhomogeneities in the atmosphere. 4 Al-
though this is theoretically possible, it has been shown 

that the backscattering to be expected from dielectric dis-
continuities is much too small to consider seriously.' 
Also, differences in backscattering from the gaseous 
atmosphere resulting from variations in static pressure 
caused by turbulence are virtually negligible, and would 
in any case be masked by backscattering due to par-

ticulate matter. 
The backscattering of light energy from particulate 

matter, even in what passes for clear air, offers quite a 
different approach to probing the atmosphere by remote 
means. Lidar observations from the ground and from air-
craft have shown that it is possible to distinguish dis-
continuities in what appears to be quite clear air.6 This 
has prompted the hope that it may be possible to dis-
tinguish a characteristic structure in turbulent air as 
observed by this method. Both Prof. P. Franken of the 
University of Michigan7 and NASA (Langley) are carry-
ing out airborne experiments in connection with this 
hypothesis, using lidars developed by Lear Siegler, Inc.* 
Another interesting concept regarding the use of lidar for 

CAT detection involves the detection of Doppler shifts in 
backscattered returns from the gaseous atmosphere or 
particulate matter therein, by exploiting the coherent 
properties of laser energy.8 Studies—by North American 
Aviation, Inc., among others—have shown that this ap-
proach faces very formidable difficulties, which involve 
both engineering problems and the uncertainties regard-
ing the distribution of particulate matter in the upper 
atmosphere. 

* See Focal points, March seEc-raum, p. 212. 
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Passive techniques. A novel, passive, electromagnetic 
technique is under investigation at Stanford Research 
Institute in collaboration with United Air Lines. This re-
search seeks to establish a relationship between the at-
mospheric electrical field and CAT.9In an entirely different 
earlier experiment, a connection was noted between 
corona discharge currents measured in the aircraft and 
turbulence in clear air. The present experimental program 
is investigating this phenomenon further in the hope that 
such charging is attributable to the aircraft's passage 
through potential gradients associated with CAT. If this 
is so, sensitive instrumentation might make it possible to 
detect such field changes at a distance, and thus provide 
warning of CAT. Indications to date, however, suggest 
that the charging is the result of triboelectric effects as the 
aircraft passes through subvisible clouds of particulate 
matter, but anomalies in the magnitude of the effects 
observed still must be resolved. 
The passive detection of turbulence-caused dielectric 

inhomogeneities using stars as distant sources of light 
energy is being considered; but although stellar scintilla-
tion and astronomical "seeing" conditions have been 
related to atmospheric turbulence and air motion, there 
are obvious practical difficulties in applying this principle 
to an airborne CAT detection system. To monitor the 
aircraft's path it would be necessary to employ a star on 
the forward horizon and the method could only readily 
be employed at night or twilight. 

It has also been suggested that the thermal discon-
tinuities present in a turbulently mixing atmosphere might 
be distinguished remotely by radiometric techniques. 4"° 
Because of the problems involved in resolving such dis-
continuities on an appropriately small scale, it seems that 
such techniques would be more useful in detecting the 
broader-scale variations in temperature that are as-
sociated indirectly with CAT areas. This concept is dis-
cussed in the following. 

Indirect detection of CAT 

The basis of the indirect approach to providing warning 
of CAT is the detection of characteristic conditions from 
which the presence, location, and intensity of CAT can be 
inferred with high probability. This approach has taken 
various forms, most of which rely on passive techniques. 
One of the first positive efforts of this type was the visual 
observation of cloud patterns that could reveal the 
presence of jet streams." Attempts to relate cloud ob-
servations to CAT have been partially successful," but the 
difficulty of making and interpreting such observations 
has precluded a fully useful outcome of this approach. 
Another early technique also concerned with the detection 
of jet streams and significant dynamic features of the 
upper atmosphere was the monitoring of ambient tem-
perature. Although this technique is valuable to aircraft 
navigating in the vicinity of certain jet streams,'" it was 
early suspected that it had serious limitations in providing 
warning of turbulent areas." The reasons for this in-
efficiency became apparent in later analyses of the po-
tential of this method for CAT warning. Flight trials 
carried out by Eastern Airlines," using instrumentation 
developed by Litton Industries, have revealed a correla-
tion between thermal gradients and CAT incidence in 
certain circumstances. However, it has been shown that 
thermal gradients can occur relative to the jet streams 
and CAT-prone areas in such a way that in many cases 

an aircraft encounters CAT before passing through the 
significant temperature gradients." This follows from 
the basic anatomy of jet streams. Again, thermal 
gradients are frequently detected aloft without any CAT 
being encountered. ". " 

Investigations are continuing, however, to establish 
more closely the relationship between thermal gradients 
and CAT as some hopes are entertained for detecting 
such thermal gradients remotely by radiometric methods. 
Two regions of the spectrum are being studied for this 
purpose—the infrared and millimetric microwaves. Both 
techniques rely upon the rapid change of absorption 
that occurs on the skirts of atmospheric absorption lines 
[e.g., the CO2 line at 15 birri (micrometers) in the infrared 
or the 5-mm 02 line in the millimetric band]. The ap-
proach is well illustrated by an instrument, developed by 
Barnes Engineering Company, which is essentially a 
spectrometer scanning in a band from 13.5 to 14.5 µm.', 
If the instrument is pointed into an atmosphere having a 
constant temperature, its output throughout the spectral 
scan will correspond to that produced by a blackbody 
radiator at the air temperature. Where a thermal gradient 
is present, along the pointing direction, the received 
energy (which is a function of both the emission inte-
grated along the path and the absorption taking place 
along the path) will show variations in intensity with 
wavelength. The evaluation of these in terms of thermal 
gradients or discontinuities is very complicated. It is 
anticipated that any practical system relying on this 
technique will depend upon a pragmatic approach in 
which characteristic readings are related to the incidence 
of CAT on the basis of experience. 
Other indirect methods of discerning the structure of 

the atmosphere, and, in particular, of locating jet streams 
and wind shear regions with which CAT may be as-
sociated, include those that measure changes in the air-
flow in the locality of the aircraft. Northwest Airlines, 
for example, has investigated the relation between the 
rate and magnitude of drift oscillations, as detected by 
the aircraft's Doppler navigation system, and CAT with 
limited, but positive, results. Basic Devices, Inc., has 
developed a wind-gradient measuring system employing 
probes that operate on the principle of the hot-wire 
anemometer. These probes, mounted one on each wing 
tip or one above the other, could be used to deter-
mine differential air motion over horizontal or vertical 
intervals. 
The most substantial indicators of air motion aloft, 

however, are the water-substance particles of clouds, 
and also the particulate matter present in "clear" air. 
Apart from the more obvious forms of high-level water-
substance cloud, there is increasing evidence that sub-
visible stages of such clouds exist and that haze or dust 
concentrations are very variable. It remains to map such 
clouds or variations in particulate matter concentration 
so that airflow patterns may be interpreted. If this were 
possible the features of jet streams and other dynamic 
phenomena could be distinguished and areas in which 
CAT is likely could then be inferred, probably on largely 
empirical grounds. It is hoped that active radar tech-
niques, specifically lidar, will enable such delineations to 
be made.'s It is important in this context to recognize 
that the nature of air motion can readily be inferred in 
certain cases by reference to visible indicators at a con-
siderable distance from the area in question. Thus, in the 
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appropriate conditions, a lee wave motion can confidently 
be expected in clear air at heights several thousand feet 
above the bands of alto cumulus cloud that show char-
acteristic wave configurations. 

Conclusion 
Current experience and developments in aviation in-

dicate that CAT is a problem of increasing seriousness. 
While alarmism is to be deplored, it would be greater 
folly to think that the problem is a minor one that can be 

solved with relatively little effort. The search for ef-
fective detection and warning systems must be pursued 

with increased urgency. 
The rewards to the developer of a successful airborne 

system would be very great, for, as with weather radar 
which has been so valuable in the case of convective 
storm hazards, every large aircraft would be fitted with 

one. 
The form such a system would take is still unknown as 

no really promising approach to an early solution has 
yet emerged. Direct detection systems face formidable 
problems in achieving useful performance. Indirect sys-
tems face similar problems, and, in addition, suffer even 
more acutely from our lack of adequate knowledge re-

garding clear air turbulence. 
Any system carried in an aircraft must obviously be of 

reasonable size, weight, and cost. To be fully effective, in 
addition to warning of the imminence of CAT in the air-
craft's path, it must provide information to the pilot, in 
an acceptable form, of how he can best avoid the hazard. 
This involves the presentation of data in at least two 
dimensions. Because CAT often occurs in relatively 
shallow layers, and since the height of an aircraft can 
quickly be changed with relatively mild maneuvers, there 
are grounds for suggesting that such a presentation could 
well be of the vertical plane through the aircraft's path. 

It is quite possible that the best solution to the problem 
lies outside the aircraft. In particular, the ability of 
meteorological satellites to monitor large areas and pro-
vide virtually instantaneous information on the nature 
and distribution of clouds that may be used to infer the 
dynamic features of the atmosphere is an exciting possi-
bility. 19, 20 

One thing is quite certain. More detailed knowledge 

and a better understanding of the nature, cause, and 
incidence of CAT are urgently needed. Relevant re-
search is being carried on, sponsored mainly by govern-
ment agencies. Data on CAT are being collected routinely 
by the U.S. Weather Bureau and in special flight pro-
grams by NASA and the USAF. There is clearly a long 
way to go, however, before CAT is adequately under-

stood, and much more work is necessary. In the mean-
time, attempts to find instrumental solutions to the 
warning problem should be pursued with cautious 

realism. 

In addition to the sources mentioned in the text, the writer owes 
many thanks to his colleagues at Stanford Research Institute and in 
particular to R. M. Endlich and S. M. Serebreny for their advice 
and comments. 
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Human factors 

in engineering 

Part II 

Advanced man-machine 

systems and concepts 

The advanced man—machine systems—on-line man— 

computer interaction, manned space systems, satellite 
communications, advanced displays— none of which ex-

isted 20 years ago, present challenging new problems 
to human factors investigators 

Nilo Lindgren Staff Writer 

This second and coneuding article scans over some 
of the new kinds of human factors problems that have 
emerged as a result of recent technological advances. 
The article discusses aspects of these new problems 
in the following major areas: man computer inter-
action ( psychological problems related to on-line 
usage, the need for more "natural" interaction 
languages, graphical communication); man vehicle 
control and guidance systems ( better models of human 
controller, novel systems); communications (com-

puters in telephone information services, satellite 
relays); advanced space systems ("learning" and 
display problems related to incorporation of com-
puters in prelaunch activities). Last, a recent study. 
in human information processing is cited that points 
up a general problem the need for rational optimal 
models of human functioning. 

The folk wisdom, "Give a little boy a hammer and 
suddenly everything needs pounding," has its modern 
counterpart in "Give a little boy a computer and 

suddenly everything needs computing." It is the story 
of our age. In fact, many of the advanced man-
machine systems with which human factors investigators 
must now deal involve computers in some form—as 
"workers" with whom communication is necessary, as 
adjuncts or components of huge complex systems, as 
tools for the simulation of devices and of aspects of indi-
vidual and social behavior, and so on. 

Man-computer interaction 

There can be little dispute about the statement that 

the computer is the most fascinating machine man now 
interacts with. It is to the generation of this mid-century 
what the heavier power machines were to the mid-19th 
century. It has crashed in on the modern consciousness 

with the force of a silent atomic explosion, liberating 
terrific energy and setting many investigators oir on a 

new intellectual adventure—namely, how to come to 
terms with the computer and make it a more natural 
ally; in other words, how to bring the functions of man 

and computer into a truly symbiotic association. As Dr. 
J. C. R. Licklider recently described that ally, to those 

who have been displaced by the computer, he "appears in 
the form of a superhumanly fast, accurate, methodical, 

tireless worker. To most of those who have prepared the 
procedures for computers to execute, [he] appears in the 
form of such a worker who is aso illiterate, perversely 
literal, devoid of initiative, and so high salaried that one 

must strive continually to keep him from running out of 
work." 

For a normal human to get along with such a creature 
would appear to demand an inhuman patience and 
perseverance. But until very recently, computers were 
still so exorbitantly costly in relation to human labor, and 
computer designers were scrambling so fast to keep up 
with technological developments, pressed on by sharply 
competitive demands, that the inhuman demand had to 
be tolerated to a large extent, and was not attacked in any 
logical, organized fashion. Now, however, the picture has 

changed. In general, computers are becoming so economi-

cal, relatively speaking, that ways must be found of 
making better use of the people who use the computers. 
In short, the determination of what the human factors 
problems are in man-computer problem solving and 
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information processing has been drawn into the center 
of the target. Although it is far beyond the scope of this 
slight survey to go deeply into the fascinating psycho-
logical or human factors problems inherent in the man-
computer interaction situation, we shall at least point out 

some of the present major directions. 
Just six years ago, in the lead article of the very first 

issue of the IRE TRANSACTIONS ON HUMAN FACTORS IN 
ELECTRONICS, it was also Dr. Licklider who set forth the 
broad problems of "man-computer symbiosis," a term 
and a paper that have since been much cited. 2 The major 
problems he described then—the "several hurdles that 
stand between the nonsymbiotic present and the antici-
pated symbiotic future—are still wi us, although they 
do not loom as large because in the interim much in-
tensive work has gone into whittling them down. 

Licklider blocked out the problems into a number of 

areas: the speed-cost mismatch between man and 
computer; the physical interface, that is, the console 
with its displays and controls; the language mismatch 
between man and computer. In each of these areas, there 
are profound problems that excite the interest and con-
cern of human factors investigators. Furthermore, the 
problems are of a radically new order, for they involve 
the analysis of man's mental processes to a far greater 
degree than has previously been necessary. 

Time-sharing systems. The fact that "computers go very 

fast, men go very slow" is at the crux of the speed-cost 
mismatch. To allow a single man to monopolize the time 
of a large, expensive computer is simply not economical— 
this would be like giving over an entire electric power 
plant for the use of one individual—and the larger society 
is too tyrannical in its economic structure to tolerate such 
a situation, even for "a very creative man." And yet very 
creative individuals do feel that this is precisely the best 
way to interact with computers—to engage in prolonged 

and intimate "conversation" with them. By contrast, in 
most present man-computer exchanges, there exists a 
long interval between experimental steps because of the 
need to reduce all communications to typed "microstate-
ments," a process that Dr. Ivan Sutherland compares to 
the operation of the postal system. 3 He says, "We have 
been writing letters to rather than conferring with our 
computers." This correspondence system has involved an 
arduous translation process between our natural language 

and the programming language. Dr. George A. Miller, 
the very well known authority in what might be called 
the field of "psycholinguistics of man-computer inter-
action," says of the binary language of computers: 
"It would be difficult to design a language that was more 
difficult or unnatural for human beings to learn to use."4 
This feature, he believes, poses a major obstacle to man-
computer symbiosis. In effect, the language mismatch 
compounds the speed-cost mismatch problem. 
One answer to this essentially multivalued problem of 

nonsymbiosis, and one that is interlocked with the 
"step-display-look" approach that is emerging, has been 
the implementation of the concept of time-sharing 
whereby many users at different locations are able to tap 
the same central computer "power" source. There are 
already in existence in the United States a number of 
large, experimental time-sharing systems; probably the 
best known is the Project MAC ("machine-aided cogni-
tion" and "multiple-access computer") system at the 
Massachusetts Institute of Technology." 

In time-sharing systems, the speed mismatch between 
man and computer is turned to advantage. The computer 
can work on one "customer's" problem for a short time, 

switch to the next user, then to the next, and so on, and 
come back to work on the first user's problem so quickly 
that it appears as though the computer has been working 
continuously on his problem alone.7 

Perhaps it should not be surprising that in such systems 
"software" and human factors problems of an entirely 
new sort are encountered and, typically, the discussers of 
the time-sharing systems seem disposed to prefer the 
elucidation of the software problems—i.e., these problems 
are more interesting and crucial in the successful devel-
opment of these informational "public utilities." 

Generally speaking, it is now both necessary and pos-
sible to determine just what a person does when he inter-
acts with a computer. In former days, Dr. Licklider 
points out, fantastically little attention was given to 
how programming was done.' How a programmer 
worked—his mental processes, his methods for plan-
ning an attack on a problem—were hidden in obscurity. 
However, in the on-line situation, it is possible to find 
out exactly how he proceeds, step by step. What he 
does becomes overt. Thus, the habits, procedures, and 
needs of many on-line users are now the object of inten-
sive investigation. At M.I.T., for instance, there is in 
progress a special Technical Information Project that 
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centers around the MAC time-shared computer, and 

which among other objectives is investigating the role 
of human factors in literature search.9 The MAC facil-
ity consists of a central computer with about 100 re-
mote consoles that are available to about 400 people 
(only about 30 can use MAC at the same time). The in-
teraction between user and the system proceeds by means 
of a language very close to natural English. The user 
"operations are observed and monitored by means of 
test procedures and feedback. The information thus ob-

tained will guide the future evolution of the system by 
suggesting component and procedural innovations."9 

That on-line users of time-shared computer systems are 
entering a "new world" quickly becomes evident from the 
amusing stories of what is happening to these users. 

As Clark Weissman points out in a discussion of the 
experiences of the System Development Corporation 
(SDC) Time-Sharing System (TSS),'9 there can be a 
great deal of helplessness and frustration in on-line pro-
gramming efforts when there are communication failures 
owing to the user's ignorance of proper procedures, and 
he loses his programs. Some of the stories have positively 

Chaplinesque overtones: users drop in on each other's 
programs, get lost, wipe out another user's programs by 

accident, peer over each other's shoulder, and what not. 
It all sounds fascinating and frustrating—a world in 
which one is likely to run into wandering ghosts and 
"lost souls." 

In one of Weissman's anecdotes, the computer oper-
ators received this cryptic message from a remote user: 
"I'm alone; please decipher the above error message." 
And, of course, the error message was only on the user's 
terminal. At another time, during an important dem-
onstration of one system setup, the demonstration was 
punctuated by a message announcing the score of the 
second game of the World Series. The system users are 
vulnerable to messages from "jokers" or from users who 
are "careless," ignorant, or confused. "When computers 
were 'downstairs' and proper experts were 'around the 
corner,'" writes Weissman, such failures "might not 

have been as disconcerting to the oil-line user. But, to 
the remote time-sharing user, possibly thousands of 
miles from the computer or the expert, communication 
in its broadest sense is of paramount importance." 

Of course, the message in such tales for those who look 
on computers with less than unbounded enthusiasm is 
to wait until the avant-garde investigators have per-
fected these potentially marvelous information assistants 
to the point where we can plug into them from a console 
by our office desks and converse with them in our native 
tongue. That day, says Licklider, though it may sound 
a bit fantastic now, is coming. 

The language mismatch problem. In his 1960 paper, 
Licklider cited the "basic dissimilarity between human 
languages and computer languages" as being probably 
the biggest impediment to man-computer symbiosis. 

Today, despite the advances, the language mismatch re-
mains a serious obstacle. The realization of computer 
systems that will understand natural speech, which stands 
as a kind of ultimate goal, seems far off." 

The dissimilarity between man and computer languages 
has been the source of new psychological problems, 
problems that were "scarcely dreamed of twenty years 
ago." What has happened is that there has been a gradual 
shift in emphasis from computer-oriented and procedure-

oriented languages to problem-oriented languages more 
akin to natural language and human users. The psycho-
logical principles guiding this evolutionary shift are 
traced out by Dr. George A. Miller in one of his (as is 
usual with him) marvelously lucid papers.' Ele explicates 
the "psychology" beh;nd the introduction of coding, 

relative addressing, and the hierarchical structuring of 
programs, in which the development of subroutines (by 
means of which programmers could borrow whole 

chunks of programs from one another) led to the con-
cept of the compiler. With compilers it has been possible 

to construct languages that are much closer to the way a 
man thinks (FORTRAN, COBOL, ALGOL, IPL, COMIT, etc.). 

Essentially, the programmer selects from a library of 
subroutines the ones he needs, and the compiler translates 
it for him into the microsteps of machine language. 
Thus, the man is able to plan his program in larger 
hierarchical chunks that are more natural to him, and the 
machine does the dogwork translation into binary mi-
crosteps more natural to it. 
The development of compilers has had a revolutionary 

impact for it brought the interface between machine and 

man a giant step closer to the man, and in the same step 
brought whole new classes of users' 2 into interaction with 
computers—workers in a wide variety of disciplines for 
whom the "linguistic" barrier had previously been more 
or less insurmountable. 
Although much of this evolution from machine-

oriented to problem- and man-oriented languages pro-
ceeded empirically, without it occurring to the program-
mers to call in the psychologists and the human factors 

people, the problems they were coping with were es-
sentially psychological or human factors problems. 
Nowadays, with the heightened sophistication of man 
computer interaction, the workers from these disciplines 
are very much in the act. They feel that the trend toward 
more natural languages of communication between 
man and machine will continue, although they are not so 
sure just how this will come about. Miller says, "We are 
today at a point where the subtler aspects of human 
language and human psychology are beginning to intrude, 
and we are not clear enough in our understanding of 
human languages and human language users to be 
confident of what step to take next in reducing the gap"' 
between man and machine. He cites some of the features 
of natural language that might be introduced into com-
pilers yet to be developed—e.g., recursion and greater 
use of context—but in this direction, the investigators 
are brought to the brink of profound problems involving 
them in, among other things, the new theoretical studies 
in linguistics." 

Another direction being taken by some investigators is 
the study of existing programming languages to dis-
cover what is common in them, with the aim of develop-
ing a homogeneous language that will understand all the 
languages in the computer libraries, but this work is in a 

primitive state. Dr. Licklider speculates that there "is 
not going to be a single language" 9 in the man-computer 
interaction process. 

Still another tack is taken by Allen Newell. He stresses 
the need for investigating the "planning process" in 
man' 3—how man goes about getting his ideas for solving 
problems—so that the computers can be made more 

"intelligent" in the interaction process. Newell points 
out that the problem is one of psychology. "First," 
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he says, "we must understand the structure of human 
plans: What is it that the human has when he has the 
Idea of solution'? Only when considerable is known 
about this can we understand what the computer must 
do to take a plan as input and carry it out. We need to 
devise a language of plans sufficiently similar to the 
'natural language' of human planning so that the man is 
able to utter his plan to the computer. If this language is 
too difficult, then the human will face a translation task 
to put his plans into the language. Thus we need to know 
in considerable detail what information is available in a 
human plan and how these plans are reduced to action." 3 
As a consequence, he says, "the work on artificial intel-
ligence becomes directly related to the work on man-
computer communication." And, he says, "if there is 

one final conclusion to be drawn . . . it is the importance 
of psychological investigation to the problem of man-

computer communication. The task is not one for 
computer technology alone."3 

Rather than having come to the end of a line, then, it 
seems that those who are in search of a more intimate 
man-computer symbiosis have broached some "beauti-
ful" new problems. In general terms, one can conclude 
that the next order of business in man-computer inter-

action problems is to bring better organization into the 
languages, theories, methods, and devices of program-
ming. Significantly, Dr. Ivan Sutherland, now director 
for information processes technology at the Advanced 
Research Projects Agency (and successor to Dr. Licklider 
in the post), says that his office is stressing the software 
area in its many contracts aimed at finding ways in which 
men can make better use of computers. 3 

The physical interface. In discussing the language 
mismatch problem, we have failed thus far to point out a 

most significant advance that may be viewed as a comple-
mentary hardware and language development—namely, 
man-machine graphical communication devices. About 
1960, an interest began to build up in developing com-
puter display systems whereby man and computer could 

"converse rapidly through the medium of line drawings."" 
The first really striking advance in this direction was 

"Sketchpad" (at the M.I.T. Lincoln Laboratory), the 
work of Ivan Sutherland." With Sketchpad, it was pos-
sible to make two-dimensional sketches with a light pen 
directly on a computer CRT display, to modify and move 

parts of the drawing as one wished, while preserving the 
topology of the drawing, and more important, to carry 
out computations on the figures so drawn. These ca-
pabilities showed that such graphical language devices 
could serve as tools of extraordinary power in design and 
other applications. For instance, Sketchpad could be 
used to draw basic bridge shapes, which were then 
subjected to various loading conditions, so that the 
stresses and strains in the constituent members could be 
computed automatically. The Sketchpad system was 
subsequently extended by T. E. Johnson to permit the 
user to work with three-dimensional figures. These 
graphical communication systems have clearly just opened 

a Pandora's box, and now many organizations are work-
ing on such systems. Another very well known one, for 
instance, is the RAND tablet.' Dr. Licklider reports 
that IBM is now in the process of developing five different 
advanced display systems, >4 although details about them 
are still in the realm of trade secrets. 
A most extraordinary and sophisticated system is the 

Fig. 1. Computer-controlled displays. Top figure is 
multiple exposure. Bottom figure is somewhat 
similar to that shown in different projections on 
cover. 

Fig. 2. The ESL disp.ay console, being developed at 
M.I.T., is a specialized computer that automatically 
converts three-dimensional drawing commands into 
arbitrary two-dimensional projections as in Fig. 1. 
The three-dimensional rate-control joy stick (crystal 
ball, near CRT) allows the user to rotate ( in real time) 
the figure appearing on the scope face in almost any 
fashion. Light- pen tracking is fully automatic. 
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M.I.T. Electronic Systems Laboratory display console, 
which since January 1964 has been in operation in the 

Project MAC Time-Sharing System.I6 With this spe-
cialized computer console, it is possible to make directly 
three-dimensional drawings and convert them into 
arbitrary two-dimensional projections, to rotate them in 

real time, to translate them, to change their scale, and so 
on (see Fig. 1). Figure 2 shows the console. The three-
axis globe in front of the scope is used to rotate and 

twist the drawing about as desired, so that one can get 
a feeling of the figure from all sides (the SPECTRUM cover 
shows different projections of a complex form). John 
Ward, assistant director of ESL, points out that this 
console, which was designed with special attention to the 
needs of computer-aided design under the restriction of a 
time-sharing system, is so flexible that it can be used for 
many applications. For instance, it is being used in the 

design and evaluation of ship hull forms.'7 In this setup, 
three-dimensional hull surfaces displayed on the CRT 
can be altered in a few seconds by typed-in changes in 
parameters, and can be rotated to any desired viewing 
angle for closer study. 

Computer-aided circuit design. Another sophisticated 
graphical-type research program that uses the Project 
MAC computer involves the on-line simulation of electri-

Fig. 3. Prof. M. L. Dertouzos and C. W. Therrien 
show how with a light pen and their new computer 
program tied in to Project MAC, they are able to in-
vent, analyze, and display immediately electrical net-
works. Computer-aided circuit design should have 
profound repercussions in the electronics art. 

cal networks.'8," In this program, being carried forward 
by Prof. M. L. Dertouzos and his colleagues at M.I.T., 
an electronic circuit designer interacts directly with the 

computer through a typewriter and CRT graphical 
input-output equipment. The designer communicates 
his circuit configuration an element at a time to the 
computer by placing the light pen on the CRT, as shown 

in Fig. 3, and by pressing the appropriate element 
button. Through this process, he can compose on the 
screen any circuit—including resistors, inductors, ca-
pacitors, diodes, and tunnel diodes—without knowledge 
of computer programming; he can then ask the computer 
to analyze the circuit by a typed command. Prof. Der-
touzos points out that a crucial point in this approach is 
that it involves simulation rather than analysis. The circuit 

simulation is achieved by representing each electrical 
element by an appropriate block of storage registers and 

by embedding the laws of circuit theory within the com-
puter. Then, for any given excitation, the computer 
"walks the circuit through" its behavior much as a real 
circuit operates. A most significant consequence of this 

man-machine interaction process is the short turnaround 
time, of the order of seconds, between a modification of 
the circuit by the designer and the computer response, 
whereas in the past this time was of the order of days. 2" 
The moral of this advance should wallop design engineers 
on the head—i.e., the 99.99 percent of engineers who are 
designing circuits without on-line graphical-language 
facilities are, in one sense, already "living in the past." 

As Prof. Dertouzos notes, "this reduction of delay 
in the design loop has obvious economical and technical 
repercussions." 2" He is careful to point out, however, 
that breadboarding and testing will not be eliminated 
by this design process, but all the same he is tempted 
into speculating on the future of man-machine inter-
action along these lines: "It is not difficult to imagine a 
not so distant time when a designer seated before a 
console attains, after some man-machine dialog, a 
circuit design he considers satisfactory. He then asks 
the computer to search component-manufacturers' 
tapes for components that will meet circuit and designer 

requirements. Having done so, he then commands 
numerically controlled tools to fabricate a prototype 

of the circuit, while all related financial transactions are 
completed automatically." 2° 

And the exciting part about Dertouzos' projection is 
that it represents but one meaning of that Anglo-Saxon-
Latin-Greek mouthful, "man-computer symbiosis." 

For he goes on: "What is harder to imagine and per-
haps more challenging to speculate about is the contri-
bution of the man-machine dialog to the creative or 
conceptual stages of circuit development. Certain mech-
anisms of creative design are observable and to some 
extent comprehensible. For example, a designer con-
fronted with the design of a circuit to meet certain speci-
fications resorts to his own memory for 'past experience' 

in designs of 'this sort.' He may then postulate a first-
order circuit configuration that should accomplish the 
desired task. In evaluating his 'experience' or ideas sug-
gested to him by the problem, the designer often uses 
some measure of goodness to reject or accept the pro-
posed configuration. In decomposing a large system he 
may start from the output specifications and advance 
toward the input, or vice versa. We see that from a 
qualitative point of view, the notion of 'experience' is 
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mechanizable by an organized memory. Evaluations of 
conceived configurations or 'good moves' are mech-
anizable as heuristic weightings in the decision process; 
while the conception of heretofore unknown configura-
tions may be accomplished by a somewhat constrained 

random search."2° 
The possibilities and experiments with on-line facilities, 

with such a degree of man-machine symbiosis, have 
already become so numerous that no adequate account 

can be given. A glimpse of the breathtaking spectrum of 
such studies, embracing wide classes of users in both the 
physical and social sciences, can be obtained from a 
Project MAC Progress Report." To scan but a few of 
the others: at Bolt Beranek and Newman, Dr. Jerry 
Elkind is heading up work on teaching through man-
computer interaction 22 and is carrying out on-line control 
of human factors experiments; 22 at the MITRE Cor-
poration, Dr. Edward Bennett and his colleagues have 
been developing an experimental on-line information 
control system called AESOP, which serves as a prototype 
of a class of management or command information 
systems capable of giving the members of the using 
organization (all the way up to the highest executives) 
immense on-line control over system performance; 43 the 

question of decision making in man-machine systems, 24 
taken up in a current special issue of the IEEE TRANS-
ACTIONS ON HUMAN FACTORS IN ELECTRONICS, iS re-

viewed in this month's "Scanning the issues," page 120. 
In discussing this exploding field, released by the genie 

of man-computer interaction, one must bring oneself to 
an artificial stop. So many concepts and possibilities are 

now emerging that one must ask: "Just how far can this 
thing go?" Dr. Sutherland gives us one view. He has 

speculated that the "ultimate displays" may allow a 
user to draw abstract systems that operate under any 
laws he wishes to impose, and then, through special 

television headsets, he might "feel" his way into these 
abstract environments. Such fantastic systems might 

bring about invaluable discoveries by investigators who 
fail now to understand certain physical phenomena 

simply because they cannot "see" the underlying dy-
namics of the phenomena. Although such ultimate sys-
tems (one can hardly describe them as mere man-
machine "interfaces") are still far in the future, creative 

people are now thinking about them seriously for the 
simple reason that, owing to the developments of the 
past few years, they are no longer impossible. 

Man-vehicle control and guidance systems 

Unlike the field of man-computer relationships, the 
study of the human factors involved in the manual con-
trol, guidance, and stabilization of vehicles has been 
going on for a long time, and for all kinds of vehicles— 
motorbikes, automobiles, aircraft, and now spacecraft. 
Although formal study of the "controlling function" 

of the human operator began about 1900, well before 
the development of formal theories of servomechanisms, 25 
and although every aerospace organization (as well as 
lust about everybody else) can boast whole bibliographies 
of manual control studies, we can include here only a 
few points about recent investigations in this rich and 

"venerable" domain of human factors. 
Traditionally, for each vehicle design, the designer 

has had to decide, on as rational a basis as possible, 
the degree of the guidance, control, and stabilization 

functions to be assigned to the man and to the machine. 

In the past, however, this goal has been easier to postulate 
than to realize. Much less has been known about the 

engineering characteristics of human operators than 
about the engineering characteristics of automatic 

guidance and control systems. As Prof. T. B. Sheridan 
of M.I.T. has so picturesquely put it: "It must be ap-

preciated that in dealing with the human operator we 
are dealing with the 'blackest' of 'black boxes' and the 
most complicated of physical systems."" Because "man 
is a nonlinear, discrete, adaptive, time-varying, statistical 
controller with a 'mind of his own,' " 26 it has been difficult 
to develop adequate models for human operators, so 
that one of the major avenues to man-vehicle designs 
has been the simulation of vehicle control for varying 
degrees of human operator participation. There can 

hardly be an engineer alive who hasn't seen at least one 
form of such simulators. Thus, in the evolution of man-
ually controlled vehicles, designers were very much de-
pendent on subjective opinion ratings expressed by the 
human operators as to the vehicle's handling qualities. 
The aura of the test pilot did not grow through 
public relations gimmickry—an engineer could not know 

what the man-vehicle situation would be really like 
until the pilot took off, flew the vehicle, and came back 
to tell him. Thus, there have been assembled extensive 
catalogs of vehicle dynamic parameters given as func-
tions of pilot ratings, 27 which no doubt will continue 
to be used. However, as Duane McRuer and Dunstan 
Graham (both of Systems Technology, Inc.), and Ezra 
Krendel and William Reisener, Jr. (of the Franklin 

Institute) point out in a recent report, "In a fundamental 
sense, these catalogs are only reports of specific test 
results—they fail to explain adequately the mutual 
interactions between the pilot and the vehicle, and they 
are difficult, if not impossible, to extrapolate to new 
situations and novel vehicle characteristics." Accord-
ingly, of late there have been increasingly extensive 
efforts to generate better theoretical models of human 
operator dynamic characteristics, especially in view of 
the increasing space work in which man-vehicle design 
failures would be more expensive and devastating than 
anything that has gone before. 

The general situation is summed up by Prof. L. R. 

Young of M.I.T. as follows. He points out that psycho-
logical testing has been very fruitful in that it has led to 
a certain level in devising models for the human oper-
ator. Now, however, "for some of the adaptive and 
optimization control problems, which the human operator 
involves, we have little appropriate mathematics available 
to treat them. I think the time has come for the human 
factors people to look more intensively into mathematical 
possibilities. We must build up some theoretical backlog 
strictly for the manual control problems rather than con-
tinue to live off what has been ready-made for us in 
automatic control." 24 
Most analytical studies of human operators have 

viewed the man as a simple controller in a simple closed-
loop operation— the man gets information on the vehicle 
motion through external sensors, such as gyroscopes, 
radar, etc., and through his observation of the error be-
tween his actual and reference orientation he stabilizes 

his craft by means of a control stick or whatever. For 
this type of closed-loop system, McRuer and Krendel 
developed in the late fifties a set of quasilinear transfer 
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functions that quite accurately predicted the control 
characteristics of the human operator over a wide range 
of inputs and vehicle control dynamics. 29 This pilot dy-
namics model, in fact, found considerable application, 
and just recently these same investigators completed a 
comprehensive five-year program of developing better 
pilot models for use in handling qualities and manual 
control system analyses." These new models, which are 
much more precise than the circa 1960 model, are ex-
pected to have far-reaching applications in the future. 
They embody, among other things, new knowledge that 
"should have significant impact both on the content and 
nature of the information displayed to the pilot and on 
the design of the manipulative devices with which the 
pilot imparts his desires to the vehicle."" 
Other very extensive investigations of control models 

of the human operator have been going forward at the 
M.I.T. Man-Vehicle Control Laboratory, which is part 
of the Center for Space Research. They have been work-
ing on, among other matters, the extension of models of 
humans in orientation control tasks to include the de-
scription of the role of the nonvisual motion sensors 
(particularly the tactile and vestibular sensors). 26' 3° 
Figure 4, which represents a general block diagram of the 
man-vehicle control problem, shows the major areas 
now under research at M.I.T. It should be remarked in 
passing that a very good, readable, general discussion of 
the many questions involved in the assignment of roles 
for men and machines in space systems appears in a recent 
paper by C. S. Draper, H. P. Whitaker, and L. R. Young, 
all of the M.I.T. Department of Aeronautics and Astro-
nautics. 31 
Among the more earthbound, but sophisticated, 

studies in progress at M.I.T. is that of a stabilized motor-
bike, which is being used as a test vehicle for dynamic 
orientation. In these studies, which have been going on 
under Prof. Yao Tzu Li's direction for the past few years, 
there are two aims: one is to find out more about how a 
human rides a bicycle (that is, to identify the rider's 
control function); and the second is to build an autopilot, 
an adaptive automatic stabilization device that will du-
plicate the human rider's performance. 
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The bicycle project is but one of a broader program of 
studies of the adaptive functions of man in vehicle con-
trol systems. In many respects, adaptive control systems 
attempt to imitate the adaptability of humans. (M.I.T.'s 
Prof. T. B. Sheridan is credited with the first study of the 
adaptive characteristics of the human controller—in 
1960.) But, Professor Li and his colleagues point up the 
irony that it was not the versatility of human adaptive 
control but rather its limitations that led to the great 
surge in the development of automatic adaptive control 
systems in the last few years. In general, the "human out-
shines the automatic system with his huge capacity of 
open loop or programmed control; but he lacks the 
capacity and speed for making on-line computation which 
is needed in the operation of active continuous adaptive 
systems." 32 Thus, "the objective of adaptive control 
systems is to reduce the range of adaptation required of 
the human operator." 32 
For space workers only. One of the most novel human-

operator-vehicle systems now under investigation is that 
of a completely foot-controlled platform that free-floating 
space workers might eventually use. 33 The study into this 
use of the human balancing reflex for stabilization and 
control of vehicles in one-g and sub-g environments is 
going on in the Life Sciences Section of the Grumman 
Aircraft Research Department under the sponsorship 
of NASA. The research embraces triple aims: the use of 
the foot-balancing concept in one-g vehicles; its applica-
tion to zero-g conditions; and basic studies of the human 
balancing mechanism. The appeal of a jet-propelled 
foot-controlled space scooter, says Thomas Keller, 
head of the Life Sciences Section, is that it makes use of a 
neuromuscular response that has already become a re-
flex. "We feel," he says, "that the foot-control vehicle 
would be far superior to the Buck Rogers type space-
pack." 3 4 Theoretically, the big advantage is that the space 
worker would require no special control training, and 

Fig. 4. New investigations going on at M.I.T.'s Man-

Vehicle Control Laboratory aimed at extending con-

trol models of the human operator in dynamic 

space orientation are indicated here by circled items. 
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his control reflex would be better under conditions of 
stress. In addition, such a scooter would leave the space 
worker's hands free. Figure 5 shows a zero-g simulator 
that is being used in the research project. 
New aircraft landing aid. Just to relieve any impression 

that the reader may be getting that all modern human fac-
tors problems are concerned with complex systems, we 
shall cite an at least deceptively simple development that 
has been under way at the U.S. Naval Research Labora-
tory." It is an optical-geometrical system, called the 
Rainbow Optical Landing Aid, which its designers (H. P. 
Birmingham, A. W. Baldwin, and Miss Barbour Lee 
Perry of NRL) hope will increase the safety of landing 
high-performance aircraft aboard aircraft carriers in 
nighttime operations, a hazardous feat at best. 
The new landing aid is designed to provide a pilot with 

information about the appropriateness of his descent 
during his landing approach, information which present 

landing aids do not adequately provide (i.e., accident 
rates have been very high). Altitude-rate or sink-rate error 
information is transmitted to the incoming pilot by a 
dynamic tricolor light beam (see Fig. 6), which by its 
color sequence tells him not only his angular error from 
glide path, but which is also coded to tell him contin-
uously whether or not his angular rate of descent is too 
small, too large, or just right. This latter quality of the 
landing-control system—the inclusion of "lead" or error-
rate information—is important, for it reduces the diffi-
culty of the control task required of the pilot. ( In NRL 
terminology, this represents the inclusion of one "quick-

Fig. 5. (Right) Zero-g simulator at Grumman Air-
craft Engineering Corporation's Research Depart-
ment. The man is turned on his side so as to elimi-
nate the gravity vector. This research is aimed at the 
development of a small space platform that a "space 
worker" might control by means of his foot- balancing 
reflex, thus obviating special control training. 

Fig. 6. (Below) Rainbow Optical Landing Aid, being 
developed at U.S. Naval Research Laboratory, 
simplifies pilot's tasks in nighttime carrier landings. 
The dynamic array of color-coded light beams 
guides the pilot from any path of approach into the 
correct steady-green glide path. The Rainbow unit 
(U) would be space stabilized to compensate for 
ship pitch, roll, and heave movements. 

Red- blue- white 
sequence 

ening" term. Any modification to a closed-loop man-
machine control system that reduces the need for the 
human operator to perform analog differentiations is 
defined as quickening. The concept has been applied in 
many human factors designs.) 

Human factors in communication systems 

We have seen something of the human factors and 
psychological problems involved in communications 
between man and machine. The communications between 
man and man through machines as intermediaries brings 
different types of human factors into the foreground of 
attention. In this respect, the problems of voice communi-
cation through telephone systems are especially interest-
ing. 
Some of the investigations carried out at Bell Labora-

tories, for instance, where a Human Factors Research De-
partment was established in 1948, include: the measure-
ment of human channel transmission characteristics; 
studies of telephone users' habits and desires; prob-
lems of echoes and time delay on telephone conversa-
tions; users' responses to push-button telephone keysets; 
verbal behavior in retrieving telephone information; 
how customers use number services; and many others. 
More recently, with the experimental study of trans-

mission through satellites, and with the prospect of com-
puter services in the telephone system," new human fac-
tors problems have come to the fore. 
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One of the problems involves the use of computers to 
store telephone numbers. In the proposed system, 
when an information operator receives a customer re-
quest, she keys the request into a console by pushing but-
tons, and a set of numbers appears on a display before 
her from which she selects the number fitting the request. 
However, since computers are so expensive, one prob-
lem being investigated by the Bell human factors group 
is whether or not this method is enough faster to com-
pete with telephone books on cost. The design of the 
console input and output—the various keys and display 
characteristics—constitutes one area of the problem, but 
it is, according to John Karlin, head of the Bell group, 
the least important. The greater share of work is that 
of looking into the best search strategies for the computer. 
A major problem arises because the computer cannot 
think as a human operator can. If given information is 

incomplete or inaccurate in any way, the computer will 
believe what the operator tells it. Accordingly, the really 
tough problem is to devise an appropriate search strategy 
and to determine how complete and accurate the informa-
tion the operator gives the computer must be. The big 
cost savings would come from determining how much 
or a customer's request the operator should key into the 
computer. Karlin reports that if all goes well in the study, 
they hope to have the final results this summer. 37 
The Bell project also presents an interesting sidelight. 

Human factors engineers always stress the importance 
of being in on design studies as early as possible so that 

their investigations can properly influence the final sys-
tem design. In the Bell case, the engineering department is 
not even going to begin to implement the computer 

lookup system until they have seen the complete results 
of the human factors study.... which amounts to the 

Fig. 7. On this kind of display surface (developed 
by means of computer programs), errors or abnor-
malities show up instantly as "bulges." Informa-
tion displayed here is equivalent to that contained 
in 42 000 eight-digit numbers. If the same informa-
tion were in "page" format, it would take a man 
hours of analysis to discover the errors. 
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realization of a human factors dream. 

The other big human factors study at Bell involves the 
Early Bird satellite, and looks into the question of how 
well people can talk over a satellite connection. Over a 
period of some months now, normal, commercial tele-
phone traffic has been relayed over Early Bird as well 
as over cable. After each call, a subscriber is queried 
about his experience with the connection (he does not 
know which system handled his call). Results of these 
experiments will be announced within the next two to 
three months. 37 

Advanced space systems 

More than any other man-machine system, the ad-
vanced manned spacecraft missions due to come off 
before the end of this decade represent the most crucial 
problems yet encountered. They have conscripted human 
factors efforts across the entire spectrum—man-vehicle 
control dynamics, advanced displays, computer backup, 
sophisticated real-time mission simulations, communica-
tions, life support systems, atypical environmental effects, 
allocation of tasks to several crew members, ground sup-
port equipment. There is almost no way of getting 
a human measure of the effort involved. They say 30 bil-

lion dollars worth, but what does that mean in human 
terms? Grumman Aircraft, which a few years ago liad 
no human factors people around to speak of, now has 
a permanent staff of 50 people, 30 of them working on 
problems associated with LEM (Lunar Excursion Mod-
ule) alone. And LEM itself, as big and fraught with prob-
lems as it is, sits like a pea atop the colossal Saturn ve-
hicle that is to start it on its mission. But size alone does 
not convey very much meaning. It merely symboli:es 
the level of human busyness. Saturn and its associated 
problems are to our day and our culture what, perhaps, 
the Great Pyramid was to its day and the people of the 
Fourth Dynasty. Yet, such analogies don't provide much 
ground to stand on either. Finally, in discussing engi-
neering efforts of such magnitude, what one must do is se-
lect (somewhat arbitrarily) a single aspect and let it 
stand for the rest. 

Human factors in prelaunch activities. Now that the day 
of the " really big" space programs has arrived, many of 
the ad hoc procedures for prelaunch checkout developed 
during the earlier "smaller" programs, such as Mercury 
and Gemini, must now become much more formalized, 
while the highly automated ballistic missile checkout pro-
cedures (e.g., Minuteman) are inappropriate to man-
rated vehicles. In the earlier manned space programs, the 
use of ground computers was practically nil, but for the 
Apollo program, for instance, in which the launching 
alone will involve something like 10 000 men, and for 

which thousands of data points (upwards of 6000) will 
be monitored at central stations, the assistance of com-
puters has become mandatory; and the problems of on-
line man-computer interactions become crucial. 
Although computers are being incorporated into missile 

and space programs, questions arise as to what level of 
automation will be most effective in prelaunch checkout. 
From a human factors point of view, this presents a new 
kind of problem for which there exist no adequate guide-
lines for the appropriate allocation of tasks between the 
men and the computers, or for the selection of effective 
control and display techniques. In addition, the launch 
checkout crew finds itself faced with less "direct contact" 
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with the space vehicle, due to the interposition of check-
out computers used primarily for sequencing and 
go/no-go determinations. In the face of an obvious need 
for, and recently demonstrated success with, automated 
space vehicle testing, checkout personnel nevertheless 
must retain ultimate responsibility for launch decisions. 
This responsibility, which weighs most heavily in the 
manned space program, can be carried out most effec-
tively when the vagaries and special characteristics of 
individual vehicles are fully understood. Thus, for 
example, the period between delivery of a space vehicle to 
Cape Kennedy and the launch is a period not only of 
intensive activity but of continual learning. In a recent 
interview, Joseph G. Wohl, of Dunlap and Associates, 
Inc., a firm that has made many studies of prelaunch 
man-machine problems, stated the problem in a form 
very close to that of a human factors principle: "The full 
significance of missile and space vehicle preparation and 
prelaunch checkout is understood oniy when one realizes 
that these learning activities are indeed the primary means 
by which the residual unknowns, having escaped the 
filters of engineering analysis and factory testing, may be 
discovered, understood, and brought under control." 
Checkout computers and display systems can aid this 
learning process. Thus, man-computer interaction in 
prelaunch activities represents in fact a general problem 
confronting all future advanced missile and space systems. 

Displays. One of the important concerns of prelaunch 
activities is the detection of nonnormal (but within tol-
erance) conditions, a process that is very much dependent 
on the manner in which the test information is displayed. 
Says Wohl, "It is clear that detection of cyclic distur-
bances and second-order trends in sampled data can be 
enhanced by some display techniques and suppressed by 
others." 38 In their studies of existing display capabilities, 
Wohl and his colleagues point out potential inadequacies 
and suggest improvements based on human pattern-
recognition capabilities. Present and planned test moni-
toring facilities differ from the Gemini and Mercury 
facilities (which used indicator lights, meters, and strip-
chart recorders) in that they include CRT displays packed 
with information in alphanumeric form. Such so-called 
page- or list-formatted CRT's, although they allow the 
presentation of a great amount of information, submerge 
the test engineer's capabilities of observing data trends, 
oscillations, and other abnormal indications. In such 
displays, a value that goes out of limits is indicated only 
by a periodic interruption of the appropriate line of in-
formation. Nor does such a display give the human 
monitor information about instantaneous rate of change 
or leave behind a time history. Even at the relatively slow 
pace of manual checkout, this display makes it difficult to 
observe trends in test data. For fully automated tests run 
at "system speed," these displays are nearly useless in this 
respect, and would certainly not enhance the test engi-
neer's understanding of what he was observing. Wohl 
states: "To help test engineers detect anomalies while 
attempting to monitor a large mass of CRT data at system 
speeds, we recommend the development of a real-time 
pattern recognition format for CRT's in which test point 
readings are 'mapped' onto a two-dimensional display in 
a coding scheme designed to enhance detection of im-

pulses or other fleeting noncyclic disturbances." 38 One 
example of the twe of thing Wohl is talking about is 
shown in Fig. 7, a display developed at the Computer 

Sciences Division of the Illinois Institute of Technology 
Research Institute. This plot displays information con-
tained in approximately 42 000 eight-digit numbers. 
Through use of a computer program, a display surface is 
formed that instantly reveals errors or abnormalities by 
bulges on that surface. 

Visual sampling behavior—a paradigm 

In these two articles, we have referred fairly often to 
the stress that human factors investigators now place on 
the need for greater scientific generality in their models 
of aspects of human behavior. With better theoretical 
models, they say, it should become possible ultimately to 
solve analytically many human factors design problems 
that have had to be treated empirically through largely 
ad hoc methods. They want, in other words, to make a 
science out of this business. 

Examples of this trend have been cited under the dis-
cussion of man-computer 24 and man-vehicle systems. 
An example of the weighty power of newer theoretical 
methods in modeling human pilots has also been cited in 
a recent SPECTRUM article.6 Still another recent investiga-
tion, which can have an important bearing on the analysis 
of manned systems, is that undertaken by John W. 
Senders of Bolt Beranek and Newman, Inc. 
One of the questions with which Senders has been 

concerned is how people absorb information; i.e., human 
information processing in relatively complex tasks. 
Senders says that he "spent a number of years dealing with 
more or less classical kinds of experiments in which you 
hold everything constant and vary one thing at a time and 
so on. These days people have discovered that you can be 
led into traps when you try to extrapolate the results of 
single-valued functions to multi-valued functions, for 
the interaction terms are very great indeed." 3' Thus, 
he has been led in his more recent efforts into a study of 
the nature of the effects of complication, and he has been 
trying to "generate mathematical models, which are 
rational models as opposed to purely empirical ones, in an 
effort to characterize and predict what will happen when 
[human operators and monitors] are confronted with 
very complicated information flows, complicated dis-
plays and complicated controls." 39'1° 
These studies lead to a rather comprehensive theory 

about human visual sampling behavior in particular and 
about the nature of attention in general. The extended 
theory incorporates ideas about what Senders calls 
"conditional sampling behavior, in which an observer 
inter-sample interval is a function of the value of the 
signal read on the previous sample." What this means is 
that an observer breaks up the environment in ternis of 
attentional demand. In effect, he says, "This demands 
more attention than that." For instance, if he is observing 
dials and displays, he is most interested and attentive 
when their values indicate that a variable is approaching a 
boundary condition. The closer a dial needle, say, gets 
to a boundary, the more often the observer should look at 
it. This behavior is what Senders calls conditional sam-
pling, and its mathematical formulation might be identi-
fied in textbooks one day as "Senders Sampling," a name 
that has more than mere alliteration to recommend it. 
Senders advances the idea "that as a consequence of the 
single-channelness of attention, queueing theory pro-
vides a general method of analysis of the switching of 
attention, of the attentional demand of a stimulus source, 
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of the probability of simultaneous demand from two or 
more sources of stimuli, and of the notion of overload. 
The conditional sampling models provide the probability 
distributions which enter into the queueing model.") 
Through the mathematical formulation of sampling 

behavior, Senders points out that it should be possible to 
predict how often an observer will need to look at the 
various control instruments and information displays in a 
particular man-machine situation. Thus, in a complex 
display situation, it would be possible to calculate the 
probability that one instrument has been left "screaming 
for attention" while another is being attended to. Fur-
thermore, it may be possible to get an analytical measure 
of the reliability of the man in a complex system, to "see 
what the probability is that he will miss an event of in-
terest, that he will clobber into something,"" a result 
that, as Senders points out, "strips the problem out of 
psychology." 39 Thus, one can measure an operator's 
actual performance, calculate the theoretical optimum, 
and then characterize the man's performance in terms of a 
percentage of the theoretical optimum. Through similar 
means, it also becomes possible to evaluate the human 
engineering design of an instrument or a pilot's cockpit. 
The significance of these results should not be under-
estimated. What they mean is that it is now possible to 
quantify things that have always been somewhat fuzzy 
in the past. As Senders says, "This is why human en-
gineering and human factors, and so on, have always 
been rather fuzzy, too, because we have had no optimum, 
no 100 percent, no limiting condition against which to 
scale the behavior or to scale the quality of the design." 39 
At the present time, Senders and his colleagues are 

mechanizing the mathematical structure of this kind of 
sampling behavior (that is, simulating the sampling and 
scanning processes) and testing it against what people 
actually do. 

Investigations like this illustrate the general direc-
tion of the human factors field-it is leaving behind the 
descriptions of ad hoc experiments that clutter the 
literature, and moving toward the unifying solidity of 
science. 
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Detection of 

coherent optical radiation 
Recent research work in laser detection includes 
superheterodyne and nonlinear parametric studies in the optical 
spectrum. Operation at these increased wavelengths can 
result in a significant improvement in sensitivity 

Marvin E. Lasser Phi/co Corporation 

Sensitive coherent detection techniques, identical in 
principle to the methods applicable in the RF or micro-
wave regions, are being investigated at optical wave-
lengths. Since we already can reach the natural limit 
of being able to count individual photons in both the 
short-wavelength visible and near-ultraviolet regions, 
there is no possibility for sensitivity improvement in 
those spectra. However, at increased wavelengths, 
where the detectors are several orders of magnitude 
away from being able to count photons, much higher 
sensitivity can be achieved through the use of coher-
ent detection methods. In optical superheterodyne 
detection the mixing in the superheterodyne receiver 
arises because optical detectors measure the intensity 
rather than the amplitude of the light waves, and thus 
square-law detection results. Another detection method 

is based on a truly nonlinear effect, in which the electric 
field associated with the incident radiation is so strong 
that it drives the polarization out of the linear region. 
Parametric amplification of the optical signal then 
becomes possible. 

With the announcement of coherent optical radiation 
sources, a number of investigators began to consider the 
potential advantages and the practicality of utilizing the 
coherent nature of this light in the development of sensi-

tive detection systems. Because much improvement in 
detection sensitivity previously had been achieved in both 
the RF and microwave regions through the use of co-
herent rather than incoherent detection methods, there 
was a great temptation to apply similar techniques to the 
optical spectrum. In fact, the coherent detection methods 
that are being studied at optical frequencies are identical 
in principle to those used in the RF or microwave regions. 
There now appears to be little question that coherent 
optical detection systems can be used to advantage. 

There is a natural limit to the minimum amount of 
radiation that can be detected, even in an ideal system 
that is, in principle, free of external noise sources. It is 
clear that we can do no better than count individual pho-
tons. Since this operation can already be accomplished 
with cooled photomultipliers in the short-wavelength 
visible region and in the near-ultraviolet region, there 
appears to be no possibility for further improvement in 
sensitivity. The only application in which coherent sys-
tems might be of interest at the shorter wavelengths is in 
FM detection; however, there appears to be only limited 
active work in this area. 

In the wavelength region from about 0.7 to 1.3 /Am 
(7000 to 13 000 À), the efficiency of photoemissive sur-
faces has dropped to about 1 percent, as compared with 
efficiencies of 20 percent in the blue and ultraviolet re-
gions. Also, solid-state photodetectors come into their 
own at wavelengths beyond 0.7 Am, at least as far as de-
tection efficiency is concerned. Until quite recently, how-

ever, it was not possible to demonstrate the sort of gain 
mechanism now so readily achieved with photomulti-
pliers. Many laboratories are currently investigating 
solid-state diode structures having built-in gain mecha-
nisms. 
As we go to wavelengths beyond 1.3 /Am there is no 

choice but to consider solid-state devices,* since photo-
emission simply does not take place at the longer wave-
lengths. In the wavelength region from 1 to 2 gm, the 
minimum detectable energy possible with available in-
coherent solid-state detectors is two or three orders of 
magnitude too high to make the full counting of photons 

*We are explicitly excluding thermal-energy detectors from con-
sideration here. They serve their purpose very well in any given 
wavelength region, and will probably be used widely until operat-
ing devices that are capable of detecting the electromagnetic radi-
ation directly become available. 
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possible. Beyond 2 gm we are an additional two orders of 
magnitude away from the capability of recording in-
dividual photon events. 
As we go to longer wavelengths it follows directly that 

we must use devices that will respond to low-energy 
excitation. As the minimum energy for excitation de-
creases, there are many competing excitation processes 
that interfere with the incoming optical signal. For ex-
ample, thermal generation of excited charge carriers 
can create problems. Although cooling the device helps, 
it is not completely effective. Many other competing 
phenomena (i.e., other sources of noise) are present, such 
as optical excitation due to the background, which may 
occur in the case of a cooled detector whose surroundings 
are at room temperature. The room-temperature black-
body radiation from the surroundings generates carriers 
that contribute to the noise. 

It is at these longer wavelengths, where it becomes more 
difficult to achieve high sensitivity with incoherent 
methods, that coherent systems offer the greatest po-
tential improvement. It is hoped that a continuing study 
along these lines in the infrared region will make it 
possible to close the gap between the optical and micro-
wave regions. Coherent sources in the region of a few 
hundred micrometers' are being continually improved. 
By the time these systems are developed, the require-
ment for sensitive detectors will be quite severe. It is 
difficult to see how sufficiently effective sensitivities can 
be obtained without the use of coherent systems. 

Optical superheterodyne detection 

The operation of a superheterodyne detector is based 
on the well-known empirical fact that all optical detectors 
measure the intensity, rather than the amplitude, of the 
incident electromagnetic wave. If we now assume that 
two electromagnetic light waves of different frequencies 
fall on the same area of a detector, the resultant amplitude 
of the waves is given by 

Et = EI cos wit E2 COS CO2t (1) 

where EI and E2 are the amplitudes and col and (02 are 
the angular frequencies of the two incident waves. We 
are implicitly assuming that the two waves are parallel 
and normal to the surface of the detector. If these condi-
tions are not met, we must realize that spatial phase 
cancellations might result. 
To detect the presence of the signal we measure the 

photointensity, which is given by the square of Eq. (1): 

E/ 2 = E, 2 cos2 wit E2 2 COS2 co2t 

El& cos (co, — w2)1 E,E2 cos (co, oh)/ (2) 

We can assume that the detector has a high-frequency 
cutoff above the difference frequency (co, — co2). We can-
not, however, assume that the detector will respond to 
signals at the frequencies given in the first, second, and 
fourth terms of (2). 

It has been shown that there is a minimum time re-
quired for the generation of electron-hole pairs. 2 Known 
as the electron-photon correlation time, it is of the order 
of 3 X 10-H second. The detector, therefore, cannot 
respond to signals at optical frequencies. Under these 
conditions we can only detect the average power in 
these high-frequency terms. The average of cos2 cat is 
one half, whereas the average of the linear cosine term, 
cos (wi w2)t, is clearly zero. The result, then, is 

El 2 E, 2 
E/ 2 = E/E2 cos (CJI — C1)2)! 

2 2 
(3) 

A more physical picture can be given to explain the 
meaning of the effects described in Eqs. (1) through (3). 
If two coherent electromagnetic waves are superimposed 
on each other in space, the vector amplitudes of the two 
waves will add, giving rise to a single amplitude-modu-

lated wave at the difference or beat frequency. An optical 
detector placed in the path of this composite wave will 
detect simply the envelope of the modulated light wave, 
thus yielding an electrical signal that is modulated at the 
beat frequency. There is no power at the microwave 
frequency in the input wave; it is only after detection that 
a microwave signal is generated. 

Let us now consider the problem of sensitivity. The 
signal power is given by an expression 

S = 27/2 his f(w) (4) 

where n is the quantum efficiency (photoelectrons per 
incident photon), and n/L and es are the currents 
generated by the local oscillator and signal source re-
spectively. The f(co) term is included to indicate how the 
frequency response of the device can be taken into 
account. The factor 2 comes about because of the co-
herent nature of the light." The shot noise is given by 
an expression of the form 

N = 2e [(71/, + ID) f(w) + le] ¿ if (5) 

where ID is the dark current of the device, l, is the noise 
equivalent load of the following preamplifier, and Af 
is the bandwidth. If a very strong local oscillator is used, 
the signal-to-noise ratio reduces to 

If we let I., = 
photons, then 

es SNR =- 
e Af 

en, where n is the number 

?in 
SNR = 

(6) 

of incident 

(7) 

If /L is sufficiently strong, it is possible to count photons 
in the incident beam. 

If we are to take advantage of the fact that the carrier 
is of a very high frequency, we must consider information 
bandwidths that cause operation to be in the microwave 
region. Experience has shown that both photoemissive 
and solid-state devices are useful for this purpose. 

Photoemissive superheterodyne detectors 

With photoemissive devices, two modes of operation 
have been employed successfully: the photomultiplier 
type and the traveling-wave type. 
The frequency response in the photomultiplier is 

limited by the time delays associated with the transit 
time of the carriers. It is not, however, the transit time 
itself, but rather its dispersion, that sets the upper fre-
quency limits. If the carriers stay bunched together in 
their travel from dynode to dynode, the frequency in-
formation will not be degraded. This close bunching can 
be accomplished by the use of a magnetic field crossed 
with a high electric field.5 If the fields are sufficiently 
strong, the dispersion resulting from initial velocity 
variation can be essentially eliminated. 

In the traveling-wave tube (TWT) there is no transit 
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time limitation, since the beam and circuit waves are 
synchronous. The bandwidth is limited only by the band-
width of the helix and its couplers; see Fig. 1. 
A photo TWT, designed by A. E. Siegman,6 is ideal 

for superheterodyne detection, especially if the wave-
length of interest is in the region in which the efficiency 
of the photoemitter is high. In a conventional TWT 
an ac signal is impressed on a large direct current, and 
oc amplification is brought about by increasing the depth 
of modulation of the combined currents. If there is no 
direct current, clearly there can be no current ampli-
fication; however, there will be an impedance transforma-
tion, which can be helpful. This is the case for a photo-
cathode that has no appreciable dark current. If, on the 
other hand, a large direct current is impressed on the 
TWT, the shot noise of the system will be increased. 

If superheterodyne detection is used, the only require-
ment is that the photocathode be illuminated by a strong 
local oscillator (LO) light beam. Heterodyning will take 
place at the photocathode. The microwave tube elements 
will then amplify the signal by increasing the depth of 
modulation into the LO-generated direct current. As 
shown in Eq. (6), however, the increase in shot noise 
caused by the LO-generated background does not de-
grade the signal-to-noise ratio. 

Solid-state superheterodyne detectors 

The high-frequency solid-state devices that have been 
the most successful are the photodiodes,7.8 rather than 
the photoconductors. Here, again, the problem of transit 

time arises; and since the junction of a photodiode can 
always be made thinner than that of a photoconductor, 
the photodiode will have as high or higher frequency 
response? Therefore, this section will be restricted to a 
discussion of the photodiode. 

Let us consider some of the difficulties that arise when 
we try to build photodiodes that have frequency responses 
out to the gigacycle region. The frequency limitation can 
be considered either to be RC-limited or limited by the 
transport time of the carriers within the device. Let us 
take the latter problem first. Once light is incident on a 
solid-state material, free holes and electrons are generated. 
These generated carriers can move either by diffusion or 
under the influence of an electric field. The speed with 
which carriers move, or the distance they move in a 
given time, is determined by the diffusion constant of the 
material. In a given time T, the distance X that the car-
riers will move, in the presence of other carriers which set 
up a diffusion current, is given by 

X2 = DT (8) 

where D is the diffusion constant. With this in mind, we 
see that it is necessary to construct devices in which the 
distance carriers have to move by diffusion is extremely 
small (see Fig. 2). It is here implicity assumed that the 
optical absorption coefficient for the light is extremely 
high, so that the incident photons would, with high 
efficiency, generate free carriers in the distance X shown 
in Fig. 2; that is, we would like to satisfy the condition 
that 1/a ez--- X, where a is the optical absorption coefficient. 

These conditions can be fairly well satisfied in the 
III-V compounds, such as GaAs, InAs, and InSb. 
The type of structure employed is shown in Fig. 2. The 
thickness X is of the order of 1 gm, and therefore the 
time it takes for carriers to diffuse across the distance X 

(for typical diffusion constants in these materials) is of 
the order of 10-w second. 

Let us now consider what can be done if we use mate-
rials such as Ge or Si, in which the absorption process 
near the band edge requires the combined effect of 
photons and phonons and, as a result, has a lower value 
for a at wavelengths near the absorption edge. In this 
case we find that we will not have the proper conditions 
for both high collection efficiency and high frequency 
response. If the material is less than 1/a thick, only a 
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Fig. 1. A photo traveling-wave tube. 
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Fig. 2. Structure of a high-frequency photodiode in a 
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Fig. 3. Structure of a high-frequency photodiode in a ma-

terial having relatively low values of a. 

small fraction of the carriers will be absorbed; however, 
if the material is made thicker, the diffusion time will 
become too long. It is with these materials of low a that 
we can take advantage of the higher velocities attain-
able in the presence of a field. The structure that must 
be employed is one in which a field exists over a distance 
comparable to the distance 1/a, as shown in Fig. 3. The 
application of only a few volts across a device of this 
type will bring the velocities of the carriers moving in 
the field up to the saturated drift velocity-the highest 
velocity that can be attained by the carriers. The value 
Vs is of the order of 106 cm/s. If a is about 105, the time 
necessary for the carriers to drift across the field region 
is about 10-9 second. Again we find ourselves operating 
in the microwave region. 
The limiting value of the RC time constant is de-

termined by the series resistance Rs and the junction 

capacitance C5 of these devices; see Table I. The series 
resistance in all cases is made as low as practicable, and 
experience has shown that this value is typically less than 
20 ohms. The capacitance of the junction is proportional 
to the area and inversely proportional to the junction 
width. The dependence on junction width makes the 
devices shown in Fig. 3 have an inherent advantage in 
that, for the same area, they would have a lower capaci-
tance than those of the type shown in Fig. 2. In both 
cases, however, it is best to make the junction area as 
small as possible, consistent with the optical require-
ments of the system. Typically, capacitances in the dif-
fusion devices with areas of 10-4 cm 2 are about 3 pF, and 
in the drift devices are about 1 pF. Table I shows high-
frequency cutoff characteristics, of a number of solid-
state devices, including the cutoff frequencies due to 
the RC limitation (fi,c) and due to the transit time 

(kit). 
In connection with Eq. (6) we saw that in order to 

obtain the requisite high sensitivities a strong local oscil-
lator is required. As lasers improve, this requirement 
becomes easier to meet; however, it would be advan-
tageous to be able to work with a weaker, more readily 
available local oscillator. This can be accomplished if 
we take advantage of the avalanche or photomulti-
plier-type effect referred to earlier. 

Breakdown diodes have been extensively studied in the 
past. Two mechanisms give rise to the breakdown 
process: tunneling and avalanching.'" Tunneling break-
down takes place when the junction is extremely thin, 
so that the carriers can tunnel from one side of the 
junction to the other. It is, of course, this tunneling mech-
anism that is the basis of operation of the tunnel diode. 
If, however, the junction is made thicker, tunneling 
cannot take place, and avalanching will then give rise 
to the breakdown of the field across the junction. Av-
alanching occurs when free-charge carriers impinge on 
other bound carriers, providing enough impact energy 
to release them; these released carriers can, in turn, 
excite and release others. If the junction is biased so that 
it is not quite in a breakdown condition, the presence of 
an optically generated carrier can give rise to a controlled 
multiplication process. The most stringent requirement 
for avalanching is that the junction be uniform. If it 
were not, breakdown would be initiated at only limited 
regions of the diode and avalanching would be un-
controlled. 
A word or two about the frequency response of the 

I. High-frequency cutoff characteristics of several solid-state devices 

Wavelength 

Material Region, µM 

Area, R, CI., fut., Transport frit, 
cm2 ohms pF Gc/s Distance, etIll Gc/s 

Si, p- i-n 

Ge, n- p 

GaAs, p-n 

InAs, p- n 

InSb, p-n 

(77°K) 

0.65-0.75 6 X 10 -5 5 0.5 (-6 V) 45 2.5 15 

0.65-0.75 2 X 10- 5 1.5 (- 10 V) 12 2.5 15 

0.5-0.95 3.5 X 10 -2 65 5.0 (- 100 V) 0.5 75.0 0.5 

0.5-1.5 4 X 10 -1 6 5.6 (- 6 V) 17 0.4 8 

0.4-0.8 1.3 X 10 , 3.0 7.0 (- 4.5 V) 7.5 1.0 8 

7 X 10 , 2.5 32 (- 4.5 V) 2 1.0 8 

0.5-3.5 3.2 X 10 • 12 3.0 (- 5 V) 4.5 2.0 10 

2 X 10 ' 8 30 (- 2 V) 0.65 2.0 10 

0.5-5.2 5 x 10 -1 18 7.1 (- 0.2 V) 1.2 2.0 10 
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avalanche devices is in order." If in the avalanche process 
we consider one carrier multiplication—for example, 
let us assume that the pairs are produced due to the 
impact of electrons but not holes—the frequency response 
would be determined by the time it takes for the electrons 
and an equal number of holes to be swept out of the 
junction region. In most semiconductors the mobility 
of electrons and holes are not greatly different from each 
other. The time it takes for the holes to be swept out is 
usually of the same order as that required for electron 
sweepout; therefore, avalanche gives rise to an increase 
in the gain- bandwidth product of the device. On the 
other hand, the avalanche generation of pairs by both 
avalanching holes and avalanching electrons, giving rise 
to further increase in gain, will also result in a decrease 
in response time. This can be seen by referring to Fig. 4. 

We see that a carrier—such as an electron—can travel 
across, and give rise to a second hole and electron at 
point A; this hole then travels back and can generate 
another hole-electron pair at point B. Therefore, by a 
process of this sort, the time for complete sweepout 
can be appreciably lengthened. In this case, we do reach 
an upper limit for the gain-bandwidth product. There is 
a concomitant decrease in signal-to-noise ratio as well 
because of the uncorrelated contribution of the noise 
from the electron multiplication and from the hole mul-
tiplication.'2 In the case of one-carrier multiplication the 
signal-to-noise ratio remains constant, although both 
the signal and noise do, of course, increase. In general, 
it is therefore considered advantageous to operate in 
the region of one-carrier multiplication. 

It is also possible to use the nonlinear characteristics 
of the junction current-voltage curve, and thereby achieve 
parametric amplification of the input signal. As noted 
previously, the microwave signal is generated at the 
surface and the junction is required only to detect the 
presence of the signal. It is possible, therefore, to swing 
the bias so as to drive the diode into its nonlinear re-
sponse and then have it interact with and parametrically 
amplify the microwave signal, which is generated by the 
amplitude-modulated light. This technique has been 
shown to work quite effectively.'' 

Although there is still a great deal of work being done 
on the devices described thus far, research in this field 
appears to be coming to an end. The efforts along these 
lines are now being directed toward device structure and 
ultimate noise figures. The mechanisms involved have 
been well studied and, with very few exceptions, well 
understood. 

Nonlinear optical detection 

Nonlinear optics, an entirely new area related to the 

detection of radiation, has only recently become the 
subject of intensive study; the first experiments were 
performed in 1961." As a preliminary step to our discus-

sion, it might be advisable to describe the related effect 
in " linear optics." (This latter term has arisen, only 
since the advent of nonlinear optics, as another way of 
referring to conventional optical techniques.) In general, 
a medium becomes polarized when it is struck by light. 
If the medium is transparent, and therefore lossless, the 

energy that induces the polarization is reradiated. The 
original radiation and the reradiated emission combine to 
give the standard refractive effects. 

If now the electric field associated with the incident 

Electron 

4- - 

Hole 

Electron 

Fig. 4. Schematic representation showing the time delay 
that arises when both the electrons and holes cause the av-
alanche generation process to occur. 

radiation is so strong that it drives the polarization of the 
optical material out of the linear region, "nonlinear 
optics" effects start to appear. The standard approach 
that is used to describe nonlinearities of this type mathe-
matically is to expand the polarizability in a power series; 
that is, instead of the polarization being proportional to 
the applied field, as in the expression P = aE, we have 
a series of terms of the form 

P = aiE azE2 a3E3 (9) 

Let us consider, in particular, the second term, a2E2. 
We see that if there is an applied optical electric field 
E = E0 sin coT, then this quadratic term provides a 
contribution P2 to the polarization of the crystal 

P = a2E02 sin 2 wT (10) 

which reduces to 

ce,E02 (1 — cos 2coT) 
P2 = 

2 

We note that there is a dc term, which arises from the 
quadratic linearity in much the same way as in square-
law detectors operating in the RF or microwave region; 
in fact, this term has been observed in experiments. The 
cos 2c0T term gives rise clearly to an optical signal at 
twice the frequency of the incident light signal. There-
fore, an incident signal in the red can be doubled so that 
the light emerging from the crystal contains a detectable 
amount of ultraviolet radiation at just double the fre-
quency (half the wavelength) of the incident strong 
optical radiation. Experiments of this type have shown, 
however, the occurrence of a phenomenon that must be 
taken into consideration. In a normally dispersive optical 
material, the index of refraction at the shorter wavelengths 
is higher than that in the longer-wavelength region. This 
means that the harmonically generated optical signal at 
the frequency 2co will be traveling slower than the high-
intensity signal at frequency co. As a result, there will be 
a continuing difference in phase between the light at 2w 
generated early in the process with that generated fur-
ther into the crystal. It is clear that the continuously 
varying phase difference will give rise to phase cancella-
tion, so that there is only a limited distance over which 
it pays to try to generate the harmonic signal. How-
ever, an ingenious method of index matching, indepen-

dently developed by Giordmainen and Maker et al., 16 
takes advantage of the fact that in certain anisotropic 
crystals it is possible to choose a direction of propagation 
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Fig. 5. Experimental setup used in observations of optical 

parametric amplification effects. 

such that the ordinary refractive index at one frequency 
is equal to the extraordinary refractive index at the other 
frequency. If the crystal is properly oriented, the second-
harmonic signal can then be made to continuously build 
up. The same concept may be stated in a slightly dif-
ferent way. Let us consider a traveling wave whose prop-
agation is given by eikz, where k = 27r,,/X; we then 
have to satisfy the condition that k2 = kl kl. In other 
words, we have two photons at col adding up to give us 
a single photon at co2. Again, the resulting condition is 
that n, = n2. 
The extension from harmonic generation to para-

metric amplification is now a very simple one. In the 
optical parametric amplifier we have a signal frequency 
cos, and in the presence of a strong light signal at the 
pump frequency cap, w, is amplified. In the process an 
idler frequency co, is also generated. The condition 
to be satisfied is that cop = w,4 + col. What happens 
here is that cop mixes with cos, generating a signal at 
co,; this in turn reacts back with the strong signal at 
cop, creating additional photons at cos. As this process 
continues through the crystal, energy is lost from the 
pump and converted into energy at cos and co,. At the 
same time, if this is to occur throughout the length of the 
crystal, we must again worry about the phase- or index-
matching conditions. In this case the resultant condition 
is that kr kl. The experimental setup that first 
gave rise to these results is shown in Fig. 5.'7 

Comparison of linear and nonlinear detection 

Some attempt should probably be made here to compare 
linear and nonlinear detection methods. Nothing that 
has been said can, of course, contradict the statement 
that the detection process can do no better than count 
photons; therefore, in either case, the minimum detect-
able energy will be determined by the energy of a single 
photon. 
The nonlinear amplifier has to be tuned as given by the 

index matching condition, but it is much less critical 
than the tuning required in the linear device where it is 
necessary that the signal frequency be no more than 109 
or 10") hertz away from the local-oscillator signal. In 
the optical parametric amplifier operating in a nonlinear 
mode, we could go two orders of magnitude beyond this 
and still consider the device to be tuned. 

The difficulty with the nonlinear device is the need for 
a high-powered source. All of the experiments reported 
to date have utilized a pulsed ruby laser for the pump, 
and thus the amplification takes place for only a short 
period of time. There is much hope that both with im-
proved lasers that operate in the CW mode at reasonably 
high power and with greatly improved nonlinear optical 
crystals this will no longer be a problem. It has been 
reported that it should be possible, through use of a 
one-milliwatt CW laser and a crystal of LiNb03, to 
achieve optical parametric oscillation of the nonlinear 
variety.' 
There is also no reason to believe that the nonlinear 

and lineal optics must work separately; in fact, it is 
reasonable to propose that a nonlinear amplifier that 
can give rise to a stronger optical signal amplified at the 
optical frequency can be used as a preamplifier in front 
of the linear superheterodyne detector. 
The nonlinear effect can also be used to up-convert 

rather than to amplify. In other words, col could be a 
higher frequency than cos, and thus we would have not 
only amplification but also a shift in frequency to a 
detector that has a higher sensitivity at co, than at cos. 
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High-speed information channels 
Along with the tremendous increase, especially in the past 
few years, in the amount and kinds of information being transmitted, 
there has been an intensified need for high-speed channels and 
systems. At present the greatest growth potential appears 
to be in the transmission of graphic information 

Richard T. James American Telephone and Telegraph Company 

Following a brief review of the progress in the com-
munication art that has led to today's high-speed 
transmission of information, including the evolution 
of the carrier spectrum, the reasons for the growth 
of high-speed communication are analyzed. The basic 
operation of parallel and series data systems is illus-
trated through the use of typical examples. The West 
Coast operation of The Wall Street Journal, described 
here, demonstrates one way in which high-speed 
transmission techniques can be profitably employed 
in the publishing field. 

In the normal course of our existence in modern society 
we spend an appreciable percentage of our time handling 
information. Most frequently we transmit it by speaking 
or receive it by listening. This means of handling informa-
tion, the "human channel," is universal; even the most 
primitive of people have a language. Almost as universal 
is the use of writing materials of one kind or another. 
With these, and a set of symbols (an alphabet), we can 

also transmit information by writing and receive it by 
reading. We do not know when or where this recording 
capability was added to the human channel, but it was a 
very great addition indeed. Among other things, it gave 
us a history. 
The speed of the human channel, of course, varies from 

person to person. Using the English language, we are 
capable of speaking, and of comprehending the spoken 
word, at a rate of 180 to 300 words per minute. We 
read, and with special training can also write, at about the 
same rate. Studies have indicated that our speed limitation 
is not physiological (we can utter words faster than this) 
but mental, in that the main determinant is familiarity 
with the words being used. Therefore, it does not appear 
that the speed of the human channel has changed very 
much through the years. The ancient Assyrian, except for 
the handicap of having to thumb through his clay tablets, 
probably handled information nearly as fast as we do 
today. 
For many centuries the human information channel, 

operating either in its elemental linguistic mode or the 

more advanced recording mode, has served mankind well. 
There was always a need to extend it over greater dis-
tances, and many difficulties occurred because this could 
not really be done; nevertheless, the channel capacity 
was adequate for the needs of the times. 
With the advent of electrical communication systems in 

the early 19th century, this troublesome range limitation 
of the human channel began to disappear. To all intents 
and purposes it did disappear early in the present century 
as the capabilities for voice communication became inter-
national in scope. Most of the world's communication 
plant today is devoted to the needs of the human channel 
and the great bulk of it is not handling information any 
faster than this. 

Quite recently, however, channels and systems that 
handle information at speeds so high that they dwarf 
the human channel have made their appearance. The en-
vironment of these systems, the reasons for their existence, 
relevant technical considerations, and a few typical ap-
plications will be the concern of this article. 

Historical background 

It is helpful at the outset to present a brief review of the 
progress in the communication art that has made today's 
high-speed information systems possible. This progress 
really began with the extension of the range of the human 
channel by means of the manual telegraph. In the United 
States, it is generally considered to have started in the 
year 1844 with the transmission of Morse's famous "What 
hath God wrought" message over the Government-
sponsored Washington—Baltimore line. After numerous 
demonstrations, this line was opened for commercial 
business in 1845. 
The telegraph was a very great addition to the com-

munication capabilities of the nation, and the network 
grew rapidly. It had linked the Atlantic and Pacific coasts 

by 1861, and by 1877 the Western Union Telegraph Com-
pany was operating 7500 commercial offices throughout 
the country. In that year alone the network handled over 
21 million messages for the general public. This was not 
by any means all the information transmitted by tele-
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usually the more economical and practical; and in most 
cases it leads to a high-speed information-handling system 
of some kind. 
Another governmental activity that involves high-

speed information systems is the space effort, along with 
its multitudinous ancillary activities. The amount of in-
formation generated in this area is truly amazing. In 
most cases the information is processed at distant points, 
so transmission systems are required. The time element is 
of importance, since most of the activities in the space 
area operate in real time to some degree. This factor, 
coupled with the large amounts of information handled, 
leads to the need for high-speed transmission systems. 

In the business community there is a continuous drive 
toward more efficient operations. For large corporations, 
increased efficiency generally means a more closely in-
tegrated operation, which in turn calls for close budgetary 
and inventory control, rapid order processing, and 
availability of information for comprehensive business 
status reports. With certain large complex commercial 
operations, high speeds soon become a necessity in 
certain parts of the overall information system. 
The most popular reason for high-speed information 

systems is a sort of all-inclusive concept called automa-
tion. It mainly involves interconnecting computers, etc., 
into information-handling complexes (so called for the 
lack of a better name)—the object being that the com-
plex, as a whole, can undertake tasks that any of its com-
ponents could not accomplish alone, or at any rate could 
not accomplish soon enough. Although this may appear 
to be a rather narrow and specialized reason for the use of 
high-speed systems, it has nevertheless caused the con-
struction of several large networks. One of these net-
works will be described later. 

Finally, we come to the last reason for high speed, 
which is, quite simply, that new and better ways of doing 
things often require information transmission systems of 

this kind. One area where this is becoming a factor is the 
publishing business; here the interest seems to lie in the 
transmission of graphics—pictures alone or words and 
pictures composed on a page. The present systems used 
for this are not really facsimile systems nor are they quite 
the same as telephotographic systems. The application of 
one of these systems will also be discussed. 

Technical considerations 

Most of the high-speed systems presently operating are 
working in the 48- and 240-kc/s carrier bandwidths. Their 
use represents a real expansion in the total amount of 
information handled by the carrier systems. However, 
the price to be paid for this increased efficiency is that the 
high-speed system must operate in a very restricted tech-
nical environment. 
The underlying cause of most of this restriction lies in 

the basic design concept of the carrier systems used in the 
national network. The great majority of these use a fre-
quency multiplex based on 4-kc/s spacing of the VF 
channels. Furthermore, the long-haul high-capacity 
carrier systems all use a single-sideband suppressed-
carrier modulation technique, which leads to a rather 
special distribution of signal energy on the carrier system 

when it is carrying a voice load. 
Figure 2 illustrates this situation for a typical 48-kc/s 

channel group assigned to voice use. The frequency as-
signment is shown in Fig. 2(A). The individual channel 

carriers are placed as shown; the channel 1 carrier is at 
108 kc/s and the other 11 carriers are spaced at 4-kc/s 
intervals down to 64 kc/s, the channel 12 carrier. The 
voice signals are modulated to the lower sideband posi-
tions shown. The upper sidebands and the carriers are 
suppressed. The output of this channel group modulator 
is then modulated as a group to its final position in the 
carrier spectrum. No further individual modulation of the 
channels takes place. 
The energy spectrum of this channel group, as seen by 

the transmission line and the receiving channel group 
terminal, is shown in Fig. 2(B). The signal power in each 
channel will be a maximum at 500 to 600 c/s, and will be 
substantially extinct at 200 and 3200 c/s. The result is an 
asymmetrical distribution of energy. Experience has 
shown that not all channels will be active simultaneously. 
The activity factor will be about 25 percent, as indicated in 
Fig. 2(B) by the areas in color. Thus, the sideband energy 
coming out of the terminal is in a constantly changing 
number of pass bands, all about the same shape; but on 
the average no more than three of these are active simul-
taneously. 
The transmitting terminal also suppresses the channel 

carriers as shown by the suppression bands. One carrier 
in particular, 104 kc/s, is suppressed very carefully be-
cause a pilot frequency P of 104.08 kc/s is added later 
in the terminal for regulation and maintenance purposes. 
Finally, any energy beyond the edges of the channel 
group—that is, outside of the range of 60 to 108 kc/s—is 
also suppressed. 
Thus the energy distribution in a channel group used 

for its normal purpose, voice, is indeed rather special. A 
high-speed system using the same carrier spectrum will 
not usually have an energy spectrum that even remotely 
resembles the voice load. For example, the spectrum of a 

typical high-speed data system is shown in Fig. 2(C). 
The envelope extends from 62 to 103 kc/s, but it is not 

really continuous. It will consist of various combinations 
of active energy bands (shown dashed), depending on the 
data being sent at the time. In these high-speed systems, a 
voice channel (channel 1) is usually furnished and used 
for coordination purposes. This is also shown, as is the 
pilot frequency. It may also be noted that, in addition to a 
different spectral distribution, the high-speed system will 
have a different pattern of use. It is likely to have a much 
higher activity factor. Taken collectively, these con-
siderations make a very close control of the high-speed 

system imperative; otherwise, it will contribute noise to 
the other VF channels in the carrier system. 
The VF channel noise is of several types, but only two 

are of interest at this point. First there is the inherent noise 
of the radio or coaxial transmission path itself, which can 
be controlled by the addition of gain elements in the 
system. There are a great many of these elements in 
modern carrier systems. The fact that, as a practical mat-
ter, they cannot be made perfectly linear leads directly to 

the second source of noise that is of interest here. The 
situation is illustrated in a simplified fashion in Fig. 3 
through the medium of an input-output (or transfer) 
characteristic, which can represent, for example, the input 
of a carrier system at New York and its output at Los 
Angeles. Ideally, the situation shown in Fig. 3(A) should 
prevail. Here the transfer characteristic is perfectly linear 
and therefore a single-frequency input is undistorted at 
the output, as shown. Moreover, two input frequencies, 
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X and Y, emerge as only two frequencies at the output. 
The actual state of affairs, however, is shown in Fig. 

3(B), in which the transfer characteristic is curved 
rather than straight. A single-frequency input comes out 
distorted as shown, and a spectral analysis would show 
the existence of frequencies other than those in the origi-
nal input. For X and Y these extraneous frequencies 
could possibly include all the modulation products shown. 
These unwanted products may ultimately show up as 
noise or crosstalk in the other voice channels of the carrier 
system. 
The first means for controlling this noise is, of course, 

to make the transfer characteristic of the carrier system as 
linear as practicable. Second, by careful choice of modu-
lation frequencies, the multiplex scheme is arranged so 
that as many of these extraneous products as possible fall 
between channels. Third, the load on the carrier system is 
carefully controlled. (The system linearity can be ex-
pected to change with the traffic load; it will usually be 

Fig. 2. Channel group spectra. A—Frequency assignment. 

button. C—High-speed data spectral aistribution. 
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worse during the busy hour.) High-level single-frequency 
tones represent the most hazardous load of all. 

Figure 4 illustrates what can happen in a carrier system 
if the load is not carefully controlled. Here the cross-
modulation effect of a strong single frequency is shown. 
The translation of three voice-bandwidth channels (taken 
as 4 kc/s for convenience) are shown from baseband to 
transmission-line frequencies. At the extreme left, for 
example, the 4-kc/s baseband is first translated to 96-100 
kc/s (channel 3 of the channel group), thence to 368-372 
kc/s (group 2 of the basic supergroup), and finally to 
248-252 kc/s for line transmission in supergroup 1. The 
direction of the arrows indicates whether the baseband 
spectrum is normal or reversed after the various modula-
tion steps. The modulation frequencies are shown at the 
right. Three channels are shown; the other two end up in 
supergroups 3 and 7. 

Finally, a strong 84-kc/s tone is shown, translated first 
to group 3 of the basic supergroup and finally to super-
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2X ± Y, 
2Y -±- X 

Input 

Fg. 3. Transfer characteristic under (A) ideal and ( B) actual conditions. 

group 4, where it ends up on the line at 932 kc/s. This is 

the villain of the piece; since it is at an excessive level it 
modulates with everything else on the line. As shown, one 
result is that the channel in supergroup 3 is modulated 
and appears not only in its normal position, but also 
(dashed arrows) inverted in supergroup 1 and correctly 
in supergroup 7. This modulation takes place in the trans-
mission line; and once it happens it cannot be corrected. 
The result is that the channel in supergroup 1 is noisy and 
the channel in supergroup 7 now has intelligible cross-

talk in it. 
The consequences of strong single-frequency signals 

are much more complex than this. Since these signals 
actually interact with all channels on the system—not just 
two or three—their level has to be very carefully con-
trolled. This also holds true for any other signal (as in 
data or telegraph transmission) that will be relatively 
constant on the line. In fact, it holds true for any signals 
that differ markedly from those generated by two human 
beings holding a telephone conversation. 
Some of the consequences are shown in Fig. 5. The line 

designated "Message load" is the power load on the 
carrier system generated by the normal voice activity. A 
single-channel load, shown at 4 kc/s, will be about — 16 

dBm average power referred to the standard 0 dB refer-
ence level point. Increasing the number of channels to 60, 
which gives a carrier spectrum of 240 kc/s, will result in a 
total power load on the system of +2 dBm, as shown. 

Between these points, with the scale used, the load varies 
linearly. 
The load will continue this linear increase up to the 

maximum capacity of the system: 600 channels or more. 
The system can handle this load quite adequately so long 
as it is a voice load with the spectral distribution shown 
in Fig. 2. If the load is anything other than this, some pre-
cautions have to be taken. For example, if single fre-
quencies or data signals with strong single-frequency 
components are being carried, the permissible loading is 
sharply decreased. This is illustrated in Fig. 5 by the 
area in color. The lower limit (- 14 dBm) applies to 

the single frequencies that are 4-kc/s multiples. Some 
liberties may be taken if the single frequencies are far 
enough away from 4-kc/s multiples, as represented by the 

upper limit shown. The actual limit applicable to a 
particular multiplex will usually be somewhere in the 
cross-hatched region. When several types of carrier sys-
tems are involved, it is prudent to choose the lower limit 
(-14 dBm) for all applications. The result is that a high-
speed system with strong single-frequency components 
cannot exceed an average power level limit of — 14 dBm. 
This limitation holds true for system bandwidths from 5 
to 240 kc/s of carrier spectrum, as shown. 
The noise that the system encounters, however, will 

change with the system bandwidth. It will increase 
roughly as ten times the log of the channel-bandwidth 
ratio. A 40-kc/s channel, for example, can be expected to 
have 10 dB more noise than will a 4-kc/s channel. This is 
shown in the system noise line drawn in the figure. The 
origin of this line on the left is the 4-kc/s channel noise 
for a typical 4000-mile (6400-km) radio carrier system 
(-44 dBm), extrapolated to wider bandwidths. 

If we look at the 4-kc/s bandwidth, it becomes apparent 
that we have ended up with a projected signal-to-noise 
ratio of 28 dB or so. A 48-kc/s system, however, being 
limited to only a slightly higher power level, has a pro-
jected SNR of only 19 dB. For the 240-kc/s system the 
end result is an SNR of about 12 dB. Neither of these 
SNR values could be considered adequate in view of other 
system variables, which are not shown. 

If the high-speed system can be arranged so that its 
signal spectrum has about the same effect as a pure voice 
load, the system power level can be raised back to the sys-
tem load line. This technique results in a more adequate 
SNR. High-speed systems that cannot be so arranged 
must work in a very difficult technical environment. 
There are, of course, other troublesome technical prob-

lems in the high-speed area—envelope delay distortion 
and regulation, to name just two. However, the loading 
and cross-modulation problems just outlined seem the 
most basic so far as analog carrier systems are concerned. 
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Fig. 5. Noise margin. 

+10 

o 

E 10 
co 

e 
a — 16 

00 

2 —20 

—3 

—4 

—4 

\cy3 6 
see-

--- -- — -- -- — 
Single-frequency 

limit 

1 

1 

SNR = 19 dB 

..e 

e• I 
wo 

./ 

ee 
/ 

we 

, 

e;ee/ 
/ 

./ 

1 

r 

ee 
/ 

/ 
• 

4 10 20 48 

Channel bandwidth, kc/s 

100 240 

6 

7 

7 

8 

8 

Channel input 

Channel group 

Basic group 

Supergroup 

Transmitting 
terminal output 

Line 

Receiving 
terminal input 

Digital carrier systems using time multiplex schemes are 
not subject to the same limitations. Here the ground rules 
are quite different. 
Up to this point we have discussed the evolution of 

high-speed systems, the reasons for them, and some of the 
relevant technical problems. It is now appropriate to 
discuss some high-speed applications. 

High-speed parallel data systems 

The parallel data systems considered here are designed 
for the transmission of data from seven-track magnetic 
tapes. They operate at speeds of 15, 41.6, or 62.5 kilo-
characters/second. The most widely used speed at present 
is 15 kilocharacters/second (nominally 105 kilobits/ 
second). Enough control functions are included to enable 
a computer to read information from a tape unit in a 
remote location in the same manner that it reads tapes 
from units in the computing center itself. These parallel 
systems are the oldest of the high-speed data systems; the 
first one was installed in 1958. Most of them also involve 
switching arrangements, many of which are quite elab-
orate. One of these will be described in some detail. 
The signals on a perfect tape are shown schematically 

in section A of Fig. 6. Each character is an array of 
"ones" and "zeros" across the tape. In each track, suc-
cessive l's come out of the tape adaptor and control unit 
as pulses of opposite polarity (bipolar signals); O's are a 
no-signal condition. The sketch shows l's as the solid 
lines; O's as the dashed lines. For a 15-kilocharacter/ 
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second system the nominal bit rate on each track of the 
tape is 15 kilobits/second. In actual practice, slight ir-
regularities in the relative positions of the reading heads 
in the tape unit may be expected, as may slight irregu-
larities in the travel of the tape past them. One result is 
that the bit rate in each tape channel is not constant. It 
can exceed the nominal rate by as much as 30 percent. 
A typical 15-kilocharacter/second system connecting 

two points, locations 1 and 2, is shown in the upper 
portion of Fig. 6. For clarity, only the circuits needed for 
transmission of tape information from 1 to 2 are shown. 
The remote tape unit is shown at the extreme left. Its 
seven data outputs, one for each track on the tape, are 
connected to the tape adaptor and control unit (heavy 
lines). One function of this unit is to shape the tape signals 
to the form shown in section B. The output of this unit is 
connected to the transmitting data terminal and trans-
mitted over the line in parallel. 

This system requires 240 kc/s of carrier spectrum band-
width. One function of the transmitting data terminal is to 
translate all of the tape signals into the basic supergroup 
allocation, 312-552 kc/s. The frequency allocations within 
this range are shown in section D of Fig. 6. The seven 
tape signals are transmitted via transmitted-carrier 
double-sideband transmission systems with carefully con-
trolled pass-band shaping. (These carriers are indicated by 

Fig. 6. Typical parallel data system. 

Location 1 

312 kc/s 

i___--- One character 
• Tr vet 

the solid arrows: 338 kc/s, 370 kc/s, etc.) In actual prac-
tice, this 312- to 552-kc/s output of the data terminal 
would be modulated to some supergroup position (Fig. 
2) for line transmission. For reasons of simplification, 
these modulation steps have not been shown. 
At location 2, the receiving data terminal demodulates 

the incoming signals (in the range of 312-552 kc/s) 
back to baseband. (The shaped tape signals at the output 
of this unit are shown in section C.) These signals pass 
through the control unit, are read in the adaptor unit, 
are checked for errors, and are finally either put in core 

storage for immediate computer use or read out of storage 
to another tape unit. 
These systems include a voice-bandwidth circuit to 

transmit signals between the control units (CC in Fig. 6). 
This circuit, which is furnished on a four-wire basis, 
occupies the position shown in section D of Fig. 6. In 
some systems control signals go in both directions; in 
general, however, the control signals are only operative in 
the reverse direction from the data flow. A voice-band-
width circuit for voice-coordination purposes (OW) is also 
furnished; see section D. 
System operation can best be described as "start-stop." 

Data does not flow over the line continuously, but is 
transmitted in blocks. The longest block currently in use 
is approximately 1000 characters. Each block is coded in 
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Fig. 7. Typical high-speed data network. A—Geographical layout. B—Switching scheme. 

parity along the tape and each character is coded in parity 
across the tape. Failure to verify these checks at the re-
ceiving end causes retransmission of the block. Most sys-
tems are programmed to go through this cycle auto-
matically a number of times (eight or nine times, for 
example) whenever an error occurs; if the block is still 
not received correctly, the system stops and actuates 
alarms. With this commonly used operational scheme, 
the "forward" speed of the system may be quite high. 
However, with present techniques its net speed or 
"throughput" cannot exceed half the forward speed. 
since transmission of the next block does not start until 
the received block is completely checked and read out. 

In actual applications these parallel systems are not 
simple two-point layouts, but fairly complicated net-
works. One of these networks, shown in Fig. 7(A), was 
installed in October 1962 to interconnect nine computing 
centers of the International Business Machines Corpora-
tion in the lower Hudson Valley. The operational speed of 
this network was 15 kilocharacters/second. Switching 
capabilities were provided via a dial-controlled hub 
switching arrangement at White Plains, N.Y. 
The switching scheme is shown schematically in the 

lower portion of Fig. 7(B). Any point on the network, Y 
for example, can send data to point Z and receive data 
from point X simultaneously. This is known as "split 
duplex" operation. The heavy lines connecting the tape 
control units and the data terminals are the seven data 
channels and the light lines directly adjacent are the con-
trol channels. For reasons that need not concern us here, 
this type of operation required the use of both VF circuits 
(CC and OW) in the data terminals to provide these con-
trol circuits. For voice coordination and switch control, 
each point also has two separate VF circuits to the switch. 

These circuits are also shown in the data terminal for 

simplicity and because they carry certain terminal alarms 
and maintenance controls, but they are not provided by 
the terminals; instead they are on a separate layout. 
Note that in setting up any path, Y-X for example, the 

switch has to connect a four-wire VF circuit, a two-wire 
wide-band data circuit, and a two-wire control circuit. 
The VF circuit is switched at voice frequencies, whereas 
the other two circuits are switched at basic supergroup 
frequencies (312-552 kc/s) by eight-wire switching. A VF 
switching train is used to switch the VF circuits and extra 
switches are slaved on this train to switch the two high-
frequency circuits. A two-digit dialing scheme is used. 
The performance of such a complex network may be of 

interest. So far as error performance is concerned, detailed 
results, such as bit error rates and distributions, are not 
generally available for these high-speed systems. Their 
performance is generally measured in terms of the number 
of blocks in error; whether just one character or every 
character in the block is wrong is not generally known. 
On this basis the following tabulation, which covers a 

Ill. Summary of troubles detected 
in New York-Poughkeepsie transmission path 

Trouble Location 
Percentage 

of Total 

Data terminal apparatus 

Switching apparatus 

Wide-band facilities 

Interchange 

Local loops 

Voice-frequency facilities 

No cause found 

8 

7 

44 

4 

20 

17 
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nine-month period, summarizes the performance of the 
longest transmission path (New York-Poughkeepsie). 
The blocks transmitted were quite short, generally 50 to 
200 characters long. 

Number of blocks transmitted 4 766 000 

Number of blocks in error (all causes) 1157 

Percentage of blocks in error 0.024 

Although this tabulation indicates a very satisfactory 
performance record, it does not tell the whole story. Even 
though the number of blocks transmitted represents a 
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vast amount of information, that leg of the network 
was not loaded to anything approaching a 100 percent 
duty cycle. When the duty cycle is light, trouble conditions 

can come in and clear out without being detected. Some 
idea of the extent of the troubles that were found is out-
lined in Table III, which summarizes the 59 troubles 
detected during the first 11 months of operation. 
Note that although the largest number of troubles, 48 

percent, occurred in the wide-band layout, the conven-
tional VF layout also contributed 20 percent of the total. 
Thus, predictably, the facilities alone were responsible for 
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Fig. 8. Two- point serial data system. A—Overall system. B—Transmitting terminal shown in greater detail. 

Fig. 9. Switched serial data system. 
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68 percent of the network troubles. Note also the high 
percentage ( 17 percent) of troubles not located; that is, 
the condition cleared before it could be pinpointed. This 

type of situation is to be expected in complex networks. 
By late 1963 the expanding operational requirements of 

the IBM Corporation began to make this network in-
adequate, and thus it was replaced by a serial-type high-
speed data network in December 1964. Since this new net-
work may well be indicative of those to be expected in the 
future, it will be described in the next section. 

A high-speed serial data system 

The serial system to be described here works on a 
synchronous basis. The "forward" transmission speed is 
40.8 kilobits/second, consisting of 5100 eight-bit char-
acters/second. The input and output signals of the system 
at the interfaces with the connecting data apparatus are 

l's and O's. A logical 1 is a current less than 5 .mA into 
100 ohms; a logical 0 is represented by a current greater 
than 23 mA into the same impedance. In addition to the 
data, a variety of control functions are also available at 
the interface. All of these signals are transmitted over the 
line via a four-phase transmission scheme. The first step 
of modulation places them in the 10- to 50-kc/s range. 

The second modulation step—if the : ransmission is via 
one of the long-haul carrier systems—places them in the 
60- to 104-kc/s portion of the channel group bandwidth. 
In this second step a VF circuit is also provided for co-
ordination purposes; it occupies the portion of the 
channel from 104 to 108 kc/s. These allocations are shown 
in Fig. 2(C). 

Figure 8(A) illustrates a typical system connecting 

locations 1 and 2. The transmitting and receiving termi-
nals are shown in simplified form for clarity; they take 
and return logical l's and O's at the interface with the 
connecting data apparatus (shown as "control" and 

"buffer") in the sketch. Line transmission is in the range 
of 10-50 kc/s and only the first modulation step is shown. 
As noted, the transmitting and receiving terminals are 
always running in bit synchronism. If they are not trans-
mitting real data, they transmit an " idle code" ( 10-00, 
10-00) continuously to keep the transmitting and receiv-
ing clocks in step. This timing can be either taken from or 
fed to the connecting data apparatus. It should be under-
stood that this connecting data apparatus is shown only 

in a functional fashion. 

Transmission is on a block basis. The transmitting 
control unit (at location 1) first inserts a frame synch 
character in the bit stream followed by a "write" order. 

This is recognized by the receiving control unit at loca-
tion 2, and if the buffer there is clear the control unit at 2 
inserts a frame synch and "read" character in the bit 
stream toward 1. On receipt of this character, the control 

unit reads the block to be transmitted out of the buffer 
and transmits the block character by character. This in-
formation is passed to the receiving buffer and thence, 

usually, to storage. At the conclusion of the block, if the 
error check (EC) is verified, the receiving control unit 
generates another "read" order (again framed into the 
bit stream) and the transmitting apparatus goes on to the 
next block. This error check is based on a 4-out-of-8 
code for each character. As shown, the system also in-
cludes a VF circuit for coordination purposes. 

It may be noted here that the error and control signals 
are not fed over separate circuits, as in the parallel sys-

tems, but are interleaved in the bit stream, which is always 
continuous in both directions. This leads to "one way at a 
time" or half-duplex operation; that is, either of the 
locations sends data, but they do not send simultaneously. 
The transmitting and receiving terminals are shown in 

simplified form in Fig. 8(A). The transmitting terminal is 
shown in somewhat more detail in Fig. 8(B). The 1's and 
O's are actually fed to a data set, which is usually situated 
within about 100 feet of the connecting data apparatus. 
As noted, these input signals include control and status 
functions as well as the data. The data set modulates these 

signals in the 10-50-kc/s band. Present practice is to 
transmit this line signal for a maximum distance of pos-

sibly 20 miles. This distance is great enough to insure 
reaching the terminal of a carrier system. The carrier 
terminal shown (MOD) is that of a long-haul carrier. This 
terminal modulates the 10-50-kc/s signal, along with the 
paralleling VF circuit to the 60-108-kc/s channel group 
band. Succeeding steps of modulation that are not shown 
(supergroup and master group steps) place the channel 
group in the desired position for line transmission. 
The switching arrangement used in the IBM network 

is shown in Fig. 9. Here locations 1 and 2, both remote 
from the switch location, are shown connected together 
through the switch (SW). From 1 and 2, only the first 

step of modulation, to the 60-108-kc/s channel group, is 
shown. The main interest at this point will be at the 
switch location. Both the data and the voice signals are 
translated back to the 10-50-kc/s and VF bands, re-
spectively, and are so switched. This is "eight-wire" 
switching. The dial pulses that actuate the switch are 
carried by the VF circuit; here again two switch trains are 
used, the 10-50-kc/s switching matrix being slaved on 
the VF matrix. On long circuits (the circuit to location 2 
is one of these), data regenerators (R) are added at the 
switch location. These regenerators are, in effect, modi-
fied data sets working "back to back," which effectively 
remove the accumulated jitter in the data signals. 
The switch location for this network is at White Plains, 

N.Y. Table IV lists the locations connected to the switch 
at present, together with the approximate circuit mileages 

IV. Service points and 
mileages for IBM network 

Location 

Circuit 
Mileage to 
Switch 

Mohansic, N.Y. 
Armonk, N.Y. (2)* 
Poughkeepsie, N.Y. (5) 
Fishkill, N.Y. 
Endicott, N.Y. 
White Plains, N.Y. (2) 
New York, N.Y (3) 
Kingston, N.Y. (3) 
Cambridge, Mass. 
Washington, D.C. 
Mechanicsburg, Pa. 
Los Angeles, Calif. 
San Jose, Calif. 
Chicago, Ill. 
Rochester, Minn. 

16 
7 

48 
40 
140 
1 

25 
63 
165 
228 
180 

2454 
2556 
720 
973 

*Figures in parentheses indicate the number of points con-
nected in these locations. 
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for each. Unless otherwise noted (by figures in paren-
theses), only one point in each location is connected. 

High-speed graphics—a press facsimile system 

In concluding our discussion of high-speed information 
channels we will describe one that is an integral part of a 
modern publishing operation. The production and 
distribution of a daily newspaper is an intricate and in-
volved process. The operation becomes even more com-
plex when the newspaper serves a large geographical area. 
Such a newspaper is The Wall Street Journal. In terms of 
circulation, it is now the second largest in the United 

States. 
The Journal is distributed to most of its readers via 

second-class mail and the objective is for it to arrive in the 
first business mail of the day. To achieve this, the papers 
have to start through the postal system at about 9 P.M. 
on Monday, for example, to reach the readers in the first 
business mail on Tuesday morning. The mechanics of the 
postal system place a limit on the geographical area that 
can be served in this manner. Roughly speaking, this area 
is within a 200-mile radius of the point at which the news-
paper is printed. Considerably less-certain coverage may 
be attained within a 300-mile radius. Larger coverage 
areas can be attained only by the addition of more print-

ing plants. Figure 10 shows the points at which the 
Journal is presently printed and the approximate coverage 
areas of each plant. Areas that are within a 200- and 

300-mile radius are shown in a dark and light tint 
respect ively. 

Four major editions are published daily in seven print-
ing plants. The Eastern Edition is printed simultaneously 
in Chicopee Falls, Mass., and Washington, D.C. The 
Midwest Edition is printed simultaneously in Chicago 

Fig. 10. Coverage areas for various editions of 

The Wall Street Journal. 

and Cleveland. The Southwest Edition is printed in 
Dallas; the Pacific Coast Edition is printed simul-
taneously in San Francisco and Riverside, Calif. All 
news and editorial copy is handled by the national editing 
staff in New York City. All editions are supplied with the 
same news material, so that the news content is identical 

in all editions, insofar as is practical. Advertising copy 
varies from one edition to another, depending on whether 

the space sold is for national or regional editions. The 
Journal concentrates its efforts on news of interest to the 
business and financial communities. Each printing plant 
has an editorial staff responsible for checking the 
composing-room work and layout of the news content. 

In 1961 the Journal coverage area was not quite as 
shown in Fig. 10. The only printing plant on the West 
Coast, at San Francisco, served both the San Francisco 
and Los Angeles areas. The Los Angeles area was being 
served at a price, however. The papers destined for this 
area could not be mailed in San Francisco; they had to 
be flown to Los Angeles daily and mailed there. (Nine 
tons of newspapers daily!) Although this approach 
worked most of the time, the obvious long-term answer to 
the problem was to establish another printing plant in the 
Los Angeles area. 

The Wall Street Journal could very easily have estab-
lished another conventional printing facility in the Los 
Angeles area complete with a composing room, stereotype 
department, and a news production department. But for a 
long time its managers had been interested in the de-
velopment of facsimile. It seemed obvious that a system 
that would permit transmission of a whole page at a 
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time—skipping the laborious typesetting. correcting, and 
assembling process—would save time and eventually, 
perhaps, costs. 

Accordingly, a new experimental production plant 
was built at Riverside. It is equipped with complete press 
facilities and can make the plates that the press requires, 
but it has no composing room or editorial staff. The 
existing San Francisco composing room and editorial 
staff serves both locations. As each page of the Pacific 

Edition is set up by the San Francisco composing room a 
"proof" is printed on high-quality paper. This is then 
transmitted to Riverside over a high-speed high-definition 

facsimile link. 
The facsimile system employs a photographic process. 

Thus each proof page transmitted from San Francisco 
comes out as a full-size negative of the newspaper page at 
Riverside. The Riverside plant produces the plates for the 
press from these negatives via a photoengraving process. 
To produce the paper, an average of 44 pages are trans-
mitted daily. Speed of transmission is approximately 4.7 
minutes per page, and the total transmission time is 3 
to 5 hours. The press run at Riverside starts no later 
than 1 1/2 hours after the San Francisco press run begins. 
To produce printing plates of adequate quality, very 

high definition is required in the negatives. The process 
used can give a definition of 1000 to 1500 lines per inch. 
It reproduces either black or white; as the system is 
presently adjusted, it does not reproduce a gray scale. 
The usual newspaper page, of course, does have photos, 
etc., that give the illusion of a gray scale by the halftone 
process. The facsimile system is capable of resolving these 

halftone dots and so transmits the graphical material with 
little observable degradation. The line-transmission 
scheme is via a transmitted carrier, double-sideband sys-
tem with the carrier at 2.0 Mc/s. Approximately 2.0 

Mc/s of line spectrum is required; if necessary, two of 
these systems can be fitted in the normal video bandwidth. 
The line signaling speed presently used is approximately 

1.3 million elements per second. 
The use of video circuits for this purpose represented an 

excursion into rather unfamiliar territory. It was known 
that there were occasional line "hits" or other transmis-

sion defects that could cause flashes, picture rolls, etc. 
These defects, though annoying, did not greatly harm 
video program material; but they would be recorded on 
the facsimile negatives, which had to be substantially 
perfect to produce good plates. Experience has indicated, 
however, that the transmission path is stable enough 
to provide adequate service. Service was started in May 
1962, and for a short period the defective negatives 
averaged about one out of every four sent. During this 
period a succession of line troubles—minor in nature so 
far as video was concerned, but fatal to this service— 
were cleared up, and the performance improved con-
siderably. During the first nine months of 1963, the failure 
rate dropped to 0.05 percent; out of a total of 5179 nega-
tives, only 28 were defective. This level of performance 
continues at present. 

Looking ahead 

It may be safely concluded that high-speed systems will 
be with us for a long time. They will probably not ever be 
numerous compared with the number of voice or tele-

graph systems, but their number will continue to increase. 
Predictions are risky in this field because the reasons for 

high-speed transmission itself are so complex and vari-
able. In the conventional data areas—such as computer 
links—the data speeds for networks covering large geo-
graphical areas appear to be those that can be provided 
in the 48-kc/s channel group bandwidth. Economics seem 
to be against any higher speeds for the present. For net-
works covering limited geographical areas, however, the 
speed trend is upward, and systems using supergroup 
(240-kc/s) and wider bandwidths are either in operation or 
in the design phase. 
With respect to numbers of systems, the graphics area 

probably has the greatest growth potential. The publish-
ing business will account for some of this growth, but 
most of it will probably come in lower-definition dry-
copy systems for the general business community. These 
systems were not described here, but several large net-
works are already either operative or in the engineering 
stages. One network of particular interest is the railroad 
communication system referenced in the bibliography. 

The author wishes to thank those people m ho so kindly reviewed 
this article and pointed out his mistakes. The permission of the 
AT&T Company, the IBM Corporation, *Ind The Wall Street 
Journal to use certain relevant material is also gratefully acknowl-
edged. 
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Engineering-economic systems: 
a new profession 
Planning in the upcoming age of automation will 
require the integrated efforts of academicians and practitioners, 
focused on real problems 

W. K. Linvill Stanford University 

Technological advances in computers and automation 
over the last 20 years have far outstripped our ability 
to use them effectively. Profound changes in industry, 
government, and business will emerge as the new tech-
nology unfolds. As an example: the whole concept of a 
"big" operation or company will have to be reshaped 

in terms of our new ability to organize and operate a 
system efficiently. To exploit the possibilities of this 
new technology rationally, broad interties between the 
academic and practical worlds are indispensable. The 
academic world contributes a philosophical structure 
providing vital breadth and flexibility, while the real 
world offers a simplifying practicality that insures 
workability and early realization. In the initial stages, 
planning for the use of the new technology must be 
done as a joint research and development effort be-
tween both worlds. As this joint effort grows, a 
more complete and integrated structure will undoubt-
edly evolve. A prototype form of the engineering— 
economic systems profession is being evolved in a 
program at Stanford University. 

We are at the threshold of a new profession in engi-
neering—economic systems that involves more manage-
ment than the engineering professions, more technology 
than is usually involved in management, and more applied 
mathematics than either engineering or management 
usually involves. The problems of planning in this new era 

require a much broader view than has been taken pre-
viously, either by managers or by engineers. 
We are in danger of missing the really significant ad-

vances now feasible if we make simple extrapolations of 
present practices instead of trying to capture the scope of 
the new technical potential at the outset. 
The range and direction the field is taking will be 

described in this article although the details cannot and 
need not be spelled out since they are changing and evolv-
ing as needs of the new technology are being met. 

The new technology and its needs 

System problems. Consider the problem of developing 
an automated inventory and distribution system. While 
there are several strictly technical innovations to be made 
in automated distribution systems, the main problems are 
with the system and not simply with the devices it in-
cludes. To reap really significant benefits from computer-
ized inventory control, one must combine it in many ap-
plications with a high-speed transportation system. Al-
though such a system is technically feasible, it also re-
quires a fast ground pickup and delivery system, better 
packaging methods, possibly a much broader base in air 
traffic control than is now provided, and perhaps even 
especially designed cargo aircraft. For such an automated 
system to be workable requires a mixture of private en-
terprise and publicly owned and operated support 
facilities. 
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Were an engineer or manager within a given company 
to view the development of his company's product 
distribution system, he would necessarily take as con-

straints to his planning the outside transportation facili-
ties, both available and projected. At present, however, 
the types of transportation systems needed still await 

translation from feasibility to reality. A broader view of 
the problem—consideration of several regions, of the 
distribution needs of several companies, of several types 
of transportation and terminal delivery systems, and of 
the elastic relationship of demand for new products to 
their prices and breadth of availability—would not only 

lead to a better system but to one that would serve longer 
as a result of its comprehensiveness. 

Several pertinent questions should be asked: Where 
should a common carrier take over? What part of the 
delivery system should be operated by the manufacturer 
of the goods to be delivered? What should be the balance 
between ground and air systems? Where distances are 

long enough and the premium on short delivery time high 
enough, air freight is preferable to ground freight. If the 
demand for air freight in a given region is great enough to 
warrant them, large-scale terminal facilities and common 
ground support transportation systems can be built 
economically. What are the alternatives to present 
practices in ground transportation ? How do storage and 
delivery procedures and costs affect the balance between 
additional expenditures for warehousing and additional 
expenditures for shorter delivery times? 

These are but a very few of the important problems 

to be faced in the design of an automated distribution 
system. These problems involve technical, economic, and 
political issues. Many of an established system's com-
ponents will be used for many years under conditions 
sharply different from the initial ones. The demand pat-
tern, for example, will undergo dynamic changes and will 
be subject to unavoidable uncertainties. A technical 
language is needed to describe, analyze, and forecast such 

situations, and to make the design decisions necessary to 
specify workable systems The new professional discipline 
in engineering-economic systems is being developed to 

meet needs such as these. 
Collaboration of academic and industrial worlds. 

The consequences of the new technology are both broad 
and revolutionary. Adequate planning for the exploitation 
of this emerging technology requires a combination of the 
comprehensive breadth of the academic world and the 
active practicality of industry, commerce, and govern-
ment. The problem is to combine the strengths of the two 
components without seriously weakening their long-term 

basic functions. 
Let us consider the relationships between the various 

groups in our society who are concerned with academic 
or technical matters. Imagine the various kinds of 
academic community activity as layers around a core. 
The classics provide the core of the intellectual activity 
that abstracts data and formulates basic principles. 
Workers in this area are sheltered from the outside world 

and they are characterized as carrying on extremely long-
term activities. In engineering terms, we would say their 
time constants may be of the order of 100 years or so. 
They make changes to adapt to the world on a very 
deliberate basis. Another layer of intellectual activity is 
provided by the schools of arts and sciences in which the 
time constants are substantially shorter than those of 

the classics. Mathematics, physics, economics, and 
political science are examples of such areas. Perhaps time 
constants of the order of 50 years are appropriate to 
characterize this layer. A third layer is represented by the 
professional schools. These are devoted to professional 
training of students for the real world in ways that will be 
useful during their professional lifetimes. Time constants 
of the order of 20 years are appropriate to this sort of 
activity. Still another outer layer of the intellectual 
activity is represented by work in research institutes and 
the research and development laboratories of industry 
and government. They usually have time constants of the 
order of five years. Finally, companies with commercial 
interests and large work forces and government entities 
taking significant direct action must see responses from 
their efforts within only one or two years. 

Let us picture the nature of the relationships between 
successive layers of the technical society. A given layer 

receives real-world stimuli from the outer layers and in 
turn provides philosophical structure to them for monitor-
ing and extrapolatory purposes. During periods of high 
stresses, such as those imposed by rapid technological 
change, there is a very strong need for a given layer to 
be strongly coupled to both the next-inner layer, from 
which it receives philosophical direction, and the next-
outer layer, from which it receives stimuli from the real 
world. Without the essentially conservative and contem-

plative influences of the inner layer, a given layer may be 
corrupted by short-term external stimuli, which, although 

strong, are not relevant to the long-term extrapolations. 
Without the strong signals and drive for action from the 
outer layer, a given layer may be isolated from the real 
world. Research—or theory—is generally involved with 
the process of relating to the inner core; practice is gen-
erally involved with relating to the outside world. 

Professional schools have always served the extremely 
important function of coupling the real world to the 
academic. Without disciplined development of philo-
sophical underpinnings—the abstractive, restructuring, 
and generalizing function of the academic community— 
the experience and data gathered in the practical, real 
world must remain disconnected and their usefulness 
limited. The exceedingly rigorous, general, and pure out-
put of the departments of mathematics and sciences has 
unnecessary generality and too long a time constant for 
effective application to the rapidly changing technology 
of the real world. The professional school adapts the 
rigor of mathematics and science to the real world in a 
less general form with somewhat shorter time constants 
(more flexibility) so that the professional man can respond 

effectively to the practicalities of the real world. The pro-
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fessional schools have the somewhat specialized function 
of doing research to develop the philosophical aspects of 

practical fields and of training future practitioners of the 
new professions. In their development of the new field, 
these schools face the inevitable necessity to relate this 
new field to the established philosophical framework of 
the arts and sciences. Thus professional schools couple 
the arts and sciences to the real world and at the same time 
prevent the corruption of the arts and sciences that would 

occur if these layers dealt with the real world directly in 
enough breadth to do their data collecting alone. 
The aforementioned relationship between theory and 

practice applies regardless of the professional area and it 

has been working effectively for many years. Uniquely 
in the system area, however, the relation of theory to 
practice must take place simultaneously across a broad 
range of areas in the academic community, involving 
mathematics, economics, physical science, and political 
science, and an equally broad range of areas in the real 
world, involving physical control, operational control, 
and public and private planning in many industries and 
regions. Because of this breadth of connections to both 
entities, special efforts to couple them are required. These 
special efforts must be expended because the needs and 
rewards of developing the new technology justify them. 

Fast-changing technology imposes new demands and 
provides new opportunities for industry. Much as in the 
case of the university, industry is faced with adapting old 
patterns of operation to new situations. For example, 
automation provides remarkable advantages for industry 
but it also brings substantial financial risks as well as fast 
obsolescence of both human and physical resources. 
Because of the risks involved in getting into new areas, 
careful preliminary exploration is vital. The philosophical 
breadth furnished by the university is extremely valuable 
in such exploration. The technical capability of its engi-
neering staff is a capital resource of a company. This re-
source is depreciated by obsolescence, which can be pre-
vented only by continual training and research to keep 
the engineering staffs up to date. Thus, industry needs the 

university for both exploration and retraining. 
As in the case of automated distribution systems, many 

of the most important system opportunities require joint 
action by several separate industries, and probably in-
volve government agencies as well. Before any individual 
private industry, even a large one, could commit strong 
research effort or funding to such a joint venture, the 
system would need to be laid out in considerable detail, 
and various alternative structures and forms would need 
to be invented and analyzed by a responsible but neutral 
agency. At present, there is no entity set up to do such 
initial analysis and planning. A joint academic-industrial 
combination would be invaluable in thisexploratory work. 

Adequate planning for the exploitation of the emerging 
technology, therefore, requires a combination of the 
comprehensive breadth of the academic world and the 
active practicality of industry, commerce, and govern-
ment. This university-real world interaction will exist in 
many different forms, depending upon the needs of the 
particular problem and the constraints of the companies 
and agencies involved. If the problems are primarily 
action-oriented in the real world, their solution will be 
supported and controlled mainly by industry or govern-
ment. If a problem is primarily analysis-oriented or 
training-oriented, its solution will come primarily from 

the university. Whether a given system program is 
centered in the field or in the academic world, there must 
be strong components of both academic and real world 
participation for effective work. 
Now let us consider what can be done in planning the 

development of the systems field as a profession—a sys-
tem problem in itself. 

The engineering-economic systems profession 

The broad scope of the systems work to be done has 
been shown to require strong joint academic-real world 
effort regardless of whether the main emphasis is aca-
demic or practical. We turn now to the problem of 
establishing a new profession. 
The development of the system profession involves a 

close interaction between three adjacent layers, as pre-
viously discussed. While we are concerned primarily with 
the center or professional school layer, we must also 
relate to the two adjoining layers. Foundation disciplines 
from the schools of arts and sciences will provide the 
coupling to long-term academic structures that is essen-
tial to build flexibility into the system man's capabilities. 
Also, substantial encounter with the real world through 
casework in the field promotes development of relevant 
tools and approaches to present-day system problems. 
These two outer layers are bound together by the system 
profession, which on one hand adapts the abstract 
language of mathematics and the concepts of physics and 
economics into forms more applicable by the professional, 
and on the other hand combines, compares, and sys-
tematizes the approaches to specific field problems into a 
broader and more general set of tools and system con-
cepts. The interrelations between the three layers are 
represented in Fig. 1. We will present in detail the func-
tion of the three layers in the development of the system 
field. First, we will consider the foundation disciplines; 
second, the work in the field, since it already exists; and 
finally, the engineering-economic system core that links 
the two. 

Flexibility through emphasis on foundation disciplines. 
Engineering training has been typical of many profes-
sional training programs. The strongest coupling to arts 
and sciences in the past was the requirement for engineers 
to have a good background in mathematics and physics. 
Once the students obtained this start, however, there was 
often little further interaction between engineering schools 
and mathematics and physics departments. Largely, the 
students were prepared for their real-world encounters by 
laboratory work, by practical engineering problems tai-
lored for the classroom, and, once they got into industry, 
by a modest amount of on-the-job training. With the 
traditional specialization, this procedure worked well and 
was adequate, except for a few individuals who wanted 
special training for engineering research. These students 
would take graduate work in science or a mixture of 
science and engineering. 
At the outset of World War II, when new technology 

was being created to meet the needs of the war, the engi-
neers who were being called on to help in the new develop-
ments often found themselves badly outclassed by mathe-
maticans and physicists whose broader academic ap-
proach gave them much greater flexibility to move from 
field to field. As a result, the physicists and mathema-
ticians did much of the engineering research and develop-
ment during the war, and after the war there was a swing 

98 IEEE speenlITI APRIL 1966 



toward "engineering science" in the engineering schools. 
While, on the whole, this swing to academic breadth was 
healthy, it still is not broad enough for present needs. As 
systems become larger and more significant, inevitably 
economic and political considerations become increas-
ingly important. For the system man to be adequately 
founded in economics and political science is obviously 

necessary. 
Generally, the stronger background a system man has 

in the foundation disciplines, the more easily he can shift 
from field to field in the real world. Experience in the 

academic world, in which the disciplines are devoted pri-
marily to being philosophically consistent and complete, 

provides a man with a life-long set of concepts and values 
that can accommodate fairly radical changes among case-

work areas in the real world. 
Coupling to the real world. Effective work in the real 

world results from structuring specific real world problems 
according to the set of basic principles derived from the 
academic core. Yet the principles developed solely in the 
academic environment do not fit the real world situation 
adequately. The problem of approximating the real world 
situation in terms of academic principles is very challeng-
ing indeed. Several examples will show the difficulties. 

It is possible to coordinate the operations of an entire 
steel-making plant by means of a central data-processing 

system. Dynamics problems arise in connection with the 
production scheduling that do not fit the traditional 

problems of physical dynamics, and yet have important 

similarities to these patterns. A comparative study of 
various types of dynamical models would be extremely 
valuable to the system analyst but not particularly in-
teresting to a mathematician. 

Allocation problems often lead to linear or nonlinear 
programming formulations. The choice of retaining non-

linear cost functions and reducing the number of variables 
to one extreme or of linearizing cost functions and retain-
ing many variables at the other is a difficult one. Which 
approximation tactic would be preferable would depend 
upon the practical issues to be resolved. 

In many physical control problems—as well as in 

inventory control and marketing problems—the engineer 
or manager has a very interesting choice. He can either 
control the process—with insufficient or noisy data on its 
state—by elaborate but ineffective control processes, or 
he can invest substantial measurement effort to deter-

mine the state more adequately. Although a specialist in 
dynamics and probability would have the general back-
ground required for this problem, any solution he would 
formulate would require a very high order of imagination 

and clever analysis. 
Since the fit of classical models to new situations is 

only very approximate, and since optimization involves 

more than strictly mathematical issues, training in 
foundation disciplines is, while necessary, clearly in-
sufficient. Coupling to the real world is necessary for the 
relating of theory and practice in order to develop more 

useful tools for analysis and design. 

Given that the professional school must relate both to 
arts and sciences and to the real world, our next question 
is one of method. As was mentioned before, the unique-
ness of system problems arises from the fact that rela-
tion of theory to practice now must take place simul-
taneously across a broad range of areas in the academic 

community and an equally broad range of areas in the 

real world. For engineering professors in the conventional 
disciplines, practical testing of theory is fairly straight-

forward in a single technical area. One merely goes to the 
laboratory. In the system area, the need for comparative 
study of several systems in real world problems makes the 
world the laboratory. For practitioners in conventional 
disciplines the relation of theory to practice is also fairly 
easy. A practicing civil engineer can find out about struc-
tures or materials by simply consulting a specialist on 
structures or materials in the university. But now the 
planner of automatic inventories and high-speed distribu-
tion must rely on a team of specialists and he will find it 
very difficult to integrate their contributions. Integration 
is the function of the system specialist. 

In this day of large, complex, and expensive systems, 
the problems of the real world simply are not portable. 
Whereas the older problems in engineering could be 
worked out on the campus, the newer ones can be met 
with only in the field. This task of utilizing the world as a 
laboratory is new to engineering schools but is similar to 
that encountered by medical schools for many years. For 
both teaching and research in medicine, the connection of 
university medical schools with practicing hospitals is well 
established, with the students as interns and the professors 
as practitioners. This pattern of cooperation is one that 
engineering schools should consider. Graduate students 

in the system area should spend approximately 20 to 40 
percent of their doctoral program in the field where they 
accept and discharge project responsibility. Their project-

directed casework in industry should be followed by 
concept-directed casework at the university that translates 
specific real-world practice into broader engineering 
principles through thesis research. Commonly accepted 
consulting activities of engineering professors can be ex-

tended so that as much as 20 to 30 percent of the pro-
fessor's time can be applied to field problems. If a specific 
plan is set up so that the professor's industrial activity is 

related to the work of his graduate students, his industrial 
consulting can provide a continuing vital input to the de-
velopment of his professional field. While the professor 
would assume responsibility for projects in industry, he 
would not assume responsibility for industrial programs, 
and thus be free to utilize his main energies as architect 
of the professional discipline. 

From the standpoint of industry, the exploratory work 

done at the research laboratory in collaboration between 
industrial and academic personnel can be carefully 

evaluated by industry from the extensive analytical data 
provided. Those promising projects can be further de-
veloped, and followthrough in industry for profit is the 

natural outcome. 
In consideration of the nature of the work to be done 

in the field, the real world provides a very extensive menu 
of practical areas. It is not possible that any one man 
have experience in all these areas. Indeed, the entire field 
program of one university cannot encompass them all. 
The object of a field program is to immerse each student 
in the environment of the real world where all general 
types of system problems are represented, even though all 
technical areas cannot be. These types of problems were 
discussed previously at some length. 

Developing the engineering-economic system core con-

cepts. Core concepts in systems are the bridge between the 
foundation disciplines and the work in the field. (See Fig. 

1.) The system language is the language of mathematics. 
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Yet pure mathematical language and concepts are struc-
tured primarily to provide generality and rigor, often at 
the expense of introducing complication, while system 
concepts require flexibility and simplicity to be maximally 
useful. Accordingly, we are willing to sacrifice generality 
to gain simplicity and flexibility, and so we develop a set 
of system concepts that are closely related to, but still 
distinct from, mathematical concepts. 
The two main functions of mathematics in systems are 

modeling and optimization. System analysis is generalized 
from each specific case by having a set of typical system 
models. Models of matrices and determinants, eigenvalue 
analysis and normal coordinates, iterative procedures 
for solving simultaneous equations, and analysis of signal 
flow graphs are typical examples. System models are 
either deterministic or stochastic; Markov processes are 
probably the most common example of stochastic 
dynamic models. 

Optimization is to design what modeling is to analysis. 
Most optimization procedures can be related to the 
generalization of finding a rreaximum by finding a zero 
derivative. Constraints are handled by Lagrange multi-
pliers. Linear and dynamic programming are particularly 
useful when computers are available. 

Decision making under uncertainty is a combination of 
modeling and optimization. Here, the concept of utility is 
a cornerstone. The Bayesian models allow one to describe 
the consequences of new information. Optimization of a 
payoff function is essential in the decision-making 
process. 
For both modeling and optimization, typical problems 

from physical and social science (the foundation dis-
ciplines) and from systems reliability, marketing, auto-
matic control, resource allocation, maintenance and re-
placement policies, search procedures, inventory con-
trol, and scheduling (the field problems) must be related 
to the primary system concepts. 
We would not claim the same life for system concepts 

that we expect for basic concepts of mathematics, eco-
nomics, and physics. The value of system concepts is 
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§ 
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Fig. 1. Relationship of the engineering-economic systems 

core to both the academic and the real world. 

dependent on their relevancy to the real world. The 20-
year life estimated earlier probably is appropriate to 
them. As one gets closer to the field problems, life be-
comes shorter. 

Overlaying the whole set of system concepts related 
both to modeling and optimization is computer-aided 
system analysis. The speed, capacity, and flexibility of the 
digital computer have a profound effect on system 
analysis and design. Simulations of scheduling and 
dynamical systems as well as optimization in many 
variables are made feasible by the availability of com-
puters. 
Up to this point, we have been concerned with system 

theory, which relates analysis and design to the founda-
tion disciplines. An equally significant facet of the engi-
neering—economic system core is its connection to the real 
world. Practical areas such as physical control, power 
systems, transportation planning, and regional develop-
ment are relevant. We would not expect the time con-
stants of practical areas to be as long as those of the 
theoretical areas. System practice would represent a com-
parative study of specific casework projects. At the same 
time, system theory would be common to all system 
practical areas. 
Numerous considerations have been presented in detail 

in the foregoing sections with the object of making clear 
(1) that a new professional entity is indeed involved here; 
and (2) that close interaction between the academic world 
and the practical world of technology is most essential 
for many reasons. Not only is this relationship vital in its 
implications for complementary activity between these 
two sectors, but also in its political and economic implica-
tions for society at large. With these assumptions fairly 
well established, then, let us consider a specific answer to 
the problem. 

The engineering—economic 

systems program at Stanford 

We will now describe a particular program in some 
detail to show how the field is developing at one large 
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engineering school. Obviously, there is strong need to 
adapt the development of the program to the surrounding 
conditions a given university provides, and the reader 

should not assume that the plan described here is neces-
sarily the best plan for other schools to follow. 

Organization and objectives. The Institute in Engineer-
ing-Economic Systems at Stanford University is art inter-

disciplinary, interdepartmental organization developing a 
broad graduate research and coursework program with 
three specific objectives: (1) to develop interdisciplinary 
research activity in systems; (2) to establish industrial and 
governmental internships in the field to couple theory and 
practice; and (3) to present in courses system concepts 
derived from foundation courses in mathematics and 
physical and behavioral sciences as well as from practical 
casework. The interdisciplinary organization includes 
affiliated faculty members from the Departments of Civil, 
Electrical, and Industrial Engineering, Economics, Politi-
cal Science, and Statistics, and from the Graduate School 
of Business. 
The institute provides a center for research and project 

work on problems that require integrated contributions 
from several disciplines, especially from engineering, 
economics, and management. Attention is focused on 
areas in which planning and system considerations 
dominate. Particular stress is placed on study of physical 
or operational systems with complicated interaction be-
tween parts; on the situations in which decision making 

must take place under uncertainty; and on those situa-
tions in which characteristics or states evolve with time 
and in which control is a significant factor. In general, 
model making and computer simulation are emphasized, 
and various optimization and procedures receive strong 

attention. New professional courses being developed 
stress connections to the foundation disciplines and also 
to field work. 

Since system problems are problems of the real world, 
environment for interaction with the real world for both 
training and research purposes is provided in two com-

plementary ways. The first way is to immerse the student 
and the professor in difficult casework problems by 
means of internship programs with industry, research 
organizations, and governmental agencies at home and 
abroad. The second way is to bring practitioners from the 
field to the university, to free them from daily administra-
tive chores and allow them to regenerate their approaches 
through study and interaction with students and faculty, 
thus contributing to the mutual growth of all three 
groups. Visiting practitioners are Senior Industrial and 
Government Fellows in Engineering-Economic Systems. 
Graduate programs are offered with varying degrees of 

specialization in engineering-economic systems, ranging 
from supplemental training given as a part of a regular 

engineering program in some particular department to a 
doctorate in engineering-economic systems. The graduate 
program involves an intensive program of study at the 

university and extensive project-directed casework in the 
field, followed by research to unify and generalize the 

work done. 
Two graduate degrees are being planned in engineer-

ing-economic systems. The first is the post-master's 
degree of System Engineer, which will require about a 
year and a half (academic year) of coursework plus a 
concept-directed casework thesis following one field 

project. The second is a Ph.D. degree in Engineering-

Economic Systems. It involves heavy emphasis on mathe-
matics, physics, and economics, plus two or more ex-
tensive casework projects in the field followed by a 
doctoral dissertation. For both degrees, about one third 
to one half of the courses are graduate courses given in 
mathematics, physics, and economics departments in the 

School of Humanities and Science. The remainder are 
professional courses. 

Casework. The casework programs involve two areas of 
activity: macrosystems and microsystems. Macrosystems 
are characterized by broad scope and long-term activities. 
Usually, structure in relation to long-term function is 
more important than detail in their analysis and design. 
Uncertainty is a dominant consideration. Most planning 
problems are macrosystem problems. Casework programs 
in system planning include public works projects and re-
gional development planning; the latter involves both 
public and private enterprises. In macrosystem casework, 

improvements in specific criteria and methodology for 
decision making are being made. Here, feasibility studies, 
market surveys, technological evaluations, models of 
growth, and simulation of operations are important. 

Microsystems is more limited in scope and time than 
macrosystems. Detailed system structure and constraints 
are emphasized. Control of operations or physical sys-
tems is usually more important to microsystems work 
than is planning. The casework program in system con-
trol emphasizes the technico-economic problems of 
automation. In these studies the physical problems of 
systems analysis and design and the economic problems 
of evaluation specification and planning are both con-

sidered. In both macro- and microsystem projects, the 
field research is aimed at establishing specific results in 
specific areas as well as developing general theoretical 

results. 
The 1EES macrosystem projects have been concerned 

with the development of water resources, water quality 

control, urban and long-range transportation, airline plan-
ning, highway planning, hydroelectric power develop-
ment, study of power system interties, regional economic 

development, and foreign aid for economic development. 
The projects in microsystems have been in automation in 

the electric power industry, including modeling and con-
trol of steam boiler and turbine systems; automatic load 
dispatching; simulation of multivariable dynamic sys-
tems; automation in the steel industry, including model-
ing and control of rolling mills; analysis of the steel-
making process and its computer control problems; 
dynamic scheduling of steel-making and steel-working 
operations; coordination of production and marketing 
in the steel industry; problems of inventory control and 
marketing; automated aids to instruction, including 
learning models, man-machine systems, optimal presenta-
tion of material and testing, and design studies of terminal 
equipment. Not all projects are active at any one time, 

but are under way when there is some particular interest 
in them. Though the inclusion of any one project is 
usually not vital, it is important that all general types of 
system problems always be represented. No exclusiveness 
is intended in the listing of practical areas. The aim is to 
undertake whatever projects are technically interesting, 

have practical significance at the moment, and involve 
theoretical considerations of general interest. 

Internships. The casework projects described require 

substantial connections with companies and agencies out-
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side the university. The institute has interns in private 
industries and consulting companies, in governmental 
agencies operating in the field, and with the Executive 
branch of the government in Washington, D.C. There is 
no attempt to make all internship relationships identical. 
The graduate students work in the field and are paid 

salaries for doing jobs that are considered technically 
challenging and practically significant. In all cases the 
student intern assumes project responsibility in the field. 
His project continues until he completes it, usually in 
from 6 to 15 months. These project-directed casework as-
signments are alternated with periods spent at the uni-
versity taking graduate courses and doing concept-
directed casework to follow up and generalize work done 
in the field. 

Research in engineering-economic systems. A systems 
research program has been initiated covering both the 
macro- and microsystems areas in order to develop a 
theoretical base that combines foundation disciplines and 
casework. Mathematical and statistical principles have 
been applied to optimum allocation of effort, optimal con-
trol, system theory, analysis and simulation of multivari-
able systems, scheduling, and traffic control problems. 
Continued research in these areas will be encouraged and 
supported independently of immediate applications. The 
meaningfulness of theoretical work is enhanced, of 
course, by correlating it to the practical area. Some of 
our more significant research projects are described in the 
following. 

Modeling 91 dynamic multivariable systems. Systems 
are designed and decisions are made more on the basis of 
concept than quantity. Accordingly, the structure of a 
mathematical argument is usually more important to the 
system man than the detailed methodology involved. 
Determination of mathematical structure is the essence of 
modeling. Most mathematics books give the most general 
logical structure, which is too impractical and overcon-
cerned with improbable special cases to be most useful to 
system engineers. Most applied mathematics and engi-
neering mathematics books are preoccupied with tech-
niques for solution of equations and do not emphasize 
concepts or logical structure. The common threads among 
most system problems arise from similarity in structure 
and objectives. Mathematical structures that are not 
completely general usually involve abstraction to remove 
irrelevant detail; they are rich in useful system concepts. 
We have developed a set of principles that involves a 
geometric view of matrix theory, eigenvalue analysis, 
linear functionals, discrete system analysis, state variables, 
least squares, and constrained maximum problems, and a 
text is being prepared on this material. Much remains to 
be done in the area of modeling. In particular, models of 
multivariable systems of high dimensionality still present 

many unsolved problems. Analysis of systems that com-
bine deterministic and stochastic components still need 

more work. 
Principles of optimization. The past several years have 

seen extensive development of optimization techniques 
to solve problems in a number of physical system areas 
(e.g., production planning and inventory control). The 
expanding literature consists primarily of applications of 
various optimization techniques useful in solving classes 
of problems. 

Little work has been devoted to unification of these 
optimization techniques into a set of basic principles. 

Some of the more familiar techniques have been treated 
abstractly and are now well understood. This treatment 
has resulted in fundamental concepts, such as the calculus 
of variations, the Kuhn-Tucker theorem, and least 
squares. In the case of least squares, the principle is a 
simple extension of the well-known geometric result 
that in a three-dimensional space the shortest vector 
from a given point to a given plane is the vector from the 
point that is perpendicular to the plane. This simple, 
intuitively appealing idea may be extended to infinite-
dimensional spaces and, in this form, the principle may 
be applied to a wide variety of optimization problems. To 
apply the method, a particular problem is formulated in 
terms of minimizing a distance in an appropriate vector 
space. For example, the Wiener filter problem—the 
optimal estimation of a stochastic process—can be cast 

into this form by considering the vector space of random 
variables. 

Decision making under uncertainty. The most important 
problems are those involving decisions—decisions that 
commit an organization to allocate its resources in a 
particular way. The mathematical theory of decision has 
arisen to provide a formal framework for the process of 
making decisions. To apply the theory we must (1) deter-
mine the possible states of nature, (2) specify the alter-
natives available to the decision maker, (3) assess the 
costs of following each alternative if each state of nature 
should occur, (4) assign probabilities to each state of 
nature, and (5) establish a criterion for selecting the best 
alternatives. Although the basic theory of this process is 
well developed, much work remains to be done before the 
formal representations of decision procedures provide the 
practical benefits they promise. 
Summary. With regard to the Stanford program, we 

must observe that the pressures of establishing a new 
professional discipline while continuing the growth and 
development of existing fields poses important allocation 
problems for the administration. Dean Pettit's foresight 
in seeing the problem early and strongly supporting its 
solution allows the Institute in Engineering-Economic 
Systems enough flexibility, independence, and strength 
to develop in functionally meaningful but unconventional 

ways to meet the unconventional problems and op-
portunities of automation. A substantial and broadly 
based grant by the Ford Foundation provides the re-
sources to initiate the program and test our plans for 
establishing the new profession. 

Conclusion 

Technology is at a crossroad. The revolutionary ad-
vances in ability to communicate and coordinate brought 
by computers and automation will change and can enrich 
the lives of us all. If the changes are to be orderly, pro-
ductive, and dynamic, we must clarify objectives, func-
tions, and priorities at a scope not heretofore attempted 
or necessary. Independent entities in industry must co-
ordinate their activities. Broad plans for public facilities 
must be generated and government support for them ob-
tained. The best analyses of the problems of the new age 
must be evolved by academicians and practitioners work-
ing together. Professional-school professors do not in-
tend to stand idly by conjecturing whether the new off-
spring is more like an engineer or a manager. It is we 
who can best tie the academic and practical worlds to-
gether. Let's get on with the job! 
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Interplanetary spacecraft 

telecommunication systems 

Telecommunication systems may soon reach a stage of 

sophistication where communication with spacecraft flying in the 
vicinity of the outer planets of the solar system will be possible 

Glenn A. Reiff National Aeronautics and Space Administration 

During the past six years, a class of telecommunica-
tion systems designed to provide tracking, telemetry, 
and command functions at interplanetary, multi-
million-kilometer distances has been developed and 
proved out on flights along heliocentric orbits and 
into the vicinity of the planets Venus and Mars. 
These developments are contributing substantially to 

the exploration of the solar system and, in addition, 
are one measure of the state of the electronic arts. If 
the capability continues to increase over the next 
several years at the same rate, we shall soon be able to 
transfer large quantities of information to the earth 
from the surface of Mars. 

Prior to 1960, the United States had launched only one 
spacecraft with sufficient energy to escape essentially the 
gravitational influence of the earth; however, plans had 
been made and work started to exploit the capability of 
scientifically exploring deep space with spacecraft and of 

maintaining radio communications over distances extend-
ing to many millions of kilometers.' Much of this work 
has now been completed. Earth-based sending and re-
ceiving stations exist at locations around the world that 
can provide 24-hour telecommunication coverage, and 
four spacecraft—Pioneer V, Mariner II, Mariner IV, and 
Pioneer VI—have been successfully launched on inter-

planetary missions extending to multimillion-kilometer 
distances from the earth. The radial distances from the 

sun of the orbits of these spacecraft are shown in Fig. 1. 

Such flights have made it possible to obtain direct meas-
urements by which to evaluate the various theories of 
the nature of the interplanetary environment and of the 
means by which solar disturbances are propagated 
throughout these inner solar systems. These missions have 

been conducted during a phase of relatively low activity 
in the 11-year solar cycle (Fig. 1). 
The name "Pioneer" is currently assigned to a class of 

spacecraft characterized by their small relative size and 
by the fact that their orientation in space is maintained 
by spinning the entire spacecraft. This class has been 
designed to carry instrumentation for measuring the 
particulate radiation, magnetic, and micrometeoroid en-
vironment of space between the planets Venus and Mars. 
Pioneer V, the first in the series, was launched on March 
11, 1960, into a heliocentric orbit that carried it toward 
the sun. During its useful lifetime, it approached the sun 
to within approximately nine tenths of an astronomical 
unit, and confirmed the existence of interplanetary mag-
netic fields. 

In addition to measuring the interplanetary space en-
vironment, the Mariner class of spacecraft was developed 
to make the initial reconnaissance of our neighboring 
planets. A comparison of the Mariner craft has already 
been published. 2 These spacecraft, which automatically 
orient their three axes by sensing the directions of two 
celestial references, are somewhat larger than the Pio-
neers. Mariner II, launched August 27, 1962, was the 
first vehicle from the earth to send back data from the 
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Fig. 1. Interplanetary missions of United States spacecraft. 

vicinity of Venus, and it proved the existence of a con-
tinuous plasma streaming from the sun. Having been 
launched on November 28, 1964, Mariner IV completed 
its flight to Mars on July 15, 1965, and subsequently re-
turned close-up photographs and other measurements of 
the red planet. During its journey away from the sun, 
Mariner IV detected numerous solar flares, provided the 
first unique identification of low-energy electrons in 
several of these flares, and indicated an increased con-
centration of cosmic dust between the orbits of the earth 
and Mars. On October 1, 1965, after ten months in space, 
an unprecedented threshold telecommunication distance 
of about 305 million km had been reached; reception of 
telemetry was terminated when a command from the 
earth shifted the spacecraft transmitter from the direc-
tional to the omnidirectional antenna. As indicated by 
the dashed line in Fig. 1, it may be possible to obtain 
telemetry from Mariner IV again in 1967 when the space-
craft approaches to within 50 million km of the earth. 

To continue the studies of the interplanetary environ-
ment, Pioneer VI was launched on December 16, 1965, 
along a heliocentric orbit that is carrying it toward the 
sun. To the date of this writing, it has functioned well and 
has returned high-quality data. Additional Pioneer and 
Mariner launches are planned during the next several 
years. 

With this introduction to interplanetary missions, let 
us proceed to an account of the more fundamental 
mission and spacecraft characteristics as they pertain to 
telecommunications, a review of the basic radio com-
munication principles employed, a description of the 
elements of typical interplanetary communication sys-
tem, and a recounting of telecommunication system per-
formance to date as well as of possibilities for extending 
future telecommunication performance capabilities. Since 
Mariner IV and Pioneer VI are the most recently designed 
spacecraft in this series, emphasis will be placed on the 
telecommunication systems that they employ. Early 
papers have provided descriptions of the particular sys-
tems utilized on previous flights and have been used as a 
basis for the tables in the present article.'" 

1966 

Year 

1968 1970 1972 

Mission and spacecraft characteristics 

The basic operational requirements that characterize 
unmanned interplanetary missions are that the space-
craft and its associated telecommunications system must 
be capable of reliably transferring information over multi-
million-kilometer distances for months while the space-
borne equipment is unattended and also while large rel-
ative velocities are present between the transmitters and 
receivers. 
The most important spatial references during these 

missions are the ecliptic—the plane of the earth's orbit 
about the sun—and the time-varying positions of the 
earth and sun relative to the spacecraft. The changing 
locations of these references and the method of space-
craft stabilization strongly influence the spacecraft and 
telecommunication system design and operational pro-
cedures. 
The propulsive energy required essentially to remove a 

spacecraft from the gravitational influence of the earth 
and to place it in its own heliocentric orbit can be achieved 
only by obtaining high performance from the launch 
vehicle and by carefully balancing the total spacecraft 
weight with the booster capability. During the course of a 
flight, the spacecraft moves appreciably closer to or fur-
ther from the sun than the orbit of the earth, and, as a 
result, there are wide variations in the radiant solar 
energy impinging upon the spacecraft. Solar cells have 
typically been used as the primary source of electric 
power, and their array must be sized to allow for this 
variation in the total energy available from the sun. 
Similarly, thermal control louvers and other means for 
keeping the spacecraft temperatures within specified 
bounds as the electric loads vary must be sized with 
regard to the changing distance from the sun. 
The pointing directions of the telecommunications 

antennas and the view angles of the spacecraft orientation 
sensors and scientific instruments must be arranged in 
such a way as to provide the necessary responses, as the 
angular relationships between the earth, sun, and other 
celestial references at the spacecraft change throughout 
the entire mission. 
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I. Interplanetary spacecraft weight allocations 

Pioneer V Mariner II Mariner IV Pioneer VI 

Percentage of total weight allocated to: 
Scientific experiments 
Communications, timing, and data handling 
Electric power 
Structure, pyro, cabling, and thermal control 
Attitude control and propulsion 

Total spacecraft weight, pounds 

II. Summary of interplanetary missions 
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445 

11 
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26 
26 
19 

575 

25 
25 
20 
24 
6 

140 

Pioneer V 

Spacecraft weight, kilograms 
(pounds) 

Date launched 
Lifetime achieved, months 
Maximum telemetry distance 
achieved, million kilometers 
(million miles) 

Total bits of information received 
Data storage, bits 
Number of experiments 
Primary power supply 
Minimum power available, watts 
Type of stabilization 

Communication antennas 

Signal polarization 
Frequency, Mc/s 
Transmitter power, watts 
Telemetry modulation 
Telemetry data rate, b/sec 
Launch vehicle 

43 (95) 

3/11/60 
3.6 

36 (22.5) 
3 X 106 
None 
4 
Solar cells 
25 
Spin 
Quarter-wave stub 

Linear 
378 Tx, 402 Rx 
5/150 
PCM/PSK/PM 
64, 8, 1 
Thor-Able IV 

Mariner II 

200 (445) 

8/27/62 
4.3 

87 (53.9) 
9 X 107 
None 
7 
Solar cells 
200 
Celestial reference 
Turnstile, dipole, 
and paraboloid 

Within the total spacecraft weight allowed by launch 

vehicle capability, the relative weights for telecommunica-
tions, guidance and control, structural, primary electric 

power, scientific experimental, and data-handling equip-
ment must be carefully balanced in response to the ob-
jectives of the mission. Table I shows the weight alloca-
tion within the spacecraft under consideration. The final 
configuration of a spacecraft evolves from the nature of 
the mission and from an iterative process involving many 
trade-offs in which compromises have to be made among 
the requirements for the fulfillment of various detailed 
design objectives. 
The balancing of these requirements in the design of 

interplanetary spacecraft has resulted in the allocation of 

some 15 to 25 percent of the total spacecraft weight to 
elements of the telecommunication, timing, and data-

handling subsystems. 
In each subsequent spacecraft design from Pioneer V 

to Pioneer VI and from Mariner II to Mariner IV, the 
capability and versatility of each class have been sub-

stantially increased. But the additional capability has 
been necessarily followed by an increase in size, weight, 
and complexity. Concurrently, interplanetary spacecraft 
reliability has been enhanced through the use of re-
dundancy, comprehensive programs for screening parts, 
and more thorough environmental testing of the entire 

RH circular 
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Atlas-Agena B 

Mariner IV 
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Pioneer VI 

305 (190) 
2.5 X 10, 
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Solar cells 
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elliptic parabo-
loid 
RH Circular 

2298 Tx, 2116 Rx 
10 
PCM/PSK/PM 
33.3, 8.33 
Atlas-Agena D 

63 (140) 

12/16/65 
Still active 

1.5 X 101 
6 
Solar cells 
60 
Reorientable spin 
Slot omni and 

Franklin array 

Linear 
2292 Tx, 2111 Rx 

8 
PCM/PSK/PM 
512, 256, 64, 16, 8 
Thrust-augmented 
improved Delta 

spacecraft. The approximate number of electronic parts 
per pound of spacecraft weight provides a rough indica-
tion of the additional capability as well as the increased 
complexity: 

Spacecraft 

Mariner Il 
Mariner IV 
Pioneer VI 

Electronic Parts per Pound 

60 
120 
390 

Of course, this also reflects the advancement in circuit 
fabrication techniques and the trends toward smaller 
discrete or solid-state electronic circuits. The electronic 
parts count used to obtain these ratios include some 
10 700 solar cells on Mariner II, 28 224 aboard Mariner 
IV, and 10 368 on Pioneer VI. In addition, the Pioneer 
VI parts count includes 15 620 magnetic memory cores. 
Although the telecommunication techniques employed 

with each of these spacecraft are similar in many ways, 
the requirements of each mission, the detailed spacecraft 
design, and the availability of facilities have caused im-
portant variations in the characteristics of both the 
earth-based and spaceborne equipment. Several of the 
more important features of each mission as they pertain 
to the communication systems are summarized in Table 
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Ill. Telecommunication system characteristics 

Spacecraft-to-Earth Link Earth-to-Spacecraft Link 
Pioneer V Mariner II Mariner IV Pioneer VI Pioneer V Mariner II Mariner IV Pioneer VI 

1000 

100 

u) 
u 
-1C 

10 

1.0 
0.1 

Frequency, Mc/s 378 960 2298 
Spacecraft antenna effective 

area, square feet 0.55 8.3 2.95 
Ground antenna effective 

area, square feet 2.7 X 104 3.3 X 103 2.9 X 103 2.9 X 103 
Transmitting power, watts 5/150 3.0 10 8 

System noise temperature, 
°K 

Receiving and transmitting 
circuit losses, dB 

250 220/41 270/55 

6 1 2 

2292 402 890 2116 2111 

0.186 0.48 0.39 2.75 0.215 

2.4 X 10 1 3.1 X 103 2.2 X 103 2.2 X 103 
10 000 10 000 10-100 10-100 

X 103 X 103 

55 9200 9130 3190 3190 

5 6 7 2 3 

Contemporary techniques 

An interplanetary spacecraft telecommunication sys-
tem is comprised of the spacecraft-borne equipment and 
the ground-based terminals located at longitudes dif-
fering by about 120° around the world. The functions of 
this system are to track the position and velocity of the 
spacecraft, telemeter engineering and scientific data from 
the spacecraft, and transmit commands to the space-
craft. To perform these services reliably over great 
distances for many months, all current means of achieving 
extreme system efficiency must be employed. The un-
modulated radio-frequency (RF) signal contains the 
tracking information and when modulated provides a 
carrier for command and telemetry data. Consequently, 
the general techniques of processing unmodulated radio 
frequencies will be summarized, followed by a brief 
description of the modulations utilized to provide data 
transmissions in the spacecraft-to-earth—or telemetry— 
link and the earth-to-spacecraft—or command—link. 
Some basic characteristics of these links are listed in 
Table III. 

Radio-frequency channel 

Range rates of this class of spacecraft relative to the 
earth at times have reached some 17 km/s. These rates 
cause Doppler shifts in the RF signal by as much as 300 
kc/s at S-band during the course of a mission between 

Fig. 2. Two-way Doppler shift of an S-band signal at range 
rates typically encountered during flights. 
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our neighboring planets, or by as much as 12 kc/s during 
a 10-hour ground-based station view period. Figure 2 
shows the two-way Doppler shift of an S-band signal at 
the range rates typically encountered during these flights. 
Phase-lock-loop receivers that track the frequency and 
phase of the received signal provide a means of detecting 
and following this varying radio frequency while main-
taining narrow bandwidths for sensitivity. Tracking 
bandwidths of 12 c/s have been achieved in the ground-
based receivers, and of about 20 c/s in the spacecraft 
receivers. 

Figure 3 is a simplified schematic of the spacecraft 
portion of the system. The paths of the telemetry and 
command signals are shown by the heavy blocks. In the 
simplest and longest range mode of operation, no signal 
from the earth is present and the "out-of-lock" switch 
connects the noncoherent oscillator through the phase 
modulator and driver to the power amplifier. From the 
power amplifier a signal is radiated through one of the 
antennas to the earth at a frequency of about 2295 Mc/s. 
As will be noted later, this mode of operation was used to 
detect the presence of the Mariner IV signal during the 
time when the spacecraft was at its maximum distance 
from the earth. 
The radio frequency of the signal transmitted is shifted 

by an amount dependent upon the earth-spacecraft range 
rate and is received by a ground-based station where it is 
tracked by means of the phase-lock loops that are located 
in the reference tracking receiver. The 85-foot-diameter 

paraboloidal reflector antennas installed at these stations 
are equatorially mounted (moving parallel in hour angle 
and perpendicular in declination to the earth's equatorial 
plane) and have a pointing accuracy of better than 0.02°. 
These antennas contain a tracking feed, a maser and a 
parametric preamplifier, and an electrohydraulic servo 
system. From a combination of the antenna feed signals 
processed by the phase coherent receivers, pointing error 
signals are obtained and used by the servo system to 
position the antenna automatically. The low noise tem-
perature—about 15°K—obtained with the maser pre-
amplifier is a key to obtaining an effective system noise 
temperature of about 55°K and maximum range per-
formance. 
Another mode of operation provides more accurate 

spacecraft range rate data. In this mode, the ground-
based transmitter radiates to a spacecraft at a frequency 
of approximately 2115 Mc/s. Upon its receipt by 
the spacecraft, the signal is heterodyned, as indicated 
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Fig. 3. Typical interplanetary spacecra`t telecommunication subsystem. 

in Fig. 3, by the phase-lock circuits to a series of inter-
mediate frequencies. When the signal has been detected 
and lock obtained, a signal present indication is received. 
With this signal present, the "out-of-lock" switch re-
places the noncoherent oscillator with a frequency multi-
plier chain driven by the incoming signal thereby closing 
the earth-spacecraft RF loop, which maintains phase and 
frequency coherence within the entire telecommunication 
system. Consequently, the radio frequency transmitted 
from the spacecraft is in an exact ratio to the frequency 
received. 
The frequency of the ground-based klystron amplifier 

is precisely controlled by a rubidium frequency standard. 
This atomic standard has a short-term accuracy of about 
one part in 10". As a result, the range rate of the space-
craft can be obtained to an accuracy of a few millimeters 

per second by obtaining a Doppler count from the dif-
ference between the transmitted and received frequencies. 
With the same ground station sending and receiving, 

the two-way Doppler mode is established. When one 
ground station transmits and another receives, the mode 
is known as three-way Doppler. 
The only informatinn contained in the functions thus 

far described are the facts that there is a spacecraft 
signal present in a known direction with respect to the 
ground station and that this signal is moving at a pre-
cisely measured rate relative to that station. To provide 
the necessary telemetry or command information, the 
RF carriers are phase- or frequency-modulated by sub-
carriers. Modulation indexes ranging from about 0.5 
to 0.9 radian peak have been typically used, resulting in 
an RF carrier suppression of 50 to 60 percent. Thus, with 
10 watts transmitted from the spacecraft, some 4 to 5 
spaceborne RF watts are used to provide the range rate 
and position tracking functions. 
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Data links 

Command and telemetry are provided in both the 
Mariner and Pioneer telecommunication systems by 
synchronous binary data-handling circuitry. 

Inputs from the data sources indicated in the upper-
left- hand corner of Fig. 3 may be producing data in either 
digital or analog form. Analog-to-digital (AID) con-
verters change the analog data into a digital representa-
tion, and all sources are serially sampled. The digital 
representations of the source data are pulse coded to ob-
tain the baseband signals. These are the basic data wave-
forms to be transmitted. The Mariner IV command and 
telemetry links, as well as the Pioneer VI command link, 
utilize a nonreturn-to-zero-level (NRZ-LEVEL) baseband 
waveform in which the binary " 1" is represented by one 
voltage level and "0" is represented by another level. 
The Pioneer telemetry link utilizes a nonreturn-to-zero 
mark (NRZ-MARK) baseband waveform in which the 
binary " 1" is represented by a change in voltage level 
and "0" is represented by no change. With these wave-
forms the symbol interval varies inversely with the in-
formation transmission rate. Data are transmitted over 
the command links at 1 b/s (bit per second), so the symbol 
interval is one second. For telemetry at 8 b/s the symbol 
interval is 125 ms, and at 512 b/s the interval becomes 
1.92 ms. 

In all the data links, with the exception of the Pioneer 
command channel, the baseband signal is used to biphase-
shift key to a subcarrier oscillator. In the Pioneer te-
lemetry the frequency of the subcarrier square wave is 
fixed at 2048 c/s whereas in Mariner IV the frequency of 
the square-wave subcarrier can be either 150 or 600 
c/s, depending upon the bit rate used. The subcarrier 
provides a source of modulation for phase modulating the 
carrier. 
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The method of modulating the Pioneer VI command 
link is substantially different from that used in the other 
links. This channel utilizes the baseband signal to fre-
quency-shift key the transmitter with one of two fre-
quencies. One frequency is transmitted for one second to 
represent a "1" or mark and the other is transmitted for 
the same duration to represent a "0" or space. 

Synchronization of the digital signals is accomplished 
differently in the Pioneer and Mariner systems. The 
Pioneer VI telemetry and command channels are syn-
chronized by inserting unique binary combinations in the 
baseband signals. A telemetry word consists of seven bits, 
with the seventh bit used for a parity check. A frame con-
sists of a sequence of 32 words, and within a frame two 
words are used for synchronization. 
The telemetry and command channels in the Mariner 

system are synchronized by means of a pseudorandom 
code used to modulate a second subcarrier, which is 
linearly added to the telemetry subcarrier to form a com-
posite modulating signal. Consequently, the transmitted 
Mariner RF signal is phase modulated by the combined 
subcarriers. For Mariner IV telemetry a square-wave 
synchronizing subcarrier drives a redundant pair of code 
generators that provide the 63-bit pseudorandom code. 
A set of word gates, in turn, generates bit and word 
synchronization pulses that are used to synchronize ( 1) 
the stepping of the commutator, (2) the analog-to-digital 
converters, (3) the readout of the scientific measure-
ments from the data automation system, (4) the readout 
of the event registers and timers, and (5) the playback 
of the stored data. The word-synchronizing pulses occur 
once per cycle of the code, while the data-bit-synchroniz-
ing pulses occur once every nine code bits, or seven 
times per code cycle. Thus, each Mariner IV engineering 
data word is also seven data bits long. 

Fig. 4. Communication subsystem block diagram. 
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In the Mariner IV and Pioneer VI spacecraft-to-earth 

links, 11 to 15 percent of the total power radiated is used 
to provide synchronization. 

Information-sampling plans in both the Mariner IV 
and Pioneer VI telemetry encoders can be changed by 
switching modes. They also include a means for storing 
data for later transmission to the earth. Mariner IV was 
provided with a magnetic tape recorder for data storage 
and magnetic cores are used in the Pioneers. The four 
modes of data transmission from Mariner IV are: (1) 
spacecraft performance measurements only, (2) measure-
ments of spacecraft performance (one third of total 
measurements) and scientific phenomena, (3) measure-
ments of scientific phenomena only, and (4) primarily 
stored television pictures. More than twice this number 
of modes are provided in the Pioneer data-sampling 
plan. 

Digital data systems are sometimes compared on the 
basis of modulation efficiency, which can be defined as 
the bandwidth in which there must exist unity signal-to-
noise ratio (SNR) in the time required to transmit one 
bit of information at an acceptable error rate. Using the 
data coding, synchronization, and modulation techniques 
described, modulation efficiencies of about 6 cycles per 
bit at an error rate of 10-3 have been achieved with these 
PCM/PSK/PM systems. This value approaches the 
theoretical limit. 

Spacecraft-borne equipment 

To survive the transition through ionization pressures 
in the earth's atmosphere during launch, provide con-
tinuous communications during maneuvers, and assure 
reliable communications for months in deep space, the 
spacecraft-borne telecommunications equipment has 
been designed to be operated in alternate configurations. 
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The amount of redundancy and number of switching ar-
rangements provided are based upon the requirements of 
the mission, individual component characteristics, and 

the designers' judgment. 
Figure 4 shows the Pioneer VI communication sub-

system switching arrangement. It may be noted that the 
subsystem is completely redundant, except for the coaxial 

switches, Si through S5, and the transmitter driver. 
During the launch phase the transmitter driver is con-
nected directly to the dual-frequency low-gain antenna 
and no power is supplied to the traveling-wave tube 
(TWT) amplifiers. One receiver is connected directly to 
the single-frequency low-gain antenna to insure that the 
spacecraft can be commanded. Shortly after separation 
from the launch vehicle, one TWT is turned on and the 
proper coaxial switch is set automatically with boom de-
ployment to provide high- power radiation through the 

dual-frequency low-gain antenna. During the process of 
orientation a receiver and transmitter are switched to 

the high-gain antenna. 
Similar switching arrangements are available in the 

Mariner IV communication subsystem.' However, less 
redundancy is provided and most switch actuations can 
be made by either an internally timed signal or by a 
command from the earth. Circulators are used instead 
of coaxial switches for routing the RF signals. One RF 
power amplifier is a planar triode in a cavity while the 
other is a TWT. The design includes redundant trans-
mitters and drivers, but only one receiver. 
Both the Mariner IV and Pioneer VI communication 

subsystems operated faultlessly during launch and 

maneuvers. By the end of 1965, the Mariner IV sub-
system had operated perfectly for more than 9000 hours 
in space, and Pioneer VI had functioned properly in space 

for about 500 hours. 

Calculated performance and flight results 

During the past six years, various hypotheses por-
tending difficulties with interplanetary communications 
have been advanced. Mechanisms have been proposed 

for the generation of multipath, rotation of polarization, 
deflection, attenuation, and other propagation problems 
with microwave signals traversing the interplanetary 
medium. 
Although the region between the planets is often re-

garded as a great void, it, in fact, contains an extremely 
tenuous ionized gas. From the results of several radar 
experiments and the flights of Mariners II and IV, it 
may be inferred that the attenuation due to the inter-
planetary medium between the orbits of Venus and Mars 
is less than 1 dB at frequencies of about 1 to 2 Gc/s. 
In addition, radar experiments on the planet Venus show 
that any mechanism that might reverse the sense of the 
polarization of circularly polarized signals at S-band is 

less than 0.1 percent effective. 
The path length of S-band signals in the region between 

the orbits of Venus and the earth has been shown by 

Mariner tracking and radar experiments to be essentially 
the same as the geometrical path length. 

In general, measurements to date indicate that the 
interplanetary medium in the region between the orbits 
of Venus and Mars has no deleterious effects on corn-

IV. Nominal spacecraft-to-earth channel performance 

Pioneer V 

Transmitter power, Pt, dBm 
Wavelength conversion, X/4r, dB (X in miles) 
Antenna gain, dB 
Transmitter circuit losses, Lt, dB 

+ 37 
— 44 
o 

— 2 

Spacecraft RF transmission factor, T — 9 

Pioneer VI 
Mariner II Mariner IV 85' Antenna 210' Antenna 

+ 35 
— 48 
+ 20 
— 1 

+ 40 
— 52 
+ 23 
— 1 

+ 38 
— 52 
-I- 11 
— 3 

▪ 38 
— 52 
-I- 11 
— 3 

+ 6 + 10 — 6 — 6 

Antenna gain, dB 
Wavelength conversion, X/47r, dB (X in miles) 
Noise spectral density, N/B or KT, dB per c/s 
Receiver circuit losses, Le, dB 

+ 47 
— 44 
—176 
— 4 

Ground RF reception factor, R +175 

Unmodulated RF distance (miles). dB +166 

Carrier: 
Modulation loss, dB — 6 
Threshold SNR or required ST/N/B, dB 
Bandwidth, dB + 13 

Modulation characteristic, M — 19 

Zero margin distance, dB +147 

Telemetry: 
Modulation loss, dB — 2 
Required ST/N/B, dB + 9 
Data rate, dB + 9 

+ 46 + 53 + 53 + 61 
— 48 — 52 — 52 — 52 
—181 —181 —181 —181 
— 0 — 1 — 2 — 2 

+179 +181 +180 +188 

+186 +192 +174 +182 

— 3 
O 

+ 13 ▪ 11 

— 16 — 15 

— 4 — 4 

+ 11 

— 4 
O 

-I- 11 

— 15 — 15 

+170 +176 +159 +167 

— 4 
+ 8 
▪ 9 

— 5 
+ 8 
+ 9 

— 2 
+ 9 
+ 9 

— 2 
-I- 9 
+ 9 

Modulation characteristic, M — 20 — 21 — 22 — 20 — 20 

Distance, 8 b/S, dB (20 log D miles) +146 +165 +169 +154 +162 
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V. Nominal earth-to- spacecraft channel performance 

Mariner IV Pioneer VI 

Pioneer V Mariner ll 10 kW 100 kW 10 kW 100 kW 

Transmitter power, Pu dBm + 70 + 70 + 70 + 80 + 70 + 80 
Wavelength conversion, X/47r, dB (X in miles) — 43 — 48 — 52 — 52 — 52 — 52 
Antenna gain, dB + 47 + 45 + 51 + 53 + 51 + 53 
Transmitter circuit losses, Lt, dB — 4 — 1 — 1 0 — 1 0 

Ground RF transmission factor, T + 70 -I- 66 + 68 + 81 + 68 + 81 

Antenna gain, dB 0 + 6 + 22 + 22 + 11 + 11 
Wavelength conversion, X/47r, dB (À in miles) — 43 — 48 — 52 — 52 — 52 — 52 
Noise spectral density, N/B or KT, dB per c/s —158 —159 —164 —164 —164 —164 
Receiver circuit losses, Le, dB — 2 — 6 — 1 — 1 — 2 — 2 

Spacecraft RF reception factor, R +113 +111 +133 +133 +121 +121 

Unmodulated RF distance (miles), dB +183 +177 +201 +214 +189 +202 

Command: 
Modulation loss, dB — 6 — 8 — 9 — 9 — 3 — 3 
Threshold SNR or required ST/N/B, dB + 3 + 18 + 16 + 16 + 2 + 2 

Modulation characteristic, M — 9 — 26 — 25 — 25 — 5 — 5 

Distance, 1 b/s, dB (20 log D miles) 

Fig. 5. Interplane-
tary telecommunica-
tion capability. 
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munication with spacecraft using S-band signals and that 
the usual free-space formulas for calculating telecom-
munication system performance capability apply.8 

Table IV contains the rounded-off values of the param-
eters needed to calculate the nominal spacecraft-to-earth 
carrier and telemetry performance. Table V shows similar 
values for the command link performance. With each of 
the parameters listed in these tables, there is an un-
certainty or tolerance in the nominal value that is usually 
included in the design control calculations. Common 
practice is to provide a performance margin equal to the 

adverse sum of these tolerances. 
Tables IV and V are arranged to facilitate the logarith-

mic calculation of the performance and to provide figures 
of merit for the transmitting and receiving equipment as 
well as the method of modulation. The RF transmission 
factor T is obtained by summing transmitter power, 
wavelength conversion, antenna gain, and transmitter 
loss parameters, with all values expressed in decibels. 
Similarly, RF reception factor R results from algebrai-
cally subtracting noise spectral density from the sum of 
antenna gain, wavelength conversion, and receiver cir-

cuit losses. The modulation characteristic M is obtained 
by algebraically subtracting the threshold SNR or the 
required modulation efficiency (ST/N/B) and the band-

width or data rate from the modulation loss. The maxi-
mum nominal distance of communication, expressed as 
20 log D, has been obtained by summing the RF trans-
mission and reception factors with the modulation char-

acteristic of the appropriate link. 
Results of the calculations are summarized in Fig. 5. 

The horizontal lines under each flight indicate the cal-
culated performance with no margin of the command 
link at 1 b/s and the telemetry link at 8 b/s. For the 
Pioneer V and Mariner II flights, the black triangles in-

dicate the distance at which all signals from the space-

craft ceased, while in the case of Mariner IV the triangle 
indicates the distance of the spacecraft from the earth 

when the telemetry was purposely terminated. 
It may be noted that the actual performance of the 

Mariner IV telemetry link is indicated to be some 5 dB 
below the calculated value at the time that telemetry 

was terminated. The reason for this apparent discrepancy 
is that the value of spacecraft antenna gain used in 
Table IV to make the calculation applies only when 
the main beam of the high-gain antenna points at the 
earth. By the time that telemetry was terminated, this 
beam was no longer pointing toward the earth and it 

was necessary to shift to the omnidirectional antenna. 
Contacts with Mariner IV have been made each month 

since the antennas were shifted. In early January 1966, 
the spacecraft reached a maximum distance from the 
earth of about 350 million km (215 million miles), and 
the carrier signal with the first sideband was detected on 
January 3. The spectrum of the signal obtained in De-

cember is shown in Fig. 6. As the spacecraft approaches 
the earth in 1967, it should become possible to obtain 
telemetry with an acceptable error rate. 

System extensions 

The most immediate system extensions are the in-
stallation of 100-kW transmitters and the construction 
of 210-foot antennas at the ground-based terminals. This 
work has been partially completed, and its effect is 
included in the calculated capability shown in Fig. 5. 

A 100-kW transmitter is in operation at the research 
and development site of the Deep Space Instrumenta-
tion Facility, and it was used to send commands to 
Mariner IV during the Mars encounter. However, this 
increased command capability is not yet available on a 
24-hour basis. 

Construction of the first 210-foot antenna is nearing 
completion; this structure should increase the capa-
bility by about 8 dB over the 85-foot antennas. It is 
expected that this antenna will be available to regain 

telemetry from Mariner IV and track the Pioneers around 
the sun during late 1966 and 1967. Plans have been made 
to construct these larger antennas at the other stations 

around the world to provide the increased capability con-
tinuously. 

Further increases in the capability of communicating 
with interplanetary spacecraft can come when more 
powerful launch vehicles are assigned to these missions. 
With larger spacecraft, radiated power as well as antenna 

gain can be increased. Adaptive, or nonsynchronous, 
data compression techniques may be employed in future 
spacecraft. Through these measures it should be pos-
sible to increase the information transfer rates by a factor 
of more than 100 on missions into the vicinity of our 
neighboring planets or to extend the practicable distance 
of two-way communications into the far reaches of the 
solar system. 

Conclusions 

This article has reviewed the progress made in de-
veloping interplanetary spacecraft telecommunication 
systems and has outlined some of the basic constraints in 
designing systems for these missions. If the capability 
continues to increase during the next several years at 
the same rate that it has in the past six, we will soon be 
able to transfer large quantities of information from the 
surface of Mars or to communicate with spacecraft 
flying in the vicinities of the outer planets. 

This article is based on a paper presented at the IEEE Inter-
national Convention, New York, N.Y., March 21-25, 1966. 
The author wishes to acknowledge the work of many hundreds 

of people throughout the world, particularly those at the Jet 
Propulsion Laboratory, TRW Systems, and Ames Research 
Center, in designing, developing, and operating the systems 
described. He is also indebted to J. A. Hunter and J. W. Thatcher 
for their help in reviewing this article. 
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On the mechanization of 

The goal of mechanizing certain creative processes 
in problem solving is attainable, but not in the near 
future. The problem is to find workable computer 

procedures for evolving "appropriate" representa-
tions in given problem-solving situations. The answer 
may lie in the extension of ideas that were developed 
for some elementary theory-formation procedures. 

There is no general agreement on the nature of crea-
tivity or the characteristics of a creative act. Such an act is 
often surprising, has elements of a new approach, and is 
not stereotypic. Beyond these phenomenological prop-
erties, one finds that a creative act has a strong element of 
synthesis. It is usually associated with ill-defined goals or 
it involves reformulation of externally imposed goals. 
Some students of the human mind feel that formation of 

powerful imagery, abstraction to appropriate spaces, 
flexible associations, and rich generation of analogies are 
key element sof creative processes. Others feel that, in 
addition to these elements, some mysterious, unexplain-
able processes control the genesis of ideas and insights 
in man's creative process. If we exclude the belief in such 
unexplainable processes, then it is reasonable to attempt 
explications of (at least some) creative processes in terms 
of information-processing models. Explications of this 
type will essentially amount to advancing operational 
definitions of creative processes. By studying the implica-
tions of such proposed definitions, by testing them versus 
existing notions of creative behavior, by subsequently 
improving the proposed definitions, and so on, we can 
hope to attain a satisfactory understanding of the notion 
of a creative process. In this manner, there is a chance 
that we can arrive both at a psychological theory of 
creative processes and at the logical principles that under-
lie computer realizations of such processes. 
I would like to present here some tentative ideas on an 

operational definition of creative processes in the general 
context of problem-solving processes. My comments are 

restricted to some of the creative processes that occur in 
the problem-solving activities of the physical scientist, 
the engineer, and the mathematician. 
An important type of problem confronting the physical 

scientist is the formation of theories that organize em-
pirical knowledge in certain desired ways. A common 
problem for the engineer is to evolve a design that satis-
fies desired goals. One.of the problems of the mathemati-
cian is to prove theorems in a formal system. In the last 

decade, several procedures have been developed for 
solving by computer problems of these three types. Much : 
of the present research in artificial intelligence is directed 

to extending the scope and power of such problem-solv-
ing procedures. It is my belief that some of the difficult. 
problems that we are now facing in the design of more 
powerful problem-solving procedures are related to the 
problem of mechanizing certain creative processes. 

Extending the power of problem-solving procedures 

Two central notions are involved in a problem-solving 
procedure: first, a problem state—a description of a 
problem situation including goals, available resources, 
and intermediate results; and second, a set of relevant 
moves that can be applied from a state to obtain new 
states. The relevant moves commonly reflect the rules of 
the game, the rules of inference, the grammar, the avail-
able composition, etc., that can be used by a problem-
solving procedure in the course of an attempt to construct 
a solution. In designing problem-solving procedures one 
must find appropriate descriptions for problem states and 
for transformation of states via moves. In other words, 
one must face the problem of defining a problem-state 
space; I call this the problem of representation. A closely 

related problem is the problem of evaluation. It involves 
the choice of concepts and methods for evaluating a va-

riety of measures of progress—as well as estimates of ex-
pected search efforts— that can be associated with points 
in state space and also with transition between points 
in that space. A third major problem is that of controlling 
the search for a solution in state space. Here one needs 
overall strategies and specific decision functions for 
intelligently selecting problems— solving moves between 
problem states so that a solution can be found with as 
small a computational cost as possible. Most of the effort 

expended on machine problem solving so far has been 
directed to this third problem; specifically, to the study 
of a variety of schemes for heuristic search.' 

In the present state of the artificial intelligence art, 

the designer of a problem-solving procedure is required to 
solve without aid from the machine the problems of choos-
ing a state space, a basis for evaluation, and a strategy for 
heuristic search. The relatively intelligent behavior of 
the machine that solves problems in accordance with the 
problem-solving procedure formulated by the designer is 
therefore circumscribed by the choices of representation 
evaluation and control that are made by the designer. 
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Ideas on an operational definition of 
creative processes in the general con-
text of problem solving are presented 
—restricted to such processes that 
occur in the problem-solving ac-
tivities of the physical scientist, the 
engineer, and the mathematician 

creative processes 

,4 /nary,' RCA Laboratories 

Improvement in the power of problem-solving pro-

cedures can be achieved by making appropriate changes 
in the rules that control search, in the methods of evalua-
tion, and in the modes of representation. Several attempts 

have already been made to adjust certain parameters 
automatically in local decision rules that control search, 
and also in evaluation functions—on the basis of sta-
tistical learning techniques. 2 However, no schemes exist 
as yet for general nonparametric control of the search 
and evaluation parts of problem-solving procedures. 

In our work with proving theorems of the proposi-

tional calculus by the method of natural deduction we 
have developed a sequence of procedures of increasing 
power in order to evaluate the nature of improvements 

that occur at different stages of this evolution. The most 
spectacular improvement was obtained when the problem 
representation was changed in an "appropriate" way— 
the shift in representation has transformed the problem 

to one of finding appropriate closures to certain directed 
graphs. The new problem representation immediately 
suggests to human problem solvers a new, more power-
ful, basis for evaluation and search: the result is a much 

better goal-oriented, thus less inefficient, problem-solv-
ing process. We had similar experience with other rela-

tiveiy simple transportation scheduling problems. Indeed, 
the importance of "having the right point of view," 
"casting the problem in the appropriate form," "con-
ceptualizing the problem correctly" has been recognized 
for some time by students of problem-solving processes. 3 

Finding the " most appropriate" space 

1 think that creative problem solving is closely related 
to the notion of directing the search for solution in the 

"most appropriate" space. More specifically, I would like 
to suggest that the formation of an appropriate concept of 
problem space, where a given problem is to be treated— 
in other words, the solution of the problem of representa-
tion—is a creative process. This process could also be 
regarded as a process of building an appropriate model. 
While the use of given models in problem solving has al-
ready been considered by workers in artificial intelli-
gence,' the dynamic aspects of evolving an appropriate 
model so far have received little attention. 

It is commonly asserted that by furnishing a man with 
convenient graphical displays of appropriate models, he 
will be stimulated to provide the creative contribution 
expected from him in his problem-solving partnership 
with the machine. Clearly, someone has to choose the 
appropriate models to be displayed in specific situations; 
I consider this selection of models as demanding the 
main measure of creativity that enters the problem-solving 
process. If the man's function in his partnership with the 

machine is not only to utilize models (that facilitate his 
search for a solution) but also to form and modify models 
during the problem-solving process, then he will indeed 
be exercising his creative powers. This point of view has 
certain implications regarding the flexibility and power of 
model-building languages that are needed in a genuine 
creative problem-solving system involving man-machine 
interaction. Also, it may provide a test framework for 
identifying the part that creative processes play in prob-

lem solving. 

Creative processes and theory formation 

If we start with the assumption that the function of a 

creative process in problem solving is the formation of an 
appropriate problem representation (the growth of appro-
priate symbolizations or of suitable models), then the 
mechanisms that come into play in a creative process will 
have much in common with theory-formation mecha-
nisms. In the theory-formation problem of the physical 
scientist the objective is to constr uct efficiently an informa-
tion structure, in terms of existing linguistic and con-
ceptual resources, that would summarize "elegantly" 
and "explain" a set (usually large) of empirically ob-
tained relationships in a given area. The information 
structure, because of its mode of construction, expresses 
the empirical knowledge in terms of existing theoretical 
constructs, thus incorporating the new empirical infor-
mation in the main body of theoretical knowledge. It 
also provides an appropriate basis for solving problems 
and answering questions in the given area. In the model-
formation problem of the problem solver the objective 
is to construct a theory in terms of appropriate linguistic 
and mathematical constructs that expresses in a con-
venient manner to the problem solver the properties of 
the problem-state space. 

In our work on theory-formation processes we have 
studied specifically procedures for the automatic forma-
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tion of computer programs in a given programming 
language that have to satisfy a given set of computational 
correspondences.' Candidate programs are represented 
in the system in terms of a language of program descrip-
tions. The system generates program descriptions, it 
evaluates them over the given set of correspondences, it 
modifies the program descriptions, and so on, until a 
description with the desired computational properties 
is found. The crucial problem for us is to find strategies 
of formation that direct in an efficient way this search in 
program-description space. After working with certain 
heuristic formation procedures, where considerable 
"blind search" takes place, we have found that basic im-

provements in the power of the formation procedures 
can be obtained if appropriate representations of the prob-
lem-state space (in this case this is the space of pro-
gram descriptions) are available to the system.6.7 Given 
an appropriate mathematical model of formation space, 
it is possible to have a formation process that is much 
more efficient. Note that in the present case we are dis-
cussing the importance of using models for efficiently 
building models (a model of formation space is used to 
evolve a model for a certain computation). Hence, it is 
again natural to ask how it is possible to evolve in a 
machine an appropriate model that would guide the ma-
chine formation of another appropriate mode1.4 Again, I 
consider the construction of such a model as involving a 
creative process. 

Mechanization of creative processes 

In general, I think that many of the ideas used in 
theory-formation procedures can be transferred to the 
mechanization of processes for evolving appropriate 
representations (or for recognizing that a certain formal 
system provides an appropriate model) in given problem-
solving situations. If we agree that such representation 
selection processes are creative processes, then we can 
already envision an approach (through theory-formation 
ideas, which, admittedly, are still at a very early stage of 
development) to the mechanization of creative processes 
in problem solving. However, even if a general approach 

using theory-formation ideas is considered, the ques-
tion still remains as to how to solve representation 

selection problems efficiently with computers. Efficient 
solution of representation selection problems at a certain 
level may necessitate the solution of representation selec-
tion problems at a higher level (as we found out from our 
experience with theory-formation problems); the logical 
complexity of the required programs and the requirements 
of storage and computation time may well be beyond 
realistically attainable systems. 

In general, I think that by mechanizing the process of 
selecting appropriate representations for problem-

solving situations we will be taking an enormous step 
toward advancing artificial intelligence. Furthermore, I 
think that the notion of creative processes in problem 
solving is closely related to such representation selection 
processes. I believe that the goal of mechanizing certain 
creative processes in problem solving can be achieved; 
but we are a long way from it now. I think that the follow-
ing quotation from E. Post's diary' is relevant to my com-
ments: "The creative germ seems not to be capable of 
being purely presented but can be stated as consisting in 
constructing ever higher types. These are as transfinite 

ordinals and the creative process consists in continually 
transcending them by seeing previously unseen laws which 

give a sequence of such numbers. Now it seems that this 
complete seeing is a complicated process mostly sub-
conscious. But it is not given till it is made completely 
conscious. But then it ought to be constructable purely 
mechanically." 
I find this statement remarkable because it associates 

the notions of visualization (symbolization or representa-
tion), of a hierarchy of such visualizations, and of con-
scious self-reflectiveness with the creative process; 
furthermore, it ends with a note of confidence about the 
possible mechanization of creative processes. 

This article is an expanded version of the author's points of 
view as expressed in a panel discussion on the mechanization of 
creative processes that took place on May 28 at the 1965 IFIP 
Congress in New York, N.Y. The panel was chaired by E. A. 
Feigenbaum; other panelists were .1. McCarthy, V. Neisser, A. 
Newell, G. Pask, and L. Uhr. The research discussed in this 
article is sponsored by the Air Force Office of Scientific Research, 
of the Office of Aerospace Research, under Contract No. AF49-
(638)- 1184. 

REFERENCES 

1. Newell, A., and Ernst, George, "The search for generality," 
in Proc. of the IFIP Congress 65, W. A. Kalenich, ed., vol. I. 
Washington, D.C.: Spartan Books, 1965, pp. 17-24. 

2. Slagle, "A multipurpose theorem—proving heuristic pro-
gram that learns," in Proc. of the IFIP Congress 65, vol. 2. Wash-
ington, D.C.: Spartan Books, to be published. 

3. Polya, G., Mathematical Discovery, vols. 1 and 2. New York: 
Wiley, 1964. 

4. Minsky, M. L., " Matter, mind, and models," in Proc. of the 
IFIP Congress 65, W. A. Kalenich, ed., vol. I. Washington, D.C.: 
Spartan Books, 1965, pp. 45-49. 

5. Amarel, S., "On the automatic formation of a computer 
program which represents a theory," in Self Organizing Sys-
tems - 1962, M. C. Youvits, G. T. Jacobi, G. D. Goldstein, ed. 
Washington, D.C.: Spartan Books, 1962, pp. 107-175. 

6. Amarel, S., "On the formation of the concept of a transfor-
mation by computer," in Summaries of the 1964 International 
Congress for Logic Methodology and Philosophy of Science, The 
Hebrew University, Jerusalem, Israel. 

7. Amarel, S., "Languages of representation in problem-solving 
procedures of the formation type," in Proc. of the Symposiumz 
on Logic, Computability, and Automata Theory, 1965. Washington, 
D.C.: Spartan Books, to be published in 1966. 

8. Post, E., in The Undecidable. New York: Raven Press, 1965. 

114 Amarel—Mechanization of creative processes 



1965 URSI Symposium on 

Electromagnetic Wave Theory, 

Delft, Netherlands 

H. V. Cottony Institute for Telecommunica lion Sciences and Aeronomy 

of Environmental Science Services Administration 

From September 6 through 11, 1965, a symposium on 
electromagnetic theory was held at Delft, Netherlands. 
It was the fifth in a series of such symposia meeting at 
approximately three-year intervals. The principal spon-
sor of all of the meetings has been Commission 6 of the 
International Scientific Radio Union (URSI). On this oc-
casion the cosponsors were the Nederlands Electronischen 
Radio Genootschap (NERG), the Technological Uni-
versity of Delft, and the Netherlands National Commit-
tee of URSI. 
The nature and activities of URSI are familiar to those 

IEEE members who had been members of the IRE. 
For the benefit of others, who are unfamiliar with URSI, 

it may be appropriate to point out that it is an inter-
national organization formed for the exchange of in-
formation on new developments in the field of radio 
science. Its field of interest is subdivided among seven 

commissions within URSI, including Commission 6— 
Radio Waves and Circuits. The officers of URSI are 
selected by the National Committees, one for each nation 
represented in the Union. The Union meets triennially at 
General Assemblies, the last of which, the XIVth, 
was held in Tokyo in September 1963. The XVth General 
Assembly is to be held in Munich in September 1966. 
In the intervening three years, the National Committees— 
organized very much along the lines of the international 
parent body—held meetings within the countries con-
cerned. The United States National Committee tra-
ditionally holds two meetings per year. In the past the 
spring URSI meeting has always been held in Wash-

H. V. Cottony is chief of the Antenna Section of the Iono-
spheric Telecommunications Laboratory of the Institute for 
Telecommunication Sciences and Aeronomy, Boulder, Colo. 
This Institute was formerly known as the Central Radio Propa-
gation Laboratory of the National Bureau of Standards. 

ington, D.C., in April or May, and the fall meeting at 
various locations, but usually at a university. The last 
meeting of the United States National Committee was 
held October 4-6, 1965, at Dartmouth College in Han-
over, N.H. The next one is scheduled for April 19-22, 

1966, at the National Academy of Sciences, Washington, 
D.C. 

Since 1953, in addition to the general assemblies 
of the entire international organization, the international 
Commission 6 has held meetings devoted solely to its 

area of interest. (The one preceding the Delft meeting 
was held in June 1962 in Copenhagen, Denmark.) 

At the Delft meeting, 132 technical papers representing 
contributions from 16 countries were delivered to an au-
dience of approximately 260 registrants from 19 countries. 
The Organizing-Technical Committee of the Symposium 
found it convenient to classify the accepted papers into 

11 groups, each devoted to its own specialized subject. 
A total of 17 half-day technical sessions were held, 
including a special opening session. Two sessions were 
run simultaneously each day except Wednesday, when 
no technical sessions were held. This day was left open 
so that the participants could visit the artificial island of 
Haringvliet, the central point of interest for the Delta 
Project, and also could become better acquainted with 
each other. 

Opening session 

The first paper of the opening session was an invited 

survey paper entitled "Millimeter Waves and Optical 
Waves for Long-Distance Telecommunications by Wave-
guide" by Prof. H. M. Barlow (University College, 
London). In his paper, Prof. Barlow mentioned the roles 

of microwave relay stations, satellite relay systems, and 
coaxial cables in long-distance communication, and 
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pointed out the advantages of the waveguide type of 
transmission; among these is a large bandwidth. He 

described an experimental circuit that was installed at 
University College in London to operate between 30 and 
40 Gc/s. An H 01 waveguide with a copper tube lined with a 
dielectric was employed. Helix filters were inserted at 
intervals and bends up to 90 degrees using flexible cor-
rugated brass tubes also were introduced at appropriate 

intervals. The loss brought about by one such bend was 
0.2 dB throughout the 10-Gc/s band of the circuit for 
any change in direction up to 90 degrees. The use of 
the Hol waveguide in Japan for communication with and 
control of moving railway trains was mentioned, as was 
the use of a surface wave using an inverted V-section 
guide for the source. The problems associated with the 
use of a waveguide for transmission at optical frequencies 
were discussed. 

The second of the two invited papers selected for the 
opening session was entitled "Experimental/Theoretical 
Evaluation of a Passive Communications Satellite (Echo 
II)" by A. Kampinsky (Goddard Space Flight Center, 

Greenbelt, Md.), and R. K. Ritt (Conductron Corpora-
tion, Ann Arbor, Mich.). This paper considered in some 
detail the work that went into the Echo II project. The 
reflective properties of the balloon were studied experi-
mentally and theoretically, using a full-scale inflated 

balloon, scaled models, and, finally, segments of balloon 
material. On the basis of this study, performance of the 
satellite as a passive reflector was predicted. The results 
were used to evaluate the flight test balloon. 

Other sessions 

Another session was devoted to theoretical consider-
ations of various aspects of propagation in layered, 
dissipative, and inhomogeneous media. The last three 
papers in this group discussed special cases of diffraction. 
[It may be worthwhile to note that the fifth paper in the 
group, by C. R. Burrows (U.S.), appeared in the IEEE 

TRANSACTIONS ON ANTENNAS AND PROPAGATION, vol. 

13, pages 759-774, September 1965.] 

Antenna theory papers were presented in a session 
that was based on a somewhat broad interpretation of the 
term. The paper by A. Kampinsky and R. K. Ritt (U.S.) 
on the Echo satellite was presented at the opening ses-
sion and was mentioned earlier. Of the four or five 

papers in the aperture synthesis area, one, by P. C. J. 
Hill ( United Kingdom) on the synthesis of cosecant 
radiation pattern, was of greater than average interest 

to this reporter. In the solution advanced in the paper, 
an array of equidistant elements with equal current 
amplitudes is made to yield approximately the desired 
pattern by adjustment of the phases of the currents. As a 
final result, a pattern closely following the cosecant 
contour, with nulls reduced to broad minima and side-
lobes to a fluctuation in amplitude of secondary impor-
tance, was obtained. 
An interesting and quite possibly an important paper 

was that by L. B. Felsen (U.S.) on lateral waves. In his 
invited paper, Dr. Felsen discussed the generation of 
lateral waves by reflections and refraction at the common 
surfaces of different media with the radiator located close 

to the interface. K. Iizuka (Gordon McKay Laboratory, 
Harvard University, U.S.) presented a paper describing 
a technique for modeling a medium with a layered struc-
ture. His technique involves the use of agar-agar gelatin 

for stabilizing the position of layers having different 
conductivities and other electrical properties. 

A paper on high-gain back-fire array by H. W. Ehren-
speck (U.S.) was the source of lively discussion, with E. 
Spitz (C.S.F. of Paris, France) contributing a description 
of analogous work being carried on in France. 

A group of 12 papers was devoted to the subject of 
propagation in plasmas. Since this reporter was attend-

ing another session, and since he claims scanty knowledge 
of the subject, the report must likewise be scanty. A 

review of distributed summaries reveals that three of the 
papers can be classified as related to the ionosphere. At 
least two dealt with a standard electromagnetic theory 
topic—diffraction—but made substantially more com-
plex by the presence of anisotropic ionized medium. 

None of the papers in the group appear to be related to 
the subject of communication with space vehicles at re-

entry. However, there was a paper pertaining to this 
subject—"Radiation Properties of Slot Antennas on 

Cones in the Presence of Plasma" by M. Katzin—that was 
"communicated" rather than presented because the 
author was unable to attend the meeting. 
Underground space waves were covered by five papers, 

including the invited one by J. R. Wait (U.S.). Only the 
paper by A. W. Biggs (U.S.) and H. M. Swarm (U.S.) 
actually dealt with underground propagation, and that 

one only marginally since the "ground" was antarctic 

ice. Three of the remaining four papers dealt with prob-
lems connected with ground-wave propagation while the 
fourth one, by M. Aubry and J. Cerisier (France), pre-
sented a method of computing the illumination of the 
ionosphere at a 100-km height by a VLF ground-based 
transmitter. The results of the computations appear to 
to be in good agreement with experimental measurements 
using the LOFTI satellite. 

Papers devoted to boundary value problems had one 
common characteristic: mathematical tools employed 
were of more importance than the problems attacked. 
Other than that, there was relatively little to unify the sub-
ject matter of the papers. It is not possible at this time 
to pass judgment on the significance of the material 
presented. Some of the mathematical tools displayed 
may very well be of great potential importance. 

The session on millimeter waves and optical waves 
was one of the most interesting to a member of the en-
gineering profession. The first paper by Prof. Barlow, 

delivered at the opening session, has already been dis-
cussed. The fourth paper of this group, "A Circular 
Hol Low-Loss Waveguide Applicable to Long-Distance 
Communications" by H. M. Barlow, H. G. Effemy 
(United Kingdom), and S. H. Taheri (United Kingdom), 
was a supplement to the first one. It went into somewhat 
more detail as to the reasons (mostly economic) for the 
selection of a dielectric-coated rather than a helical wave-
guide, the method of making attenuation measurements, 
the desirable spacing of repeaters (about two miles), 

the technique for transmission of a TV signal, and other 
important but detailed points. 
Another interesting paper in this group was the second, 

"Lasers and Optical Communications Systems" by A. E. 
Karbowiak (Australia). To a large extent this was a sur-
vey paper comparing various types of waveguides, metal-
lic vs. dielectric vs. beam, especially as they function at 
optical frequencies. One type of waveguide—the optical 
microguide—was new to this reporter. As described in 

116 
IEEE Spectrum APRIL 1966 



countries I. Distribution of papers among contributing 

o 
E 
o 
_c 
c 

c 
c 
o a-, 
co 0 
tx 

c 
o. a, 
2 
o_ 

Group 1 

Algeria 

Australia 1 

Canada 

Denmark 

Finland 

France 

Germany 

Hungary 

Italy 

Netherlands 

Norway 

Poland 

Sweden 

U.S.S.R. 

U.K. 

U.S.A. 

Total 

rN
, 

A
n
t
e
n
n
a
 
T
h
e
o
r
y
 

P
r
o
p
a
g
a
t
i
o
n
 
in

 
P
l
a
s
m
a
s
 

1 

1 

2 

3 4 

1 1 

1 

1 1 

4 10 4 

10 23 1? 

1 

3 2 

1 3 

4 8 1 

5 18 10 

the paper, it consists of a relatively narrow (e.g., 1 cm) 
extremely thin and long film of dielectric, with the long 
edges clamped between supporting structures. The thick-

ness of the film is small compared with the wavelength, 
e.g., 5 X 10-8 m. The light energy is launched along the 

film in what is a plane surface wave mode with the plane 
of polarization normal to the film. The film can be curved 

in a plane normal to its surface with little loss but it 
cannot be curved in the plane of the surface. It can, how-
ever, be twisted, and by a combination of twists and 

bends the light energy can be guided in any direction. 
The microguide is strictly in the experimental stage. 
One of the arguments advanced in this paper for the 
intrinsic advantage of an optical communication system 
involves the low utilization of this portion of the electro-
magnetic spectrum. This reporter has heard this argument 
before and has always found it difficult to accept. The 
fact is that it is in greater everyday use for communica-

tion and information-gathering purposes by more people 
than is any other part of the spectrum. It does not re-
quire instrumentation, merely eyesight. 
The papers devoted to propagation in nonlinear media 

may be of significance but it would be difficult to con-
vey this significance in a report such as this. It may be of 
interest to note that seven of the 13 papers in this 
group originated in the U.S.S.R. 

In the session on surface waves and wave beams, the 

second invited paper, by Prof. A. A. Oliner (U.S.), and 
the paper by J. Bach Anderson (Denmark) considered 

surface wave structures from the standpoint of their 
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utility as radiators. Most of the remaining papers were 
more concerned with the transmission of energy in the 
surface-bound form. An interesting application of radially 
propagating wave beams to a resonator consisting of two 
coaxial rings was described by G. Goubau (U.S.) and 
F. Schwering (U.S.) in their paper, "A Mode System for 
Radially Propagating Wave Beams." 

The papers on coherence problems and modern optics 
represent, possibly, the most significant stride beyond 
the scope of the previous symposia. While papers on 
coherence and partial coherence problems were presented 
at Copenhagen and at other electromagnetic symposia, 
the number of papers on this subject at this meeting, 
coupled with the entry into the optical frequencies, rep-
resents a notable advance in the scope of interest of 
Commission 6. To this reporter, the paper that best 

combined interest with understandability was the fourth, 
"Coherence Measurement in Radio Propagation" by C. 
Colavito (Italy) and G. d'Auria (Italy). This paper dis-
cussed the use of the interferometer technique for the 
measurement of coherence. In addition to theoretical 

discussion, experimental measurements of coherence 
modulus were presented. These measurements were 
carried out at 9375 Mc/s with two antennas in broadside, 
with separation between antennas varying from 0 to 80 
meters. It was a happy combination of theory with 
experiment. 
The sessions on multiple scattering—scattering at 

rough boundaries—and deterministic scattering had much 
in common. Both were held on the last day and both were 
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under some pressure to conclude somewhat earlier than 
originally scheduled. The four morning and afternoon 
sessions originally contemplated were combined into two 
long morning sessions. The matter of singling out a paper 

in a session for purposes of highlighting is likely to 
be a reflection of current interest on the part of the 
listeners. The paper on "Scattering and Transmission of 

Electromagnetic Waves" by T. Hagford (U.S.) is such a 
case. While resembling some of the recent papers in ap-
proach, it differed in assuming two nonconducting dielec-
tric media rather than a dielectric and a perfect conduc-
tor. It made use of a tangential-plane approximation 
and also assumed that the shadowing effect is not im-
portant. The scattered and emitted angular power spectra 
were explored for several cases of roughness and dielec-
tric media. The results were presented graphically in the 
form of constant power contours. It was an interesting 
paper, even at the end of a week-long symposium. 

Other symposia 

The adjournment of the Delft Symposium completed 
another entry in the international record of progress in 
electromagnetic theory. Its value can only become evi-

dent with time. This was the fifth in the series of Com-
mission 6, URSI Symposia on Electromagnetic Theory. 
The first of these events was held June 22-25, 1953, at 
McGill University in Montreal, Que., Canada. It was 
then called the Symposium on Microwave Optics. Even-
tually, the papers presented at this symposium, mostly in 

summary form, were issued as an Air Force Cambridge 
Research Center Technical Report AFCRC-TR-59-
118(1), ASTIA Document No. AD 211499, dated April 
1959. The second in this series of symposia was held 
June 20-25, 1955, at the University of Michigan, Ann 
Arbor. The proceedings of this symposium were pub-
lished in the regular issue of IRE TRANSACTIONS ON 
AN l'ENNAS AND PROPAGATION, vol. AP-4, July 1956. 
The third in this series was held at the University 

of Toronto in Canada, June 15-20, 1959. Its proceedings 
were reported in a special issue of IRE TRANSACTIONS ON 
ANTENNAS AND PROPAGATION, vol. AP-7, December 
1959. The proceedings of the fourth "Symposium on 
Electromagnetic Theory and Antennas," held in Copen-
hagen, Denmark, June 25-30, 1962, were published by 
Pergamon Press in 1963. Current plants are for Pergamon 

Press to publish the proceedings of the 1965 symposium 
some time in 1966. Prof. John Brown of University 
College is to be the editor. 

Of some interest is the question of what areas are 
being worked on by different countries. Some indication 
of this work is given by Table I. As might be expected, 

the United States leads the list with 561/2 contributions 
or 43 percent of the total number. It made contributions 
to each category of papers with the least, somewhat 
surprisingly, to the millimeter and optical waves group. 
The United States contribution to the propagation in 
nonlinear media group also was small. The U.S.S.R., a 
relatively recent ( 1957) member of URSI, was next with a 
total of 15 papers. Almost half of these were in the 
propagation in nonlinear media group. The contributions 
from other countries were approximately what might have 
been expected. 

It was a hard-working meeting, with the morning ses-
sions beginning at 9:00 A.M. and some of the afternoon 
sessions continuing until 6:00 P.M. and later. Since 

Delft is a small city, a good many of the attendees stayed 
in The Hague and Scheveningen, about 12 and 15 km 
distant. There were compensations, however. On Monday 
evening, September 6, there was a reception at which the 
attendees had an opportunity to meet each other. On 
Friday evening, there was a banquet. 

Delta Project 

The most outstanding nonbusiness event was the visit 
to the Delta Project at the mouth of the Rhine and Maas 

Rivers. This is the second of the three mammoth reclam-
ation projects undertaken by the Dutch. The first, in-
volving the sealing off of the Zuider Zee from the North 
Sea, was completed in 1932. There is no more Zuider Zee. 
In its place there now is a fresh water lake named Ijssel-
meer. 

On February 1, 1953, a severe storm in the North Sea 
led to the flooding of the estuary of the Rhine and Maas 
Rivers causing extensive damage, including the loss of 
over 1800 lives. The Delta Project is intended to pre-
vent the recurrence of such a castrophe. It involves 
plans to dam the three estuary channels of the Rhine 
and Maas Rivers, thereby preventing the tides and storms 
from entering. The Haringvliet Island is the keystone 
to the project. It is an artificial " underwater island" 
formed by a coffer dam encircling the site of 17 sluice 
gates. These gates will open to permit the drainage 
of the Rhine and Maas Rivers water into the North Sea 
at low tide and close to prevent the re-entry of the sea 
at high tide. 

Apparently in common with many others, this reporter 
believed the purpose of the Delta Project was to reclaim 
land. That is a tertiary object. The primary purpose 
is to prevent the flooding of the present dry land by 
storms. The secondary objective is to replace the sea 
water in the estuary channels by fresh water from the 
rivers. The reclamation of arable land, "polder," from 
the sea is a goal only third in the order of importance. 
When the Delta Project is finished, in 1978, the third 
major project will be considered. This consists of con-
necting together the islands off the Friesian coast and 
sealing the North Sea from the intervening body of water. 
Completion of this project is decades away. 
The successful conduct of the symposium is attribu-

table to the efforts of many people: the authors of papers, 
the chairmen of the sessions, and the Organizing and 
Technical Committee. The chairman of the latter was Dr. 
F. L. Stumpers, who also is the international chairman 
of URSI Commission 6. The other members are H. M. 
Barlow (United Kingdom), H. Bremmer (Netherlands), 
H. A. W. Goossens (Netherlands), P. Grivet (France), 
A. T. de Hoop (Netherlands), O. E. H. Rydbeck (Sweden), 
J. P. Schouten (Netherlands), K. M. Siegel (Chairman 

of Commission 6, U.S.N.C.), V. I. Siforov (U.S.S.R.), 
B. D. H. Tellegen (Netherlands), R. Timman (Nether-
lands), and G. Toraldo di Francia ( Italy). 
The success of large meetings, such as this one, de-

pends on the services of local arrangements committees. 

The very smooth and efficient operation of this sym-
posium was attributable to the large local staff headed 
by Admiral H. A. W. Goossens (Royal Netherlands 
Navy, retired), who is the chief of technical and domestic 
services in the faculty of General Sciences at Delft. 
The assistance by Drs. Stumpers and Wait in checking 

the accuracy of this report is acknowledged with thanks. 
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