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IEEE's educational role. In order to evaluate the 
effectiveness of the IEEE in fulfilling its constitutional 
objective of being an "educational organization," the 

Executive Committee recently appointed an ad hoc com-
mittee, under the chairmanship of Dr. Bernard M. Oliver, 
which is studying ways to strengthen our educational 
activities. 
The present activities of the Institute include many 

that are related to educational institutions or are directed 
toward educational ends. Examples are: 

1. Section sponsorship of lecture series to assist the 
practicing engineer to orient himself in new fields. 

2. Group sponsorship of organized workshops di-
rected toward teaching subjects of emerging importance. 

3. Publication of articles of a tutorial nature in tech-

nical journals of the Institute. 
4. Publication of the STUDENT JOURNAL six times a 

year for undergraduate Student Members in the United 

States and Canada. (Students in Regions 8, 9, and 10 and 
graduate students in Regions 1-7 receive SPECTRUM 
instead.) 

5. Operation of Student Branches at 230 universities 
and colleges and 59 technical institu:es for the approx-
imately 20 000 Student Members of the IEEE. 

6. Publication of career guidance pamphlets. 
7. Active participation in ECPD, whose major activity 

is accrediting engineering curricula in U.S. colleges, 
universities, and technical institutes. 
I have omitted from this list the regular publications 

and numerous conferences and meetings that are the 
IEEE's major means for disseminating technical in-
formation. The term "educational activities" is being 
used to designate those activities of an instructional 
rather than an informative nature, activities designed to 
develop for the participant the background material 
needed to understand and utilize the new information 
reported in the regular publications and at meetings and 
conferences. Thus, educational activities are close in 
organization and content to a university course, al-
though the format may be different. 
Although it would be difficult to draw a sharp line of 

distinction between IEEE's educational and informative 
activities—and little reason to do so—the committee's 
concern has been focused on the educational aspect. 
The committee identified three areas in which the 

Institute might well offer improved services to its mem-

bers: ( I) in continuing education, i.e., programs for the 
engineer and scientist who wishes to further his education 
without interrupting his employment: (2) in the provision 
of greater assistance to both students and faculty of 
colleges, universities, and technical institutes; and (3) 
in a more effective program at the secondary school level 
for informing students of the challenges and excitement 
of careers in the electrical/electronics area and for pro-
viding teachers with material to enrich the curriculum. 

Spectral lines 

In each of these areas, the attempt was made to identify 
services that the Institute is uniquely qualified to provide. 
It is not the intent to compete with universities or private 
publishers but to supplement their activities in ways a 

professional society is specially equipped to do. 
The Institute has some unique assets with which it can 

develop its educational program. In its 196 Sections, it 
has a geographically widely dispersed organizational 
structure; in its award structure it has a means of re-
cognizing professional achievement; in its membership 
it has the leading professionals in their fields. But, most 
important, there is a tradition of voluntary service that 
enables the Institute to develop programs by calling on 
the best talent available regardless of whether the in-

dividuals are employed by industry, government, or 
universities. Thus the task is to determine the educational 
services that our present and future members need and 
then to develop useful programs that utilize these im-
portant assets. 
The committee has discussed a number of possibilities 

that warrant further study. These include: 
1. The publication of monographs and course material 

in new technological areas as soon as possible after the 
technical advances are made. There is now a serious time 
delay between developments in industrial and govern-
mental laboratories and the appearance of this material 
in such a published form that the nonspecialist can 
absorb it quickly and efficiently. This possibility is also 
being studied by the Publications Board. 

2. The sponsorship of lecture series recorded on video 
tape or in slide-tape format for circulation to Sections, 
Student Branches, or other appropriate units. 

3. Development of guides to the literature to assist 
the neophyte in a specific field. These guides would list 
various textbooks, review and tutorial articles, films, 
etc., that are available, and include critical comments. 

4. The organization of educational materials in impor-
tant new technological fields into ordered sequences that 
would include problem sets and some sort of examina-
tion system. An individual would undertake a systematic 
program and upon its completion receive an appropriate 
certificate. An accrediting, agency such as ECPD in the 
United States, might certify the contents of the program 
so that a man completing it is given individual recognition 
that has meaning to employers and possibly universities. 

In order to develop and support a program including 
ideas of this type, it may well be necessary to make some 
organizational rearrangements within the Institute. This 
question is also under study by the ad hoc committee. 
An ad hoc committee study cannot hope to develop in 

detail a complete program for as complex an organiza-
tion as the IEEE. However, it is clear that the Institute 
has significant assets for service in the educational area. 
I hope we are wise enough to exploit these potentialities 
effectively. F. Karl Willenbrock 
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Commercial satellite 

communications experience 
Early Bird and successive communications satellites 
are paving the way for many forms of instant, worldwide 
communications. They also will play an important 
role in the success of the Apollo project 

E. J. Martin, W. S. McKee 

Communications Satellite Corporation 

The operational Intelsat I (Early Bird) and Intelsat II 
satellites and associated earth stations that comprise 
the present commercial satellite communications sys-
tem provide a capacity of close to 720 voice circuits 
between major earth stations. All but a limited portion 
of the inhabited globe is now within the line of sight 
of a commercial satellite relay. In addition, it is ex-
pected that by 1968, with the operation of Intelsat III, 
a truly global international satellite communications 
system will exist. 

Early Bird, the first commercial communications 
satellite, was boosted into orbit on April 6, 1965, by a 
thrust-augmented Delta vehicle, heralding a unique 
venture in international cooperation in space. Recently 
a second generation of satellites, advanced versions of 
Early Bird, have been deployed over the Pacific and 
Atlantic Oceans. These new satellites, known as Intelsat 
II, will provide satellite communications from the United 
States to the west as far as Bangkok, Thailand, and to 
the east as far as the Indian Ocean. In addition, third-
generation high-capacity satellites (Intelsat III) are under 
development for deployment in 1968, by which time a 
truly global international satellite communications sys-
tem will have become a reality. 
The experience that has been obtained to date with the 

Early Bird satellite and the second-generation Intelsat II 
already positioned over the Atlantic and Pacific Oceans 

are summarized in this article. The major elements of the 
communications system are depicted in Fig. 1; the system 
is composed of the Early Bird and Pacific and Atlantic 
Intelsat H, along with their associated earth stations. 

Overall system configuration 

Early Bird is positioned in a nearly stationary orbit 
over the Atlantic to provide communication between a 
U.S. earth station at Andover, Maine, and four European 
earth stations. The Andover station, originally built by 
AT&T for Telstar, was modified for Early Bird and 
leased to Comsat for transatlantic service. The station 
was subsequently purchased by Comsat and will be one 
of six U.S. earth stations owned and operated by a 
consortium of U.S. communications carriers. A Canadian 
station at Mill Village, Nova Scotia, has also served as 
the North American terminus about one day per week 
since late 1966. It has, in addition, carried Early Bird 
traffic during the Intelsat Il launches to release the 
Andover station for launch support operations. 
Three European earth stations at Goonhilly Downs 

(England), Pleumeur Boudou (France), and Raisting 
(Germany), all of the same performance class as An-
dover, serve alternately in the roles of operating station 
and standby. They are connected by microwave links 
and submarine cables, which permit all European traffic 
to be carried by any one of the stations. A fourth smaller 
station at Fucino, Italy, also participates, acting as a 
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FIGURE 1. Intelsat I and II communications systems, including 

European terminus for weekend traffic. A larger facility 
under construction at Fucino should begin full-time 
operation this summer with the Atlantic Intelsat II 
satellite. 
The first Intelsat II (F-1), launched on October 26, 

1966, was intended for a "stationary" synchronous orbit 
position over the Pacific. Because this satellite failed to 
achieve stationary orbit, a second Intelsat II (F-2) was 
launched on January 11, 1967, and was successfully 
positioned in a stationary orbit to provide multiple-
access communications in the Pacific area. 

Voice and teletypewriter communications will be pro-
vided between one of the U.S. gateway stations in 
Washington and Hawaii and two NASA Apollo tracking 
stations: one in Australia and one on board a ship in the 
Pacific. The balance of the satellite capacity will be used 
to support communications to stations in Japan, Thai-
land, and the Philippines. 
The third Intelsat If (F-3) was successfully launched 

on March 22, 1967, to provide multiple-access com-
munications between a second earth station at Andover 
and NASA Apollo support stations on Ascension 
Island, the Canary Islands, and two ships located in the 
Atlantic and Indian Oceans. 
The station-keeping constraints imposed by the system 

elements for the three satellites make an interesting com-
parison. Early Bird is maintained between longitude 
limits of 25°W and 40°W, sufficient to ensure higher-
than-minimum antenna elevation angles for the par-
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West Germane 

Fucino, 
Italy 

NASA shii 

East 

satellites and associated earth stations. 

ticipating earth stations. As a result, station-keeping 
maneuvers for Early Bird are necessary only at eight- to 
nine-month intervals. Stations communicating with the 
Pacific Intelsat II are at much greater distances from the 
subsatellite point, the two furthermost being Brewster 
Flat, Wash., and Bangkok, Thailand. The small mutual 
region of earth station coverage, coupled with the 
satellite's orbital inclination of 2.0°, requires that the 
satellite be maintained between longitude limits of 174°E 
and 176°E to ensure that antenna elevation angles for 
these two stations do not become less than 5°. Station-
keeping maneuvers for this satellite will be required ap-
proximately every two months. Allowable longitude 
drift of the Atlantic Intelsat II will be less than that al-
lowed for Early Bird, because coverage will be required 
between Andover and a ship in the Indian Ocean. 
The orbital inclination achieved with the Atlantic 
Intelsat II was 1.5°. Consideration of the orbital inclina-
tion and the mutual coverage area from the Andover and 
Indian Ocean ship stations results in allowable longitude 
limits for station keeping of 1.5°W to 11.5°W. Station-
keeping maneuvers will be performed at correspondingly 
shorter intervals than is required for Early Bird. 
Comsat, as system manager, maintains a communica-

tions and operations center at its headquarters in Wash 
ington, D.C., which serves as a focal point for directing 
system operations. Maneuvers associated with launch 
and station keeping are directed from this center with 
actual commands sent from the Andover station for 
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I. Design parameters for Intelsat I and Il 

Parameter 

Intelsat I 

(Early Bird) Intelsat II 

Size 
Solar array diameter 72 cm 
Solar array length 59 cm 

Weight 
At launch 68 kg 
Postapogee motor fire 38.5 kg 

Communications 
Repeater Two independent frequency translation 

repeaters, each with 25-MHz band-

width 
Power amplifier Two 6-watt TWTs, one operating and one 

spare 
Antenna Receive, omni; transmit, collinear slot 

array; 11° beam centered at +7° aspect 
angle 

Frequencies 
Up- link 
Down- link 

Telemetry 
Transmitters 

Data 

Command 

Electric power 
Solar array 

Batteries 

Control system 
Configuration 

Capability 

Apogee motor 

6301 ± 13 MHz, 6390 ± 13 MHz 
4081 ± 13 MHz, 4161 ± 13 MHz 

Eitner of two microwave beacons or two 
1.8-watt 136-MHz VHF transmitters 

Two reaction controls for system pres-
sures, bus voltage, two battery volt-
ages, temperature, spin rate, sun 

angle 
One decoder for each receiver, 12 com-
mands 

Predicted solar array power capability of 
33 watts at 23.5° sun angle after three 
years in orbit 

Two nickel-cadmium batteries with total 
of 1.5-ampere-hour capacity; no eclipse 
operation 

Two independent H202 fueled systems, 
one radial and one axial jet each sys-
tem, two fuel storage tanks 

Total velocity increment of 183 m/s, pre-
dicted station- keeping lifetime of three 
years 

Velocity increment of 1405 m/s 

142 cm 
67 cm 

175 kg 
87 kg 

Two redundant linear repeaters, each 
126-MHz bandwidth 

Four 6-watt TWTs; one, two, three, or 
four operating at one time 

Receive, omni; transmit, multiple-ele-
ment biconical horn; 12° beam cen-
tered at equator 

6345 ± 63 MHz 
4120 ± 63 MHz 

Same 

Same 

One decoder for each receiver, 15 com-
mands 

Predicted solar array capability of 75 
watts at 23.5° sun angle after five years 

in orbit 
Two nickel-cadmium batteries with total 
of 9-ampere-hour capacity; eclipse 
operation capability 

Same except four fuel storage tanks 

Same velocity increment, designed for 
station-keeping lifetime of five years 

Velocity increment of 1790 m/s 

Atlantic satellites and the Paumalu, Hawaii, station 
for the Pacific satellites. 

Satellite design parameters 

Syncom technology provided the basis for the Intelsat 
I (Early Bird) design. The Intelsat Il design evolved from 
that of Early Bird, although it is approximately twice as 
large to allow use of a wide-band repeater with much 
higher output power and multiple access capability. 
Principal design parameters are summarized in Table I. 
The Intelsat I and II (Figs. 2 and 3) are spin-stabilized 
cylinders in configuration with an integral solid-pro-
pellant motor for injection from an elliptical transfer 

orbit into a nearly synchronous orbit. Both satellites use 
a body-mounted silicon n-on-p solar cell array for elec-
tric power in sunlight and two nickel-cadmium battery 
packs for operating power during launch and eclipse 
periods, as well as power for apogee motor squib-firing. 

The solar array also supplies the electric energy required 
to charge the batteries. In sunlight, the Intelsat I and Il 

solar arrays supply approximately 40 and 90 watts re-

spectively. 
The Intelsat I batteries cannot support operation of 

communications circuits during the two 6-week periods 
each year in which solar eclipses may be encountered 
daily by synchronous satellites near the equatorial plane. 
During the eclipse season, the Early Bird repeater must 
be turned off at the beginning and end of each daily 
eclipse; the longest daily eclipse is approximately 70 
minutes. The Intelsat II batteries are designed to support 
communications through the daily eclipse periods for 
true 24-hour coverage year round. Both satellites con-
tain two completely redundant reaction control systems 
for orientation and station-keeping maneuvers. They are 
fueled with H202 under pressure and provide thrust 
vectors along and normal to the spin axis. The primary 
difference in the control systems is that the Intelsat II 

contains approximately double the fuel storage capacity 
of Intelsat I in order to compensate for the additional 

spacecraft mass. 

AG 



FIGURE 2 (left). Intelsat I ( Early Bird) spacecraft. 

FIGURE 3 (lower left). Intelsat Il spacecraft. 

The major difference between the two satellites is in the 
communications system. Both satellites contain repeaters 

that translate 6-GHz receive frequencies to 4-GHz trans-
mit frequencies, but the repeaters differ greatly in opera-
tion and capability. Intelsat I uses two repeaters perform-
ing the functions of IF amplification and frequency trans-
lation, the bandwidth of each being 25 MHz. The re-
peaters drive one of two redundant traveling-wave-tube 
(TVVT) power amplifiers. The microwave antenna consists 

of multiple-element collinear arrays. The receive portion 
has an earth-coverage omnipattern and the transmit por-

tion has an 11° beam width at the half-power points with 
the beam center squinted 7° into the Northern Hemi-
sphere to maximize satellite ERP in the direction of 
Europe and North America. 

The Intelsat II communications system uses two redun-
dant linear repeaters of the RF translation type, each 
having a bandwidth of 126 MHz. The repeater drives any 
combination of four output TWTs, although power limi-
tations will restrict operation to a maximum of three. The 
microwave antenna is a multiple-element biconical horn; 
as in Intelsat I, the receive portion has an earth coverage 

omnipattern. The transmit portion has a 12° beam 
centered at the equator to handle traffic simultaneously in 

both the Northern and Southern Hemispheres. Both satel-
lites provide a capacity of approximately 240 two-way 
voice circuits between major earth stations, but Early 
Bird is limited to use by two earth stations within the 
Northern Hemisphere coverage zone. Use of the Intelsat I 
type of squinted-beam antenna on the Intelsat H would 
double its communications capacity; however, its com-
munications coverage area would be limited to that of 
Early Bird. 

Similar telemetry subsystems complete the major space-
craft elements of both satellite designs. Both use redun-
dant encoders that modulate VHF and microwave bea-

cons. The VHF beacons are used primarily as a tracking 
aid during the launch operation and are not normally re-
quired after the spacecraft has been positioned in syn-

chronous orbit. Telemetry is usually obtained by monitor-
ing the microwave beacons. 

Launch and station keeping 

Launch operation and station-keeping maneuvers were 
conducted in generally the same manner for both Intelsat 
I and II. A brief description of the Intelsat I Early Bird 
launch and orbit history illustrates the mission objectives 
of both satellites. 

Early Bird was thrust into a transfer orbit with an 11-
hour period and 36 520-km apogee on April 6, 1965 (see 

Fig. 4). An attitude reorientation was performed at second 
apogee and a velocity increment was added with the reac-

tion control system at fourth apogee. This permitted the 
subsequent achievement of a nearly stationary orbit over 
the Atlantic with the impulse from the apogee motor which 
was fired at sixth apogee. A final attitude reorientation 
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FIGURE 4. Orbit sequence of Intelsat I ( Early Bird) satellite. 

was performed and transatlantic operations begun ap-
proximately three days after launch. A few days later, 
velocity corrections circularized the orbit; at this point the 
satellite was drifting westward at a 1.1°-per-day rate. On 
April 23, a 0.9-m/s velocity correction resulted in an 
eastward drift rate of 0.05° per day. Calculations, subse-
quently confirmed, indicated that earth triaxiality forces 
would reduce that drift to zero near 28°W longitude and 
the satellite would then begin drifting in the opposite di-
rection. Only two station-keeping maneuvers have been re-
quired since that time to maintain Early Bird in a region 
for communication between North America and Euro-
pean earth stations. 
The first Intelsat II intended for Pacific service was 

launched on October 26, 1966. The apogee motor under-
performed, burning for approximately one quarter of the 
planned 16 seconds. Therefore, the satellite was left in a 
modified transfer orbit with an inclination of 17° and a 
neriod of 12 hours, well outside the range of any possible 
correction to stationary orbit by the on-board reaction 
control system. Further calculations and tests showed 
that during transfer orbit the apogee motor had been sub-
jected to environmental temperatures lower than it could 
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withstand. This is believed to have resulted in a contrac-
tion of internal insulation material, which allowed hot 
gases to reach the apogee motor case. An apparent separa-
tion of the nozzle from the motor case caused a reduction 
in chamber pressures, and propellant combustion ceased 
as a result of the pressure drop. The orbit was modified 
slightly through use of the on-board reaction control sys-
tem to provide part-time communications coverage in the 
Pacific area until the second Intelsat Il satellite could be 
launched for its intended full-time Pacific service. 
The apogee motor problem was remedied for the second 

Intelsat 11 satellite and it was launched on January 11, 
1967. The remedy was through three approaches: ( 1) The 
launch window was chosen such that the sun would al-
ways illuminate the apogee motor during transfer orbit. 
(2) A thermal shield was installed over the previously ex-
posed apogee motor case. (3) A small electric heater was 
installed at the apogee motor nozzle boss to be turned on 
if telemetry indicated that the nozzle temperature was 
approaching predetermined low levels. Apogee motor fire 
and subsequent maneuvers performed with the reaction 
control system were normal. The satellite is now posi-
tioned over the Pacific in a stationary orbit. 

Circular 
orbit 
equatorial 

Earth's 
orbit 
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Perturbations of the sun, moon, and unsymmetrical 
earth combine to tilt the orbit plane of any satellite slowly 
with respect to the earth's equatorial plane. The initial 
rate of inclination for an equatorial synchronous orbit has 
been found to be approximately 0.9° per year. For this 
reason the F-2 attitude was intentionally adjusted so that 
the apogee motor thrust not only would circularize the 
orbit but also would result in an orbital inclination biased 

away from equatorial. The sun-moon-earth perturbations 
will decrease the 2.0° inclination obtained due to apogee 
motor thrust, through zero degrees and back to a magni-
tude of 2.0° in approximately four years. This means that 
the daily latitude change will not exceed ± 2.0° for the 

first four years of operation, assuring 24-hour coverage 
for the long communications link between Brewster Flat 
and Bangkok during that period. 
The third Intelsat II satellite was launched on March 

22, 1967, for positioning over the Atlantic. Inclination of 
the F-3 orbit was biased in the same manner to provide 
maximum time near the equatorial plane; the actual incli-
nation achieved was 1.5°. 

Spacecraft performance 

Although the performance of Early Bird's subsystems 
has been generally as anticipated, some in-orbit diffi-
culties have been experienced. The pressure buildup of 
peroxide system no. 1 has leveled off at the designed re-

lief-valve crack pressure, but system no. 2 has lost pressure 
during each of the three eclipse seasons so far encoun-
tered. Between eclipse seasons, when average spacecraft 
temperature is higher, the pressure in system no. 2 re-
builds to pre-eclipse levels. 
Bus voltage has been lower than originally expected. 

Laboratory tests showed that low bus voltage was prob-
ably the cause of a deeply discharged state of the batteries 

discovered during an attempt on June 11, 1965, to operate 
both VHF transmitters with the microwave repeater. 
Since August 1965, VHF transmission has been limited to 
short periods for special purposes only and bus and battery 
voltages have maintained acceptable levels. Periodic de-
gassing of the spare TWT had been planned by occasional 
operation in place of the primary tube. Two attempts to 
operate the spare TWT in mid-October 1965 resulted in 
loss of carrier after a short operating time. A third at-
tempt produced normal operation. No explanation is 
available for the temporary failure encountered. The pri-
mary tube has accumulated more than 17 000 hours of 
use, with no signs of performance degradation. It should 
be noted that all difficulties experienced have been in re-
dundant or noncritical systems. Furthermore, several 

II. Comparison of orbital parameters 

Coverage area 
Orbit date 
Subsatellite longitude 
Longitude drift per day 
Inclination of orbit plane 
Declination 
Apogee altitude, km 
Perigee altitude, km 
Period of orbit, minutes 

hundred commands have been issued to Early Bird and 
there have been no difficulties attributable to spacecraft 
operation. 

The highly inclined (17°) orbit of Intelsat II F-1 has re.. 
sulted in its being subjected to a more hostile environment 
than it was designed to withstand. Sun angles have been 
much lower than planned and temperature has ranged 
from unusually high during noneclipse seasons to unusu-
ally low during eclipse seasons. In addition, the space-

craft is subjected to two eclipses per day during the six-

week eclipse season instead of the one per day experienced 
by stationary satellites. These conditions result in low 

solar array efficiency and restricted operation; at present, 
only one of the four TWTs can be operated continuously. 
During the period of part-time Pacific service, a second 
tube was turned on for eight- to ten-hour communication 
periods and turned off again at the end of each period to 

prevent battery discharge to levels that would not sustain 
normal operation. 

The high temperatures have also resulted in a very high 
hydrogen peroxide decomposition rate and attendant 
higher pressure buildup rates. Control system lifetime has 
been severely reduced due to the rapid rate of fuel decom-
position. Orbit and environment have reduced the useful-
ness and predicted life of F-1 to the point that its role in 
the global system does not extend beyond that of the 
partial communications service it provided in the Pacific 
prior to the F-2 launch. 

The Intelsat II F-2 has been positioned on station over 
the Pacific and is performing as predicted. Results of in-
orbit communications tests correlated very well with those 
of prelaunch tests. All systems are functioning normally 
and the satellite is in commercial operation with three 

TWI's operating on a 24-hour-per-day basis. 
The Intelsat II F-3 is presently in circular orbit over the 

Atlantic. The on-board reaction control system was used 
to impart a small longitudinal drift to move the satellite to 

a stationary operating position. During the drift period, 
tests of the control system, power system, and telemetry 
and command systems, as well as the communications 
system, indicated satisfactory operation of all satellite 
functions. The satellite went into commercial operation on 
April 7, 1967, upon completion of system performance 
tests (station to station). Orbital parameters are listed in 

Table II for all four of the Intelsat I and II satellites now in 
orbit. 

Communications history 

The establishment of reliable commercial satellite com-
munications service requires more than the successful 

Intelsat I 
(F-1) 

Intelsat II 
(F-1) 

Intelsat II 
(F-2) 

Intelsat II 
(F-3) 

Atlantic 
3/7/67 
29.2°W 
0.014°W 
1.86° 
—89.8° 
35 800 
35 770 
1436.23 

Atl./Pac. 
3/24/67 

17.06° 
—78.1° 
37 070 
3 280 

717.90 

Pacific 
4/2/67 
174.1°E 
0.018°E 
1.97° 
—87.4° 
35 790 
35 780 
1436.10 

Atlantic 
4/6/67 
17.0°W 
0.747°E 
1.37° 
—88.7° 
35 780 
35 670 
1433.19 
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FIGURE 5. Cumulative service time for Early Bird. 

placement of functioning satellites at their operating sta-
tions in space. Under Comsat tariff arrangements, the 
first commercial operations were initiated in June 1965 for 
12-hour-per-day transatlantic service using the Intelsat I 
F-1 (Early Bird). This system provides a capacity of 240 
voice circuits or one television channel using equivalent 
25.8-meter-diameter antenna earth stations. Despite the 
fact that these facilities have been used well.below capacity, 
this early experience can be described as an unqualified 
commercial success. A variety of experiments have been 
performed in connection with the Early Bird system, in-
cluding such noteworthy firsts as computer-to-computer 
exchange and live television coverage of Gemini re-
coveries at sea. 

Originally intended as an 18-month operational experi-
ment to establish the suitability of synchronous orbit re-
lays for commercial voice traffic, the Ear.ly Bird system 
attained its second anniversary of commercial service on 
April 6, 1967. Figure 5 summarizes commercial usage for 
telephone and television traffic through January of this 
year. The relatively small percentage of television usage 
may be attributed, in part, to the fact that voice service 
must be interrupted in order for a television signal to be 
transmitted. Limitations on simultaneous voice and tele-
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FIGURE 6. Cumulative outage performance for Early Bird. 

vision transmission are expected to be less severe with 
Intelsat II. 
As has been noted, the satellite contribution to out-of-

service time has been zero in the Early Bird system. All 
loss of service has been attributable to the seven major 
earth segment elements—the five earth stations and the 
U.S. and European interconnects. The reliability history 
of this service is shown through early 1967 in Fig. 6 in 
terms of cumulative percent outage time. The effect of op-
erational experience on improving overall service relia-
bility is particularly evident during the early months of 
operation. 
The second phase of the global system establishment 

has begun by virtue of the recent initiation of commercial 
services with the Intelsat H series of spacecraft. Although 
the Intelsat 11 F-1 failed to achieve stationary orbit, the 
successful functioning of the communications subsystem 
permitted an 8-hour-per-day voice service to be estab-
lished between the earth stations in Hawaii and Brewster 
Flat. The highly elliptical, inclined orbit reduced the com-
mercial utility of the F-1 satellite to negligible proportions, 
but the experience with its functioning subsystems proved 
to be invaluable in preparing for operations with its 
successors. 

Commercial multiple-access service with the Intelsat II 
F-2 was initiated on January 27, 1967, when the first full-
time transpacific links in the evolving global network were 
established. Although it is too early to report on signifi-
cant communications operational experience, spacecraft 
performance to date indicates that the first truly 24-hour-
per-day satellite communications capability is now in 
existence. 

The Intelsat II F-3, launched on March 22, 1967, had 
successfully completed in-orbit tests and station-to-station 
tests on April 7, 1967, in preparation for commercial op-
eration. As of that point in time, only a limited portion of 
the inhabited globe is not within the line of sight of one of 
the commercial satellite relays. 

Revised and updated version of a paper by Mr. Martin pre-
sented at the Northeast Research and Engineering Meeting 
(NEREM), Boston, Mass., November 2-4, 1966. 



The engineer, trained to evaluate hard facts objec-
tively, is becoming increasingly involved in inter-
personal and intersocial situations. As he advances 
toward managerial responsibilities, he niust communi-
cate with and administer personnel. Additionally, 
society is demanding that the engineer-scientist 
pause and evaluate the effects of the scientific dis-
ciplines upon the world at large. Frequently, the 
engineer belatedly discovers that he possesses neither 
the formal training nor the practical insight necessary 
to approach these problems effectively. 

The very newness of the engineering sciences is illus-

trated by the fact that over 90 percent of all the scientists 
and engineers who ever lived are still working today. 
This youthful technology creates its own particular 

variety of growing pains; for in this modern age the 
engineer must concern himself with human relations as 
well as with computers, equations, and experiments. 
The necessity of dealing with sociological problems is 

frequently a source of concern and frustration to the 

engineer, who is trained to concentrate on and work with 
hard, precise facts. Engineering technology, however, is 
the bedrock of our modern civilization; without it, 
progress would stifle. But with every major technological 
advance, society must adjust anew; advances in com-
munication and transportation alone have changed the 
whole complexion of civilization in the past 50 years. 
Modern society without the benefits of chemistry, medi-

cine, electricity, mechanics, and related products would 
be inconceivable. 

Profile of an engineer 

The individual engineer, however, is usually not sensi-
tive to the psychological, economic, social, and political 

The human side 

of engineering 

It has become alarmingly apparent that the 
engineer must abandon the ivory tower of 
purely technological considerations and 
concern himself with the interaction be-
tween sociological and scientific ideas 

Edwin M. Turner 

Wright-Patterson Air Force Base 

aspects of the environment that engineers have, in actu-
ality, created. Often, these aspects assume importance 
equal to or greater than technological considerations, with 
a potentially profound effect on civilization. 

The average engineer is a well-disciplined self-starter 
and hard worker, needing a minimum of supervision. 
He is trained to apply pertinent logic to the solution of 
technical problems; he is inherently objective, having 

little patience with subjective considerations. He must 
possess independent judgment, initiative, and technical 

insight. Above all, he must be able and willing to supple-
ment his education continuously with new knowledge. 

It would be no exaggeration to say that one half of our 
national budget is spent either directly or indirectly on 

some phase of science or engineering. This fact alone 
leads many individuals into the profession for dollars 
rather than dedication. The major goal of all engineering 
effort is to satisfy the needs of our advancing society and 

its people. Research is performed, managed, paid for, 
and accepted or rejected by the people. Finally, the 
engineer is trained, stimulated, and biased by the popu-
lation of his social system; therefore, the criteria for 
success or failure are measured by the prejudices he 
absorbs from his society. 

Training of the engineer 

Dr. George Hawkins, dean of the Purdue University 
Engineering School, recently observed that engineering is 
a lifelong, self-imposed discipline, and that no one can 

hope to succeed in it without constant study and adapta-
tion. Dean Hawkins characterized the "four phases" of 
the profession as follows: "During the first five years of 
one's career, he complains about the lack of practical 
training to do his job; during the next ten years, he is 
unhappy about a deficiency in his theoretical background; 

70 /cry el...et...11,v. 11141 



during the next 15 years, he laments about his deficiencies 

in management training; finally, when ne is ready for 
retirement, he is unhappy about his lack of training in the 
humanities and in the arts." 
Of all professionals, the engineer in particular must 

beware of obsolescence. As it is, problems arise when the 
successful engineer is promoted to the managerial level, 
for he finds himself suddenly dealing with human rela-
tions as well as technology. He is often unprepared to 

delegate responsibility and work loads evenly, institute 
and enforce discipline fairly, negotiate with labor unions, 

and to make intuitive decisions based on vague facts. 
Managerial administration requires the engineer to 

develop insight into the nebulous psychology of creative 
personnel. It is the conviction, of this writer that the 
following factors are essential to creative individuals: 
(I) a high degree of motivation; (2) fearlessness of criti-
cism; (3) skepticism; (4) ability to circumvent problems; 
and (5) confidence in the intuitive process. 

Unfortunately, many situations tend to stifle the cre-
ative individual, and the administrative engineer must 
surmount such roadblocks. Creativity sometimes involves 
undirected effort; and many private organizations are un-
willing to finance projects that are not immediately pro-

ductive. Government laboratories, on the other hand, 
are concerned with requirements, evaluations, and ad-
ministration, leaving little time for creative endeavor. 

Finally, the individual is likely to find little reward for 

creativity, even in the most progressive organizations. 
One is likely to evoke harsh criticism, even from his own 
colleagues, for advancing a "far out" idea. 

Responsibilities af the engineer 

The engineer of today has definite obligations to the 
world at large; and the world has many problems re-

quiring his dedication. An adequate food supply must be 

provided for an ever-growing population, destined to in-
crease from its present 3 billion to 50 billion by the year 
2500. The world's supply of fresh water and air must be 
protected from pollution. Economic and cultural benefits 
of the affluent society must be extended to the remaining 
two thirds of the world. Finally, a more humane and less 
destructive alternative to war must be found to resolve 
man's disputes. It appears, unfortunately, that society is 
advancing technologically while regressing sociologically; 
this trend could lead ultimately to disaster. 

It has been traditional for the engineer to concern 
himself solely with the technical aspects of his job, leaving 
its moral aspects to the politicians, businessmen, and 

sociologists. The impact of his profession has become so 
profound, however, that in this writer's opinion such 
recourse is no longer either wise or valid. Engineering has 
completely changed the way of life for one third of the 
world's population and has made the remaining two 
thirds restless--impatient to receive its benefits, but 
often without the training or resources to use those 
benefits. A visit to any one of the more backward coun-
tries will demonstrate the revolution of the centuries in 
transportation, communication, education, and in the 
general standard of living. The more astute observer is 

also aware of the simultaneous revolution in economics, 
warfare, and politics. 
The engineer must consequently be aware of his obli-

gation to work not only with the sociologist, economist, 
and industrialist, but also with the theologian, psychol-

ogist, physician, and politician. Indeed, scientists and 
engineers have a great role to play in shaping the future. 
With the goal of a more stable and substantial civilization 
in mind, they must enlarge their outlook to include the 
human side of engineering. 
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As of the present moment, the slowest process in 

computer technology is data preparation and the 
input operation. Among the proposed solutions to 
this problem are direct-reading handprinting input 
devices that boast of at least 95 percent accuracy. 
Character recognition is accomplished by means of 
linear decision functions, which are designed using 
an adaptive procedure. This technique allows flexi-
bility in the character set, and the system may be 

tailored to a variety of users. The only drawback to 
widespread use is the present lack of economically 
feasible applications. 

There is currently an increasing emphasis on the 
development and improvement of input/output devices 
for digital computers. Improvements to conventional 
devices (card readers, punches, and printers) are being 
made, but there is much interest in completely novel 
means of communication. Audio-response and graphical 
display equipment are coming into increasing use as 
system outputs; the light pen and the Rand Tablet' are 
two relatively new forms of computer system input. 
The reasons for this emphasis are at least twofold. 

One is the prosaic goal of simply reducing the cost and 
time spent in communicating with the machine. The 
other is the more profound goal of allowing intimate 

and immediate man-to-machine interaction—"man— 
machine symbiosis." 

Optical character readers have been used for some time 
because of the speed and economy with which they can 
perform tasks formerly done by keypunch equipment. 
New character-recognition machines under development 
will be capable of handling not only typewritten but 
handprinted information as well. Because of this trend 
and the trend toward on-line communication with time-
shared machines, on-line recognition of handprinted 
characters has been the subject of much recent research.' 
Not only might such on-line communication with a ma-
chine be convenient in itself, but the nature of the char-
acter-recognition problem may be simplified. For in-
stance, advantage could be taken of the information 

available as the character is being generated or traced 
out. This use of such "sequential" information has 

already been investigated. 3-5 A second feature of on-line 
recognition is that "errors" or misidentifications can be 

corrected immediately (assuming there is some feedback 
in the system), and therefore the error rate of a machine 
may be merely annoying rather than costly. 

This article is part of a study concerned with the design 
and evaluation of on-line handprinting input terminals 
as part of a computer system. Possible applications for 
such a system would be in department stores, banks, 
stock markets (as clerk terminals), and teaching machines, 
as well as telephone, timekeeping, and work-scheduling 
recording systems. A necessary requirement for the sys-
tem, and a novel contribution of this present work, is the 
development of an extremely low-cost handprinting 
transducer. Functionally, it is similar to the Rand Tablet, 
but conventional paper and pencil may be used. A 
somewhat similar approach, with different objectives, 
has been explored elsewhere.' 
Although this particular work emphasizes handprinting 

input, the transducer is clearly applicable to allowing 
the input of more general information such as mathe-

matical symbols, drawings, or graphs. These applications 

Handprinting input 

J. G. Simek, C. J. Tunis 
International Business Machines Corporation 

are not discussed here, although it is to be admitted that 
the greatest potential lies in these graphical fields where 

the conventional keyboard is too limited. 
This study applies one particular pattern-recognition 

procedure to the classification of the handprinted char-
acters as sensed by the transducer. There are a variety of 
basic approaches that can be taken in any investigation of 

a recognition procedure. Teitelman3 discusses two recog-
nition research methods that are at opposite extremes of 

the spectrum. One of these methods (Cyclops- 1) is a 
sophisticated investigation of the character-recognition 
problem with typical research goals and a maximum of 
generality7; its aim is as much to learn more about the 
problem as it is to solve it. The other (the Stylator ap-
proach of Dimond') is a specific attack on the problem 
of recognizing some limited set of printed characters, 
wherein the user can be expected to operate under a 
specific set of constraints. Dimond's main aim is to 
"solve" the problem. 

The approach taken here is more toward generality. 
A minimum amount of constraint is put on the user; 
the flexibility of the character set is considered important; 
and the goal is to accomplish the task, indicating not 
only its performance, but also the inevitable compromises 
and alternatives involved. 

FIGURE 1. Generalized pattern- recognition system. 

Signal space Transducer 
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device for computer systems 

Practical handprinting transducers show promise of 
increased speed and flexibility in computer input techniques. 
The use of alphanumeric characters represents only a 

beginning as research progresses toward line 
input of graphs, charts, and equations 

General operation 
The output of the printing transducer is transmitted 

into an IBM 1620 data-processing system. The 1620 is 
used in this case to allow some flexibility in manipulation 

of the data representing the handprinted characters— 
different data transformation and recognition procedures 
can be simulated. Of course, the actual system that is 
visualized is one in which a number of handprinting 
terminals are tied into a central data-processing system. 
A multiplexing unit would control the various terminals, 
and might also embody the recognition logic. The central 
processor would thus be fed the recognized, printed mes-

sages from the multiplex unit. The terminal would also 
have facilities to receive responses from the central 
processor; these might be a voice answer-back facility or 
a strip printer. Thus, each transaction could be verified, 

and corrected if necessary. 
In one mode, the output of the transducer can be used 

to create a raster image of the printed character in the 
digital storage of the 1620. This raster pattern contains 
a relatively large amount of information, requiring the 
transmission of many bits between the transducer and the 

computer. This would be undesirable in any real-time 
terminal system, since much line time would be consumed. 
Using the IBM 1620, various transformations were 

Internal 
signal space 

Preprocessor 
(measurement 

maker) 

applied to the raster image to simulate different measure-
ment spaces. A measurement space requiring fewer bits 
than the original raster description of the pattern and 

less dependence on registration was chosen. Appropriate 
electronic hardware was built so that these measurements 
could be obtained directly from the input transducer. 
The decision procedure uses adaptively derived linear 

boundaries. This form of decision function has been de-

scribed previously. 9," The use here of the adaptive system 
allows the recognition to be trained for a variety of in-
dividual printers and for a variety of printing fonts. 

The measurement space 

In general, pattern-recognition systems consist of three 
main functional sections (see Fig. 1); the transducer, 
which obtains a representation of the input pattern; the 
preprocessor, which measures or senses features of the 
detected pattern; and the decision function, which assigns 

the pattern to one of the possible classes. 
A recent paper in the character-recognition field' has 

stated that "research in pattern recognition may be 
characterized as a search for invariants." Indeed, much of 
the ingenuity of character-recognition machine design 
has been devoted to this search. The search is complicated 
by the fact that not only is it necessary to find invariants 

Measurement 
space 

Decision 
function Decision space 
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FIGURE 2. The handprinting recognition system. 

Preprocessor 

(measurements) to obtain good recognition performance, 

but it is desirable to use a minimal number of invariants 
to reduce the amount of hardware required. 
One common approach employed in character-recog-

nition machines is to scan the printed character with 
either mechanical image dissectors or electronic beam 
scanners and recreate the image of the character in raster 
form in a binary register in the machine. This raster 
pattern can have the decision function applied directly to 
it in the form of a set of Boolean logic statements. 
However, even for one particular character of one par-
ticular font, the character image in the digital register 
will have many variations. These will be due not only to 

the quantization of analog signals into binary states, 
but also to the "print quality" of the character on the page 
as well as the orientation and registration of the character 
on the document. The problem of registration is some-
times handled by using a digital shift register to store 
the image of the character, and by applying logic as the 
character is shifted to determine some nominal position. 
The effect of other character variations is sometimes over-
come by applying a set of measurements to the pattern in 
the shift register that are relatively insensitive to missing 
or added bits and slight variations in orientation. The 
measurements are typically a set of Boolean logic state-
ments on the bits of the register. These logic statements 
are generally determining features of the character shape 
that are invariant; that is, the Boolean logic statements 
obtain a set of measurements on the character. Once a 
particular measurement set has been designed, there are a 
variety of statistical decision methods that can be applied 
to them to perform the final classification. 
The handprinting transducer provides information 

sufficient to produce a raster image of the printed char-
acter (see Fig. 2). It is also capable of providing sequential 
information, since the character is sensed as it is actually 
being printed. This information (the order in which the 
X, Y intersections occur) is used to distinguish between a 
horizontal line drawn from left to right and one drawn 
from right to left, providing two distinct measurements, 
or segments. However, the sequential order in which 
the segments occur is not retained for the following 
three reasons: 

1. The sequential approach has already been investi-
gated and reported in the literature. 2, 4'5 

2. We did not wish to prescribe the sequence of strokes 
with which particular characters are printed or to provide 
sufficient storage to retain all the variations in sequence 
that occur. 

Measurement 
space 

Described 
in 

sect. II 

Adaptive 
linear 

classifier 
(sect. IV) 

Decision 
function 

Decision space 

—3) 

3. It was felt that the adaptive decision procedure, ap-
plied to a set of measurements, was an appropriate one 
for this application. The type of adaptive system that 

is employed here is not easily applied to sequential infor-
mation. 
The measurement space used describes the character 

in terms of straight-line segments, a natural way to 
describe many of the characters of the Roman alphabet. 
Eight types of segment are allowed, corresponding to the 
eight directions of the compass. Note that a horizontal 
line, drawn from left to right, is considered a different 
segment from a horizontal line drawn from right to left. 
This is the extent to which sequential information is 

used here. The printing area is divided into nine zones, 
or regions, and the region in which a particular segment 
begins determines where in the measurement space its 
occurrence is recorded. The number of times the printing 
stylus is lifted off the transducer during the creation of a 

particular character is also recorded (and is referred to as 
the "lift-off" measurement), as is the number of times 
a particular segment occurs in a particular zone. Figure 
3 is a representation of the measurement space (entries are 

binary). 
The columns of the matrix in Fig. 3 correspond to the 

eight slopes and the lift-off measurement. The zones 

(rows) correspond to the location in the printing area (a 
region assigned to each possible character position) 
where a measurement or segment has occurred. A par-
ticular measurement is recorded by entering a binary 1 
in the appropriate position. The printing area is parti-
tioned into nine distinct zones represented by coded 
combinations of the symbols A, B, C, and D. Figure 
4 shows the relationship of the zones to the print area. 
If a measurement occurs in area AB, it is recorded in 
both the rows assigned to zone A and zone B. 

Returning now to the matrix shown in Fig. 3, the rows 
are grouped into five sections of four rows each. The 
first four correspond to zones A, B, C, D. The fifth section 
is used to record the number of times that a particular 
measurement has occurred during the character forma-
tion. 

Each section has four rows, thus allowing for four in-
dividual occurrences of each measurement in that section. 
As measurements occur, a bit is recorded in the appro-
priate zone or combination of zones. The first occur-
rence causes an entry in the topmost row; successive 
occurrences of the same measurement in the same zone 
will result in additional bit entries. 

If the raster image of the character had been used, 
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FIGURE 3. Static format of measurement space. 

256 bits (as will be made clear later) would have been 
required to represent it. The raster pattern would be 
subject to character registration and orientation varia-
tions. The transformed (hopefully invariant) measure-
ment space requires only 180 bits; experiments have been 
done with a measurement space of 90 bits and are re-
ported in a later section. Further reduction of the number 
of bits in the measurement space is probably feasible 
without too much degradation in performance. 
The sequence of stylus (pencil) location points as 

sensed by the transducer is transformed by electronic 
circuitry (on-the-fly) into the set of measurements just 
described. Figure 5 is a flow diagram of the logical opera-
tions. The circuitry tests the sequence of x, y location 
points for incremental changes. When a predominance of 
these changes is established in one of the eight possible 
directions, a valid measurement has occurred. An indi-
cation of the segment is transmitted to the computer; 
subsequent segments are recorded only if they differ from 
the segment immediately preceding them. For printed 
alphanumeric characters, an average of seven such 
measurements is obtained per character; for the character 
"8" a maximum of 14 such measurements occur. Note 
that we are breaking up curved sections of a character 
into a sequence of straight-line segments. 
When the stylus is lifted from the transducer for some 

prescribed amount of time, the lift-off indication is 
transmitted to the computer. The specific time interval 
is both a function of the particular character and the 
human printer. Attempts to use a longer period of stylus 
lift-off as an indicator of the "end of character" were not 
successful. In many cases, the time between separate 
strokes of a character was longer than the time between 
characters. A separate panel push button was used to 
denote end of character. 

Decision procedure 

The decision problem can be formulated as follows: 

The input to the decision function is a description of the 

A AC C 

AB ABCD CD 

B BD D 

FIGURE 4. Zone location in a print area. 

unknown pattern in terms of a set of measurements 
xix2 xp (which we shall refer to as the measurement 
X). In this example the x's are binary, and testify to the 
presence or absence of particular segments, such as a 
horizontal line drawn from left to right (see Fig. 3). 
Given a measurement X, we must decide which char-

acter, out of a set of possible characters, was printed. 
The theoretical solution to this problem in terms of 
statistical decision theory has been formulated by Wald. 12 
A decision in favor of a particular character class Ci 
is made by choosing the maximum of the set of con-
ditional probabilities 

Pr (c E CilX) i = 1, 2, ..., N (I) 

or, in other words, the probabilities that, given some 
measurement X, the input signal (character) c is a mem-
ber of the class Ci. We must compute these probabilities 
for each class i, where i runs from 1 to N, with N being 
the number of different character classes we recognize. 

In general, we do not know the probabilities as given in 
(1). Bayes' rule, however, allows us to rewrite (1) in the 
following way: 

Pr (C1) Pr (Xic E  Cr) 
Pr (c E C,1X) = (2) 

Pr (X) 

where 

Pr (C1) is the occurrence probability of characters of the 
class C. In most cases this is either known or the 
character classes are equally probable. In further 
development of (2) we assume the classes are equally 
probable. 

Pr (X) is the occurrence probability of a given measure-
ment X. This term is constant in each expression as i 
runs from 1 to N. It can be omitted in the comparison 
process. 

Pr (Xic E  Ci) is the probability that an input character 
that is a member of a class i will result in a measurement 
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Thus we can translate the problem of determining the 
maximum conditional probability of ( 1) to that of deter-
mining the maximum of 

Pr (Alt. E Ci) i = 1, 2, . . (3) 

Under the assumption that the components of the 
measurement X, (xi, x2, .. xp) are independent, each 
expression of (3) can be written as 

Pr (X) = JI 
_fez' 

p,j 11 qii 
JEF 

(4) 

where 

y is the set of j's for which zi = 1 for j = 1, 2 ...., P. 
b is the complement set to r 
pii is the probability that measurement xi = 1 for class i 
qii is the probability that measurement xi -- 0 for class i 

and qii =- ( 1 _ pi) 

4,3" Time 

Wait for 
next timing 

cycle 

Set transmit 
latch 

Set new slope 
in slope latches 
Reset others 

Transmit 
sloe to 
1620 

9)4 Time 

FIGURE 5. Flow diagram of measurement section. 

The foregoing product computation can be altered to 
an addition computation if In (po) and In (ch .)) are used; 
this operation can be done with a familiar network device 
(Fig. 6). A single summing device of this type would be 
used for each class i and the maximum sum thereby 

detected. The class corresponding to the maximum sum is 
chosen as the identification of the input pattern c. 
We must still determine the quantities pi„ qij for each 

class of character i, but this operation is relatively straight-

forward. One possibility is to make statistical observations 
on the data to gain the information needed, and then 
implement the required network. Alternatively, the re-
quired pii and al, (or wii in the network) may be estimated 
by the use of an adaptive procedure that adjusts the 

weights, wo, during a "training" period when a (hope-
fully) statistically representative set of measurements X 

76 IEEE spectrum JULY 1967 



/1 

X5 

Measurement X 
on output c 

FIGURE 6. Linear summing device_ 

FIGURE 7. Linear decision function. 

Measurement space 

4 3 2,71., 

2 P inputs 

3 

P inputs 

W 13 

W12 

wii 

Xi Wii Pr (XlcCoi) > Pr (cc ci IX) 

1.1 

P inputs 

corresponding to known classes C, is presented to the 
network. This adaptive procedure is described fully 
elsewhere. Roughly, the procedure used here is as follows: 
A sample set of measurements corresponding to a 

known sequence of printed characters is obtained. The 
measurements are iteratively presented to the network 
of linear functicnals in Fig. 7 (simulated in the IBM 
1620). A well-known algorithm is used to adapt the set of 

weights wi) so as to set up linear decision boundaries" 
that provide a minimum number of classification errors 
on the design sample. Thus, a suitable decision function 
can be designed for a variety of individual printers 
or printing fonts, provided that a sample set of measure-

ments is obtained. The performance of such decision func-
tions is given later on in the section on experimental re-

sults. 

The handprinting transducer 

The transducer consists of two separated layers of 
orthogonal conducting lines; when subjected to the 

external pressure of a writing instrument, they are forced 
together to produce ohmic contact (Fig. 8). The bottom 

Decision 
space 

set of conducting lines is created by photoetching a 
copper-clad glass-epoxy substrate. The top set of lines 
may be created by either copper photoetching or con-
ductive-ink printing on some flexible surface member (in 
this case Mylar film was used). Both the top and bottom 
sets of lines are plated with gold. This arrangement of the 

two orthogonal sets of lines, at a density of 12.6 per 
centimeter, produces a structure similar to a multiple-
point crossbar switch with a density of 159 contact points 
per square centimeter (Fig. 9). The two surfaces must 
be separated under the "no load" condition. 
The actual writing is done on ordinary paper (with 

any desired printed format) placed on top of the array. 
The pressure of normal printing forces the paper and 
the top membrane down onto the bottom set of conduct-
ing lines, producing a contact point between the two 
orthogonal sets of lines in the location directly under the 
printing stylus. As this stylus moves from point to point, 
successive momentary contacts are made, and a raster-
type image of the character, as it is traced out, is signaled 
to the electronic system. The stylus can be any natural 
implement, such as a ballpoint pen or a lead pencil. 

innut device for comnuter systems 
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It is quite feasible for the paper overlay to include mul-
tiple carbon copies. The transducer thus permits relatively 
inexpensive construction, freedom from mechanical con-
straints on the printing implement, and hard copy output. 
The two sets of grid lines originally were separated by 

maintaining the top Mylar sheet under tension above the 
lower substrate with a separation of about 0.076 cm. 
The elasticity of the top sheet causes this separation to be 
maintained when there is no stylus pressure. However, 
after significant usage, a deformation of the copper lines 
causes the flexible upper sheet to develop wrinkles that 
can give rise to spurious contacts (contacts in areas 
not directly associated with the position of the stylus). 
Furthermore, it was necessary to ensure that the only 

FIGURE 8 ( right). Cutaway view of handprinting transducer. 

FIGURE 9 ( below). Top view of contact surface grid. 

FIGURE 10 ( bottom). Depressed base substrate. 
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force applied to the top membrane was that due to the 
stylus, for any extraneous pressure (such as that caused 
by the printer's hand) would also cause contacts. 
By fabricating the base as shown in Fig. 10, the prob-

lems referred to earlier are eliminated. The copper-clad 
epoxy base is first photoetched to give the pattern of lines 
used in the grid; then, successive layers of gold and copper 
are plated on the lines. The metal lines are then " flushed" 
even with the surface of the epoxy by the application of 
heat and pressure to the base. The final step involves 
etching away the top plated layer of copper, using the 
gold as a resist, thus leaving the gold lines some distance 
below the epoxy surface. This dimension is directly con-
trolled by the thickness of the top copper plating. By 
having the bottom set of grid lines below the surface of 
the epoxy, an accurate and reliable separation exists. 
An alternative would be to insert an insulator, with 
openings at the desired contact points, between the two 
layers. However, at high contact densities, registration 
and dimensional accuracy of the openings make this 
very difficult. 
The dimension of the gold line depression is somewhat 

critical. If it is too deep, erratic contacts may occur, 
and there will be a "bumpy" feel as the printing stylus is 
used. If the depression is too shallow, spurious contacts 
may be made as a result of the nonuniformity of the gold-
plating or hand pressure applied during printing. A 
dimension of approximately 0.0013 cm (for the line width 
of 0.038 cm) seems to be a compromise that gives adequate 
separation, a smooth printing surface, reliable contacts 
with nominal stylus pressure, and no contact when a 
broad (hand-pressure) force is directed to the top surface. 
With this system of separation, the top membrane can 
rest directly on the base without producing contact. 

However, after significant use (that is, many weeks of 
operation), the copper lines on the top membrane tend to 
take a permanent set and "match" the depressions in the 
base, causing spurious contacts. (The copper lines, not 
the membrane, become deformed.) 
An alternate approach is to print the lines on the 

Mylar sheet with a conductive ink. The ink will not 
"take a set" under prolonged use, and any deformation 
would result solely from the membrane. The physical 
stability of Mylar film is far better than that of copper; 
therefore, this combination produces a more stable top 
membrane. If necessary, the top sheet could be replaced 
periodically under heavy usage. 
The specific transducer used in this experimental in-

vestigation has an overall printing surface of 5.1 by 
12.7 cm. This is partitioned into forty 1.27-cm squares 
with a matrix of 16 X 16 grid lines per square. In each 
direction, every 16 lines are commoned, making a 
total of 40 equivalent 16 X 16 grids on the printing 
surface. In order to insure printing registration within 
this 1.27-cm-square matrix, a white Mylar overlay, 
with 1.27-cm-square grids marked off, is placed over the 
top membrane. These grid lines show through the print-
ing paper. Sample characters are then printed on the 
sheet so as to fill as much of the square grid as possible 
without carrying over into the adjacent grid spaces. 
The character size is somewhat large, mainly because of 
the density of the conducting lines used in this case. 
Higher densities of grid lines (about 20 to 40 lines per 
centimeter) would allow smaller printing. 
As has been stated previously, a character is sensed as 

a number of point contacts produced during printing. 
Each of these points can be described by an x, y coor-
dinate system. The number of contact points produced 
during printing will vary according to the size and 
shape of the character. The sequence of x, y coordinates 

are the input signals to the "measurement circuitry" 
described previously. 

The system in use 

The transducer is attached to the printer's console 
that contains the electronics for implementing the 
measurement space as well as the circuitry interface 
needed for transmission to the 1620. The console display 
panel contains indicator lights used in monitoring coor-
dinate contact location, output of the segment trans-
formation circuit, and computer control. Push buttons for 
transmitting "end of character" and "end of transmis-
sion" are also located on the panel. 

In operation, the user places a blank overlay sheet 
of paper or any compatible paper form on the transducer. 
This paper becomes a hard-copy record of the printed 
characters and also provides a writing blank sheet and 
guides the printer for correct character placement. After 
each character entry, the operator must depress the "end 
of character" button. When the desired message has 
been inserted, the "end of transmission" button must be 
depressed to free the computer of the remote connection. 

There is, of course, both a " training" phase and a 
"recognition" phase. During the training phase, samples 
of an individual's printing are entered into the IBM 
1620 via the transducer. This training sample or known 
sequence of characters (or analysis sample, as it is some-
times called) is used to determine the weights for the 
linear decision function. The weights for a particular 
individual are stored, in this experimental system, in the 
computer memory. Recognition weights for a variety of 
writers may be stored, and the approximate ones used, 
if the writer identifies himself to the system before he 
begins to print his message. This scheme allows the 
recognition system to be tailored for each writer and 
to a variety of printing styles and fonts. 

Experimental results 

Several sets of experiments were conducted to obtain 
an indication of the performance of the on-line hand-
printing transducer and recognition system. The experi-
mental results are based on fairly large samples (ap-
proximately 300 alphabets, where an "alphabet" is one 
example each of the characters to be treated) obtained 
from two individuals. The samples were obtained from 
the individuals at the rate of approximately ten alphabets 
per day. Only two individuals are represented thus far 
because of the time required to generate the data. It is 
felt that the recognition results obtained here are indic-
ative of those that would be obtained on the printing 
of any individual, since the two printers were not trained 
and used their normal printing style. One example of the 
printed character structure treated in the investigation is 
shown in Fig. 11. 
Four different experiments were conducted; the objec-

tives of each are summarized as follows: 
I. The first experiment was conducted to determine the 

recognition rate of the system on the printing of a given 
individual when the system has adapted to that individual. 
To do this, the total sample of printing is divided into 

CirrInif e_Li.se..1 *; :••••••.• 



two portions, one being used for learning (the analysis 
sample) and the other to be used for recognition (the 
test sample). The performance on the test sample is 
dependent on the size of the analysis sample. In effect, 
the analysis sample must statistically represent the test 
sample. 

2. A further set of experiments was conducted to 
determine the effect of alphabet size on the recognition 
rate of the system. Three distinct alphabet sizes were 
used: a 10-character numeric alphabet, a 15-character 
numeric and arithmetic symbol alphabet, and a 26-char-
acter Roman alphabet. The nominal versions of the 
printed characters are shown in Fig. 11. 

3. Experiments were performed to determine the 
applicability of weights obtained from the analysis 
sample of one printer to a test sample prepared by a dif-
ferent printer. In this case, the two printers were asked 
to use the same font—that is, to shape their characters 
the same way. Presumably, if good recognition perform-
ance could be obtained under these conditions, then a 
"universal" set of weights could be used to recognize 
a variety of individual printers. 

4. An additional set of experiments was conducted 
using variations of the original measurement space. 
These were to determine whether a reduction of bits in 
the measurement space could be made without a signifi-
cant degradation in recognition performance. 
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FIGURE 11. Nominal alphabet samples. 

FIGURE 12. Confusion matrix based on an experimental 
test sample consisting of 100 alphabets. 

Recognized as 
Pattern 1 2 3 4 5 6 7 8 9 0 — x = 
1 97 
2 100 
3 99 1 , 
4 99 1 
5 100 
6 100 
7 100 
8 100 
9 1 99 
0 100 
— 100 
+ 1 1 97 1 
x 100 
/ 100 

100 = 

The results of the experiments are as follows: 
1. The recognition performance on the test sample of 

one individual, given a set of weights adapted on the 
analysis sample of that individual, showed that both 
individuals obtained a recognition performance in excess 
of 99.4 percent. If the handprinting system included some 
form of feedback to the printer, so that the occasional 
errors could be retransmitted, then this is quite a tolerable 
performance level. Only five characters per thousand 
would have to be retransmitted. Figure 12 shows a 
confusion matrix based on the experimental results of one 

individual. This kind of matrix is convenient to illustrate 
particular confusion pairs in the alphabet. The number 
of alphabets in the analysis sample was also recorded. 
A relatively large sample was required in this case because 
of the many variations of the way in which the characters 
were printed and sensed. For a significantly lesser number 
of alphabets in the analysis sample (approximately 30 
alphabets) the recognition rate is in the vicinity of 96 
percent. 

2. Table I shows the variation in recognition per-
formance for different-size alphabets. As might be 

expected, an increase in alphabet size results in a decrease 
in recognition performance. However, with the largest 
alphabet size used, the recognition rate is still in excess of 
92 percent, a level which should be acceptable in many 
applications if some method of feedback, allowing 
retransmission or correction, is included. 

3. The performance level achieved by one individual, 
using the weights generated by the analysis sample of a 
different individual (but both using the same font), is 
in the vicinity of 95 percent. This is, of course, significantly 
lower than when the individual uses his own set of 
weights. It thus appears that there are minor variations 
in forming the characters which would necessitate the 
use of an analysis sample from any given individual to 
obtain the maximum performance level on that individual. 
Table II summarizes the experimental data. It might be 
parenthetically noted here that when the analysis samples 
of two individuals are combined, the recognition per-
formance achieved by either individual is as good as or 

better than the performance obtained by using his own 
set of weights. These data are also shown in Table II. 

4. The original measurement space (Fig. 3) represents 

any given line as being in one of eight directions. Thus, 
there is a difference between a horizontal line drawn from 
left to right and one drawn from right to left. This in-
formation is dependent not only on the individual printer 
but also on the sequence with which a particular character 
is drawn. The measurement space was reduced by 

eliminating information pertaining to the direction in 
which a particular line was drawn, and there were thus 
only four directions. Table III shows the recognition 
result using this truncated measurement space. It appears 
that the direction in which a line is drawn is an informa-
tion-carrying entity. 

The original measurement space also contains informa-
tion referring to the location of the beginning of each 
line segment. It is apparent from a cursory study of the 

numeric characters that this information is vital to the 
separation of such characters as the 2, the 5, the 0, 
and the 6. No experiments deleting these measurements 
were conducted. 

In another study, samples of handwriting were fed 
into the system, employing intentionally "sloppy" char-

"Me 
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I. Recognition of different alphabet sizes 

Alphabet 
Size 

Analysis 
Sample 

Size 

Test 
Sample 
Size 

Recognition 
Rate 

10 
15 
26 

230 
230 
87 

100 
100 
50 

II. Mixed printer recognition 
rates for 15-character alphabet 

Test 
Sample 
Printer 

Analysis 
Sample 
Printer 

Analysis 
Sample 
Size 

1 2 
2 1 
1 1 and 2 
2 1 and 2 

99.5% 
99.4% 
92.0% 

Test 
Sample 
Size 

Recog-
nition 
Rate 

230 
230 
200 
200 

100 
120 
200 
120 

97% 

92% 

95% 

98% 

Ill. Recognition using different measure spaces 

Analysis Test Recog-
Measure Sample Sample nition 
Space Size Size Rate 

With direction 230 100 99.4% 
Without direction 230 100 97.0% 

acters to test recognition capability (Fig. 13). The set of 
weights used was based on a sample of 2(X) alphabets of 
printer 1. The shaded characters were not identified 
correctly. Many of the characters identified incorrectly 
are noticeably smaller; they were undoubtedly not 
recognized because of system resolution. 

Conclusions 

The handprinting input device and recognition system 

described has been shown to be technically feasible. Its 
use awaits its economic justification in particular applica-

tions. 
The measurement space is similar to that used by 

other workers. It has been shown to allow the reduction 
in constraints imposed on the human printer, and to be 
a suitable input to a linear decision function. Adaptive 
linear decision functions perform well in this application 

and are particularly convenient, allowing the tailoring 
of the system to a particular character set and a particular 

human printer. 
The identification rates obtained by such a system are 

approximately 95 percent correct, depending on the 
alphabet size. Such a rate should be quite usable in many 
applications, particularly in an on-line system with feed-

back. 

The work of C. P. Eller in the development and fabrication of 
the transducer and of L. J. LaBalbo in the implementation of the 
electronic hardware is gratefully acknowledged. C. E. Kiessling 
and Mrs. E. R. Ide are responsible for the simulation of the mea-
surement transformations and decision functions. 
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FIGURE 1. End view of a superconducting quadrubole magnet used for focusing of high-energy particles 
at the Brookhaven National Laboratory. The diameter of the bore is slightly larger than 2.5 cm. 

In the broad sense the term "quantum electronics" 

relates to the motion of electrons as governed by 

quantum mechanical laws, but used more specifically 
it refers to electronic processes involving transitions 

between discrete energy levels. The latter category 

includes the laser, and it is to this development, which 
is responsible for most of the new horizons in the field, 

that this article is primarily devoted. Two specific 
examples are described: a tunable light oscillator and 
an intense-light- pulse generator. It is pointed out that, 

despite their promise, the ultimate impact of the laser 

devices on industrial technology cannot be predicted. 

This article is not an attempt to predict the future 
of quantum electronics, but rather to sketch some new 
vistas that have been opened by recent developments. 
One might ask: "What are these scientific developments 
good for ?" In answer to that question, I would like to 
remind you of Faraday's reply to the British prime 
minister who wondered what purpose the discovery of 
electromagnetic induction could have. Faraday did not 
predict the rise of an electric power industry; what he 

said, in effect, was: "My brain child has a function 
similar to that of a newborn British subject: you may 
tax it later." The history of science has shown that it is 
much safer to say that some technological applications 
will follow scientific advances than to deny future 
applications. The economic scale and impact of the 
applications are, however, very difficult to predict and 
I shall not venture into a realm that is beyond my 
competence. 

Defining our terms 

Presumably the term "quantum electronics" relates to 
the motion of electrons, as governed by quantum mechan-
ical laws. Although the term is relatively new, the field 
defined in this manner is four decades old, starting in the 
late 1920s, or perhaps earlier if we include the photoelec-
tric effect and photocells as part of quantum electronics. 
Looking back to past horizons to get our bearings, we 
find that the quantum electronic effect with the largest 
technological impact is probably the existence of severa: 
types of carriers of electricity in solids—electrons an: 
holes with different effective masses. This fact, which wa‘.. 
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New horizons in 

quantum electronics 
The development of the laser has opened new horizons in 
quantum electronics, but although the future promises even greater 
possibilities for its use, experience teaches us that we cannot safely 
predict the economic scale or impact of such applications 

N. Bloembergen Harvard University 

first clearly stated by Peierls and Wilson in the late 
twenties, is at the basis of semiconductor electronics and 
transistors. 
The tunneling of an electron through a potential bar-

rier is another typical quantum mechanical effect; the 
Esaki and Zener diodes are successful applications. The 
field-emission microscope, with which individual mole-
cules adsorbed on a metal point may be made visible, is 
also based on this effect but has not had a large-scale 
technological impact. These examples should remind us 
that there is no one-to-one correspondence between 
exciting discoveries in electron physics and important 
developments in electronic technology, although there is, 
of course, a large amount of correlation, and the economic 
scale of applications is difficult to predict. 
The phenomenon of superconductivity is another 

manifestation of the laws of quantum mechanics relating 
to the motion of electrons. Although the effect has been 
known since 1908, only in the last 20 years has it been 
understood, and it has become technologically interesting 
only in the past five years or so. Type II superconductors 
allow the construction of superconducting magnets with 
field strengths of about 150 kilogauss and zero power 
consumption. These magnets do, however, consume 
liquid helium. Nevertheless, because of advances in 
cryogenic technology, liquid helium has become accept-
able in technological operations, and so superconducting 
magnets may be the answer to magnetohydrodynamic 

power generation and to containment of plasmas for 
controlled fusion. I shall not venture into prophecies 
about these fields, which still harbor many uncertainties, 
but superconducting magnets are definitely useful in the 
laboratory. Figure 1 shows a quadrupole superconducting 
magnet for focusing high-energy particles; its compact 
size is a distinct advantage. Superconducting phenomena, 
such as tunneling of electrons between superconducting 
junctions, have also opened new horizons beyond which 
there may lie new applications. Superconducting films 
may be used in switching elements and junctions 
may be developed as sensitive detectors in the most 
inaccessible region of the far infrared. Very recently 
the effect was used for a new precision determination of 
the fundamental constant hie. This may be said to be a 
metrological application. 
The term "quantum electronics" is often used in a 

narrower sense also. It then refers more specifically to 
electronic processes, which involve transitions between 
discrete energy levels—as opposed to the continuum of 
energy levels, which are involved in semiconductors, 
superconductors, and plasmas. Discrete energy level 
devices are numerous and many were well established 
before the term came into vogue, so perhaps "discrete 
electronics" would be more accurate. In this field familiar 
horizons of the recent past are formed by the skyline of 
applications of magnetic resonance and microwave 
spectroscopy; the gyrator, including isolators and circu-
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lators, magnetoacoustic delay lines, and microwave 
masers, are well-established landmarks. The cesium-beam 
atomic clock has been adopted as the new standard of 
time and man finally has decoupled the measurement of 
time from the motion of the earth around the sun; he 
has turned from an astronomical precession to the preces-

sion of electrons inside the atom. And the cesium clock 
may well be replaced as a frequency standard by the 
atomic hydrogen maser if this instrument becomes more 
universally available. It is capable of a short-time stability 
of 1 : 10' 3 and a long-term stability and resettability of 
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FIGURE 2. Energy levels of the chromium ion in 
ruby. The four levels of the spin quartet ground 
state 'A2 are shown on an enlarged scale at right. 
The pumping and damping mechanism essential 
for maser operation was first proposed and dem-
onstrated at microwave frequencies. The same 
principle is used in the ruby laser. The different 
energy levels at light frequencies are shown at left. 

FIGURE 3. Schematic of optical parametric down-
converter. Mirrors MI and M2 transmit the pump 
laser beam at cop. Depending on the orientation and 
temperature of the crystal, frequencies C..n and (e), are 
generated, such that co; + w, = 4.)„. 

Mj 

KIDI) 
or LiNb03 
crystal 

M2 

Filter 

1:10 12. The hyperfine splitting of the atomic ground 
state of hydrogen is known to 11 significant decimal 
places. 
The three-level solid-state maser is still the ultimate 

in low-noise microwave reception. This device, conceived 
in 1956, quickly became operational in the ground 
stations of satellite communication systems, in a few 
radiotelescopes, and in some radar installations. Its 
technological use, however, is not widespread and in 
most applications it is not competitive with simple cooled 
parametric devices, which were developed shortly after-
wards. Here we have another example of how hard it is 
to predict technological application. Although the device 
was soon perfected to the point that very little further 
development is now necessary, alternative solutions for 
low-noise reception had advantages of economy and 
simplicity, and thus the technological impact of the 
solid-state maser was severely limited. 
The pumping principle employed in the maser to create 

a medium with an electromagnetic gain, as shown in Fig. 
2, has endured in many forms of lasers. And lasers have, 
of course, opened up most of the new horizons in quantum 
electronics to which the remainder of this article will 
be devoted. 

The new devices 

Very succinctly, but not too inaccurately, one might 
say that the quantum electronics of lasers consists of 
doing at light frequencies what is already done at radio 
and microwave frequencies. Although the difference in 
time and spatial scale (the frequency 10 000 times 
higher, the wavelength 10 000 times smaller than for 
microwaves) makes the physical embodiment and 
design of such items as coherent tunable light oscillators, 
light amplifiers, light modulators and demodulators, 
harmonic generators, light flip-flop and logical circuits, 
parametric converters, and light waveguides radically 
different from their radio and microwave counterparts, 
the underlying principles of Maxwell's theory and quan-
tum mechanics are the same at all frequencies. I have 
chosen two recent examples to convey an idea of what 
lies ahead. 
My first example is the tunable light oscillator, which is 

shown schematically in Fig. 3. An intense green light 
beam, obtained by harmonic doubling of a neodymium-
glass laser beam in an oriented crystal of lithium niobate, 
is sent into another crystal, which has reflective coatings 
for infrared light. In this second crystal the green quanta 
split up into pairs of smaller quanta. The exact frequencies 
of these smaller quanta depend sensitively on the geom-
etry and optical properties of the crystal. Data obtained 
for signal and idler by variation of the temperature 
of a niobate crystal are shown in Fig. 4. A tunable 
coherent-light oscillator results. To date, operation 
between 7800 angstroms and two micrometers has been 
achieved. With a crystal of potassium dihydrogen phos-
phate (KDP) and a pump beam in the ultraviolet, tunable 
laser-like beams in the visible region of the spectrum have 
been obtained. If such an oscillator were perfected and 
could be obtained commercially as easily as a radio signal 
generator, for example, the field of optical spectroscopy 
would be revolutionized. One would dial the wavelength 
of the laser-like beam. 

The second example is an intense light pulse generator 

with pulse durations as short as a few picoseconds. The 
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FIGURE 4. Wavelengths of parametrically down-converted 
light as a function of the temperature of an LiNb03 crystal. 

principle of operation is based on mode locking of a Q-
switched laser. A saturable dye solution is placed in the 
laser cavity, as shown in Fig. 5. After one round trip 
through the laser rod the light is so amplified that it 
bleaches the filter. The population in the excited state of 
the dye becomes equal to the population in the ground 
state. After the intense amplified light pulse has passed 
through, the dye returns rapidly to its normal absorbing 
state. The process repeats after another round-trip time of 
light in the cavity. The duration of the extremely short 
pulse is measured by the scheme shown in Fig. 6. The light 
pulse is split into two pulses of orthogonal polarization, 
which are recombined in a piezoelectric crystal of such 
orientation that second-harmonic light is formed only 
when both polarizations are present. The second-har-
monic generator of light acts as an extremely fast coinci-
dence counter. If the light path in one arm is increased by a 
few millimeters, no second harmonic is generated. The 
pulse duration can then be measured, and is found to be 
shorter than 10-" second. This clearly opens new vistas 
for time measurement and ultrafast switching. The power 
flux density in such pulses can be staggering, reaching 10' 2 
watts/cm2, corresponding to light field amplitudes of 108 
volts/cm. If such fields persisted for longer times, which 
still means only 10-9 or 10-8 second, the material would 
break down mechanically and electrically. Somewhat less 
intense pulses of about 10-8-second duration from power-
ful solid-state or pulsed gas lasers are used for ranging. 

Light radars with extremely high Doppler resolution and 
fast response at short-distance ranging appear promising, 
but again the competition from extremely sophisticated 

Dc 
A 

2d 
.1.2 ns - - 

FIGURE 5. The operation of a Q-switched mode-locked 
neodymium-glass laser. (A) Experimental arrangement. 
(B) Oscillogram of the output at a sweep speed of 2 X 
10 -8 seconds per division. 

microwave radar techniques is hard to beat. 
Continuous-wave power levels of a few kilowatts have 

been attained with CO2 lasers at a 10.6-micrometer wave-
length. An infrared beam of this type of only 100 watts 
can, when focused, easily cut through a standard two- by 
four-inch board or vaporize the most refractory materials. 
Although it is unlikely that a carpenter would use a laser in 
his daily work, the cutting of emery paper in a factory that 
at present rapidly wears out its cutting tools is a possible 
application. Laser beams have also been used for drilling 
holes in diamond dyes for wire drawing and for precision 
tooling operations, but electron-beam machining is a 
powerful competitor. Medical applications, such as retina 
welding and cutting of tissues with a laser beam, also are 
being tested. 
When hot CO2 gas is suddenly expanded, the excited 

vibrational state has a long enough lifetime that popula-
tion inversion results with respect to rapidly depleted 
lower-lying rotational levels. This is the principle of gas 
dynamic lasers, which promise CW oscillation levels con-
siderably above the kilowatt level. 

Lasers are definitely well established as laboratory 
tools; they are in wide use for aligning and testing optical 
instruments, for demonstration and teaching, and for pre-
cision metrology. A laser slaved to a reference crystal, 
kept permanently in ultrahigh vacuum at liquid-helium 
temperature, may well provide the length standard of the 
future. The laser will transform Raman spectroscopy from 
a time-consuming tool of limited usefulness to an impor-
tant analytical technique; for example, the hour-long ex-

posures of Raman spectra on photographic plates are 
eliminated. Raman spectroscopy with gas-laser beams 
should have widespread application in analytical chemis-
try and solid-state physics. 

It also appears fairly certain that the far-infrared region 
will be investigated more intensively and will be con-

  1.-se;,esrle;rt nlInnittn1 J.1.,ntrrst, ire R5 



50 ohms To dual. 
beam 
scope 

RCA photomultiPlier 
7326 

1.06-kim 
input 
from 
mode. 
locked 
laser 

—r. 
4-64 i r ; filter 

0.53-µm 
harmonic CuSo,4 II I attenuator 
monitor 

Z-cut LT  j quartz 

2-64   filter 

Lens 

Polarizer 

Glass-slide 
beam 
Splitters 

0.0.5 CuSO4 attenuator 

7-57 I I filter 

Coaxial J photocell 

125 ohms 

1.06.»m trigger and monitor 
channel 

To 519 
scope 

Fixed prism 

/.\ 
Multilayer 
beam 
splitter 

Z.quartz 
90* optical 
rotation 
at 1.06 µm 

Movable 
prism 

FIGURE 6. Diagram to measure the duration of light pulses shorter than 10 -" second. 

quered by new techniques. The gap between the milli-
meter-wave region and wavelengths shorter than 100 
micrometers is rapidly disappearing. Gas-laser sources 
and difference-frequency generation techniques are useful 
both as sources and as detectors. 
Holography is another field for which the laser has 

opened many possibilities. Perhaps it will find useful ap-
plication in pattern recognition and in storage of three-

dimensional information as a Fourier transform. A bad 
spot in a photographic image will not spoil all bits of in-
formation completely; the Fourier transform of such a 
plate will still give a good image. It is too early, however, 
to tell how much impact holography will have on our so-
ciety. Perhaps it will only be used as a tempting three-di-
mensional display for advertising purposes. Three-dimen-

sional displays of airfield approaches in the cockpit of a jet 
liner with the correct viewing angle from the position of 
the aircraft would be a more interesting application. The 
ultimate dream of making visible three-dimensional X-ray 
pictures of crystals and molecules seems remote. How can 
one control the dimension to within a quarter wavelength 
for X ray during the photographic processing? 

What of the future? 

These are some of the new horizons that have come into 
view because of recent research, but they are horizons not 
yet attained. Even if the devices that seem promising are 
fully developed, the size of their impact on industrial tech-
nology cannot be prejudged, as past experience in other 
fields has shown. 

Is the enormous increase in bandwidth offered by light 
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as a carrier frequency in communications needed? For 
transmission in space the acquisition and aiming of the 
light beams pose formidable problems. In the atmosphere, 
rain, smog, fog, haze, snow, etc., make a light a poor 
competitor of microwaves. Can a system of enclosed tubes 
with controlled atmosphere and light repeater stations be 
built on a technologically sound and economically com-
petitive basis? 
The application of light in the computer area is also the 

subject of speculation. Superficially, it appears attractive 
to have fast switching, high storage density, direct visual 
display. Such developments would depend heavily on the 

availability of cheap, small, high-quality semiconductor 
lasers. If these were available, the entire organization of 
computers using them would probably be different. Could 
such a system compete with an existing and rapidly de-
veloping computer technology that thrives without lasers? 
The burden of proof is on the laser. 
One should not expect the near future to bring sudden 

dramatic technological change. Rather, a gradual widen-
ing of the perspective and an increasing number of varied 
applications on a smaller scale in many different fields of 
endeavor appear a more likely course for the historical 
development. Even if full development is realized, the 
strength of the technological impact behind our new hori-

zons is difficult to estimate. However, experience tells us 
that it would be remarkable if so many new scientific pos-
sibilities did not lead to some technological change. 

Essentially full text of a paper presented at the Symposium on 
New Horizons in Science and Technology at the 1967 IEEE 
International Convention, New York, N.Y., March 20-23. 
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Three-w ire cryoelectric memory cells and the hybrid 
AB system organization that utilizes coincident-
current selection are examined from the standpoint 
of batch fabrication requirements, redundancy, elec-
trical parameters, tolerances, and noise immunity. 
These advances, demonstrated with experimental sub-
systems, are described in relation to previous work, 
and are shown to place cryoelectrics as a strong 
contender for achieving systems with capacities of 

more than 108 bits. 

For the past decade, computer engineers have grappled 
with the problem of applying the phenomena of super-
conductivity in order to achieve a highly efficient central 

processor. The concept of an element displaying zero or 
full electrical resistance, depending on the magnetic field 
of an applied control current, was exciting from the stand-
point of achieving a perfect switch. Combining this switch 

with shunt paths having zero electrical resistance gave rise 
to memory with an absence of half-select and delta noise, 
and logic with zero standby power and negligible state-
change power. Moreover, the diamagnetic nature of 
superconductors and their adaptability to thin-film forms 
resulted in lossless, low-impedance lines for both devices 

and device interconnections. 
The only threat to the supremacy of this new "cryo-

electric" technology was the need for a low-temperature 

environment. It seemed that the technical problems as-
sociated with this situation were not as pressing as the 
economic: The capital investment in a refrigeration sys-
tem for the processing unit could conceivably price cryo-

electrics out of the market. It was apparent that the answer 
to this situation would be to introduce a cryoelectric 
system that would be ( 1) larger than any existing system, 
so that the cost per element would be competitive, and 
(2) able to perform functions unrealizable with any other 
technology, so as to justify the total system cost. The 
cryoelectric technology seemed suited to a batch fabrica-
tion process by which arrays of these thin-film super-
conductive devices could be formed at very high densities. 
The method was basically one of thin-film deposition and 
pattern forming using stencils or photoetch processes. 

Probably one of the first overall decisions to be made 
was exactly how much of the central processor should be 

cryoelectric. If both logic and memory were to be cryo-
electric, there was the associated question of whether they 
should be fully integrated with respect to physical location 
so as to produce a highly efficient processor; at least 
one laboratory actively pursued this approach. Another 

approach, inherently more cautious, was the development 
of only a random-access memory, admittedly the heart of 
the processor, which can be made by fabricating many 

Cryogenic 

random-access 

memories 

Cryoelectric memory systems for computers 
promise improved capacity; reliability, and 
speed. The memories are comprised of strip 
lines that display low characteristic imped-
ance, high propagation velocity; and modest 
peripheral electronics requirements 

A. R. Sass, W. C. Stewart, L. S. Cosentino 

RCA Laboratories 

repetitions of a basic element and thus is ideally suited to 

a batch fabrication process. 
Why did cryoelectrics, which displays the foregoing 

general electrical characteristics so amenable to computer 
systems, and which was explored using the foregoing ap-
proaches, fail to deliver a working system in the projected 
time schedules initially envisioned? Based on the answers 
to this question, a new approach has yielded a workable 
cryoelectric system whose feasibility has been experi-

mentally demonstrated. 
Although the basic phenomena of superconductivity 

in relation to cryoelectric computer systems were never in 

question, it became apparent with the passage of time 
that the details associated with the phenomena posed 
rather serious problems. This point is illustrated best by 
the most severe problem that faced not only cryoelectric 
workers who were developing the fully integrated pro-
cessor but also those at the other end of the spectrum who 
were developing the random-access memory: the lack of 
sufficient control of the electrical thresholds of the devices 

tree /sr.,' 1041 



under consideration. This situation was rather serious 
when coupled with the fact that a batch fabrication pro-
cess was required to produce a system whose capacity 
would justify refrigeration cost. 
An example of this problem can be seen in the random-

access memory area. Discussion of this area is pertinent 
since we are dealing here with solutions of the problem for 
cryoelectric memories. The projected "break-even" 
capacity, including refrigeration cost, for a cryoelectric 

Cryotron gate 

Cryotron control field, 

Hcon 

Cell selection 

112 

Y1 

Ld 

Information 

Vs C.,  

FIGURE 1. Schematic representation of a basic 
memory cell. 

FIGURE 2. Schematic representation of a coin-
cident-current CFC cell array. Cell X3, Y2 is shown 
selected by coincident currents. 

to 

XI X2 X3 

memory is approximately 107 bits. A memory whose 
capacity is in excess of 107 bits, and whose word lengths 
are of the order of 102 bits, requires some type of coinci-
dent-current selection. However, such a selection scheme, 
when coupled with peripheral electronics requirements, 
places limitations on the variations of memory cell per-
formance throughout the memory. Coupled with the 

batch fabrication process by which cells are made and 
"wired" in large quantities simultaneously, the problem of 
performance variation becomes substantial. Here is a 
situation in which elaborate designs, conceived with only 
partial information, were rendered unworkable in the 
final analysis. 

In the past two years basic advances have been made 

that have changed the situation sufficiently that cryo-
electric technology must again be considered seriously by 
computer designers. Advances were made by first re-
emphasizing that the advantages of the superconductive 
phenomena and the process technology are best suited to 
the achievement of a random-access memory rather than 
an integrated processor. 

Three-wire CFC memory cell 

Basic cell. The basic cryotron memory cell consists of 
a persistent-current loop containing a cryotron gate 
along with sets of leads, one of which provides current 
to the loop and the others of which produce a variable 
magnetic control field for switching the gate between the 
superconductive and normal states. This is shown 
schematically in the equivalent circuit of Fig. 1. For the 
purpose of this discussion, the gate resistance ru is zero 
when the control field Heo„ is less than some threshold 
value lit, and is nonzero when Hem, > 1/1. The change of 

approximately 3 percent in LI produced by switching the 
gate normal considered by Meyers' is neglected in this 
model. The principle involved in obtaining memory lies 
in the well-known fact that the total flux linking a loop 
(or, more precisely, London's fluxoid) remains constant as 
long as the entire loop is superconducting. This fact is 
implicit in the network equations for the equivalent cir-
cuit of Fig. 1. Although three distinct modes of informa-
tion storage have been proposed by Sass et al.,' the con-
vention used here is that binary "one" or "zero" corre-
sponds to presence or absence, respectively, of iL. 
Readout is performed destructively by applying a 

control-field pulse He.. > Hl. The presence or absence of 
a sense signal at the information terminals corresponding 
to the decaying of if, signifies that a " 1" or a "0" was 
stored in the cell. The information is rewritten by apply-
ing a pulse of amplitude /0 or zero, corresponding to a 
"1" or "0," to the information terminals in coincidence 
with the control field. If the control pulse ends before the 
information pulse of /0, a loop current of /0L2/(Li Lg) 
remains circulating in the loop. Note that a transient 
voltage (write noise) appears across the information 
terminals whenever a pulse of is is applied. 
One of the major advantages of this basic cell stems 

from the higher degree of structure it contains in com-
parison with two-wire devices proposed previously. 
With the existence of well-defined current paths and 
switching fields obtained in the shielded crossed-film 
cryotron (CFC), the equivalent circuit of Fig. 1 provides a 

highly accurate representation of the memory cell. 
The peak sense signal at the cell itself is of the order of 

15 j.LV, with a pulse width of about 100 ns at its base. 
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Considerable passive step-up, of about 15:1, is obtainable 
in matching the low-information line impedance to that 
of the external circuitry. The bandwidth associated with 
this step-up is compatible with the system timing to be 
discussed. 

Array operation. The CFC cell is applicable to a 
three-wire coincident-current organization2 with the 
following features: 

1. Memory is in the form of a persistent current in a 
superconductive loop. 

2. The selection of one cell in an array is accomplished 
by the coincidence of currents in an x line and a y line 
that "intersect" at the physical location of the cell. The 
threshold amplitude for performing the selection is 
ideally independent of the stored current level. 

3. The x- and y-selection currents do not contribute 
to the stored loop current; the information current is 
applied independently. 

4. Slight variations in film thickness do not affect selec-
tion current levels. 

These characteristics are obtained by connecting in 
series the "information" terminals of all the cells that 
comprise the same digit position in the memory words. 
The control fields for the cryotrons are formed by super-
posing two insulated control lines—one for x current and 
one for y current—of the same width but at right angles 
to the cryotron gate. These lines are arranged electrically 
in a two-dimensional matrix so that any one cell along 
the digit line is selected by energizing a unique pair of 
x and y drive lines through a decoding network. Such an 
arrangement is depicted schematically for one digit 
position of a nine-word (3 X 3) array in Fig. 2. 
The operating range of such an array can be shown by 

means of a family of cryotron characteristics, as in Fig. 3. 
Here, the sum of the control currents iz = jis plotted 
on the abscissa as a function of the gate current i, (com-
mon to all cells) on the ordinate. For any value of ig, 
which is now the digit current, the sum of the threshold 
control currents for all cryotrons in the array lie between 

and flower. This band of values includes the effects of 
possible material inhomogeneities, the widths of the 
field transitions in individual gates (the range over which 
partial switching occurs), and line-width variations in the 
cryotron gates and control lines themselves; that is, the 
curves represent experimentally measurable quantities. 
It is apparent that disturb-free coincident-current opera-
tion is obtained for x- and y-selection currents lying 

between the values loon = J„,,„er/2 and Imo, = 
I s and /mi. are plotted against i, in Fig. 4 with the 

shaded area depicting the operating region. Note that 
partial switching and half-select noise is nonexistent in 
the operating range defined here. Choosing i, = lo in 
Fig. 4 provides an operating point for which the required 
cell-selection current is essentially independent of the 
stored information current, thus satisfying criterion 2 
mentioned previously. Criteria 1 and 3 are satisfied in-
herently in the conception of the basic cell and the use of 
the noninductively coupled crossed-film control lines. 
The films are of sufficient thickness that the critical field 
is that of the bulk material. 
The separation of the cell-selection process and the 

information-storage process to independently controlla-

ble excitation sources provides an additional degree of 

freedom in choosing operating conditions over two-wire 

cryoelectric memories. If all the cryotrons in the array 

were identical with perfectly sharp transitions, the shaded 
area of Fig. 3 would shrink to zero width and give 
l000„ 2/mio. The selection currents could be set at the 
mid-range value (/„,„‘ I„,io)/2 and be allowed to deviate 
±333. percent, the theoretical maximum tolerance. 
Bridge and loop cell. An early CFC cell that meets the 

three-wire requirements previously cited is the bridge 

cell proposed by Ahrons , and further investigated in 
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FIGURE 3. Schematic diagram of the characteristic 
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FIGURE 5. The bridge cell. 

Lead X line 

bit-organized arrays by Sass et al.' This cell, shown in 
Fig. 5, has a storage loop which is perpendicular to the 
plane of the substrate. The upper branch of the loop is 
made of lead and the lower branch of tin. A supercon-
ducting ground plane exists beneath the cell. Note that 
for the bridge cell, the equivalent circuit of Fig. 1 applies 
with LI = 0, and all the digit current is stored. 

Since the sense signal amplitude is directly related to 
the inductance of the upper branch, this inductance 
should be as large as possible. This means that the bridge 
should be as high as is practicable. It is also most im-
portant that the upper lead line make superconducting 

Bridge 

D 
Soft 
superconductor 

FIGURE 6. The loop cell. 

Hole in ground plane 

contact with the lower tin line, otherwise stored current 
will decay to zero. Both of these factors create problems 
if a process is to be used involving evaporation of metal 
layers with subsequent photoetching of desired patterns. 
To accommodate this technology, a three-wire cell that 

is more easily fabricated was designed and developed by 
Gange. 4 This memory element, called the loop cell, is 
shown in Fig. 6. The schematic circuit of Fig. 1 is directly 
applicable to this cell. It is desirable to have L2 >> LI 
so that most of the digit current will be stored. It can 
be seen that a large value for L2 is achieved by the use of a 
hole in the ground plane beneath the high-inductance 
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I. Experimental results obtained from three-wire memory cells 

Cell Type 
Line Width, 

/Am 

Packing 
Number of Cells Density, 
on Substrate cells/cm2 

lx,y 
mA 

ID, Peak Sense 

mA Signal, iV 

Bridge 

Loop 

Loop 

Loop 

Loop 

127 {63.5 (drives)t 
127 (digit) 
50.9 
50.9 
25.4 

8 X 8 = 64 

8 X 8 = 64 

8 X 8 = 64 
16 X 64 X 6 = 6144 
8 x 8 = 64 

6.9 400-600 

13.2 200-300 

1010 
1010 
2020 

170-260 
170-260* 
100-150 

* Data pertain to a random sampling of 384 cells. Further data on a stack of such planes are available.6 

100 200 

50 500 

20 120 
20* 120* 
10 40 

branch of the loop. As a result, the insulating layers can 
be deposited in sheets rather than spots. The entire 
storage loop is now etched from a single tin layer so that 
no difficulties arise with superconducting contacts. Also, 
the number of layers needed per sample is reduced. The 
modification of the three-wire cell for fabrication pur-
poses does not appreciably affect operating tolerances or 
performance. Good results have been obtained with the 
loop cell as well as the bridge cell. 
Hundreds of samples with three-wire memory cells 

have been made and thoroughly tested. The results have 
been in accord with the models and equivalent circuits. 
Tolerances were excellent and typically averaged ± 20 
percent for planes with large numbers of cells. As cell 
size has been shrunk and cell packing density has been 
increased, drive currents and sense signal amplitude have 
scaled down as expected, while tolerances have remained 
high. 
Table I lists typical experimental results obtained on 

many different specimens. 44, is the magnitude of the 
current that can be applied to any x and y line without 
deteriorating the performance of any cell on the plane. 
The values for peak sense signal voltage pertain to the 
output of a 1:10 step-up transformer located at the 
sample. 

Reproducibility was also excellent from sample to 
sample and was illustrated by the fact that a number of 
individual planes could be stacked with only a small 
reduction in overall tolerances. 

Statistical studies indicate that, with present fabrication 
uniformity, large commercial-size arrays will have 
operating tolerances of about ± 12 percent. 

Random-access memory system 

Hybrid AB system. In order to tailor a memory system 
specifically to the unique properties of the three-wire 
cryoelectric cell, the hybrid AB system was devised by 
Gange. 4,5 The name is derived from the fact that the 
organization is word bit in character rather than being 
purely bit-organized or word-organized. Another im-
portant feature of this design involves the use of room-
temperature decoders rather than decoders deposited 
directly on the substrate. Because of the special properties 
of a cryoelectric memory, to be discussed later, only two 
such decoders are required for the complete system. In 
addition, many other advantages are gained if the decoder 
is not included on the substrate. The main benefits are 
that fabrication and evaluation of memory planes are 
greatly simplified, thereby increasing yield; standard 
commercially available decoders can be used at room 
temperature; many more memory cells can be put on one 

substrate; cycle times are no longer limited by cryotron 
decoding trees; and, finally, perfect planes are no longer 
absolutely necessary. Concerning the last point, extra 
elements can be included on the plane and only the good 
portions actually used. The number of input wires and 
interconnections needed without a cryotron decoder is 
greatly increased but still falls within the capability of 
present technology. 

Recently, a laboratory model of a 14 000-bit hybrid AB 
system, employing loop cells as storage elements, was 
experimentally demonstrated by Gange, Nagle, and 
Scheible.5 

Preliminary checkout of a 262 144-bit memory plane 
having a capacity of 4096 words, 64 bits per word, using 
the AB three-wire organization is under way. The size 
of the unit is approximately 10 X 14 cm. 
The hybrid AB system employs three-wire cryoelectric 

memory cells as basic elements. Thus a write operation 
requires current coincidence of an A drive line, a B drive 
line, and a D digit line, whereas a read operation requires 
only AB current coincidence. 
The A lines provide the word dimension and thread 

from plane to plane through a memory stack. Let AT be 
the total number of such lines. The B lines are segmented 
into d parts and only Br/d lines appear on each plane 
where BT is the total number of B lines in the memory. 
The B lines on each plane thread through a number 
D„ of digit lines on a plane, which is equal to the num-
ber of digits in a word. Each D line includes a number of 
digit strips equal to Br/d, which are serially connected 
together. Each digit strip is orthogonal to the A lines 
and contains a number of cells equal to A. Each B 
line threads through one strip of a D line, then turns 

and threads through one strip of the next D line, and 
so on through the plane. Thus the number of words on 
a plane W„ will be equal to AT X Br/d. The total num-
ber of words in the system will be WT = P X AT X 
13T/cl, where P is the total number of planes. Similarly, 
the number of bits on a plane N„ will be equal to the 
number of bits on a strip AT, multiplied by the num-
ber of D lines on a plane d. Thus Np = AT X BT. 
The total number of bits in the memory will then be 

NT = P X AT X BT. 
Since each D line on a plane is associated with one 

digit of all words on that plane, corresponding digits on 
different planes can be serially connected. Write current 
is then applied serially to all D lines in one group, but 
the output sense signal will come from only one member 
of the group. The number of D lines that can be so 
grouped will be limited by loading effects and speed 
considerations. 
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FIGURE 7. (A) Superconducting strip lines. ( B) Superconducting strip line crossing 
over other superconducting strip lines. (C) Interconnected superconducting strip 
lines; selection and digit lines are serially connected from one substrate to the next. 
Lo is inductance of interplane connections. 

Extra A, B, and D lines can be included on a substrate 

and the good portions selected after a preliminary check-
out. Thus, redundancy is an important feature of the 
hybrid AB system and 100 percent defect-free planes are 
no longer required. 

If we assume an A-line decoder of a levels, then AT = 
r. Similarly, BT = 21) with a B-line decoder of b levels. 
Then the capacity or total number of bits in the memory 
is P X 2a +b, with a total number of words Wr = P X 
2a +b/d. The number of wires into the system is minimized 
when P = d; for this case, a = h = in and AT = BT. 
Then NT = P X 221 and WT = 2"n. For any memory, the 
capacity and number of digits in a word will then de-
termine the system structure. For a 108-bit memory 
with a 100-digit word and P = d, the numbers of wires 
and interconnections have been estimated to be about 
5000 and 250 000 respectively.' 

General electrical characteristics. In order to examine 
the electrical characteristics of a superconducting mem-
ory system, some rather general relationships regarding 
inductance, capacitance, characteristic impedance, and 

A 

phase velocity should be considered. The results can be 
applied here to the AB system; it will be seen that they 

also pertain to other organizational layouts since they 
are rather basic in nature. 

Since the digit lines and the selection lines are thin 
films over a superconducting ground plane, it is useful to 
consider first the electrical characteristics of the basic 
structure of a superconducting strip line over a ground 
plane; see Fig. 7(A) and (B). An insulation thickness 
t5 of 10 000 À will be assumed. (London field penetration 
in the superconducting films will be neglected.) 

Inductance/square = L, 10-12 henry L, oc ô 
Capacitance (2-mil-wide line)/square 
= Cs e--•• 1.5 X 10-'3 farad Cs CC 

Resistance/square = 
Characteristic impedance = Zo er•---• 3 ohms Zo cc S 
Phase (group) velocity = Co c/2.5 

where the relative dielectric constant of the insulator 
(SiO) is taken to be six. 

There are several impressive features of the preceding 
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results as applied to the hybrid AB system. An analysis of 
the electrical characteristics of the system is based on 
equivalent circuits such as those in Fig. 7. The results of 
the study are as follows: 

1. Since the transmission lines are lossless and the 
dielectric is fairly lossless, pulse degradation is negligible. 
(The case in which lines on many substrates are inter-

connected does not alter this conclusion.) 
2. Characteristic impedances are extremely low (of the 

order of 10 to 20 ohms when loading effects of the inter-
connections are included), and thus the requirements on 
peripheral driving sources are modest. It is interesting 
to note that for a 200-mA drive current the back EMF 
across the line in the memory having the highest char-
acteristic impedance is only 4 volts. These results are 
of paramount importance, since they are independent of 
system size and demonstrate the feasibility of the AB 

system. 
3. Reasonably high propagation velocities are the 

only limit on system timing, because of the cell character-
istics and cases 1 and 2. 

Actually, this last comment is the most powerful of 
all—that is, the only electrical characteristic limit to 
system size is the desired cycle time, not half-select noise, 
delta noise, or excessive requirements for peripheral 
electronics. Thus, from Fig. 8, the worst-case cycle 

time of the memory is 

TT = 27'„ 37's ± 

where T„, is the longest propagation time along a selection 
line, T, is the longest propagation time along a digit line, 
and Te is the cell time constant. 
To reiterate, the cryoelectric memory is made up of strip 

lines, which, though interconnected from plane to plane, 
display low characteristic impedance and high propaga-
tion velocity, and require modest peripheral electronics. 
Therefore, propagation velocity is the only real limit 
to memory cycle time. Typical cycle time for the 108-
bit AB system mentioned earlier is approximately 1 1.ts.:' 

Noise considerations 

Deterministic noise. One of the features of the three-
wire cryoelectric memory cell is that the sense signal is 
picked up from the terminals on the array into which digit 
current is fed, as shown schematically in Fig. 9(A). The 
transient produced by a pulse of digit current is con-
siderably larger than the sense signal and, in general, will 
overload the sense amplifier. Since it is necessary for the 
amplifier to recover before the next read operation occurs, 
the recovery time may constitute a significant additional 
portion of the read—write cycle time. 
One solution to this problem is obtained at the expense 

of adding a separate sense line to the memory array. It is 
laid out in a way such that coupling of adjacent cells 
(or groups of cells) on the digit line is of opposing polar-
ity, as shown in Fig. 9(B). The resulting sense signal 
inversion for half the cells is a no consequence, and the 
write noise is bucked out on a cell-by-cell basis. An ex-
perimental test of this scheme on a small 64-cell array 

showed that the write noise was reduced below the limit 
of resolution of the test equipment, which was a factor of 

103. An alternative scheme, which does not involve the 
addition of another line to the array, provides for write 
noise cancellation in the coupling transformers at the 

terminals of the digit line. 2 The digit line is divided into 
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input 
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FIGURE 8. Worst-case cycle time. 

an even number of groups containing equal numbers of 

cells, and the transformer secondaries are connected in 
series opposition as shown in Fig. 9(C). Well-matched 
transformer cores are required in this case. Other passive 
cancellation techniques of a similar nature are, of course, 
possible. The point to be made here is that the existence 

of write noise in the basic three-wire system presents no 
fundamental limitation to the operation of the system. 
When cell-selection currents are applied to the A and 

B drive lines at the beginning of each read—write cycle, 
the possibility arises that stray coupling may produce a 
read noise transient in the sensing circuit, from which the 
sense signal must be discriminated. In-mode coupling is 
effectively eliminated by suitable array layout and holder 

design. Capacitances between metallic layers in the ar-
rays are not negligible, however; and there is inductance 
in the lines from the stack to the peripheral electronics 
at room temperature. It is instructive to consider the 
order of magnitude of balancing required to eliminate the 

common-mode component. Consider, for example, that 
the selection lines each carry 200 mA, the sense signal to 

be detected is 100 µV at the 50-ohm input of a single-
ended sense amplifier, and that a signal-to-read noise 
ratio of 4 to 1 is desired. The stray current into the hot 

side of the amplifier must then be 118 dB below the 
drive current. Novel solutions to this problem are being 
considered; circuitry that appears to satisfy these re-
quirements has been conceived and tested on a moderate 

scale. 
Random noise. Since cryoelectric memories of the type 

described here give sense signals smaller than those ob-
tained in conventional core memories, consideration 
has been given to the effect of random noise in the sys-
tem. The question to be answered is at what frequency 
random noise spikes occur with sufficient amplitude to 

be mistaken for a sense signal. The results of an analysis 
by Blatt6 of this type of problem relating to magnetic 
film memories can be easily extended to the situation of 

interest here. 
The major source of random noise in the sense signal 

path is generated in the first stage of the sense amplifier; 
the remaining stages, up to the threshold detecting ele-
ment, are considered to constitute a linear low-pass 

Sass, Stewart, Cosentino—Cryogenic random-access memories 97 



A 

Digit 
line 

Sense 
line 

Digit 
line 

n cells 

Ld 
VI 

L s 
 cry-y-1 n cells  

L.1 
srry-420‹._ 

FIGURE 9. (A) Schematic diagram of n cells along a digit line. Cell-selection lines 
are not shown. (B) Write noise cancellation using separate digit line. (C) Write 
noise cancellation using center-tapped digit line. 

filter, and the noise contribution from the normal cryo-
tron gate in the cell at 3.5°K is negligible. The signal-to-

noise ratio at the input to the threshold detector de-
termines the mean time between errors (MTBE) as 
given by the following expression: 

MTBE — 
fin a  )1 

where f is the number of readouts per second, n7 is the 
number of digits interrogated in parallel, a2 is the signal-
to-noise ratio, and MTBE is in seconds. Lim iting the 
amplifier frequency response to the reciprocal of the 
sense signal duration gives a V•dtro, where V. is the 
peak sense signal amplitude and uo is the rms noise 
voltage of the amplifier. For an MTBE of 10 000 hours 
(over a year) or better, V./uo should be equal to or 
greater than 8 in a memory in which 100 bits are read in 
parallel at a 1-MHz rate. If we assume a 100-µV sense 
signal at the input to a sense amplifier w ith an upper 
cutoff at 5 MHz, the rms noise voltage should be 12 µV 
or less. This figure is well within the capability of existing 
circuitry. 

1  2 

[1 — erf 

Conclusion 

I he design philosophy for memory cells that are in-
sensitive to materials variations has been examined. It 
has been shown that this philosophy can be applied to a 
cell and memory organization suited to a batch fabrica-
tion process. The device advantages of superconductivity, 

which have been known from the outset of cryoelectric 

research, can now be applied to the realization of a large-
capacity cryoelectric memory. Although such a memory 
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has not yet been produced, the important cornerstone 
concepts have been experimentally demonstrated on 

subsystems. There remain many production and Systems 
problems that must be solved in order for the final goal 
to be achieved; however, these problems are not of a 
fundamental nature. 
Thus the cryoelectric random-access memory is a 

very real contender for large-capacity memory applica-
tions and deserves the attention of computer develop-
ment engineers. 

This article is a revised version of a paper that was presented at 
the 1967 International Magnetics Conference, Washington, D.C. 
April 5-7. The original paper \\ ill appear in the September issue 
of the IEEE TRANSACTIONS ON M AGNETICS. 
The authors are grateful to L. L. Burns and J. J. Carrona for 

their constant encouragement throughout the course of the work 
described here, and to R. A. Gange and H. Scheible and the RCA 
Cryoelectric Devices Laboratory for communicating to them the 
results of their research prior to publication. 
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Maintenance console of a typical large data-processing system. 

Diagnostic engineering 
The growing size and complexity of computer sys-
tems has created the need for a particular type of 
engineer—the specialist capable of putting into 
practice the various techniques for detecting and 
isolating system errors 

John Dent International Business Machines Corporation 

One of the formidable problems addressed by diag-
nostic engineering is to develop a means for verifying 
the design of a sophisticated system having over 
100 000 interconnected logical circuits. After the 

system is designed, built, and tested, there is still the 
problem of maintaining it in good working order. 
The optimum strategy for testing, detecting, and 
isolating malfunctions must be found. Perhaps the 

most important problem is how to design a system in 
such a way that it can be tested automatically, so 
that errors can be detected and isolated in a reason-

ably optimum manner. 

The phenomenal growth of the data-processing indus-

try in the past decade has created many new career op-
portunities (and demands) in the various computer tech-
nologies. One of these demanding professional specialties 
is diagnostic engineering, sometimes referred to as diag-
nostic programming. Diagnostic engineering includes 

the disciplines of, logic design, and system 

c.e.Égl, as well as aspects of feliabiliti, 
and human factors. This article discusses some of the 

fundamental concepts of diagnostic engineering as it 
applies to all data-processing systems. It does not cover 
in detail some of the additional requirements unique to 

time-shared and real-time applications. 
Manually testing extremely complex systems is so 

time consuming that it is, for the most part, out of the 
question. Computer programs—which are sequences of 
coded instructions (commands), in the computer storage, 

that control the operation of the system—provide a means 
for automatic testing. These programs are the primary  
tools of diagnostic engineering for the detection and  

isolation of system errors. 
A iagnos lc program is an automated procedure, 

defined in the form of computer instructions, for testing 

and/or analyzing results. Individual tests are arranged 
in a sequence, and each test result determines which 
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point in the sequence will be executed next. Logical anal-
ysis is accomplished automatically in the same way. 
A predetermined "decision tree" is executed via coded 

instructions. 
The term "error" is used in this article to refer to any 

deviation rom the expected operation or results, includ-
ing design errors, fabrication errors, component mal-
functions, and, in some cases, operator or program errors. 
It would be very convenient to categorize these errors, 
define each category, and develop separate detection and 

isolation procedures. Unfortunately, the distinction 
among the various types of errors is part of the diagnostic 
problem. Where does one start when a complex system 

does not operate in the expected manner? This question 
is the beginning of a diagnostic procedure that encom-
passes all categories of possible errors. 
The life cycle of a data-processing system begins with 

an exhaustive series of tests. Each piece in a complex 
system must be tested and, in addition, the various 

pieces must be tested for proper operation with each 
other; finally, the system must be tested in a manner 
simulating the typical operational use of the system. Thus, 

various levels of testing are implied. The two predominant 
levels are ( 1) unit tests, which involve the testing of single 
units opeàting iI the central processor, and (2) 

system tests,, which involve the testing of several or all 
units operating concurrently in a typical or simulated 

operating environment. 
Generally, unit diagnostics are written for each input/ 

output ( I/O) unit and the various logical subdivisions of 

the central processor. Typically, a unit diagnostic begins 
its test under a controlled set of conditions (that is, one 

I/O device at a time) in order to isolate errors more 
effectively. The testing sequence normally follows a 
logical structure. On the other hand, a system test pro-
gram departs from the controlled environment of a unit 
diagnostic. It is designed to provide a comprehensive 
system test similar to an operational environment. 
There are various levels of unit and system tests; 

sometimes the distinction between the two is arbitrary. 

In addition to levels of testing, a variety of test environ-
ments must he considered, such as engineering, manu-
facturing, shipping, installation, and field maintenance. 
The unique requirements of each of these environments 
must be considered in planning a diagnostic strategy for a 

data-processing system. 

System design 
Diagnostic engineering begins in the initial phases of 

system design. A maintenance strategy is defined and the 
system is designed to include features necessary to meet 
the requirements of this strategy. Special features, known 
as "diagnostic handles," are needed for testing the 
system automatically, and for providing adequate error 
isolation. The diagnostic program must be able to control 

the system logic in slightly different ways from the 
operational programs. Examples of the things a diagnostic 

engineer looks for in the design stage are: 
1. Special circuits to inject errors for testing error-

detection circuitry under program control. 
2. Automatic feedback loops for programmed checking 

and analysis of output devices. 
3. Program-controlled switches to reduce the need for 

manual interventions. 
4. Programmed sensing of the status of key control 

circuits and internal registers not normally available 

under program control. 
The diagnostic engineer plays a multiple role as part 

of the design team. His knowledge of logic design and his 
programming background allow him to obtain a goot 
grasp of the total system design. He can readily correlate 
the impact of a particular logic design in one area on the 

overall functioning of the system. As the design begins to 
take shape, a detailed review of this logic is performed to 
develop the diagnostic plan. This review often uncovers 
some design errors even before fabrication. Throughout 
the design cycle, frequent and close communication is 

required with the design engineers. 

Engineering test 
The first system to be fabricated (the engineering 

model) has unique test requirements. Many errors will 

exist both in the system and in the test programs. Simple 
test programs are used to " bring up" the system, followed 
by a complete set of functional tests to verify that the 
system performs all the functions in the precise manner 
described in a set of functional specifications or the user's 
manual. For example, each computer instruction (com-
mand) will be executed with various options to insure that 

the proper result occurs. To prepare these functional 
tests, it is important that the limetional specifications 
(what the machine should do) be referenced and not the 

actual logic design (what the machine does); otherwise, 
the end result is a test of the machine as it is designed and 
not necessarily as it was supposed to be designed. 

Functional testing alone, as exhaustive as it may seem, 

is not sufficient to test a large data-processing system. 
The internal logic of the system must be referenced to 

ensure that all the logical paths are tested. Then finally 
there is that illusive type of error that does not occur 
according to a logical pattern. Even though all the logic 
blocks (circuits) and all the paths ( interconnecting wires) 
have been tested, some unique set of timing conditions 

or some unique pattern may cause a failure. 
It is impossible to test for all possible data patterns 

and timing conditions. A simple 32-bit register has 232 
possible combinations, not to mention gating-in, gating-
out, and control circuits. The number of possible com-
binations for a system with thousands of logical circuits 

approaches infinity. Even if the test programs were avail-
able there would not be enough time in the life of the 
system to run all of them. 
Although 100 percent detection is not possible, it can 

be approached. Worst-case test patterns are developed 
using knowledge gained from past experience and the 

knowledge of the design engineers. 
The difference between functional tests and circuit 

level tests can be illustrated with an example from IBM's 
System/360. The central processors of models 30, 40, 50, 
65, and 75 are all program compatible; that is, there is a 

basic instruction set that operates in the same way in 
each computer. The description of the instruction set is 
identical for all these models and the same program can 
be used to operate all of them. However, because of dif-
ferences in internal speed, core storage capacity, features, 
etc., the internal logic design of each central processor 

is quite different, and thus two types of tests are needed. 
There is a set of functional tests that can be used to test 
all models for functional compatibility. These programs 
were written by referencing the System/360 principles of 
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THE DIAGNOSTIC ENGINEER uses a computer to assist in the preparation of a diagnostic program. At the 
left are some of the sources of information; at the right are the principal parts of a diagnostic program. 

operation (the programmer's manual). On the other 
hand, there are diagnostics, unique for a given System/360 
central processor, that test the unique logic and use the 
internal logic design as a reference point. 

Production and maintenance requirements 

When a data-processing system progresses from the 
system design and engineering test phases into the produc-
tion phase, there are additional diagnostic requirements. 

The diagnostic engineers who wrote the programs and 
assisted in debugging the first models must now make 
these programs available for others to use. Good docu-
mentation of the diagnostic programs is essential so that 
other test engineers will know when and how to use the 

program and how to recognize and interpret the error 

indications. 

Although the design errors have been removed from the 
system, the diagnostic tests must be effective in handling 
multiple fabrication errors and component failures in the 
manufacturing test environment. Testing begins with a 

small subsystem, and progressively encompasses more 
equipment until the entire system is operating properly. 
Then, the final shipping test should be the most stringent 
test possible. Since this last test provides a "go/no-go" 
decision, speed and thoroughness take priority over the 

degree of isolation. 
When the system reaches its destination, an installation 

test similar to the final shipping test is required to ensure 
that nothing detrimental happened to the equipment in 
transit. If the system is actually a subsystem of a larger 
system, another level of test may be required. After a 
successful installation, the requirement is for good field 

Dent—Diagnostic engineering 10 



maintenance for the life of the system. Ideally, single 
errors are detected, isolated, and repaired one at a time. 
A diagnostic program, written strictly for the maintenance 
environment, can take advantage of the single-error 
assumption in making a diagnosis. Since we do not live 
in an ideal world, however, the field maintenance diagnos-
tic must be capable of coping with multiple failures. 

Usually, one program or set of programs is written to 
satisfy each of the various test environments. Functional 
specifications and design logic are referenced. Multiple 
options are designed into the program, which the test 
engineer can select or delete to fit each particular error 
situation. In some cases, a diagnosis is attempted; if 
the diagnosis is incorrect, or none is offered, the error 
symptoms are printed or displayed to assist the test engi-
neer in making a diagnosis. 

Diagnostic techniques 

Diagnostic programs generally employ a mixture of 
testing and isolating techniques. The mix will depend 
upon the equipment being tested and the purpose of the 
test. The basic techniques are as follows: 

The building-block approach starts with the simplest 
test involving the smallest amount of circuitry possible. 
Each additional test includes a small additional amount 
of circuitry. Failure to pass a given test at any point in the 
test sequence indicates that the probable cause of error 
is the additional circuitry being tested. This technique is 
particularly effective when there are multiple machine 

malfunctions. Since each error is repaired as it is detected, 
before the test sequence is continued, multiple failures 
should not confuse the diagnosis. In addition, it is not 
necessary to rely on a defective computer to analyze test 
results. Although this technique is disadvantageous in 
that it is time consuming, the time required is insignif-
icant for the central processor because of the speed at 
which instructions are executed. 
The go/no-go approach usually starts with a quick test 

of a large amount of circuitry. The strategy is to "zero 
in" on an error. The system program is designed to isolate 
errors to a small area of the system (that is, a specific 
unit or logic function). A more specialized diagnosis is 
then used for that specific area in order to narrow down 
the trouble further. This technique provides the fastest 
test under successful conditions, and is often used to 
provide rapid checkout of a large system. When the diag-
nosis is correct, the isolation time is optimized. On the 
other hand, an incorrect diagnosis can lead the test 
engineer up a time-consuming blind alley. Multiple errors 
are difficult to handle with this approach. 

The multiple-clue approach uses a series of individual 
tests, saving the success or failure indications of each. 
Each test in the series will take a slightly different path 
through the maze of logic. At the end of the series, all 
the test results are analyzed and a diagnosis is made. 
For example, if paths 1, 3, 7, and 10 failed, any circuit 
common to these paths would be suspect. This technique 
is particulary useful for circuitry (logic) that cannot be 
adequately diagnosed by any one test; that is, the 
smallest amount of circuitry used by any single test is 
still too large. 

Error-environment recording depends on special cir-

cuitry for detecting errors. Records are kept of the error 
and the machines "environment"—that is, the status of 
indicators, contents of registers, etc. Isolation of the 

A TYPICAL DIAGNOSTIC TAPE for a data-processing sys-
tern includes many programs. The system must pass basic 
tests before diagnostic program is run. Each unit must 
be tested before a more sophisticated system test is used. 

error is then attempted by analyzing this recorded error 
environment. This technique, unlike the previous ones, 
is effective for diagnosing the intermittent error, partic-
ularly if the malfunction occurs in normal operation 
but cannot be recreated in a diagnostic test. The success 
of this "one-shot" diagnosis depends on the resolution of 
the error indicators, the exact environment saved, and 
the speed—relative to the speed of the computer—with 
which errors are detected and the environment captured 
for later analysis. 

Preventive maintenance techniques belong in a separate 
category because they predict and repair abnormal condi-
tions before they result in system errors. A failure to 
pass a test indicates a marginal condition but not neces-
sarily a failing condition. The required adjustment can 
be made before it results in a loss of computer time for 
the customer. 

It is important to point out that a certain amount of 
basic control and logical circuitry must be functioning 
before the computer itself can be used effectively to 
control the sequencing of tests and to analyze test re-
sults. This operating hard core involves a substantial 
amount of circuitry and demands special attention in 
developing the diagnostic strategy. First it must be 
defined, usually in the form of a set of basic computer 
instructions or commands, and then these instructions 
and associated computer circuitry must be tested without 
using other instructions or depending upon the com-
puter logic for analysis. Either manual techniques or 
additional circuitry, or both, are used for this purpose. 
This additional circuitry, when used, now becomes the 
"hard" hard core—if you will pardon the expression. 
It is obvious that a hard-core test is the first step of a 
building-block approach. 

Human factors 

If we view the diagnostic problem from the point of 
view of the test engineer, we can immediately appreciate 
the enormous human-factor problems. The test engineer 
is faced with a sophisticated system that, for some un-
known reason, is not operating properly (or not oper-
ating at all). The design of this same system required a 
team of specialists in circuit design, logic design, system 
design, mechanical engineering, programming, etc. The 
system was manufactured by experts under controlled 
factory conditions. The customer engineer's job is to 
find the cause and take corrective action. 

In order to assist him, the computer manufacturer has 
supplied a multitude of aids: a complete set of manuals 
describing the theory of operation of the system and each 

FLOW CHART, illustrating the concept of total error man-
agement of a data-processing system. 
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of its subassemblies; a complete set of logic diagrams, 
showing each circuit and all point-to-point wiring; 
manuals, flow charts, and listing for the operating 
programs; numerous diagnostic programs with their 
write-ups, flow charts, and listings; maintenance aids, 
including numerous lights, buttons, and switches; an 
oscilloscope, tool kit, spare parts, etc. 
The test engineer requires many aids because he is 

faced with a variety of environments and situations. He 
may want to verify rapidly that the system is functioning 
properly (go/no-go test). If he has no idea where the 
trouble is, he may want to begin with the very first test 
program on the diagnostic tape and automatically se-
quence through all tests. If he has a good idea where 
the trouble is, he may want to select a specific program on 
the test tape. He may want to loop on a given program, 
or one test routine for scoping purposes. He may want 
to delete error printouts, stop on the first error, and skip 
certain tests. In short, the test engineer requires a flexible 
system of automatic tests. However, one of the problems 
of diagnostic engineers is to make this wealth of materials 
more manageable and useful. Conventions must be 
established and an interface provided through which the 
test engineer can communicate with this system. This 
interface must also provide a medium for the individual 
diagnostic programs to communicate meaningful test 
results. 

The diagnostic monitor or control program 

As a partial solution to the human interface problem 
between the test engineer and the system of automated 
diagnostic tests, the diagnostic monitor or control pro-
gram has evolved. It is to the maintenance system as the 
operational control program is to the operating system 
(user's application program). Some of the functions per-
formed by the diagnostic monitor are: 

1. To control the sequence of tests automatically, by 
selecting the test from the diagnostic file, initiating 
and terminating the test, and controlling the mode 
of operation. 

2. To accept and respond to input from the test engi-
neer by defining the system to be tested and the 
diagnostic mode of operation, selecting a specific 
test, terminating a test in progress, and altering the 
test sequence. 

3. To communicate test results to the test engineer, 
including success or failure indications, failure data, 
failure diagnosis, and other test information. 

The numerous diagnostic tests required for a sophisti-
cated system are frequently written by different people, at 
different times, and even at different locations. It is 
essential to establish a diagnostic architecture or frame-
work in order to get some consistency in the human inter-
face. The diagnostic monitor or control program provides 
this framework. 
The trend toward larger and more complex data-

processing systems continues to tax the imagination of 
diagnostic engineers. Technological improvements have 
been continually providing us with faster and more 
reliable components. The failure rate per function is there-
fore decreasing. The same technology is also providing 
smaller components, thus giving higher logical density; 
consequently, the failure rate Der cubic foot tends to 
increase. Coupled with this trend is the continual trend 
toward more sophisticated systems, with large equipment 

complexes, and sophisticattu ,,,;1.imming packages. 
Because of the sheer quantity of components, such sys-
tems must be designed to tolerate malfunctions. Tech-
niques have been developed to detect errors automatically, 
and to take corrective action in milliseconds, faster tha, 
any human being could possibly react. Techniques have 
been (and continue to be) developed to detect a faulty 
unit, to adjust the system to operate without that unit, 
and to allow the unit to be serviced. 
These system-error management and serviceability 

techniques are accomplished through a combination of 
special equipment design (logical circuits) and special 

programming techniques. Possibilities considered in the 
design include: 

1. Error-detection circuitry using some form of redun-
dancy for the quick detection of errors. 

2. Save mechanisms (circuitry) to preserve the system 
environment and error data for later program anal-
ysis. 

3. An interrupt system (circuitry) designed as an 
integral part of the system to stop the operation in 
process and turn the control over to a diagnostic 
routine (program). 

4. Diagnostic routines (program) to analyze the error 
data and environment information to determine the 
corrective course of action (for example, retry the 
operation in the case of an intermittent error and 
continue with the system operation at the point of 
error and, in the case of a solid error, readjust the 
system to continue operating without the faulty 
unit). 

5. On-line test routines that are part of the operating 
system (program). These routines allow testing and 
servicing of portions of the system while the rest 
of the system is engaged in useful work. 

Future requirements 

The state of the art of circuit technology, system organi-
zation, and application development has been advancing 
at a rapid pace. New challenges are continually facing 
diagnostic engineering. Some of the more pressing diag-
nostic needs are for 

1. Total error management. 
2. Technicples that will approach 100 percent detection 

in the most efficient manner. 
3. Methods for the economical production of diagnostic 

routines that automatically isolate to the replaceable 
component. 

4. Diagnostic techniques for distinguishing between 
equipment errors and program errors. 

5. Drastic reduction of human-factor problems. The 
quantities of sophisticated equipment, programs, 
and reference materials facing one test engineer are 
getting unmanageable. 

The earlier data-processing systems, which used vac-
uum tubes, relied almost entirely on programs to detect 
and isolate malfunctions. Solid-state circuits, with 
continual reductions in size and cost, made it practical to 
include redundant circuits for the purpose of error detec-
tion. Today's systems have error-detection circuitry that 
will detect a majority of malfunctions. Isolation, for the 
most part, is still performed by programs, which are 
getting increasingly complex. As the cost per logical 
circuit decreases, more of the isolation functions will 

probably be shifted from programs to logical circuitry. 
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Approaching nuclear power 

Practical guidelines are offered for integrating 
a nuclear power plant into an existing utility system. Steps 
for obtaining licenses, choosing the plant site, 
and training personnel are considered 

W. A. Chittenden, A. Nathan Sargent & Lundy 

Because of economic, system expansion, and air 

pollution considerations, the committed capacity of 

nuclear installations in the United States has risen 
from 3500 MW to approximately 16 000 MW in the 

past two years. The factors that should be considered 

in the integration of nuclear energy into a utility sys-
tem are examined in this article. These include site 
location and size, scheduling, authorization, public 

relations, and personnel training. For a typical plant, 

it is estimated that some 90 man-years are required 

for personnel training. 

The application of nuclear energy for generating elec-

tricity has recently assumed a significant and influential 

role in the United States. In the past two years, the com-
mitted capacity of nuclear installations has risen from 
3500 MW to a value approximating 16 000 MW (see 

Table I). Interest by the utility industry in this energy 

source is increasing because of economic considerations, 
expansion needs, and the problems of air pollution from 
coal-fired plants. The recent past has witnessed a narrow-

ing of capital cost differences that have existed between 
conventional coal-fired installations and nuclear units, as 

well as a reduction in nuclear fuel cycle costs. 

Site criteria 
As with all condensing power plants, the question of an 

adequate source of cooling water is of vital concern when 

I. Recent nuclear plant contracts 

Utility 

Unit Operat-
Size, ing 

Manufacturer MW Date 

Commonwealth 
Edison 

Conn. Power & Light, 
Western Mass. Elec. 
& Hartford Elec. 
Light 

Rochester Gas & Elec. 

Consolidated Edison 
Boston Edison 
Consumers Power 

Florida Power & Light 
Commonwealth 
Edison 

Wisconsin Elec. Power 

Carolina Power & Light 
Commonwealth 
Edison 

Northern States Power 
Public Service of Colo. 
Florida Power & Light 

NA 
Duke 
TVA 
Duke 

General Electric 800 1969 

General Electric 600 1969 
Westinghouse 450 1969 
Westinghouse 870 1969 
General Electric 600 1970 
Combustion 

Engrg. 770 1970 
Westinghouse 670 1970 

General Electric 800 1970 
Westinghouse 450 1970 
Westinghouse 700 1970 

General Electric 800 1970 
General Electric 550 1970 
General Atomic 330 1971 
Westinghouse 670 1971 
General Electric 1100 1970 
Babcock & Wilcox 820 1971 
General Electric 1100 1971 

Babcock & Wilcox 820 1972 
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the available sites within a given utility system are being 
considered. Although all of the conventional means of 
supplying this requirement—such as rivers, lakes, and 
cooling towers—are applicable to either a conventional or 

a nuclear plant, a marked difference in the total require-
ments for plants of the same capability may exist. Differ-
ences between light-water-reactor and conventional power 
plants are noted in Fig. 1; the curves are based on a net 
plant heat rate of 11.2 X 106 J/kWh for light-water-reac-
tor plants and of 9.4 X 106 J/kWh for conventional in-
stallations. This significant difference in plant heat rates 
and its consequent effect on cooling-water requirements 
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FIGURE 1. Typical plant circulating-water requirements. 

FIGURE 2. Hypothetical nuclear plant site and environs. 

should be allowed for in estimates of water flow and heat-
sink capability of a particular site. 

Site location and size. When the radiological aspects 
are brought into focus, the nuclear plant generally re-
quires a substantial increase in land area compared with a 
conventional coal-fired plant. A by-product of nuclear 
fission is the formation of radioactive material, which is 
normally confined within the reactor core or system; the 
resulting radioactivity presents a negligible hazard. There 
are, however, two hazards associated with core meltdown 
and the attendant fission product release into the contain-
ment structure: direct radiation and the ingestion of 
radioactive material. Protection against direct radiation 
may be accomplished by providing sufficient distance be-
tween the source and receptor or by providing an ade-
quate intervening shield structure. The release of gaseous 
and volatile fission products leads to ingestion and in-
halation hazards, which are generally the limiting hazards 
against which the plant design must protect the general 
public. 
The suitability of a proposed site may be evaluated by 

considering its hydrology, meteorology, and seismology 
in conjunction with the population distribution and land 
use adjacent to the site. The basic criteria for evaluating a 
postulated reactor core meltdown hazard are defined as 
well as the upper limits for the amount of fission product 
release and leakage from the containment and the allow-
able maximum for radiation exposure to the public. With 
the application of conservative meteorological conditions 
and demonstrable containment leakage rates, values for 

„-City of population in excess 
of 25 000 

Population-center 
distance 
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FIGURE 3. Representative project schedule. 

plant exclusion area, low population zone, and popula-
tion center distance may be derived. In this context, the 
exclusion area is of such size that a person on its boundary 

for an elapsed time of two hours immediately following 
fission product release would receive a whole body radia-
tion dose of less than 25 rems or a total dose of less than 
300 rems to the thyroid from iodine. Likewise, the low 

population zone is of such size that a person on its outer 
boundary would receive equivalent doses when exposed 
to the radioactive cloud resulting from fission product re-
lease; a population center distance 1.33 times the distance 
from the reactor to the outer boundary of the low popula-
tion zones is assumed (see Fig. 2). Engineered safeguards 

built into recent plant designs have permitted significant 
reduction in distance requirements as compared with 
those of less sophisticated designs. 

Schedules 
A four-year schedule from plant authorization to com-

mercial operation has been typical for recently announced 
large-scale nuclear plant projects (see Fig. 3). The first 
hurdle to overcome after plant authorization is the pre-
liminary safeguards report, which is normally submitted 
four months after authorization. This report includes a 
preliminary plant design and the necessary criteria for a 
detailed plant design to insure that the unit can be oper-
ated "without undue hazard" to the general public. 

Ground breaking takes about seven months following 
project authorization, and the construction permit usually 

follows by four months. 
Plant design criteria of light-water-reactor systems are 

based on sufficient experience that the details may be 
developed during the early months following project 
authorization and be submitted to the U.S. Atomic En-
ergy Commission with a request for a construction per-
mit. Regulations require that field work on the permanent 
structure for the plant may not begin until a construction 
permit has been issued by the AEC. Such a permit is based 
on a finding by the AEC that the proposed plant may be 
operated without creating an undue hazard to the general 

5 

public. Therefore, the only field work that may begin be-
fore receipt of the construction permit is that of site prep-
aration and excavation. Construction usually takes some 
44 months to complete after authorization; commercial 
operation starts after four months of testing and shake-

down operation. 
An overall six-year schedule is suggested as representa-

tive of the first large-scale application of an advanced re-

actor concept. As much as 1.5 years may be set aside in 
the schedule to develop the preliminary safeguards report 
and the construction permit application. Further, it is 
reasonable to expect that the time interval for issuance of 
the construction permit may be longer than for a light-
water commercial reactor. Completion of construction is 
estimated at a little over five years after project authoriza-
tion with the remaining year of the six-year schedule 
allocated for initial plant operation and checkout prior to 

commercial operation. 
The sequence of procedures required under the Atomic 

Energy Act is illustrated in Fig. 4. The preliminary safe-
guards report is submitted to the Division of Licensing 
and Regulation (DLR) and the Advisory Committee on 

Reactor Safeguards (ACRS) for their independent review 
and analysis. Copies of the report are also placed in the 
Public Document Room for the interested public. During 

the course of the review, questions that may arise must be 
answered by the applicant; typically, there may be several 
meetings between the applicant and the respective review 
boards to resolve any questions in connection with the 
plant design or criteria. Once it has concluded that the 

proposed nuclear plant could be operated at the site with-

out creating an undue public hazard, the AEC appoints 
an Atomic Safety and Licensing Board to review the ap-
plication and to conduct a public hearing. The hearing 
affords the general public an opportunity to present any 
arguments in support of or in opposition to such con-
struction. Upon conclusion of the public hearing, the 
Atomic Safety and Licensing Board reaches a decision 

and, if favorable, directs that a construction permit be 
issued. Following this, the commissioners of the AEC may 

set the ruling aside or allow it to stand. Once the construc-
tion permit is received, field work may commence imme-
diately. 
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FIGURE 5. A typical station organization chart. 
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Several parts of the foregoing sequence have estab-
lished time limits. The AEC must issue a 30-day notice to 
the public for holding a public hearing; a ten-day period 
must elapse between the directive to issue a construction 
permit and its effective date. In addition, a 45-day limit is 
placed on the review period during which the commis-
sioners of the AEC may set a finding aside. The remaining 
factors are dependent upon the nature of the plant design 
and its criteria, the separate independent review boards, 
and any developments arising from the public hearing. A 
similar procedure is followed upon substantial completion 
of plant construction to obtain an operating license for 

the plant. 
Even after the plant is built and an operating license 

obtained, the Federal licensing and regulatory aspects are 
not at an end. The AEC Division of Compliance periodi-
cally inspects the plant to insure that the unit is being op-

erated in accordance with the limitations of its operating 
license. Procedures for modifying the operating license 

for increased power output or other changes follow well-
established lines that parallel, to some degree, the original 

licensing procedures. 
Because the licensing of nuclear plants is a function of 

the Federal Government, the various states have had, to 
date, a limited influence on the design and construction of 
nuclear plants. In the future this situation is likely to 
change somewhat from the standpoint of the effect of 
operation of such plants on the ecology of the plant envi-
rons. At present, it would seem that state requirements 

will be similar to those associated with conventional 
plants with respect to safety codes; however, radiation-
exposure control of operating personnel will receive par-

ticular attention. 
Public relations. The most successful public relations 

programs have been extensive and responsive to all levels 
of public interest. These programs have included a 
speakers' bureau, specific arrangements for tours and 
programs for various levels of local schools, and pro-
visions for accommodating the public at the plant site. 
If a plant is not under active consideration, a long-range 
approach to the matter of educating the public for accept-
ance of nuclear energy may be incorporated in the nor-
mal utility public relations programs. Certainly, the util-
ity itself is in an excellent position to gauge public opinion 
in its service area; on the basis of these judgments, cus-
tom public relations programs may be developed to cope 

with the problems in any specific area. 

Personnel and training 

An important factor to consider early in the develop-
ment of a nuclear plant organization is the creation of a 
special plant staff concerned with nuclear matters only. 
The nuclear plant organization should reflect the standard 
practices of the utility's conventional plants wherever 

possible, particularly with respect to the use of manpower, 

the location of the plant within the system, union agree-
ments, maintenance philosophy, and the projected plant 
loading schedules. The functional responsibilities and the 

number of people needed to operate and maintain a nu-
clear plant may be based on an expansion of the organiza-
tional assumptions developed for the system's conven-
tional units. These factors include the projected number of 
other nuclear plants within the system, source of major 

overhaul and maintenance personnel, and the extent of 
technical staff responsibilities for continuous plant opera-

tion and of company policy with regard to backup per-

sonnel for vacation and illness. 
Experience has suggested that the vast majority of per-

sonnel requirements can be met from within the utility's 
present organization, with a limited number of personnel 
being recruited from the nuclear industry. A representa-
tive organiration for a 500-MW plant is illustrated in Fig. 
5. This chart covers the functional responsibilities associ-
ated with station management, maintenance, operation, 
and technical support and plant services; a total staff of 67 

persons is indicated. 
Training programs. The training requirements for plant 

personnel may be broken down into separate categories 
for management, technical personnel and senior control 
operators, foremen and control operators, and all other 

plant personnel. Specific classroom and on-the-job train-
ing and special programs for each category of personnel 

are required. 
The current practice for an initial nuclear installation 

is to have the reactor manufacturer conduct a series of 
courses for senior personnel. These personnel may then 
become an integral part of the teaching staff for the re-
maining people at the plant site. 

Nearly all of the plant personnel will be actively partic-
ipating in the development of operating procedures and 
in the conduct of preoperational tests prior to plant start-
up. These practices develop the requisite familiarity with 

and knowledge of plant design and operating characteris-
tics as well as the nuclear theory necessary for the licens-
ing of reactor operators by the AEC. Typically, the assist-

ant station superintendent, the supervising engineer, and 
the control operators may each be licensed to operate the 
plant. For the representative plant organization shown in 
Fig. 5, approximately 90 man-years are required for per-

sonnel training. 
Prior to operation, senior personnel from each of the 

plant divisions may be in training programs of upwards of 
two years, covering basic nuclear technology, radiation 
protection, work training in nuclear engineering and 
respective specialty areas, and operator on-the-job train-
ing. Fewer senior personnel will be involved for shorter 
periods of time in less rigorous training programs which 
emphasize those topics most important for the individual 
job assignment. The training program covers all per-
sonnel; for example, clerks, storekeepers, and janitors re-

ceive a course in radiation protection. 

Conclusion 

I he significant number of recent commitments for 
large-scale nuclear units throughout the United States 
attests to the acceptance of this new energy source by the 

electric utility industry. Implicit in this widespread accept-
ance is an economic position that suggests that an in-
creasing number of utilities will be looking to nuclear en-
ergy to serve their expanding system requirements. Fur-
ther, the problems of air pollution that are associated 
with coal-fired plants have contributed to the need for this 

activity. 
The factors discussed in this article are the prime con-

siderations entering into the decision-making process. 
That the overall capabilities for developing this energy 
concept exist in utility organizations is demonstrated by 
the experience of those who have made nuclear commit-
ments. The utilization of nuclear power by a large number 
of utilities seems just a matter of time. 
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Scanning the issues 

A Single Page. Integrated electronics 
s now officially defined by the IEEE 
is "that portion of electronic art and 

echnology in which the interdependence 
)f material, device, circuit, and system-
iesign considerations is especially sig-
lificant; more specifically, that portion 
d the art dealing with integrated cir-
:uits." This definition, and seven others 
—element, integrated circuit, mono-
ithic integrated circuit, multichip in-
egrated circuit, film integrated circuit, 

iybrid integrated circuit, and substrate 
—constitute a single but significant page 
n the current issue of the IEEE JOUR-
1AL OF SOLID-STATE CIRCUITS. The 
ignificance of these definitions is that 
lespite the almost universal interest 
tmong IEEE members in integrated 
lectronics, there has been a prolonged 
Isence of an adequate set of terms and 
lefinitions pertinent to this important 
ield. This single page then constitutes 
omething of a long overdue achieve-
nent. 
A suggestion of the kinds of difficulties 

hat obstructed progress on this issue is 
ontained in the brief introduction by 
•ditor James D. Meindl. The IEEE ef-
ort to select and define appropriate 
erminology for integrated electronics, 
vleindl says, can be traced to co-
Prdinated AIEE-IRE attempts in 1960. 
Uthough the need was recognized 
!early, progress toward a Standard was 
mpeded by the number of diverse view-
points that influenced these early at-
empts. As a consequence of reorganized 
fforts following the formation of the 
EEE and the appearance of a measure of 
onsensus within the electronics corn-
lunity, tangible progress toward a 
,tandard occurred in late 1964. A first 
[raft was produced within the Solid-
late Standards Committee of the Group 
,n Electron Devices in early 1965. After 
iodifickttion, it was submitted to the 
EEE Standards Committee and ap-
'roved in September 1966. 

And meanwhile, as the years passed, 

other groups and organizations were 
drawing up their own definitions; thus, 
as Meindl says, the long absence of a 
national consensus has made it difficult 
to offer a unified U.S. position. 

Considering the years of labor that 
have gone into the birth of this single 
page, it is almost diabolical to take 
the Terms Task Group to task for split-
ting their infinitives, but editors can 
never rest easy when confronted even by 

such minor imperfections. It shouldn't, 
however, take more than another year 
to bring about complete perfection. 
("Definitions of Terms for Integrated 
Electronics," IEEE Journal of Solid-
State Circuits, March 1967.) 

Electron Devices. A number of the re-
cent issues of the IEEE TRANSACTIONS 
ON ELECTRON DEVICES have included ar-
ticles of more than ordinary interest. 
In the May issue, for instance, " Device 
Modelling" by John J. Sparkes clears up 
some points raised by earlier authors 
on the problems of modeling electronic 
devices. In particular, Sparkes questions 
the wisdom of trying to achieve a gen-
eral theory of modeling. That is, models 
of electronic devices have to express 
the physical structure of the device, 
represent the significant conduction 
processes of a device, and lead to use-
ful equivalent circuits for circuit anal-
ysis. Sparkes suggests that a deliberate 
separation of these different func-
tions might be preferable to attempting 
to lump them together. 

Since modeling is such a basic in-
gredient in all types of engineering, it 
does no harm to repeat Sparkes' 
statements on its aims: 

I. We want a one-to-one correspond-
ence between the model parameters of 
the device and the physical processes 
so that we can calculate one from the 
other and consequently can interpret 
performance requirements of the device 
in terms of physical structure and prop-
erties. 

2. We want our circuit model simply 
to help us design circuits using the 
device. (Since, incidentally, this is 
the ultimate objective of all device 
modeling, therefore, it should per-
haps be regarded as the primary ideal.) 

3. We want understanding and insight 
partly for educational purposes and 
partly so that we can visualize the 
effects of change of environment, cir-
cuit performance, etc. It is here that 
the general-purpose model is needed, 
provided its generality does not con-
fuse its purpose! 

In the article, Sparkes discusses 
in a clear and straightforward style 
each of these aims, with particular 
reference to the active region of oper-
ation of the junction transistor, since, 
he says, it highlights many of the points 
in question. 
Of somewhat more specialized interest 

is an article in the April issue, "The 
Accuracy of Numerical Solutions for 
Electron Gun Design," by Vladimir 
Hamza and Gordon S. Kino. These 
authors have successfully attacked an 
important facet of digital computer 
programming for analysis of Pierce-
type electron guns, and have thereby 
added a novel concept to what is now a 
well-established technique. 

For those who do not know, Hamza 
and Kino point out that during the 
last five years there has been a consider-
able effort to design electron guns by 
using high-speed automatic digital com-
puters. In the past, space-charge-flow 
problems were solved primarily through 
analog techniques such as the electro-
lytic tank, resistance network, or rub-
ber membrane. Some of these analog 
techniques require complicated and ex-
pensive equipment, and all have limited 
accuracy. Numerical analysis, with high-
speed automatic digital computer, is 
eminently suited to solving problems 
of this type. 
By various means discussed in the 

article, Hamza and Kino find it possible 

to increase the accuracy of numerical 
solutions by an order of magnitude or 

more. The editor of these TRANSAC-
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the only magazine serving 
the Whole e/e engineer 
Electrical/electronics engineers 
rely on but one magazine to keep 
fully abreast of every important de-
velopment in their fast-moving field. 
Sure, there are many "new product" 
or "news of the industry" magazines, 
a handful of "how to do its". and a 
wide selection of "specials" that cater 
to small vertical audiences within the 
industry. But do you know of one 
magazine besides Spectrum that en-
compasses the entire electrical/elec-
tronics universe? 
Spectrum is designed to be broad. 

the 
institute of 

electrical and 
electronics 
engineers 

One of its basic policies is to educate 
its readers away from the pitfall of 
over-specialization. Its articles, soli-
cited from the top men in the industry, 

are well illustrated, carefully edited— 
often rewritten to make them appeal-
ing and easy to digest. As a result, 
they're eagerly sought by Spectrum's 
145,771* engineer/ 
executive audience. 
This interest extends 

to the advertising. These are the men 
who can act on your ads—decision 
makers who are involved in every 
type of electrical/electronic purchase. 
You can reach this audience for about 
one cent per page per prospect.** It's 
the biggest buy in the industry—at the 
lowest rate per thousand. 
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ENGINEERS: 
UNIVAC and you: 

words to program 
a career by ... 

'Yli 
flolf 

"FLIP-FLOP" (verb). 
In the "USA Standard Vocabulary for Infor-
mation Processing" this word means one 
thing. But in terms of your career it could 
mean changing jobs too frequently; or chang-
ing from one career dead-end to another. 
So we encourage scientists and engineers 
and skilled programmers to ask any and all 
questions which can acquaint them with 
every aspect of a proposed move to UNIVAC. 
Just for example, here are some of the 

positions we now want to fill 

• Advanced Electronic Circuit Studies 
• Integrated Circuits and Thin 

Film Studies 
• Ultra-High Speed Integrated 

Circuit Interconnections 
• Computer Manufacturing 

Engineering 
• Industrial Engineering 
& Cost Analysis 

To make sure a change is a real step ahead, 
not a mere " flip-flop," write and tell us all 
about your experience, your desires, your 
hopes for the future. Include any questions 
about UNIVAC. We'll write back, as com-
pletely as we can. Write: John D. Hallen. 
berg, Employment Manager, Dept. 508. 

Write today and make an 
appointment with tomorrow. 

UNIVAC 
data processing division 
2276 highcrest drive 
roseville, minn. 55113 
telephone 612-633-6170 

An equal opportunity employer M/F 

Evolution or revolution? 

Is it desirable that we make our patent 
laws "uniform with those of the rest of 
the world ?" 

Whatever our patent shortcomings 
may be, the United States system has 
been one that promotes publication, has 
advanced technology in the United 
States at what appears to me to be a 

greater rate than that of England or 
France, and has given me, as an inde-
pendent inventor, my licenses, and the 
public some degree of satisfaction. 
With reference to "Spectral lines" in 

the April issue of SPECTRUM, my reac-

tions to the three "consequential" 
changes are, first, that patenting to the 
first to file would be most unjust. The 

present U.S. system provides for the 
patent to be granted to the first to in-
vent. Although the "first to file" concept 
might lead to fewer interferences, it 
would retrogress to a system we aban-
doned nearly a century ago. Second, 

"preliminary" application would revive 
the old "caveat," which was abandoned. 
Third, computer programs are somewhat 
like "blank forms" and blank graph 

sheets; they are not currently patentable 
nor recognized by copyright law. Trade-

marks would not seem to offer protec-
tion. Patents would be of doubtful value 
since enforcement would be almost im-
possible. Yet, when one invents a new, 

useful, time-saving programming 
method, I'd favor his being permitted to 
reap some reward. Perhaps a special 
class comparable to plant and design 
patents could be evolved. 

Personally, I'd rather see our present 
system evolve than suffer a revolution, 

Pau/ W. Klipsch 
Hope, Ark. 

Solid-state opportunities 

I read with interest the article entitled 
"Limitations in Solid-State Technology" 
by E. G. Fubini and M. G. Smith (see 
SPECTRUM, pp. 55-59, May 1967). I 
would like to emphasize one important 
point not discussed in the article and 
which seems to be overlooked under the 

present technological developments. 
If we examine the past five or six years 

we see that what we have done, with the 
exception of some isolated cases, such as 
surface studies, is to decrease the size of 
elements in a given area for the sake of 
improving the gain-bandwidth product 
of circuits. Nobody can deny the ad-
vances in the fabrication technology and 
its effectiveness in realizing improved de-

vices. If we extend our memories beyond 
six years, we find that one of the advan-
tages of a solid-state device was discov-
ered to be its functional property. For 
example, a Shockley diode, connected 
properly to a battery and a resistor, 
could perform a bistable flip-flop action 
as well as a stable multivibrator action 
with frequencies in the range of a frac-
tion of a cycle.' Similarly, the tunnel di-

ode later proved to be a useful device 
both in analog and in switching areas.' 

Thus, the negative-resistance proper-
ties of the above devices proved to be 
very useful, provided they were being 

utilized properly. Unfortunately, not 
enough time was devoted to the proper 
utilization of such devices. Other useful 
semiconductor elements, such as delay 
elements, unijunction transistors, etc., 
were neglected for the sake of improving 
the fabrication technology. For example, 
delay elements can be used very effec-
tively in building parallel to serial con-
verters in digital systems and, most im-

portant of all, they can be used as sum-
ming elements in additive amplifiers to 
improve the gain-bandwidth product of 
existing video amplifiers far beyond their 
present leve1.2 Another important con-

cept is the use of silicon dioxide in con-
nection with active elements to realize 
memory devices. 2 
The above examples are only a few 

possibilities among an infinite number of 

opportunities. With the improved fabri-
cation technology, it is possible to 

achieve certain functions in a much 
simpler way and to realize functions that 
were not previously possible with exist-
ing technological concepts. 

Vasil Uzunoglu 

South Hampton, Pa. 
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International units 

The advantages to IEEE members of 
using siemens (symbol S) instead of mho 
as the unit of conductance are: ( 1) We 
would at last have a truly internationally 

accepted term and symbol, which would 
facilitate the exchange of scientific infor-
mation on a worldwide basis. (2) The 
symbol S is much more convenient' for 
use in the laboratory and for the reader, 
printer, or typist than B, i1-1, or A/V. 
I would ask your correspondents (see 

SPECTRUM, pp. 154-157, Apr. 1967) to 

remember the difficulties caused by the 
lack of international agreement when 
trying to teach a group of students from 
different continents. One of the most 
disheartening and frustrating experiences 
is to find that one's laboratory equip-
ment and associated handbooks, includ-
ing that from the United States, have 
terms and symbols that do not follow 

international standards. 
It may be of interest to note that cor-

respondence published elsewhere' did 
not provoke any reaction against the 
adoption of the term siemens and its 

symbol S. 
G. May 
Surrey, England 

1. May, G., "Use of S.I. units ( Letter)." The 
Radio and Electronic Engineer, vol. 32, p. 232, 

Oct. 1966. 

When units are selected, the total 
scope of convenience or annoyance is 
often difficult to anticipate. My typist 
liked cps much better than Hz because it 
did not involve use of the shift key on her 
typewriter. Shifting up and down takes 
longer than typing one character, so cps 
types much faster than Hz. My students 
have adapted, but the vocalized units 
sound like: " Hurts, Kurt's, Myrt's and 
Gert's." 
I am rather afraid of what they would 

do with siemens. 
Edward J. Gauss 
College, Alaska 

Mr. May's comments are well taken, 
but although the name siemens has been 
recommended for the unit of conductance 
by the International Electrotechnical 
Commission, there is some question 
whether it will become a "truly interna-
tionally accepted term." In April 1967 the 
Consultative Committee on Units of the 

International Committee of Weights and 
Measures (ICWM) met in Paris and dis-
cussed new short names for derived units in 
the International System. Both siemens 
and pascal (for newton per square meter) 
were considered, but the Consultative 

Technical correspondence 

Committee decided not to recommend any 
more short names. Unless the ICWM 
overrules its own committee, these names 
will not be added to the International Sys-
tem in the near future.—Bruce B. Bar-

row. 

The problem of standardization of 
units and symbols is one of express-
ing the most information in the clearest 
possible manner, using the least number 
of words and/or symbols. Any language 
that does this, be it in words, symbols, or 
abbreviations, must be a natural tool of 
the user for him to derive the greatest 

benefit from it. 
In order to serve the purposes of trans-

mitting information clearly, rapidly, 

and with ease, the language must be a 
habitual part of one's approach to a job. 
If ease of expression is suppressed for 
standardization, the very real danger of a 
lack of interchange occurs, with the high 
probability of disastrous consequences. 
Thus, the language must be developed 
for the user—not the habits of the user 
for the language—if optimal communi-

cation is to result. 
If for some logical reason the majority 

of users agree to a modification of this 
language, be it for standardization, 
clarification, or just for arbitrary change, 
then, to the extent that the modification 
satisfies the majority will, such a change 
should be made. My sampling of the 
majority is limited to my immediate as-
sociates and thus not truly representa-
tive. However, this group, with diverse 
educational and geographical back-
grounds, disagreed—to the last man--
with all of the changes discussed in the 
previous articles and with some change 
not mentioned in these articles. When 
closely questioned, the unanimous con-
sensus was that there is no logical basis 
for the change of the names of units as 
proposed. 
The new system of units is not natural. 

It requires a translation from the stated 

unit to one of familiarity and, in doing 
so, serves no useful purpose to the user, 
for whom the language should be a ser-

vant, not vice versa. 
It is agreed that there is some logical 

justification in the change to "hertz" for 
the unit of frequency. There is some 
chance that a misunderstanding due to 
the possible suppression of the sec-1 in 
cycles/second would occur. However, to 
my knowledge, this has never occurred 
and the use of cycles/second is a very use-
ful tool for explaining to the uninitiated 
what frequency is, using graphical 

means. 
To add insult to injury, a colleague 

rCareer Appointments 

New Perspectives in 

Cost-Benefits 
Analysis 

Booz. Allen Applied Research 
has a significant record of 
achievement in bringing valid 
new perspectives to questions 
of optimum cost vs. optimum 
value. Current work in cost-
benefits and cost-effectiveness 
analysis spans a wide spec-
trum: scientific space satellites 
. . . R&D facilities for space 
activities, and preflight check-
out buildings . . . mass rapid 
transit (ground and water-
borne) . . . naval and army 
logistics and army mainte-
nance. And these are only the 
latest of programs dating back 
more than a decade and rang-
ing from submarine communi-
cations to air-launched space-
craft. 

If you are intrigued by cost-
benefits problems of national 
and international importance, 
and can bring us appropriate 
skills and perspectives, con-
sider a career with Booz-Allen 
Applied Research. Require-
ments include an advanced 
degree (or bachelor's degree 
and 3-5 years' experience) in 
mathematics, statistics, eco-
nomics, a physical science or 
engineering. Please write Mr. 
Robert E. Flint, Director of 
Professional Appointments. 
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SUPERCONDUCTIVE DEVICES 

Talk with the RCA engineering 
staff which pioneered the ad-
vanced technology of high-field 
superconductive devices. 

The continually expanding field 
of superconductivity affords 
unique opportunities to engineers 
and physicists experienced in 
either superconductive devices, 
electromagnetic devices (magnets), 
a ndjor cryogenics. 

To arrange a convenient inter-
view, phone collect or forward 
your resume to: 

Mr. M. D. Lyden 
RCA Electronics 
Components & Devices 

415 S. Fifth St. 
Harrison, N. J. 
Phone (201) 485-3900, 

Ext. 2013 
An Equal Opportunity Employer 

The Most Trusted Name 

in Electronics 

telephoned an editor of a representative 
trade journal on this question. This edi-
tor stated that, on a national basis, the 
editors of similar magazines had met and 

chosen their own standard set of nota-
tion, different from that recommended 
by the IEEE, and, unless severe criticism 
resulted, such notation was fixed. 
We are thus faced with three sets of 

notation: ( 1) our natural, historically 
developed one; (2) the IEEE recom-
mended notation, with its slight varia-
tions on the international standard; and 
(3) the publication standard, which 
differs slightly from (2). Why should we 
change "db" to "dB," "h" to "H," "g" 
(gauss) to "G," "pf" to "pF," "mc" to 
"MHz," etc., when for years these have 
been perfectly acceptable and usable 
units, engendering no confusion and ad-
mitting to ease of understanding and 
ready application? 

If we must change something for the 
sake of consistency, let it be the rules (for 
example, Section 3.2 of IEEE Standards 
Publication No. 260) so that the Ian-
gauge described and guided by . them is 
truly that of the user, not an artificial 
imitation (for instance, see Webster's 
New Collegiate Dictionary, "The Use of 
Capitals," 1959, p. 1155). 

D. E. Rogers 
Shrewsbury, N.J. 

I have read the letter on " International 
Units" by R. W. Beatty in the April 1967 
issue of SPECTRUM and would like to 
make a few comments on it. 

Mr. Beatty states that " the adoption 
of the International System of Units as a 
whole was probably a good thing" but 
he wants to make a few exceptions, such 
as the " hertz" and the "dB." He thinks 
that these are very unpopular. This is a 
matter of opinion, since I think they are 
very popular. However, this looks to me 
more like a case of: "I am all for it, but 
don't touch my pets." If Mr. Beatty 
would take the time he would find that 
"hertz," for instance, has been in use in 
many countries outside the United States 
for many decades. It is nothing new, it 
is just new to a few people here. 

In this connection, I would like to 
commend the IEEE for taking this for-
ward-looking stand on the use of proper 
units and having the courage to support 
a change long overdue. I think this is 
progress. I would like to see more editors 
and publishers adopt a firm policy and 
insist on using the International System 
of Units. If there is no mandate to ad-
here to the rules, then there will always 
be a few who want to have their own pet 
units and we will never get on the same 

"language" with other nations. The 
Journal of Applied Optics has set a very 
good example. They had the courage to 
state in their Information For Contrib-
utors: "The metric system of units will 
be used in all papers published in Ap-
plied Optics." I think this is a very nec-
essary decision to ensure the uniform 
use of the International System of Units. 

This is also to let you know that I like 
IEEE SPECTRUM very much because it 
contains articles of general interest to 
everybody in the IEEE and which are not 
too highly specialized. I consider IEEE 
SPECTRUM an important and necessary 
link between all the specialized Groups 
of the IEEE. 

M. Bodner 
Burbank, ca/if. 

Error of omission 

It has been called to my attention that 
a minor error appeared in my article 
"Interaction Between Light and Sound" 
(see SPECTRUM, pp. 42-54, May 1967). 
The equations for /Ill° in the last para-

graph of the section on "Efficiency" on 
page 48 are given as if efficiency did not 
depend on light wavelength. Actually, 
the numerical factor in these equations is 
proportional to the inverse square of the 
light wavelength; the figures given hold 
for 6328 Â, the wavelength most com-
monly employed in laser experiments. 

This is not mentioned anywhere. 
Robert Adler 
Chicago, Ill. 
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