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39 Spectral lines: The 1970 Convention 

This year's meeting continues the philosophy introduced a few years ago—that IEEE 
takes care of established fields of specialization by means of 100 symposiums a year, and 
that the March Convention's function is to supply papers covering other needs 

40 From engineer to entrepreneur: financing the 
transition 

John F. Jordan 

What is the market for your product? The answer to this question is the most important 

factor in the success of a proposal .for a new company as it is very likely to weigh heavily 
in the considerations of a potential investor 

42 Pulsars may be neutron stars 

Seymour Tilson 

Strangely enough, the neutron stars, objects that were theoretical curiosities for over 

25 years until the discovery of pulsars tentatively confirmed their existence, may be 
among the few truly stable astrophysical objects in the universe 

56 The anatomy of integrated-circuit technology 

Harwick Johnson 

Although the technology of inicroelectronics is advanced, it is not basically new. As 
practiced today, it is largely an extension of silicon transistor technology and thin-film 
technology developed for passive elements and interconnections 

71 Electrooptic effects in ferroelectric ceramics 

Cecil E. Land, Richard Holland 

Thin ferroelectric ceramic plates possess two types of interesting electrooptic effects: 
electrically controlled scattering and electrically controlled birefringence. Which is 

more noticeable depends on the average grain size of the ceramic 

79 Data transmission: a direction for future 
development 

Harry Rudin, Jr. 

The strange and fascinating aspect of attempts to improve data communication over the 
telephone network is that, unfortunately, traffic theory has been neglected 

86 Why space broadcasting? 

R. P. Haviland 

In contrast to conventional television techniques, satellites offer full national coverage 
from the beginning of service, with world coverage possible within ten more years—or 
less if system parameters are properly chosen 
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SCIENCE/SCOPE 

A new launcher for the Phoenix missile now being built by Hughes has a fail-safe 

device that prevents accidental separation of missile from launcher during air-
craft maneuvers. It uses no exotic or critical materials, weighs only two-thirds 

as much as an earlier model, and can be installed on either side of the fuselage. 

A self-cleaning gas system makes it unnecessary to remove the launcher for main-
tenance after each mission. Hughes is building the launcher for the U.S. Navy's 
new F- 14A fighter under contract to Grumman Aerospace Corp. 

An imaging photopolarimeter for the Jupiter probe is being developed for NASA's 

Ames Research Center by Santa Barbara Research Center, a Hughes subsidiary, for 
the Pioneer F and G spacecraft to be launched in 1972 and 1973. Instrument will 

map the density and distribution of " asteroidal debris", measure the gas above 
Jupiter's cloud layers, and send back two-color spin-scan images of the planet. 

Los Angeles has turned to aerospace technology for help in meeting the increas-
ing demands for police, fire, and ambulance service. The city council recently 

chose Hughes to make a one-year study of the city's over-burdened services and 
to draw up a plan for a command-&-control system that would provide rapid pin-
pointing of field forces, computer dispatching, automated status displays, com-

puterized information files, individual communications for hazardous-duty 

personnel, and automatic transmission and signaling for police vehicles. 

NASA's Atmosphere Explorer satellite, now under study at Hughes, will carry a 
propulsion system that will enable it to climb to an apogee of 2500 miles in its 
variable orbit around earth. Every two hours it will dip back into the upper 

atmosphere for 10 to 20 minutes, swooping within 90 miles of earth. 

The "yo-yo" satellite's scientific objectives will be to obtain data on the beha-
vioral relationship of the upper and lower atmosphere, solar energy absorption, 
density of the atmosphere's charged-particle structure, and the diurnal bulge 
that appears to circle the earth as the sun heats the atmosphere. 

Career opportunities for engineers at Hughes include: Signal Processing Systems 
Analysts, Computer Software Analysts, Radar Systems Engineers, and Circuit De-

signers. B.S. degree, two years of related experience, and U.S. citizenship are 
required. Please write: Mr. J. C. Cox, Hughes Aircraft Company, P.O. Box 90515, 

Los Angeles 90009. Hughes is an equal opportunity employer. 

A laser proximity fuse and larger fins are being given to the U.S. Air Force 
Falcon in a program now underway at Hughes to make the air-to-air missile more 
effective against maneuvering targets. The proximity fuse's optically focused 

laser beam, which is reflected off the target, cannot be confused by electronic 
countermeasures and is virtually impossible to detect. 

Because the laser gear is extremely compact, it can be tucked into a collar 
around the nozzle of the Falcon's rocket motor, leaving space in the missile for 
a larger and more powerful warhead. 

Creating a new world with electronics 

HUGHES 
HUGH£S AIRCRAFT COMPANY 



92 The Esclangon diagram for voltage and current along 
a transmission line 

Michel Poloujadoff 

Although the Esclangon diagram does not replace other methods fbr solving transmission-line 

problems, it is the most efficient way of showing the voltage and current variations along an 

electric line 

95 New product applications 
A stiewritten report on some carefully selected new products emphasizing one or more of their 
potential applications as an aid to engineers who may wish to apply these products to solve their 

own engineering problems 

21 IEEE International Convention and Exhibition 
Technical Program 

128 Japan Electronics Show 1970 

the cover 

Of the hundred or so pulsars discovered to date, that with the shortest period (shown here) lies 
within the Crab Nebula; it emits powerful radio bursts at precisely periodic intervals of 35 ms. 

During their short history, many theories have arisen concerning these mysterious celestial ob-
jects. These are discussed in the article beginning on page 42, which concludes that pulsars 
actually may be neutron stars. 
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One of the exciting projects at AIL is the development of an engineering model of a 
retrodirective phased array for NASA. In this issue, Communications Systems Depart-
ment Head Peter Sielman describes its application to a pressing satellite problem. 

A Retrodirective Phased Array For The 
Data Relay Satellites 

DATA RELAY 
One of the limitations faced by manned 

and unmanned low earth orbit satellites is 
that the earth is in the way of a communica-
tions link between the satellite and its 
readout station(s) during much of the 
orbit. Up to now this problem has been 
circumvented by providing the satellite 
with data storage or by setting up a mul-
tiplicity of readout stations. Neither of 
these solutions has been entirely satisfac-
tory. Storage bandwidth is limited by the 
state of the art, processing is necessary to 
fit the data into the limited storage and 
short readout times over ground stations 
necessitates a fast dump of the data which 
puts an added burden on the satellite-to-
ground data link. The multiplicity of read-
out stations are not only expensive but 
also create logistics problems of recorollat-
ing the data through a terrestrial communi-
cations network. 
NASA is keenly aware of these problems 

and has, therefore, initiated the investi-
gation of an attractive alternative. This 
alternative is to place two or more Data 
Relay Satellites in synchronous orbit. 
The perspective afforded from synchronous 
orbit is about 160° in latitude. Therefore, a 
low earth orbit satellite can continuously 
communicate with a single readout station 
with the aid of two well placed synchronous 
Data Relay Satellites. 

Clearly, the same Data Relay Satellite 
could be used to interrogate a variety of 
earth based sensors and relay the data back 
to a common readout and analysis center. 

SATELLITE ATTRIBUTES 
What are the desired attributes of such a 

Data Relay Satellite? The obvious ones 
that come to mind are: 

1. Multiple simultaneous beams. 
2. Sensitivity to the weak signals emitted 

by small users. 
3. High effective radiated power. 
4. Isolation between transmission and 

reception. 
All of these requisites appear to point 

to a large aperture phased array. ( For one 
or two simultaneous users, mechanically 
steered dishes are cost effective alternates.) 

5. Retrodirectivity. 
If a Data Relay Satellite is to provide 

useful service to a multiplicity of users, it 
would be desirable for it to operate in-
dependent of a priori knowledge of the 
location of the users. A retrodirective 
antenna achieves this capability by sending 
signals back in the direction from which 

FIG. I. Phased Array Principles 

A complete bound set of our thirteenth series 
of articles is available on request. Write to 
Harold Hechtman at AIL for your set. 

they are received. A large aperture retro-
directive phased array then would meet 
all of the desired attributes listed above. 

RETRODIRECTIVE PHASED ARRAY 

The basic principles of a phased array 
are well known. A wavefront striking two 
elements (A and B) of a phased array at an 
angle 02 will be summed coherently at C if 
the signal from A is delayed by ti or 
equivalently shifted in phase by àybi. 
Likewise, a signal to be transmitted can be 
launched at an angle 02 by delaying the 
signal transmitted from element A by At2 
or the equivalent phase [102. 
A retrodirective phased array achieves 

its capability by isolating a known com-
ponent (pilot) of the received signal at each 
element of the array. This pilot is then mixed 
with the remainder of the received signal 
(data) 

Al cos (wit ± 4)) X A2 COS (W2t ± 95) = 
(pilot) (data) 

Al A2 — -- cos (w1 — w2) t ± filtered signals 
2 

which makes the received signal at each 
element independent of phase and, hence, 
easily summed over all elements. 
When the pilot (with conjugate phase) 

is mixed with data to be transmitted 

Al cos (wit — cp) X A3 COS W3t 
(pilot) 

Al A3 filtered 

2 
cos L(wi — w2) t — 4)] signals 

a signal is generated at the element which, 
when combined with the signals from the 
other elements, points the beam back in the 
direction from which the pilot was received. 

"SQUINT" 
To permit the Data Relay Satellite to 

receive from and transmit to users at the 
same time, it is necessary to provide isola-
tion. Frequency offset is the easiest means 
of achieving this isolation. However, if a 
signal is received at one frequency and is 
to be transmitted back in the same direction 
at another frequency, the received phases 
are not the right phases to form the transmit 
beam. This problem is called "squint". 
In the development work that AIL is cur-
rently doing for NASA, this problem has 
been resolved by placing the elements so 
that the signal received at element A at one 
frequency (fR) is just the right phase at 
element B to transmit at another frequency 
(fT). Each element is still used to receive 
and transmit; the proper phase is just 
passed from each element to its appro-
priately located partner. 

FIG. 2. Squint Problems 

MODULES 
Since a large aperture phased array has 

many elements, and since the cost of satel-
lite systems is directly proportional to 
weight, it is extremely important that the 
weight of each element and its associated 
electronics be kept as low as possible. 
(An added ounce per module in a 400 ele-
ment array means 25 extra pounds of pay-
load.) This has made the work that Group 
Leader Larry Schwartz and his group are 
doing particularly exciting. NASA has 
asked them to make integrated circuit 
modules so as to be able to realistically 
assess what the weight of a Data Relay 
Satellite will be. So far, the results have 
been encouraging. 

FIG. 3. IF and RF Modules 

An: division of 
CUTLER-HAMMER 

DEER PARK, LONG ISLAND, NEW YORK 11729 
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Forum 
Readers are invited to comment in this department on material previously pub-
lished in IEEE SPECTRUM; on the policies and operations of the IEEE; and on 

technical, economic, or social matters of interest to the electrical and electronics 
engineering profession. 

Professional registration 

I read with interest W. G. Naef's 

letter concerning professionalism in 
the engineering community, and the 

need for P.E. certification. Although I 

do not chew, carry a bottle, or use a 

red kerchief, I feel that I can speak 
for many of my fellows. 

I did not take the E.I.T. or P.E. ex-

ams in my home state (Ohio) as I did 
not feel that the possession of a P.E. 

sticker could do anything to add to my 

credentials as a member of the elec-
tronics industry. 

Although the present P.E. structure 
may reflect on the abilities of those in 

the older disciplines, it is not germane 
to those of us in the electronics busi-
ness. With the heavy emphasis on con-

crete, steam, and steel in the E.I.T. 

exams, is there any wonder that grow-

ing numbers of E.E. students are 
electing to bypass them? 

Until the P.E. groups catch up with 

technology, they will continue to be 
ignored by large numbers of IEEE 

members, with justification. 

E. G. Machak 
IBM 

Owego, N.Y. 

Professors and research 

Charles Anderson, in his article, 
"Research and the Changing Campus 
Environment" (Spectrum, December 

1969), has touched on a variety of 

topics and issues on which I have 

strong feelings. Because of time and 

space limitations, I shall discuss only 

one basic point: Is classified research 
an appropriate activity for engineer-
ing professors? 

Let me begin with the more basic 
question: Why should an engineering 

professor participate in a research 

activity? By definition engineering 

work is to be " real-world" oriented. 

Engineering research activity on real-
world problems is necessary for pro-
fessors. They need to maintain a sense 

of relevancy and their graduate stu-
dents require a relevant educational 

and training experience. A professor's 

research experience should be used in 

the classroom to point out the applica-
bility of the theory he is teaching. As 

his research yields solutions to prob-
lems, these solutions should be 

brought into the classroom so that the 
students are educated in the latest 

techniques. As technologies develop, 

new courses should be developed and 

old courses revised in order that the 

information is put quickly into the 
hands and minds of those who will 
soon have need of it. 

How well does classified, defense-

oriented, research satisfy the above 
purposes of university, engineering re-

search? Problems from this area are 

unquestionably real- world oriented 
and relevant. Beyond this point, how-

ever, classified research cannot satisfy 
our purposes. Not every graduate stu-
dent can participate in this area, and 

whether or not he can is not based on 
his technical competence. The most 

damning aspect of classified research 

is that the professor may not talk 

about it openly and freely. Thus he is 
forced to keep valuable new knowl-

edge from his students and col-

leagues. At that point ( in my mind at 
least), he ceases to be a professor and 

he becomes a research engineer in the 
employ of his contractor. If he is that, 

let him truly be that in a governmental 
or industrial research laboratory, not 
in a university. 

I appreciate the fact that in some 
areas, the most advanced work in the 

area is of a classified nature. If this is 

the case, then surely the university 
professor should be allowed to partici-
pate in that work. However, the degree 

of participation is important. I believe 

that such work, although important, is 

peripheral to his main function as a 

professor. Thus classified research 

should be treated in much the same 
way as consulting. It should be al-

lowed, but only for a specified limited 
fraction of his time. 

R. M. Anderson 

E.E. Dept., Purdue University 
Lafayette, Ind. 

The changing world 

In reading Mr. Anderson's article 

on the changing environment in the 
December issue of Spectrum, I almost 

got the feeling that here is a man who 

is really with it. I say almost because 

his choice of words suggests a tradi-
tional outlook on the environment. 

It is certainly true that the changing 

world will cause many changes in in-
dustry and that industry should pre-
pare for this. 

I doubt though that a different kind 
of management is enough. This sug-

gests the traditional setup where a 

small management group controls an 

organization by utilizing more and 
more sophisticated methods of KITA 

to motivate their subjects. I believe 
the changes will primarily be in the 
organization. 

There are indeed more and more 
people who wish to function in an ad-

visory capacity. Of course! That's why 

they were sent to school in the first 
place. 

The name of the game in industry, 
as it was at the universities, will be 
participation in the controlling pro-

cess. The young people who are com-

ing out of the universities now will not 

be satisfied with letting the managers 

of industry use technology to achieve 
their (the managers') goals. The young 

people will want to have a say. The 
under-30 generation has no sentimen-

tal attachment to technology or to the 

great importance of technology in 
bringing most of the western world out 

of poverty and misery. As far as they 
are concerned technology is just one 

part of life, and in many ways not a 
very pleasant part. 

We should be grateful. Increased 

participation can only make life richer. 
The younger generation is by and 
large motivated by a desire to make 

the world a better place to live, not 

only for themselves as individuals, but 
for everybody. 

Leif Lundquist 

Bell Telephone Laboratories, Inc. 
Holmdel, N.J. 

If education is the process by which 
a community preserves its cultural 

pattern, then it is time education 

changed our cultural pattern. So the 
U.S. is the richest nation on earth. We 

have a mass televised culture whose 

intellectual content is almost nil. We 
have a standard ideal of beauty to 

which all manner of people try to 

adapt themselves. We have all manner 
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of mass-produced art objects by which 

people stifle their own creativity. But 

most of all, we have the almighty dol-
lar, which, as we know, can fulfill all 

our needs. 

Can it buy arete? And who does 
not respond to the great books of the 

past? The writings of the Greek philos-
ophers concern man in any society, in 

any age. If we are to have a luxurious 

future in which most things are done 

for us, we would do well to toy with 
the idea of arete-excellence. 

How will we amuse ourselves in the 

womb- like future? The Greeks of the 

Hellenic period believed that each 

man must develop his abilities as 

much as possible. And we believe in 
the fast buck. 

Since science has altered man's 

view of himself it is imperative that 

the arts continue to question the mor-
ality of science. We must always ask 

ourselves whether science's advances 

should be employed. They must be 

used justly (and, of course, they prob-

ably won't be). Although man has de-

veloped intellectually, he has not 

changed much emotionally and 

spiritually. Science has done little to 

control his anger, violence, and 

greed. Rather, it was the discovery of 

the wheel, iron, and use of the horse 

that put him on the road to power. 

About 2000 B.C. 
I must inform the editor that the 

Educated Man is alive and well and 

living in the liberal arts faculty. Many 
of us want to teach. We will teach the 

foolish ideals found in arts; the ideals 

that say man can be creative, humane, 

moral . . . . 

Kathryn Elliott 

Sir George Williams University 

Montreal, Que., Canada 

It will be a better thing for us all if 

someone starts to control engineering 

action, and probably the best ones to 

do so are those who are out of sym-

pathy with industrial enterprise. 

Also, their ignorance of engineering 

is fast disappearing. See, for example, 
1. IEEE Spectrum, December 1969 

—color television sets that burn 

homes and emit radiation. 

2. Time, December 19, 1969, p. 

51—electric power plants pollut ng 

the environment. 

The reason the " others" will start 

to control engineering activities is 

that engineers have steadfastly re-

fused to exert control themselves. 
For instance, when may I expect to 

hear that malpractice charges have 

been brought by the IEEE against the 

engineers who were (or should have 
been) responsible for the design of 

those color television sets, those elec-

tric power plants? 
G. H. Friedman 
Torrance, Calif. 

Engineers and society 

"Spectral lines" in the December 

1969 issue of Spectrum is important 
to the world of the engineer as it is 

today. A failure of education to pro-
duce people who can maintain and 

expand our engineering works can, 

indeed, doom humanity even before 
we can breed ourselves out of exist-

ence. Our Editor is correct in remark-
ing on the college " publish or perish" 
movement. It may mean publish for 

the faculty and perish for a civiliza-

tion. In the past dozen years required 
credits for the B.S. degree in engi-

neering have been reduced by over 10 

percent. However, an increase in 
forced study of the social sciences 

and humanities has resulted in a de-

crease of about 30 percent in engi-

neering subject matter. In the Novem-
ber 1969 issue of the magazine Elec-

tric Light and Power, Editor A. J. Steg-

man points with alarm to new, base 

load power plant equipment gingerly 

used as undependable peaking ca-

pacity. Is this the result of poor edu-
cation? Stegman suspects the crafts, 

but testing is the function of the engi-

neer. 

In electrical engineering it is basic 
theory of circuits and electric ma-

chines that have suffered most. These 

are the things that make it possible 

for us to mine raw materials, manu-
facture hard goods, process and pack-
age food as well as refrigerate it; that 

operate our heating plants, activate 
our water supplies, dispose of our 

sewage, and, in fact, make possible 

the support of our considerable popu-

lation. 
Our Editor, in his last paragraph, 

supposes a "good bet" that much en-

gineering in the future will be con-
trolled by social scientists. I wish to 

disagree. The prejudicial sciences can-

not guide man to required production. 

Production, if it exists, will be guided 

by the natural and physical scientists, 

leavened by the art of engineering. 
The engineer is the truly socially- con-

scious among us. He ignores defama-

tion and strives greatly to keep up 
with the needs, and even demands, of 

our populace; and this in the face of 

j. 

MINI-BOARD 
SEALECTRO'S modular 

programming system... 

Announcing the Sealectro Mini- Board, 
a brand new concept in microminia-
ture, modular program board systems. 
Less than 11/2" x 11/2 " overall, the 
Mini-Board packs 100 electrical cross-
points in : sq. inch. Modular construc-
tion allows stacking of any required 
number of boards while a complete 
set of accessories includ.ng all mourt-
ing rails and terminations makes sys-
tem expansion fast arid economical. 

Standard Mini-Board configuration is 
10 by 10 with bussed X and Y rows 
and columns. Simple jumpers allow 
electrical connection between mod-
ules while special crimp-on pins elim-
inate all soldered cable connections. 
Both diode and shorting pins are 
available. 

If your system's been , 
shrinking, while its 
program boards haven't, 
check in:o Sealer-
tro's Mini- Board. Our 
complete catalog is 
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an increasingly overpopulated and un-
responsive civilization. 

G. C. Barnes, Jr., P.E. 

Blacksburg, Va. 

Congratulations to Spectrum for 

taking that first, faltering step from 
the narrow confines of the laboratory 

into that sometimes sunny, frequently 
stormy outside world. 

I have observed, with some sad-
ness, how little the engineering fra-

ternity as a whole participates in the 
great social and economic issues of 

our time. On an even sadder note is 

the observation of the withdrawal of 
the younger engineers and engineer-

ing students from the arena of current 
thinking and social action. Although 

young in years, they are already mid-
dle-aged in outlook. How in the world 

can we expect them to compete suc-

cessfully for future positions of lead-
ership with the young people who are 

firmly in the mainstream of a chang-

ing America and are shaping our con-

cepts for a better country? 

It is ironic that engineers who have 
been trained to question, to distin-
guish between fact and fancy, to inno-

vate in the technical domain, should 
be so laggard in applying these 

sharply honed faculties to the more 

significant problems of living. I think 
we all know that other forces have 

counteracted these tendencies; forces 
such as the exclusion of humanities 

studies from many engineering school 

curriculums, the fear of clearance 

withdrawal in the military- industrial 

segment, the parochialism of techni-
cal societies, and others. 

By continuing in this newly chosen 

path, Spectrum may be providing its 

most important service yet to young, 

middle-aged, and, perhaps, even to 

older electrical engineers. 

Edward S. White 

Santa Cruz, Calif. 

I like what the IEEE is doing in 

widening the forum of debate. Cannot 

this be extended? Why not public de-
bate with leading engineers and mem-

bers of other disciplines? In the Octo-

ber Spectrum for example, Dr. Trau-
both argues with Professor Toynbee. 

How much better if they could both 

talk together on television. Toynbee 

would probably win since he is a 

better communicator to the layman— 

but this sort of thing could, in time, 
demonstrate that the engineer is on a 

par with the historian, doctor, lawyer, 

or whatever. And perhaps such ex-
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posure would remind the engineer of 

his serious lack of foresight in noting 

the consequences of his actions. In 

short, we need educating to comple-

ment our training. 
D. W. Soughan 
Ripley, Derbyshire, England 

Become a better speaker 

"Engineers and scientific personrel 

in general are extremely boring 
speakers, as can be attested to ny 

anyone who ever attended a sympo-

sium or technical session at a con-
vention." So stated G. M. Cirque of 

Stamford, Conn., in his letter in the 

October Spectrum. 
"Amen" must have been the reac-

tion of readers who have suffered 

through such sessions! 
However, this need not be so. In 

every area of this country can be 

found a toastmasters' club, wherein 
members are able to practice pre-
pared and extemporaneous speaking 

—and receive instant feedback 

(called evaluation). This mutual eval-

uation of all aspects of the toast-
masters' program—also including the 

functions of chairman, toastmaster, 

and evaluator—is its forte. 
Again and again, during my four 

years of membership, I have observed 
hesitant and unimpressive novices de-

velop into confident and effective 
speakers. Furthermore, this was ac-

complished in a congenial atmosphere 

of semimonthly dinner meetings. 
Any engineer who has any sensitiv-

ity regarding inadequacies in his pub-

lic presentations should do himself 
and his peers a favor and inquire of 

Toastmasters International at Santa 

Ana, Calif. 92711. He will receive a 

local contact within two weeks. 
Bernard F. Dwyer 

Toastmasters International 

Watervliet, N.Y. 

Correction 
The article by James Tow, "A Step-

by- Step Active- Filter Design," which 

appears on pages 64-68 of the De-

cember 1969 issue, contains several 

errors in the artwork. 
On page 67, Fig. 8, upper left, the 

resistor should be labeled 

Ri = 
aCi 

In Fig. 9, center right, the resistor 

should be labeled 

1 

ma / 
1:25 = bRio 

mb—d I 
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Customizing a magnetic alloy 

Bell Laboratories scientists have 
custom tailored a magnetic alloy for 
the "piggyback twistor," a memory 
device used in electronic switching 
systems. 

In this device, metal tapes (en-
larged 225 times above) are wound 
into a tight spiral—subjecting them to 
considerable mechanical stress. The 
magnetic properties of the alloys 
must be essentially independent of 
such stress. That is, they must have 
low magnetostriction. In addition, the 
outer tape must be magnetically 
"hard"—with high coercive force 
(resistance to change in direction of 
magnetization). And finally, it must 
be ductile enough to be formed into 
tape. No known alloy had this com-
bination of properties. So, E. A. 

Nesbitt, G. Y. Chin, and D. Jaffe of 
Bell Laboratories made one to order. 

Tailoring the new alloy for the 
outer tape required a precise knowl-
edge of the relationship between the 
magnetic behavior of materials and 
their structure. So, the Bell Labora-
tories scientists began with 90% 
cobalt and 10% iron, a composition 
they knew had the necessary ductility 
and low magnetostriction—two of the 
essential requirements. But, since the 
coercive force of the composition 
was inadequate, they were faced with 
another knotty problem. 

To solve it, they went back again 
to a basic principle—a precipitate in 
an alloy impedes the motion of 
magnetic domain walls when a field 
is applied to reverse the magnetic 

polarity. With that foundation, the 
scientists formulated a composition 
of 4% gold, 84% cobalt, and 12% 
iron. (The gold is the precipitate.) 

When this new alloy was cold-
drawn to produce a 97.9/0 reduction 
in cross section and then heat treated, 
its coercive force increased to the 
point required for piggyback twistors. 

By simplifying the manufacture of 
piggyback twistors for use in the 
electronic switching systems now 
being built by Western Electric, the 
new magnetic alloy puts basic 
research in metallurgy at the service 
of telephone customers. 

From the Research and 
Development Unit of 
the Bell System— Bell Labs 
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The 1970 Convention. Again the IEEE March Con-

vention is nearly upon us, posing the questions of 
whether to attend and which attractions to select. 

This year's meeting continues, with some enlarge-

ment, the philosophy introduced a few years ago by Dr. 
Herold. Its basis is that IEEE takes care of the estab-

lished fields of specialization by means of a hundred sym-
posiums per year, and that the function of the March 
Convention is to supply papers covering other needs, 
while serving also as the locus for a maximally useful 
exhibit of engineered electronic hardware. These two 
themes interlock. Only for a very large attendance is it 

feasible to mount such a large exhibit, and for a large 
gathering of engineers, only a broad-interest program 

can supply cohesion. 
It is unfortunate that the available facilities dictate 

separation of the exhibits from most of the papers. The 
separation suggests disunity, and that is an illusion. The 
Convention is about engineering. Engineering does have 
its negative side: it sometimes says "Don't do it"; some 
technical or economical unsoundness may stand in the 
way. But the usual end result of engineering can serve 

as the basis for further engineering and, in a large frac-
tion of the cases, can be put on exhibit. Therefore it 

would be better if the engineering dreams of today and 
the consequences of the engineering dreams of yesterday 

could all be set forth under one roof. The Institute does 
the best it can with the most suitable real estate that is 
available for the purpose in one of the world's largest 

cities. 
Engineering societies have a difficulty not felt in so-

cieties concerned with pure science. The output of en-
gineers tends to be proprietary. A wise tradition of 
engineering societies dictates that the merits of pro-

prietary developments are not debated in society meet-
ings or publications. A society tries to guarantee the 
technical quality of the work that it publicizes, but 
shuns involvement in the relative merits of proprietary 

schemes or devices. 
Nevertheless, decision about whether to adopt and 

use a device is an important engineering activity. A 
valuable function of an engineering society is the bring-

ing together of suppliers and users of the things that 
engineering has produced, so that judgment about 
adoption can be made, case by case. Much of this bring-
ing together is done by the advertising in the journals. 

The smartest advertising in technical journals is truly 
educational. It is the same at the Convention. Exhibitors 

Spectral 
lines 

soon learn that if they merely send salesmen, they do 
not get the most out of the Convention. What is valu-
able about the exhibits is the opportunity for users and 
potential users to talk to engineers who have an intimate 
and detailed knowledge of the product. These talks are 

two-way affairs; what the exhibitor's engineer learns 
from them is embodied in later models of the prod-

uct. 
The purpose of the exhibits and the papers is the 

same: Continuing Education. A printed article is no sub-

stitute for a well-prepared oral presentation; similarly, 
a descriptive brochure is no substitute for personal con-
tact with the people who designed the device that you 
are wondering whether you should use. 

It is the theme of Continuing Education that holds the 

Convention together. Noteworthy on the 1970 program 
of papers are two broad-gauge evening sessions, one on 
the outlook for technology in the coming decade, and 
one on adaptation to change by organizations. Follow-
ing recent precedent are three early-morning tutorial ses-
sions: Computers and Patient Care; Programming for 

Industrial Process Computers; and Digital Filters: De-

sign and Applications. There will be a two-day course 
on Monolithic Integrated Circuits, and one on Using 

Quantum Electronics Today. Details about the program 

can be found in a special section of this issue. Many 
members will welcome the expanded roster of Technical 

Applications sessions at the Coliseum. 
As compared with ten years ago, the improvements in 

recent Conventions have been purchased at a cost. 

Those of us who are attached to a specific discipline 
used to be able to find many of our intimate professional 

acquaintances in the room devoted to papers by a par-
ticular IEEE Group. A convivial and informative lunch 
or dinner often followed. The interdisciplinary empha-
sis of recent Conventions has broken up that pattern. A 
few Groups have recognized that perhaps we can have 
it both ways. The Convention tries to do all that can be 
done in a single week in a single place, and leaves the 

rest to the symposiums. But some enterprising Groups 

have noticed that Thursday is not actually the end of 
the week; they have organized meetings in New York 
on the Friday, and some have even trespassed on Thurs-

day afternoon. Possibly emerging is a pattern that will 
retain the advantages of the present Convention philos-
ophy, but will recapture the values that have been sub-

merged as the Convention has broadened. 
J. J. G. McCue 
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From engineer to entrepreneur: 

financing the transition 

In view of today's inflated economy, the engineer planning 
to go into business for himself would do well to look to the older, 
well-established companies for advice and financial assistance 

John F. Jordan D. H. Baldwin Company 

A well-established company that wishes to extend its 
activities in technical fields will sometimes find it 
advantageous to assist and finance a new technology. 
based company. In this article, proposals that are 
likely to be considered by such a company are dis-
cussed and their preparation and evaluation described. 

For the electronics engineer the past few decades have 
provided unusual opportunities to make the transition 
to business entrepreneur. He has found that his technical 
competence and his inventions can be made the basis for 
a new business. And, because the United States has been 
in a nearly continuous inflationary cycle, until recently 
many investors were encouraged to finance newly formed 
companies, such as those started as a result of expanding 
electronic technology. These new companies gave promise 
of swift growth even though they may have been highly 
speculative, and the investors looked to a rapid increase 
in stock price in order that their capital investment might 
increase faster than inflation could deplete it. 
As we know, a number of such companies have had 

phenomenal growth rates, and the stockholders profited 
handsomely when the stocks were sold to the public at 
high price-to-earnings ratios. These profits were subject 
to capital gains taxes with a maximum rate of 25 percent. 
Thus, high tax rates on ordinary income, together with 
the ready availability of money at low interest rates, 
made the financing of new companies relatively easy. 

Lately, however, the pace of inflation has increased so 
rapidly as to cause considerable alarm in fiscal circles, 
and the Federal Reserve has found it necessary to slow 
the growth rate of the money supply and drastically 
increase interest rates. 

The anticipation of a slowing economy and resulting 
lower corporate earnings caused a substantial lowering of 
stock prices during 1969. Since new stock issues normally 
require a buoyant stock market, we can now expect a 
reduction in the flow of speculative funds for the forma-
tion of new companies. On the other hand, there are 
established companies that have always taken the long-
term view of business with its inevitable ups and downs. 
They are interested in increasing company earnings on a 
long-term basis rather than in stock manipulation. 
Corporate growth in today's world hinges upon tech-

nological progress with its attendant new products, 
processes, and materials. However, only the giant 
billion-dollar corporations can afford the wide spectrum 
of research and development that will produce a con-
tinuous flow of these new products. Smaller concerns, 

those whose sales total $100 million or less, need to be 
more alert to opportunities presented by outsiders. 

It should be pointed out, however, that the personnel 
and financial policies of many of these organizations 
prevent them from financing new companies, and it is 
assumed, of course, that one would use judgment and 
approach only those likely to be interested. In the medium-
size concern, usually some executive has the responsi-
bility for extending its activities to insure corporate 
growth, and this person should be contacted to determine 
whether the formation of a new company is permissible 
under compan policy. If such is the case, then it is 
usually necessary to make a formal proposal in writing. 

The proposal 

The written proposal for a new company may be di-
vided into three general sections: 
The idea. The idea is generally a product, a process, 

a material, or a service. It should be described com-
pletely and in great technical detail. A proposal sub-
mitted to a responsible company will be subjected to a 
thorough analysis, by the engineers of the company or 
by consultants, and so you must make certain that it 
can withstand technical investigation. 
The need. What is the need (market) for your pro-

posed product? The answer to this question will be the 
most important factor in the success of your proposal. 
Except in those rare instances where your idea involves 
a major technical breakthrough (for example, the invention 
of the transistor) in which the advantages of your product 
are self-evident, it will be necessary to supply maximum 
information. Your proposal should include your best 
estimate of the annual market for your product. Be as 
specific as possible. In the case of an industrial product, 
if you can name the companies that would comprise a 
market, the amount of their probable annual purchases, 
and the names of individuals within these companies to 
whom you intend to sell, it will be evidence of a carefully 
thought out plan. In any case, this is the type of question 
you are likely to be asked. Information as to the extent 
of the total existing market and names of competing 
companies, if such already exist, is also valuable. 
The importance of this part of the proposal cannot be 

overstressed because it is likely to be given great weight 
by a potential investor. Most companies are sales limited 
and this information is most likely to interest them. 

Resources required. The resources that will be re-
quired may be divided into two categories: 
Human resources. You will require a group or organiza-

tion to engage in any worthwhile activity. The organiza-
tion you propose should be completely described, together 
with the names and qualifications of those whom you 
propose to employ. The people needed fall into four 
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groups: technical, manufacturing, financial, and sales. 
Usually the person or persons supplying the idea are 

technical people themselves and know other qualified 
technical people who can work together harmoniously. 
The importance of selecting qualified manufacturing 

personnel is often overlooked by the technical man. The 
efficiency of his manufacturing operation will determine 
the cost of the product and the ability to compete. Here 
an investing company can often be of help. 

It is in the selection of financial people that the tech-

nical man is usually least qualified. Generally, he has had 
little contact with these types and little knowledge to 
enable him to judge their abilities. And yet it is here that 
many early difficulties arise. Poor financial ability often 
results in underestimation of financial needs and the time 
required to become profitable, poor utilization of funds 
available, and failure to project cash needs properly. 
When such cash needs develop, lack of close acquaintance 
with the financial community can result in an inability to 
arrange further necessary financing. In this area, an 
investing company can prove most valuable to a new 
establishment since such services are then readily avail-
able. In addition, if further financing is required, it is 
easier to obtain, particularly in times like the present. 
The selection of sales personnel is most critical also. 

The difference in performance between individual sales-
men is probably greater than that of any other skill. Here 
an existing company, assuming that it has some expertise 

in the field, can be of help. 
Financial resources. Your proposal should include a 

cash-flow projection, which is a list of all expenditures 
by category, together with all items of income vs. time. 
The time should extend at least to breakeven (the point 
"at which income equals outgo). This gives the investing 
company an estimate of the size of investment required 
and is, of course, very important. Most organizers of 
new companies underestimate the time required to be-
come profitable. A few new companies have accomplished 
it in as little as six months, but two to three years is more 
likely. Here again, if you need additional funds, dealing 
with an investing company is easier than dealing with 

individuals or groups. 
An estimate of the cost of producing and selling your 

product together with its market price and sales volume 
should be included. This permits the investing company 

to estimate the probable return on its investment—a very 
important consideration. 
Assuming that your proposal meets with approval, the 

next step is negotiation of a preincorporation agreement 
between the idea or founding group and the investing 

company. 

Preincorporation agreement 

The preincorporation agreement will cover the arrange-
ments as to salaries, titles, and ultimate participation in 
stock ownership. There are several methods by which 
members of the founders group can obtain stocks. One 
of the simplest is the qualified stock option, which permits 
employees of the new company to buy stock over a five-
year period at an initial low figure and, by observing 
certain rules, sell it later at a higher price. Under present 

tax law (October 1969), the profit is then subject to a 
capital gains tax of 25 percent maximum. 
Of course, a higher price is contingent upon the suc-

cess of the company and thus the stock option serves as a 

great incentive to work for such success. 
Those concerns interested in long-term earnings gener-

ally do not wish to sell the stock to the public when the 

company becomes profitable, although this is not entirely 
precluded. It is necessary, however, to provide a market 
for the stock of option holders in order that they may 
realize a return on their investment in time and effort. 
Therefore, it can be arranged for the investing company 
to buy the stock from the option holders after a reason-
able lapse of time. Satisfactory formulas such as a suitable 
ratio of price to earnings after taxes, or an exchange for 
stock in the investing company at a mutually agreed upon 
ratio, can be written into the preincorporation agreement. 

Rules for the qualified stock option 

The U.S. Internal Revenue Service rules under which a 
stock option is "qualified" can be summarized as follows: 

1. The option must be granted pursuant to a written 
plan that is approved by the shareholders of the granting 
corporation within 12 months before or after the plan 
is adopted. 

2. The written plan must state the aggregate number of 
shares that may be issued under the options granted 
under the plan and must specifically state the employees 
or class of employees eligible to receive options. 

3. The option must be granted within ten years from the 
date the plan is adopted or the date the plan is approved 
by the shareholders, whichever is earlier. 

4. The option, by its terms, may not be exercised after 
the expiration of five years from the date of the grant. 

5. The option price may not be less than the fair market 
value of the stock at the time of the gran/. 

6. The option, by its terms, may not be exercised while 
there is outstanding any restricted or qualified stock op-
tion previously granted to the employee. 

7. The option, by its terms, must not be transferable 
by the employee, other than by will or the laws of descent 

and distribution, and must be exercisable during the em-
ployee's lifetime only by him. 

8. The employee receiving the option immediately 
after the option is granted may not own stock having 
more than 5 percent of the total combining voting power 
or value of all classes of stock of the employer corporation 
or its parent or subsidiary corporation. 

Revision of a paper presented at WESCON, San Francisco, 
Calif., August 19-22, 1969. 

John F. Jordan (F) received the E.E. degree from the Uni-
versity of Cincinnati in 1932. He joined the D. H. Baldwin 
Company in 1935 where he was one of the early workers in 
the field of electronic music, a field in which he holds a 
number of patents. He has served at that company suc-
cessively as research engineer, director of engineering and 
research, and, since 1956, as vice president. He is also 
president of Baldwin Electronics, Inc. In 1953 he completed 

the Advanced Management 
training program at Harvard 
Graduate School of Business 
Administration and he has been 
active in the formation of 
several technology-based com-
panies. Mr. Jordan has served 
as Chairman of the Cincinnati 
Section. In 1960 he was selected 
as Engineer of the Year by the 
Technical and Scientific Socie-
ties Council of Cincinnati. 
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P 2ás may be 
neeutron stars 

Radio astronomers have detected several-score pulsars—amazingly periodia 
radio sources in the Milky Way—since the first was discovered, entirely by 
accident, some two and a half years ago. They may be tiny, superdense neu-
tron stars whose rapid spin could also explain galactic cosmic rays and the 
radiation from supernova remnants 

Seymour Tilson* Staff Writer 

• 

Pulsars are celestial objects that emit brief, intense 

bursts of energy, principally, but not exclusively, at ra-
dio frequencies. Several pulsars "tick" at time inter-
vals whose precision exceeds that of quartz crystal 
clocks and approaches that of atomic time standards. 
The announcement of the discovery of the first four 
pulsars, early in 1968, triggered an unparalleled com-
petitive frenzy among radio astronomers to find addi-
tional pulsars. By last fall, some / 00 of these precisely 
periodic radio sources had been discovered, theories 
about what they might be had proliferated and been 

laid to rest almost as rapidly, and many important new 
facts about several of them had been elucidated. 

Where careful measurements have been made, pulsar 
periods have been found to be precise to nine or ten sig-
nificant figures, though the periods of several have also 

been found to increase in a systematic way that is im-
portant in attempts to explain the emission mechanism. 
The periods of known pulsars range from 33 ms to 3.75 
seconds, but the most frequently observed period is about 
1 second. The pulsar with the shortest (33-ms) period is 
located within the Crab Nebula (see the introductory 
illustration). 

The brevity of the pulses from these strange objects is 
as striking as their periodicity. Pulses last from 1 to 2 
ms in the fastest pulsar to about 150 ms in the slowest. 

Fifty milliseconds is perhaps the typical pulse length. 
The pulse length is thus typically about 1/30 of the pulse 
period. 

* Seymour Tilson died suddenly on December 20. An obituary 
may be found in this issue on page 122. 
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The Crab Nebula in the constellation Taurus is centered on the spot in the sky at which 
Oriental astronomers saw a star explode in 1054 A.D. Its interior harbors the shortest-

period pulsar of the several score now known. The Crab pulsar emits powerful radio 
bursts at precisely periodic intervals of 33 ms. The source of these pulses may be the star 
marked with an arrow on this Naval Research Laboratory photograph. It pulses vis-
ibly ( see Fig. 6) at the same rate. This star also may be the source of identically periodic 

X-ray pulses ( see Fig. 8) that have Peen detected from the direction of the Crab Nebula. 

The pulsar story, now 2 years old, has obviously just begun. 

I. The box score on pulsars (January 1969) 

Observa-

tory Designation 

Right Ascension Declination 

hours minutes seconds degrees minutes 

Period, Pulse 
seconds Width, ms 

CP 
CP 

CP 

CP 

CP 

CP 

HP 

PSR 

PSR 

PSR 

PSR 

PSR 

AP 

AP 

JP 

N P 

NP 

MP 

MP 

MP 

MP 

MP 

MP 

MP 

MP 

PP 
CP = Cambridge pulsar (England); HP = Harvard pulsar; PSR and MP = Molonglo-Sydney (Australia); AP = Arecibo pulsar (Puerto 
Rico); JP = Jodrell Bank pulsar (England); NP = National Radio Astronomy Observatory (U.S.); PP = Pulkovo Observatory pulsar 
(U.S.S.R.) 

CP 0328 
CP 0808 
CP 0834 
CP 0950 
CP 1133 
CP 1919 
HP 1507 
PSR 0833-45 
PSR 1749-28 
PSR 1929 
PSR 2045-16 
PSR 2218 
AP 2015 
AP 0823 
JP 1933 
NP 0524 
NP 0532 
MP 0731-40 
MP 0959-56 
MP 0940-56 
MP 0943 
MP 0835-40 
MP 1426-66 
MP 1451-68 
MP 1727-50 
PP 0943 

03 

08 

08 

09 

11 
19 

15 

08 

17 

19 

20 

22 

20 

08 

19 

05 

05 

07 

09 
09 
09 
08 
14 
14 
17 
09 

28 
08 
34 
50 
33 
19 
07 
33 
49 
29 
45 
18 
15 
23 
33 
24 
32 
31 
59 
40 
43 
35 
26 
51 
27 
43 

Table I lists the designations, locations, periods, and 
pulse widths of the two dozen pulsars that had been dis-
covered by January 1969. 
Though brief, the individual pulses are often very 

intense. Indeed, at their peak, the strongest pulses are 
among the most powerful signals in the radio sky. In 

transmitter power they occasionally exceed the output of 
all the electric generators on earth by perhaps ten billion 
times. Observations of radio-pulse intensities—when cor-
rected on the basis of estimates of the distances to the 
objects—indicate that some pulsars, at radio wavelengths 
alone, are as luminous, on the average, as the sun at all 
wavelengths. While radiating, however, their surfaces may 
become 106 to 10" times brighter than the surface of the 
sun at all wavelengths. The equivalent brightness tem-
perature deduced from this peak emission is about 10 25°K, 
suggesting that whatever the pulsar emission process may 
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be, it is not merely thermal. 
Since even the most powerful pulses are "on" only 

about 3 percent of the time, however, and the average 

pulse is only about one tenth as bright as the strongest 
pulses, the time-averaged emission coming from a pulsar, 
though powerful, is not especially noteworthy. Only 
when the time constant of the radiometer approaches the 
period of the pulsar is the remarkable intensity of pulses 
revealed. It is not surprising, therefore, that the dis-
covery came as late—and as accidentally—as it did. 

How to make great discoveries 

Radio astronomers, led by Anthony Newish at the 
Mullard Radio Astronomy Observatory of Cambridge 
University, in England, first observed signals from one 
of these objects in the summer of 1967. Not believing 
their instruments, they didn't announce their startling 
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around the common FM broadcast band centered at 
about 100 MHz, though sometimes they also peak, not 
quite as strongly, at around 400 MHz. In all cases, power 

drops sharply at frequencies above 1000 MHz. The pre-
cise spectral distribution of the energy is difficult to 
determine with accuracy, because large intensity varia-
tions, which do not correlate at different frequencies, are 
always present. The shapes of individual pulses are also 
quite variable. Shapes range from simple, single-peaked 
purses to double- and triple-peaked pulses in some pulsars. 
One pulsar even has a five-peaked pulse. In any given 
pulsar there also is a large variation in pulse shape from 
one pulse to the next. However, the mean pulse shape— 
obtained by averaging a large number of pulses—changes 
only very slightly over time periods of the order of 
months. Figures 2-5 illustrate many of these character-
istic features of pulsar records. 
The most rapid variations in pulsar records are the 

violent, unpredictable changes in pulse amplitude from 

one pulse to the next. These intensity variations must 
represent genuine variations in the intensity of emission 
at the sources, because they occur simultaneously over 
the whole frequency spectrum of the radiated signal. 
Superposed on these rapid-intensity fluctuations, how-
ever, there are slower fluctuations—of the order of min-

utes at 100 MHz to hours at 500 MHz. These slower-
intensity fluctuations can be correlated with each other 
only over a limited range of frequencies. In addition, 
when any given pulsar is observed simultaneously at 
several frequencies, the pulse arrival time is also found to 
depend on the frequency. Accurate measurements on 
several pulsars have shown that the frequency-dependent 

differences in pulse arrival times can be accounted for 
exactly by the delay imposed by trace amounts of ionized 
gases (chiefly hydrogen) in interstellar space; in such a 
plasma a high-frequency pulse travels more rapidly than a 
lower-frequency pulse. The longer-period fluctuations in 
pulse amplitude also appear to depend on the quantity of 
interstellar ionized gas traversed by the signal. Thus, at 
the source, the pulse probably is emitted over the whole 
frequency range at the same instant. 

Propagation or path effects may also be largely, if not 
exclusively, responsible for the observed polarization of 
pulsar signals. Pulsar radiation is typically highly polar-

ized, of the order of 90 percent, and usually in a plane. 
The Faraday rotation of the plane of polarization as a 
function of frequency has been measured for several 
pulsars. These measurements have led to refined esti-
mates of the strength (0.5 microgauss) of the galactic 
magnetic field, which presumably causes most of the 
Faraday rotation. 

Not every pulsar's radiation is plane-polarized, how-
ever; pulsar CP 0328, for example (see Table I), exhibits 
circular polarization. The circularly polarized emission 

from this pulsar has a spectrum that is approximately flat 
in the 1-MHz band centered at 113.6 MHz. The plane-
polarized emission from this pulsar, on the other hand, 
varies, both with frequency and from pulse to pulse. 
Assuming that the source has a constant Faraday rota-
tion measure—i.e., that a single value of the rotation 

measure applies to the whole source—Goldstein and 
Meisel' were able to fit some of the plane-polarized 
spectrums observed for individual pulses to this simple 

model. But between successive adjacent pulses, changes 
in this rotation measure of as much as 30 radians per 

square meter were required to achieve fit to the model. 
Since such large and rapid changes in rotation measure 
can only occur in or near the source, Goldstein and 

Meisel believe the use of pulsar signals to determine the 
large-scale galactic magnetic field is premature; it must 
await fuller evaluation of that part of the variable Fara-

day rotation that may arise within the source itself. They 
suggest that the Faraday rotation may vary with time dur-
ing a single pulse; or alternatively, if two or more Fara-
day rotations occur near the source, that at least one 
may vary with time. 

The most characteristic parameter of some pulsars, at 
any rate, does vary with time. Months of measurements 
on several pulsars have revealed that their periods are 

lengthening with time. Secular increases in period have 
been observed in six pulsars. In the fastest pulsar yet dis-
covered, the 33-ms pulsar (NP-0532), which lies at the 
center of the Crab Nebula, the increase in period is also 
the greatest yet observed, some 40 ns (nanoseconds) per 
day, or one part in 2400 per year. The basic period of 
pulsar PSR 0833-45—which, like the Crab pulsar, is 
also associated with a supernova-like wisp of nebulosity 
(known as the Vela remnant)—is 89 ms. It is the second 

fastest pulsar known, and its period is increasing at the 
second fastest rate yet observed, 10 ns per day. Pulsar 
CP 1133, on the other hand—which, like just about 
every other pulsar but the Crab and Vela objects, is not 

yet associated with any starlike object or extended nebu-
lar cloud—has a relatively lethargic basic period of 1.19 
seconds. Its period is increasing by a correspondingly 
lethargic amount-0.3 ns per day. 
The rule seems to be: the faster a pulsar beats, the 

faster its beat slows down. At least that seemed to be the 

rule until early last spring, when the Vela pulsar tem-
porarily accelerated. For just one week, between February 
24 and March 3, this pulsar reversed the general rule; 
its period decreased by 134 ns, then it resumed its steady 
increase. 

So much for the essential radio facts about pulsars. 
Now, what do they mean? 

The race to determine what pulsars might be 

Although the periodicity of pulsars was their most 
striking characteristic, most people attempting to explain 

this new phenomenon were equally intrigued by the short 
pulse durations—typically 50 ms. These indicated that 
the sources were small, since no source of radiation, no 
known physical mechanism, can turn on and off in less 
time than it takes light to cross the source. A 50-ms pulse 
suggested, for example, that the source must be no more 
than about 15 000 km in size. And many pulsars pulsed 
far more briefly than this. No ordinary star could be this 
small. Radio flares coming from sunspots on ordinary 
stars could perhaps account for the signals, but no radio 
bursts emitted by our sun were ever so powerful, or so 
precisely periodic. And in any case, a sunlike star with 
disturbed regions of these indicated dimensions should 

have been visible optically, but until recently no visible 
object has been associated with a pulsar. 

Planets, white-dwarf stars, and neutron stars were the 
only objects that seemed to fit the dimensional criterions. 
The race to solve the pulsar puzzle thus became a contest 
to eliminate two of these three possibilities. 

Planets and white-dwarf stars were well-known ob-
jects, and both were known to be capable of emitting 

••••• 

"de 

46 IEEE spectrum FEBRUARY 1970 



radio signals. Just a few years ago, in fact, the giant planet 
Jupiter was discovered to be the source of strong beam-
like radio signals that are emitted at reasonably periodic 

intervals. 
Neutron stars, at this stage of the game, were the dark 

I,orse in the three-way race. They were tiny, superdense 
coretical objects, made of matter in highly condensed 

forms that only a few physicists had e‘-er thought about. 

These strange stars envisioned by the theoreticians were 
made almost entirely of neutrons, the heavy, electrically 
neutral particles that—together with almost equally 
heavy but positively charged protons—comprise the 
,tclei of all atoms but those of ordinary hydrogen, whose 

Ancleus is a lone proton. 
A neutron star would come into existence, according 

to theory, when the interior of an old massive star col-
lapsed, packing a mass equivalent to that of the sun into 
a small sphere 10 km in diameter. As the old star col-

lased, its central density would become 10" times the 
tsity of water. To achieve that enormous density, 

eectrons must be driven into protons to form neutrons 
and the neutrons in turn must be packed so closely that 
the outer half of the star would be very unstarlike; 
instead of a fiery gas it would resemble a pseudocrystal-
line substance—a solid, with a strength many billion 
times that of steel. (Recent theoretical work suggests, 
however, that the central part of a neutron star may be 

fluid.) 
Such an extraordinary star could embody a magnetic 

field a trillion ( 10 12) or more times stronger than the 
earth's 1-gauss field in a body a thousand times smaller. 
(Such a field would be 100 000 times stronger than the 
strongest field yet produced in the laboratory.) 

rrowing the field of choice 

Although the- small sizes deduced for the emitting ob-
jects were consistent with the sizes of planets, it appeared 
very unlikely that the prevailing increases in pulsar periods 

were caused by the revolution of a planet circling a dis-
tant sun. The observed increases in period were so small, 
and so obviously related somehow to the pulsars' basic 
periods, that nearly everyone agreed they must be in-
trinsic to either the rotation or the mechanical pulsation 
of the emitting object itself. Although this reasoning did 
not immediately eliminate planets as a possibility, it did 
focus most attention on the two remaining choices. 

The apparent boundary for choosing between a neu-
tron star and a white-dwarf star is a period of about one 

nd. White dwarfs, such as the well-known companion 

tu the bright star Sirius, can peak as much mass as there 
is in the sun into a diameter no greater than several hun-
dred kilometers. And, from considerations of their tem-
perature, angular momentum, and stability against dis-
ruptive effects, they therefore can, except under quite 
ti—tsual circumstances, expand and contract or rotate as 
. as once a second, but no faster. The much smaller 

(perhaps 100 times smaller) size and much higher (per-
haps 100 000 times higher) density of a neutron star, 
however, would allow it to expand and contract from 10 
to 10 000 times a second. It could also rotate much more 

rapidly than a white-dwarf star, or any planetary body. 
1. I together by its enormous gravitational force, a 

-.ron star could rotate as rapidly as 10 000 times a 
second, if required to by observations, before centrifugal 

forces would cause it to fly apart. 

If the only periodic events detected in pulsars always 
had periods of a second or longer, pulsars would almost 
certainly be white-dwarf stars; but since periods much 
shorter than this, especially periods in the range of a 

few thousandths of a second, were common, it was clear 
that some pulsars, at least, might be neutron stars. Still, 
one could not be absolutely sure that this was so on this 

basis alone. 
The next set of observations narrowed the choice, but 

still not conclusively. When they recorded individual 
pulses with special electronic equipment that could de-
tect changes in amplitude in times as short as 0.1 ms, 

radio astronomers at Cal Tech and Arecibo observed 
that a remarkable transformation occurred in each pulse. 
A single radio pulse—thought to last 50 ms, for example 

—turned out to be comprised of an apparently random 
ensemble of many, much shorter bursts., In some cases, 
these individual bursts lasted no more than 0.1 ms. 

Since an object cannot change its emission in less time 
than it takes light to cross it, these superbrief bursts 
mean that the radiating regions were no more than 30 km 
across. This, plus the power requirements and the ob-
served increases in period, effectively eliminated the 
planet possibility. It also is smaller than a white-dwarf 
star's diameter, but the possibility that these regions were 
bright radio flares on a spinning white dwarf could not 
yet be discounted. 

Clinching the case for neutron stars 

Subsequent studies of consecutive individual pulse 
shapes seem to have eliminated the white-dwarf possi-

bility, however, and perhaps clinched the case for neutron 
stars. Carried out by radio astronomers at Arecibo, 
these important studies have shown that, in at least two 
pulsars, the complex observed pulse structure results 
largely from the combination and superimposition of 
two very fast pulsation events with markedly different 
periods. One set consists of the striking, brief pulsations 

that were first discerned in these pulsars; these pulses 
occur at roughly one-second intervals and are further 
characterized by the stable pulse shape or envelope one 
obtains by taking the mean of many pulses. The second 
set of pulses is much more rapid; periods of the order of 
10 ms characterize this set. The faster pulsations show 
phase variations with respect to the slower pulsations 
of as much as one-half cycle in times of the order of 25 
seconds. The march of the faster pulses through the 
slower pulses may account for the apparently chaotic 
progression of pulse shapes observed in the typical 
short-time-constant pulsar records. 
The chaos may be only apparent, however. Actually, 

the faster pulses may be marching through the slower 
pulses in a remarkably regular way. If so, the steady 
march of the faster subpulses through the main pulses 

may mean that the timing mechanism of the subpulses 
is as precisely controlled as that of the main pulses. 

It also may mean that the mechanism responsible for 
the shorter-period emission is completely different from 
the mechanism responsible for the main pulses. Although 
the mechanism responsible for the main ( 1-second-
average) pulse could be tied to the mechanical rotation 
or pulsation of either a neutron star or a white-dwarf 
star, the 1-15-ms marching speed of the subpulses through 

the main pulses—in the two pulsars for which it has 
been measured—can be related only to the mechanical 
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The first 
visible pulsar . . . 
Now you see it, 

now you don't 

FIGURE 6. These pictures of 
a star that pulsates visibly 
at the same rate at which it 
emits radio signals are 
surely among the most ex-

traordinary astronomical 
photographs ever made. E. 
J. Wampler and J. S. Miller 
made these by focusing 
the Lick Observatory's 120-
inch telescope on the lower 
of the two prominent central 
stars in the Crab Nebula 
(the star marked with an 
arrow in the introductory 
photograph). Its peculiar 
optical spectrum, as well 
as its location, sug-
gested it might be the 
source of 33- ms radio pulses 
coming from Crab. By in-
terrupting the apparently 
steady light coming from 
this star at the same rate-
30 times a second—but 
not quite in phase with the 
radio pulses, Wampler and 
Miller caused their stro-
boscopically generated light 
flashes to fall out of phase 
with the actual light flashes 
coming from the star—i.e., 
the star was obscured for 
part of each observing cycle. 
Viewed on a television 

screen, the star appears to 
be pulsing considerably 

more slowly than it actually 
does. 

pulsation or rotation of one astronomical object—a 
neutron star. 

If these two, and perhaps most other, pulsars are in 
fact neutron stars, are they rotating or pulsating? There 
is a simple test of these two possibilities. As a pulsating 
star gives up energy, it should become cooler and more 
dense. It therefore should pulse more rapidly. If, on the 
other hand, the star is rotating, as it loses energy it will 

spin more slowly. A lengthening period, as already men-
tioned, was the general rule with pulsars. The pulses 
therefore appear to be best explained by associating the 
emission mechanism, whatever it may be, with the axial 
rotation of tiny neutron stars. 

But what about the week-long decrease in period 

manifested last spring by the contrary pulsar in the 
Vela supernova remnant ? 
With only this one fact, the experts can but guess at 

what may have happened. Some think that a planet 
may have slammed into the pulsar; others think 
Vela pulsar may have suffered something like an eate-
quake. On the theoretical assumption that at least the 
outer, cooler, layers of neutron stars may resemble 
gigantic pseudocrystals made of neutrons, as these 
surface layers cool, it is conceivable that they can shrink, 
perhaps suddenly. When a neutron star shrinks it ‘-'11 
spin faster in order to conserve angular moment 
and its period will decrease. To explain the Vela 
decrease, a sudden shrinkage of 1 cm would suffice. 

48 
IEEE spectrum FEBRUARY 1970 



Lick Observatory 
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FIGURE 7. Diagram shows key elements of system used by Lick-Stanford team simultaneously 
to monitor visible and radio pulses from the 33-ms Crab pulsar. Purpose was to determine 
whether two signals that have identical periods ( see Fig. 6) are also exactly in phase. They are 
not. Radio pulses lag light pulses by about 1.5 ms. Lag may be explained by greater delay 1m-
'sed on radio signals by interstellar electrons, but source effects cannot be entirely ruled 
.. ( C. Taubman described this experiment in an article in the " Hewlett-Packard Journal," 

June 1969, from which this diagram was derived.) 

One pulsar, so far, can be seen as well as heard 

Neutron stars are so small that no one ever expected to 

hear one, much less see one, unless it was improbably 
close. The observational story took on an exciting new 
dimension just a year ago, however, when astronomer 
John Cocke and his colleagues at the University of 
Arizona's Steward Observatory discovered that one pul-
sar, which had previously been tentatively identified 
'h the lower of the two ordinary-looking central stars 
,..he Crab Nebula, was also pulsing at visible-light fre-

quencies. 
Figure 6, surely one of the most wonderful astronomi-

cal photographs ever taken (this one was obtained by 
E. J. Wampler and J. S. Miller at the Lick Observatory), 

is proof that one pulsar can be seen as well as heard. 
'he Crab Nebula has received great attention from 

a.itonomers, not only because of its distinctive appear-

ance and relative proximity to us—it is only about 6600 
light-years away—but because it is now thought to be 
the optically visible wreckage of a supernova that 
Oriental court astronomers saw occur in 1054 A.D. In 
th‘. 900-some-odd years since this star exploded, its 

ous debris has expanded to fill a volume of some 10 40 

cubic miles. Already about 10 light-years in diameter, 
this colorful gaseous envelope is still expanding at the 

Receiver 
f = 424.00 MHz 
BW = 600 kHz 

extraordinary speed of 1300 km/s and radiating energy 
at all frequencies—optical, radio, infrared, and X ray— 
at the enormous rate of some 10" watts. It would take 
the radiation from 100 000 stars like the sun to match 

this power output. 
Pulsar aficionados have also been greatly intrigued by 

the Crab Nebula because its interior was soon discovered 
to be the abode of the fastest known pulsar. The 33-ms 
Crab pulsar "turns on" (to use the currently fashionable 
phrase) about 30 times a second. Now the Crab pulsar 
has been associated with an optically visible object— 
and it blinks at precisely the same interval. 

The optical flashes closely mimic the radio flashes. In 
each 33-ms cycle there is a major pulse followed about 
14 ms later by a minor pulse. Moreover, nearly all the 

light emitted by the pulsar seems to be confined to the 
flashes; if there is a steady-state component, it does not 
account for more than 6 percent of the total light emis-
sion. This strongly suggests that the source is not the 
entire surface of an object but more nearly some sort of 

rotating beacon. 
Subsequent work on the Crab pulsar, by scientists at 

the University of California's Lick Observatory and 
Stanford University, also seems to support a rotating-

beacon theory of pulsars. In this work, early last spring, 
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FIGURE 8. Herbert Fried-
man and colleagues at the 

U.S. Naval Research 
Laboratory derived these 
revealing power spectra 

from rocket-borne observa-

tions of 3- to 15-A X rays. 
Radiation coming from the 
Crab Nebula ( upper curve) 
was calibrated against 
radiation coming from an 
onboard Fe- reference 
source. Relative power 
(abscissa) is proportional 

to the square of the signal 
amplitude in one fre-
quency interval. Funda-
mental X-ray pulse fre-
quency from the Crab is 
30.2 Hz, same as the radio 
and optical Crab pulsar 
frequencies. X-ray flux, 
however, is about 10 times 
more intense than the op-
tical flux and about 10' times 
more intense than the radio 
flux. Relatively weaker radio 
signals may be generated 
by proton—synchrotron ra-
diation, whereas electron— 
synchrotron radiation may 
be responsible for the more 
highly energetic visible and 
X-ray pulses. 
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The first X-ray pulsar 
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radio and optical signals from the Crab pulsar were 
monitored simultaneously for the first time, using the 
elaborate experimental setup shown in Fig. 7. The purpose 
was to measure the difference in arrival time between the 
optical and radio signals, if any, to see whether these 
identically periodic signals were being emitted at the 
same time. Allowing for the delay imposed by the inter-
stellar electron plasma, the radio pulses arrived approxi-
mately 1.5 ms later than the light pulses. Although this 
phase difference can be completely accounted for by 
assuming a higher value for the interstellar electron den-
sity, thus imposing a greater delay on the radio waves, 
it could, in.part, also be a source effect. 

That's pretty much where the observational part of 
the pulsar story stood until last March. On March 13, 
on behalf of Herbert Friedman and his rocket astronomy 
and aeronomy group at the U.S. Naval Research Labora-
tory, NASA launched an Aerobee sounding rocket. 
It carried X-ray detectors to an altitude above the ob-
scuring effects of the earth's atmosphere. An attitude 
control system then pointed the 3-154. X-ray detectors 
toward the Crab Nebula for 40 precious seconds. Guess 
what they found! 

The first X-ray pulsar 

The NRL group observed X-ray pulsations coming 
from the Crab Nebula. 2 The X-ray pulsation period 
closely matched the 33-ms beat of the radio and optical 
pulsations from the Crab pulsar. Figure 8 shows the 
power spectrum of X-ray pulses from the Crab. The low-

Higher-frequency 
harmonics 

30 60 
Frequency, Hz 

910 

est of the three prominent peaks, the one on the left; 
represents the fundamental 30.2-Hz beat of the X-ray 
pulsar. The second and third, slightly higher, peaks or 
the right are the next higher harmonics of this funda-
mental frequency. 

Just as the Crab pulsar's optical flashes closely mimic 
its radio flashes, so the X-ray pulses mimic both, although 
the X-ray interpulse structure is slightly different. Al-
though the pulsed X-ray flux amounts to only about 
percent of the integrated steady-state flux of X rays (3 
to 15 À) coming from the entire Crab Nebula, the X-ray 
pulses are nevertheless about 200 times more powerful 
than the optical pulses and about 20 000 times mort 
powerful than the radio pulses. In the time interval -1 
a single pulse—about 1/30 second— the Crab put_ 
pours out as much energy in X rays alone as our sun 
emits at all wavelengths over a period of 10 seconds. 

Shortly after this discovery of the first— and, at tilt 
moment, still the only—X-ray pulsar, a team of astrono-
mers from M.I.T., McDonald Observatory, and Mt. 
Palomar Observatory carried the Crab drama a r 
further. The M.I.T. team confirmed the NRL group-3 
observations, and showed that the pulses in all thret 
spectral ranges— radio, visible, X ray— coincided not 
only in period but in time of origin. 

What sort of emission mechanism can account for this 
broadband radiation from the Crab pulsar, and at ,thP 
same time account for the radio signals that alone tet ...., 
to the existence of the 100 or so other pulsars discovered 
to date? 
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he emission is too powerful to be thermal 

One important clue to the emission mechanism came 

rom the observed equivalent brightness temperature of 
,ulsars-10 25°K, while radiating, as you may recall. 

'hat's a pretty high tempecature. If in fact it were a 
hermal effect, most of the radiation coming from a pulsar 
ould be in the form of gamma rays, not radio waves, 
nd all pulsars—not just the Crab pulsar—would emit 
trong light flashes and X rays. 

The very intense, extremely short-lived radio brightness 
f the pulsars—from which this high equivalent bright-
ess temperature was calculated—indicates, on the con-
Vary, that in pulsars astronomers are observing the emis-
on of energy from a process that involves only rela-
vely modest amounts of heat. Heat-producing processes 
ield disorderly, chaotic, inefficient, and therefore, in 

le end, less intensely luminous results, whereas the 
ulsar energy-production process, as indicated by the 
igh equivalent brightness temperature, is so powerful 
could only be the product of an orderly, extremely 

ficient process. 
How could so small an object as a neutron star pro-
de powerful pulses of highly polarized radio waves, 
; well—in the case of the Crab pulsar, at least—as still 
tore powerful pulses of visible light and X rays? This 
ould seem to require a Goliath among the stars, yet 
tutron stars are tiny; they are more appropriately de-

Tibed, metaphorically, as "little Davids." The answer 
this apparent paradox may lie in the fact that the ac-

tracy of the latter image may extend even to the sling-
tot. 

ittle David was small, but oh my! 

I he "sling" used by these energetic little stars to over-
me the barriers to our perception of them may consist 
' the lines of force of the intense ( 10' 2 gauss) magnetic 
:Id that theory suggests they should have. A powerful 
agnetic field is an integral part of every theory that 
eks to explain pulsars. The magnetic field may grow 

strong as the middling-strength magnetic field of an 
•dinary star, whose death throes spawn a neutron star, 

tensifies as "frozen-in" magnetic field lines converge 
er more closely during the collapse of the ordinary star 

am normal dimensions to the dimensions of a neutron 
ar. 

The "shot" whirled about by this magnetic field, to 
locities approaching the velocity of light, may consist 
' some of the ordinary, charged, subatomic particles— 
tons and electrons—that remain in a neutron star 

rd comprise perhaps one percent of its mass. Leaking 
it of some kind of "hot" spot on the surface of the star, 
it constrained by their electric charges to spiral out-
trd from the surface only along magnetic field lines, 
ese particles rotating with the rapidly rotating star 

ay, at sufficient distances from the star's surface, W-
I velocities high enough to cause them to emit elec-

;magnetic radiation. The emission process may be akin 
that observed in the particle accelerators used in high-
ergy physics experiments. In these experiments, the 

-called synchrotron radiation that is emitted results 
)rn the acceleration of charged particles to extreme 
'lefties by, and in, art intense magnetic field. 
,i various sectors of a neutron star's magnetosphere 
e fed different quantities of charged particles, or if 

Terent sectors are made to radiate in slightly different 

FIGURE 9. Diagram portrays essential elements of theory 
advanced by Thomas Gold of Cornell University to ex-
plain pulsars. Plasma particles, leaking. from "hot" 
spot on a rapidly rotating neutron star, spiral outward 
along magnetic field lines, which rotate with star. At 
sufficiently great distance from the star's rotational axis, 
velocities of orbiting particles approach the velocity of 
light, at which point radio-frequency pulses may be gen-
erated by the synchrotron process. Plasma escaping 
from the neutron star's powerful (10 12 to 10'3 gauss) mag-
netic field may feed and energize an expanding gaseous 
nebula such as the Crab Nebula shown in the introductory 
photograph, while the neutron star itself may be born in 
the same star explosion that creates the nebula. The 
leading alternative theory is shown in Fig. 10. 
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directions, the short, intense radio bursts typical of 
pulsars will occur. 

At the outer fringes of the neutron star's magneto-

sphere, where the field intensity has perhaps diminished 
sufficiently, some of the proton-electron plasma may 
even be able to escape, to fill and energize an expanding 

nebular cloud such as the Crab and to contribute to the 
galactic cosmic-ray flux. The latter suggestion depends, 
in part, on the asstimption that a neutron star may be 
created each time a supernova occurs in the Milky Way— 
perhaps once every hundred years. 

These, at any rate, are the essential elements of one 
leading theory—the "slingshot" or "snap-the-whip" 

theory illustrated in Fig. 9—that Thomas Gold of Cornell 
University advanced within a few months after their dis-
covery to explain the strange radio pulsations from the 
objects that their discoverers had named pulsars. 

The Gunn-Ostriker theory 

At this writing, one other theory also appears to have 
survived the flood of new pulsar observations, a theory 

advanced by James Gunn and Jeremiah Ostriker of 
Princeton University. 
The Gunn-Ostriker theory is a more fully developed 

version of an idea, shown in Fig. 10, that was originally 

proposed by F. Pacini, now of Cornell University. In 
this theory, the pulsar is also postulated to have a mag-
netosphere with a very strong magnetic field, which 
rotates with the star. However, the axis of the magnetic 

field does not coincide with the star's rotational axis. 
It is tilted. This magnetic dipole thus rotates at the rota-
tion frequency of the star, and as a result electromag-

netic waves are generated, in the classical fashion, at 

FIGURE 10. Pulsar model developed by James Gunn and 

Jeremiah Ostriker of Princeton University is a more de-
tailed version of ideas shown diagrammatically here, 
which were originally suggested by F. Pacini, now of 
Cornell University. Magnetic and rotational axes of neu-
tron star do not coincide in this theory, as they do in the 
leading alternative theory ( Fig. 9). Magnetic dipole thus 

rotates at rotation frequency of star, generating low-

frequency electromagnetic waves. These cannot prop-
agate through the plasma surrounding star, but may exert 
sufficient radiation pressure to compress plasma period-

ically, at about star's rotation rate. Outward-traveling 
compression waves may in turn develop into hydro-

magnetic shock waves where plasma approaches velocity 
of light, and these shock waves may yield the wide- band 
emission at MHz- range radio frequencies characteristic 
of pulsars. 
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the same frequency. These electromagnetic waves are 
low-frequency waves. They cannot be expected to escape 
from any reasonably dense cloud of charged particles 
that may surround the star. More exactly put, since it is 

almost certain that the frequency of these waves gen-
erated by the rotating magnetic dipole is below the plasma 
frequency of any atmosphere surrounding the star, th( 

cannot propagate. But the radiation pressure they can 
exert may be considerable, and this pressure may give 
rise to periodic compressions of the atmosphere. Com-
pression waves traveling outward through the atmosphere 
may develop into hydromagnetic shock waves at suffi-
ciently great distances from the star, and these plasm" 

disturbances may be the source of the wide-band errfi, 
sions at the higher, radio frequencies that characterize 
pulsars. 

In effect, the original low-frequency electromagnetic 
waves emitted by the rotating magnetic dipole may catch 

up the charged particles surrounding the star and propel 
them outward through the star's magnetosphere, li' 
surfboards on an ocean wave. And, since even low-frc 
quency electromagnetic waves travel at the speed of light, 
they may propel successive groups of outwardly moving 
charged particles to nearly the speed of light, at which 
point, as in Gold's theory, successive groups of particles 
may generate powerful bursts of radio-frequency radia-
tion, pulse after pulse after pulse. 

Two kinds of synchrotron emission — maybe 

These surviving theories, and many others that now 
appear to have fallen by the wayside, were advanced 

originally to explain only the amazingly periodic radio 
pulses. Neither is vitiated by last spring's spectacular 
series of observations on the Crab Nebula. Friedman 
and his colleagues believe, however, that the rad 
emission mechanism—in the Crab pulsar, at least:— 
differs from the mechanism producing the more powerful 
optical and X-ray pulses. Although synchrotron radia-
tion can explain all three kinds of radiation, they think 
that two kinds of synchrotron radiation may be involved. 
A proton-accelerating synchrotron process—operating 
at distances from the stellar surface where the magnetic 
field is still of the order of several hundred gauss—may 
explain the radio emission. But in order to explain the 

considerably more powerful optical and X-ray pulses, 
they call upon the higher-energy radiation that can be 

generated by electron acceleration. In a magnetic field 
of any given strength, electrons of course can be more 
highly accelerated than protons traveling at the sa.-
velocity, and thereby emit higher-energy radiation . 

the synchrotron mechanism, because they are only about 
1/1800 as heavy as protons. 

The key thing that almost everyone seems to agree on 
at this stage of the pulsar game is that rotating, highly 
magnetic, neutron stars lie at the heart of the matter. 

Strangely enough, these objects that were nie/ 
theoretical curiosities for over 25 years, until the dn.-
covery of pulsars tentatively confirmed their existence, 

may be one of the few truly stable astrophysical objects 
in the universe. Along with such similarly diminutive ob-
jects as the planet earth and white-dwarf stars, they may 

be the only objects forever capable of resisting their ol.'n 
gravitational forces. Relativity theory predicts that, 
other objects must sooner or later succumb to the crush-
ing forces set up by their own mass, and collapse catas-
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ophically to a singularity, the point where their volume 
comes zero and their density infinite, and where the 

lysical space around them may be "pinched off," per-
il's banishing them from our view. 
Neutron stars are thus the perhaps no-longer-missing 
ik connecting a wealth of observational and theoretical 

zts. Neutron stars, certain pulsing visible and X-ray 
ars, radio stars; exploding stars and the nebular clouds 

at succeed them; cosmic rays; and long-held theories 
)out the gravitational collapse of matter and the ulti-
ate inplications of general relativity ail of these 
in now begin to be woven into a fabric whose intricate 
t tern reveals some of the elements of creation. 

he extraordinary death of an ordinary star 

To begin weaving this fabric we must go back to the 
:dside of a conventional "dying" star, a star very much 
ce our sun. But we cannot pick just any sunlike star. 

he prescriptions of the theoretical astrophysicists limit 
to stars not too much heavier than perhaps 1.5 or 2 

ilar masses. Stars less massive than this simply will not 
D, not if we wish to end up with a neutron star. Smaller 
ars are more likely to end up as white-dwarf stars, not 

cutron stars, while very much more massive stars---
range as it may seem—are doomed to crush themselves 

ut of ordinary existence. 
Stars of perhaps 1.5 or 2 solar masses, having finally 

chausted the nuclear fuels in their interiors in the mani-
)1d fusion-reaction chains that powered them for bil-
ons of years, do in fact begin to darken and die. The 
toms comprising the outer portions of these dying stars 
re no longer sustained in frantic motion by the intense 

eat coming from nuclear reactions in the star's interior. 

1-ey begin to contract iiiward, toward the star's center 
„mass, as gravitational forces continue to exert their 
'exorable pull. Then strange things start to happen, and 
new physics of matter and energy, foreign to every-

ling we are familiar with on earth, begins to unfold 
"ajestically from the theoretician's esoteric equations. 
As the dying star contracts, the material in its core is 

queezed into an ever-smaller volume. As a direct con-
2quence, the gravitationally induced pressure on the core 

"aterial increases correspondingly. This causes the star 
3 contract still further, of course, and the pressure again 
"creases correspondingly, and so it goes, on and on and 
n . . . but not quite ad infinitum. The sheer squashing 

nether of atoms in the star's tortured interior finally 
trips the orbital electrons in the atoms free of their 

-nt nuclei. The outward pressure exerted by this 

getic cloud of so-called Fermi electrons may slow 
he star's contraction, but contraction eventually pro-
eeds, to a critical point at which the pressure on the 
iapless star becomes so great that these free electrons 
legin to combine with positively charged protons in the 
t,>r core's atomic nuclei. Greater and greater numbers 

eutrons are produced by this prgct,s, which physi-
, 

ists call "inverse beta decay" to distinguish it from the 
är more familiar process of beta decay in which neu-
rons split into electrons and protons. 
At this point, the star no longer merely contracts; it 

'egins to collapse catastrophically. It doesn't fall apart, 
• xplode; it falls together, or implodes. In one sense, 

...astrophysicist's, what happens next is all over in a 
'ew seconds. In other senses—the radio astronomer's, 

he X-ray astronomer's, and the optical astronomer's, as 

we have seen—it is just the beginning of the story. 
Catastrophic gravitational collapse is initiated by in-

verse beta decay when the star, which has been contracting 
relatively slowly until then, reaches a central density of 

perhaps 109 to 10" g/cm3. At such densities masses as 
great as the sun wouldn't take up much more space than 
earthlike planets or white-dwarf stars. But even this highly 
condensed matter is frothy stuff compared with the dense 
material that remains when the catastrophic implosion 

has run its course. 
Within a fraction of a second after collapse begins, 

nearly all the electrons and protons inside the star's 
core have been transformed into neutrons, and the core 
itself is in free fall, toward a fantastic configuration in 
which the space between these neutrons, in only several 
additional seconds, will be reduced another thousand 
to ten thousandfold, to yield densitie of the order of 
10' g/cm'. At this density all the human beings on earth 
would fit into the volume of a single raindrop. 
The resulting confining pressure is so intense that the 

neutrons (and the very few remaining protons and other 
nuclear particles) begin to cozy up to each other, in spite 
of the enormous repulsive forces tending to drive them 
apart. This formidable pressure wave brings the collapse 

of the core to a halt. At the same time, it sends a shock 
wave of equally formidable proportions propagating 
outward through the core. In the core shock front, the 

huge kinetic energy of collapse is converted instantane-
ously into heat. Temperatures of over 10 billion degrees 
are reached. At such high temperatures and densities, 
however, the elementary particle transformations so 
dear to the hearts of physicists proceed at a terrific rate, 
and the heat behind the core shock front, in the interior 
of the star, is converted with equal rapidity into high-

energy neutrinos. 

Neutrinos really heat things up 

Neutrinos should not be confused with neutrons. 
Although neutrinos are like neutrons in that they also 

are electrically uncharged, neutrinos are much smaller 
and lighter. They are so small and so light, in fact, that 
they behave as though they have no rest mass. Since they 
always travel at the velocity of light, however, they do 
exhibit mass, but their interactions with the more con-
ventionally massive kinds of matter are so feeble they 

are hard to detect. Interactions between neutrinos and 
other forms of matter are among the weakest in the uni-
verse. Because of this, neutrinos, which fly about the 

universe in huge numbers, pass pretty much unhindered 
and unobserved through nearly everything. Their mean 
free paths are measured on the scale of light-years. 

But under the conditions of extreme density in the core 
of a collapsing star, even the mean free path of these 
agile neutrinos is scaled down. It is reduced to such an 
extraordinary degree that the reduction may help you to 
comprehend in a still more tactile way how extreme these 
core densities are. Instead of zipping freely away, un-

hindered as usual, for distances of thousands of light-
years, the neutrinos trying to escape from the core of the 
star move less than 100 meters. Thus constrained, they 
deposit the energy they contain—all the energy released 
by the core's collapse—into the outer envelope of the 
star. This of course raises the temperature of the by-now 
relatively cool envelope; it may raise the envelope tem-
perature to as much as 200 billion degrees. 
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FIGURE 11. This mass—radius diagram (after Kip Thorne 
in "Scientific American") helps put the astrophysical 
objects that are prime pulsar candidates—neutron 
stars and white-dwarf stars—into fundamental phys-
ical perspective. These objects, like all others 
known to exist, lie in the area to the right of the limiting 
mass—radius ratio known as the gravitational radius. An 
object's destiny is determined by the outcome of the 
confict between gravitational forces and outwardly 
directed pressures that resist them. Thermal pressure (of 
atoms in motion within stars, or of stars in motion within 
galaxies) can resist gravity for a while, but ultimately 
thermal energy is dissipated and gravity forces objects 
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to contract. If an object is of the right mass to begin with, 
its contraction may terminate in the formation of such 
uniquely stable objects as neutron stars, white dwarfs, 
and even earthlike planets. In such objects, nonthermal 
pressure (of electrons in atoms, or of particles in atomic 
nuclei) may balance gravity forever. If contraction led 
an object into region at lower left, however, an explosion 
would destroy it immediately; hence no objects lying 
this region have been observed. To upper left, beyond tht. 
gravitational radius, lies oblivion, but not nonexistence. 
An object carried into this region by contraction would 
collapse catastrophically, but probably unobservably, to 
zero volume and infinite density. 
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At such an enormous temperature a new, brief phase 
f explosive nuclear burning is initiated in the star's 
uter envelopes. Nuclear reactions that yield heat and 
ght, and that synthesize new elements and new isotopes 
d preexisting elements, begin to occur once more. The 
'eat released by these nuclear reactions, when added to 
c already huge thermal energies generated by neutrino 

reposition, finally creates an outwardly directed counter-
orce to the gravitational force that has been calling 
he tune—clearly a rather lively dirge— until now. The 
iuter envelopes of the star then suddenly become 
mavitationally unbound from the core of the star. 

star dies, a star is born 

A thermal shock wave forms, and this explosion blows 
he star's envelope away from its core at speeds approach-

ng the speed of light. The huge thermal energy of the 
mpanding envelope is thereby converted into radiation 

;o intense that the visible light coming from the explod-
; star is almost as bright as that which cornes from an 

'mire galaxy of 100 billion ordinary stars. This brilliant 
3urst that brings the visibly radiant life of the star 

o an end with a bang is, of course, a supernova. 
It's the biggest bang definitely known to occur in the 

iniverse. Still bigger bangs, like the one with which some 
theorists believe the universe itself began, or the ones 
with which the gravitationally connected star systems 

zalled galaxies themselves may collapse en masse (as in 
quasars, perhaps), are subjects of speculation and dis-

pute. A supernova is an observational fact. 
Viewed from a distance, from the earth for example, if 

the explosion occurs in our galaxy, this metamorphosing 
star, heretofore perhaps an utterly insignificant speck in 
s',e sky, suddenly shines both night and day, for a period 

.1 few weeks. Its brilliance exceeds that of the brightest 
starlike objects in the nighttime sky, the planets Venus 
and Jupiter. If the mass of material in the outer layers 

of an exploding star is about equal to the mass of our 
sun, as it would be if the original star were about twice 
the solar mass, the energy released, per second, in the 

explosion is comparable to the energy output of our sun 
over a billion years. Small wonder, then, that the super-

nova shines day and night for two or three weeks with 
the brilliance of billions of suns. Then its brilliance 
rapidly wanes, to be replaced, eventually, by the more 
diffuse but longer-lived luminosity of that expanding 
cloud of gas known as a nebula, the ghostly remnant— 
the telescopically visible wreckage- -of the supernova. 

"ut what of the star core that is left behind? It has 
ceen crunched by the original gravitational collapse of 
the star; it has been buffeted by the pressure-induced 
shock wave propagating outward through it front its 
central region; and it has been counterbuffeted by the 
blast of the supernova explosion that has blown its en-

veloping layers into space at nearly the speed of light. 
tpletely transformed by the cataclysm that has blown 

away perhaps half of its original substance, the star that 
gives birth to a nebula nevertheless lives on. 

This star core, if its mass is no greater than twice 
that of the sun, and if other rather strict conditions are 
also met, survives as a neutron star. 

,.ting neutron stars into cosmic perspective 

The mass-radius relationship of neutron stars to other 
celestial objects such as the earth, the sun, galaxies, 

quasars, and white-dwarf stars, is shown in Fig. 11. 
The neutrons are packed together so closely that they 

may actually touch each other, in a pseudocrystalline 
array. A neutron star can thus be said to resemble a 
single, gigantic atomic nucleus—of somewhat unusual 
composition, to be sure. But this crude analog must not 
be taken too seriously: neutron stars are held together 
not by ordinary nuclear binding forces but by their own 

immense gravitational force. 
Strange as they are, neutron stars still obey the funda-

mental laws of physics. One law they obey is the law of 
conservation of angular momentum (co = mer). Since a 
neutron star is so small, it must spin much faster than 
the star from which it came in order to conserve angular 
momentum, even allowing for the angular momentum 
that may be carried off in the supernova. Evidence de-
rived principally from the Crab Nebula pulsar suggests 
that when they are first born neutron stars may spin as 

fast as 50 times per second. 
Thomas Gold deduced this initial rotation speed by 

starting with the observed period of the Crab pulsar and 
working backward in time to the time of its origin in the 
supernova of 1054 A.D. To do this he simply reversed its 
observed increase in period, which amounts to about 
36.51 billionths of a second per day, or about one part 

in 2400 per year. 
Assuming that this neutron star now spinning 30 times 

a second, but then spinning 50 times a second, has a 
mass equal to that of the sun and a moment of inertia 
appropriate to its mass and small size, Gold's calcula-

tions also led to the two important, though still tenta-
tive, conclusions I mentioned briefly earlier. 

First, the rapidly rotating Crab pulsar is dissipating 
energy at the prodigious rate of 10" watts. This is far 
more than enough to supply the energy being dissipated 
by this pulsar's radio bursts, some 10" watts. It is equal 
to, and may account for, the radiant energy being emitted 
by the vast Crab Nebula itself, at all frequencies. 

Second, this energy contribution may be enough, 
when the energy and plasma contributions of other 

relatively young and rapidly spinning neutron stars are 
added to it, to account for the cosmic rays that are bom-
barding us at this very moment, thus clearing up a 

decades-old mystery. 

The writer is indebted to Frank Drake (Cornell University), 
Kip Thorne (California Institute of Technology), J. J. G. McCue 
(M.I.T. Lincoln Laboratory), and Gerald Feinberg (Columbia 
University) for personal communications that contributed greatly 

to improving an early draft. 
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The anatomy of 
integrated-circuit 
technology 
Although it is predicted that monolithic silicon arrays 
will reach a level of circuit integration that is one or 
two orders of magnitude greater than exists today, 
future needs will most certainly increase the role of 
film, hybrid, and other technologies in microelectronics 

Harwick Johnson RCA Laboratories 

One definition of integrated electronics can be given 
as " the physical realization of a number of circuit 
elements inseparably associated on or within a con-
tinuous body to perform the function of a circuit." 
This definition gives only an indirect clue to the 
reasons for the tremendous impact of integrated 
electronics upon the electronics field in particular, 

and upon technological aids to society in general. 
This article attempts to explore these reasons and to 
discuss some of the consequences of the growth of 

this advanced technology. It complements J. J. 
Suran's January article, "A Perspective on Integrated 
Electronics," which explores the problems in design 
theory that have resulted from the extreme com-
plexity of IC fabrication. 

Much has been written concerning integrated elec-

tronics and it is no longer necessary or even feasible to 

detail the technological processes and achievements in a 
short review. We shall attempt to show the nature of t 
field through emphasis of the major circumstance, 
affecting its development, and hope to provide some 
answers to such questions as: Why are certain techniques 
dominant? Why are certain functions easier to accom-
plish than others? What circumstances give significance to 
supplementary techniques? What are the inadequacies re 
the present system ? 

To understand the significance of integrated elec-
tronics, it is necessary to adopt a systems viewpoint. 
As such, integrated electronics is an efficient organization 
of the contributions of the diverse disciplines of materials, 
active and passive devices, circuit design, circuit fabrica-
tion, and packaging into a single product entity. To• - 
this entity is usually a subsystem of the overall e, 

tronic system. Tomorrow it may well encompass that 
portion of the system between the input and output 
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translators necessary to contact the real world. 
e key words here are efficient organization and 

mete entity, the key to these possibilities being micro-
electronics. Literally, microelectronics means very small 
electronics. But it is not only this attribute of size that is 
revolutionizing electronics. Small size simply means more 
electronics for a given volume or weight. Though essential 
in - nace applications or in very fast computers, it does 
n .:count for the pervasiveness* with which integrated 
circuits are penetrating all electronics. Rather, it is the 
small size in combination with the attributes of micro-
electronics that lead to greater reliability, better per-
formance, lower cost, and'or greater circuit sophistica-

tion. 
hough the technology of microelectronics is ad-

* This word is so appropriately descriptive that its first use in the 
present context by P. E. Haggerty should be ackno‘N:edged. 
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vanced, it is not basically new. As practiced today, it is 
largely an extension of silicon transistor technology and 

thin-film technology developed for passive elements and 
interconnections. The most important contributors to 
the success of integrated electronics are the features of 
batch or simultaneous processing and the adaptability to 
automation. These features also played an important 
role in the success of discrete transistors. It is their exten-
sion to interconnections and circuitry in the form of 

microelectronics that has given impetus to the develop-
ment of integrated electronics. The importance of these 
features to the economics of integrated electronics can 

scarcely be overemphasized. 

But there are other advantages. Because transistors are 
made simultaneously, they are better matched and because 
the circuit is contained on a common substrate, tempera-
ture differentials are minimized. These circumstances, for 
example, make it relatively easy to produce differential 
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amplifiers, in comparison with conventional methods 
utilizing discrete components. 
Although the basic circuit principles remain true to 

Maxwell, the design constraints are different. The opti-
mum integrated-circuit design will not be recognized as a 
one-to-one translation of a circuit for the same purpose 
designed with discrete components. Moreover, because 
additional elements are available at a minimal cost on a 
chip basis, the design will tend toward greater sophistica-
tion and to superior performance. 
Thus, a variety of interlocking "reasons" account for 

the movement toward integrated electronics. The signifi-
cance of these factors will vary from one electronic sys-
tem to another. However, the greater the number of these 
factors that can be brought into play, the more pervasive 
will be the resulting electronics. 

Monolithic silicon technology 

The heading of this section is somewhat a misnomer, 
but is used loosely, as it usually is, to apply to the system 
of integrated-circuit fabrication from design to the 
finished product. Two transistor structures are dominant 
in integrated-circuit practice. These are the bipolar and 
MOS structures shown in Fig. 1. The structures and their 
principles of operation are entirely different. Neverthe-
less, the fabrication processes are generally the same and 
differ only in technological detail. The elements of the 
overall system are outlined in Fig. 2. It should be noted 
that silicon technology, per se, is included in the step of 
wafer processing. 

Characteristic of almost all the steps in wafer process-
ing is that they are physical or chemical processes carried 
out under controlled conditions in a controlled environ-
ment. This control contributes much to the reliability of 
the product. It is also characteristic of most of these 
processes that it is possible for wafers to be batch-
processed. 
An insight into the efficacy of the batch process and 

the economic importance of the many detailed steps 
involved in transistor fabrication may be gained by 
considering a typical single diffusion step. For the dif-
fusion process alone, a labor expenditure of one man-day 
will typically process 1300 wafers. For today's packing 
densities, this corresponds to 2 X 107 circuit elements 
(transistors, diodes, resistors). 

Actually, the diffusion process itself is but a minor 
part of a diffusion step. Indeed, the wafer cleaning, 
etching, photoresist, and other processes associated with 
a single diffusion require a much greater labor expendi-
ture than does the diffusion itself. For the complete 
single diffusion step, 106 circuit elements are processed 
per man-day. 
With efficient operations such as this, vast numbers 

of circuits can be processed at an extremely low unit cost. 
Herein lies the basis of silicon technology in providing 
large quantities of electronics at low cost. Even so, these 
numbers do not represent a limit and it is technologically 
feasible to increase them. Wafer processing is but one 

element of the overall system, and it can already be 

foreseen that its very efficacy is throwing it out of balance 

with the other elements of the system; that is, further 
lowering of the costs of wafer processing has but a minor 
effect on the cost of the product and, hence, does little to 
further the penetration of the product into electronic 

systems. It is equally important to refine the other ele-

ments of the system. 
The steps of the system prior to wafer processing— 

those involved in setting up a design—are not repeatec 
more than a few times until the design is finalized. Foi 
transistors and simple integrated circuits, this cost 
prorated over a large production, is reasonable. But thi‘ 
may not be true for complex circuits that require mc 
design and artwork labor, as well as readjustment o. 
tentative designs. Nor may it be so if the design is specific 
to an application with a limited market—e.g., a custom 
design. 
Under these given circumstances, the design set- ill 

costs could be dominant. The question of keeping tl 
flexibility of the system in adapting to new designs h. 
not yet been resolved. To alleviate the problem, artworl 
generation has been automated, and computer aids in thi 
form of circuit simulation and topological formulas ari 
used. Nevertheless, wafer processing is so prolific tha 
the economics of instituting a design must receive mop 
attention in the future. 
One possibility for improving the overall performanc 

is to reduce the size of the individual components—tha 
is, to put more "micro" in the electronics. This require 

an increased resolution in the mask and the photographi, 
processes by which it is produced. Presently, line width 
down to 5 gm with tolerances of 0.3 gm are commonl: 

FIGURE 2. Outline of monolithic silicon technology. 
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:mployed using radiation of 0.5-µm wavelength. Since 
mactical limits are ordinarily encountered before funda-
nental limits are attained, some change in these tech-
liques will be necessary to effect order-of-magnitude 

mprovements. 
Two characteristics of the photographic process 
:uld be pointed out. One is the economic advantage of 

;xposing the whole wafer (e.g., 400 integrated circuits) at 
)ne time. On the other hand, mask alignment is the one 
•emaining step that relies on operator skill. Proposals 

lave been made to dispense with the mask (and even the 
Dhotoresist) and expose the wafer with a computer-

-nrolled scanning electron beam of high resolution. 
beam resolution of better than 1 gm, an inordinately 

long and uneconomic exposure time is required. Some 

composite system may be feasible, however. 
The elements of the system following wafer processing 

are concerned with preparing the integrated circuit for 

insertion into the overall electronic system. Here again, 
tuse of the efficacy of silicon technology, packaging 

iedmiques of the past must be modified if their cost is not 
to limit the applicability of integrated circuits. The in-
dividual and often manual operations of mounting and 
lead attachment can no longer be tolerated. Even for 
discrete transistors, the packaging operation costs almost 

as much as the transistor chip. 
For integrated circuits of high complexity, which 

require increasing numbers of pins, packaging costs will 
increase. It becomes an important consideration in sys-

tern organization and integrated circuit design to mini-
mize the number of external connections required. The 
most promising solution to the overall packaging opera-
tion appears to be the beam-lead approach.' A beam-lead 
c'-^uit before' chip separation is shown in Fig. 3. The 

n leads extending out over the silicon that will be 
etched away to effect chip separation are readily identi-
fied as the relatively large, rough, rectangular depositions 
extending from the integrated circuit proper. After 
removal of the underlying silicon, the outer extremities of 
these leads will be free, the leads being cantilevered from 
the silicon chip. The circuit measures 1.35 mm from beam 

tip to beam tip. 
Aside from the technical sophistication of beam-lead 

technology in the use of materials and the elimination of 
a separate package structure, its promise in the present 
context arises from the use of batch processing and 
elimination of the individual manual operations of 
conventional procedures. Chip separation is now a 

lical-etch process, lead formation is an electroplat-
ihrprocess, and encapsulation is a chemical-deposition 
process. These functions can be carried out under con-
trolled conditions to maintain the reliability of the prod-
uct and, with batch processing, at low unit cost. 

The diagram of Fig. 2 includes a final element in-
d;-qted as "insertion into electronic system." This block 

added to emphasize the importance of keeping the 

overall system always in mind. Here the beam-lead ap-
proach is also beneficial because insertion into the elec-
tronic system may be done with simultaneous lead at-

tachment. 
In summary, we have tried to point out in this section 

t' she system of integrated-circuit fabrication, through 
ri...•nce on automation, materials sophistication, and 
batch or simultaneous processing, can produce vast quan-
tities of low-unit-cost, reliable, and complex integrated 

circuits. 
However, it is not to be expected that all electronic sys-

tems can be adapted to this method of fabrication; some 
alternatives are discussed later. Moreover, when the 
adaptation can be made, a serious challenge arises in 
what to do with these vast quantities of electronics. The 
potential now apparent is greater than the rosy predic-
tions of a decade ago. Yet, there is an irony. With these 
efficient processes, the manufacturer can supply vast 
quantities of electronics, yet his dollar volume may be 

disappointing because of the low unit costs. So not only 
must the advantages of integrated electronics motivate 
the penetration into all of electronics, but the market for 
electronics must be enlarged if the overall system is to 

flourish. 
The past and future roles of silicon electronics in en-

hancing the use of computers is an example of such 
changing considerations. The transistor is credited with 
making the large computer practical. Yet the computer 
is but a tool, and the extent of its use will depend on the 
cost of making a computation or calculation. Only 2.5 
percent of the cost is said to be attributed to the silicon 
electronics.2 Simple reduction in the cost of silicon elec-
tronics is approaching a marginal contribution to the 
wider use of large-scale computers. Attention to the 
other costs of computation could be more effective. Even 
as the electronics industry is forced by the low cost of 

silicon technology to revamp design and packaging pro-
cedures, so the computer industry must give attention to 
those other costs. Hopefully, the greater use of elec-

tronics may aid in achieving these ends. 
Although cost reduction, per se, may no longer be a 

paramount objective in the development of silicon 
electronics for computers, the important objectives of 

FIGURE 3. A beam-lead circuit before chip separation. 
(Courtesy Bell Telephone Laboratories) 
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greater capability and flexibility remain. The future role 
of silicon electronics will be to aid in achieving these 
objectives. One approach is through the development of 
large-scale integration, an important step forward in 
the sophistication of silicon electronics. 
We turn now to examine some of the design fields to 

which integrated electronics has been applied. In addition 
to simply pointing out what has been accomplished, we 
have tried to make clear the significance of the micro-
electronic aspects and to indicate the consequent tech-
nological and economical challenges that have arisen. 

Digital circuits* 

Of the various fields to which it has been applied, 
integrated electronics has been most impressive in digital 
circuits and, in particular, in logic circuits of computers. 
In this application, there is a fortuitous coincidence be-
tween the application requirements and the simpler 
capabilities of silicon technology in integrated electronics. 
The basic requirement of an elementary logic circuit is 

quite simple: It must provide a means of signal quantiza-
tion. Usually only two levels are required. The quantiza-
tion function is readily provided by a p-n junction or a 
transistor, and various logic elements can be devised 
employing only transistors, solid-state diodes, and resis-
tors. Transistors are advantageous in providing the gain 
necessary for the fanout of element assemblies. 

Logic-element design today goes far beyond this basic 
consideration to provide operation at high speed, low-
power consumption, etc.—that is, the various attributes 
of improved performance. These important details will 

* For details of the modern technology of digital integrated circuits, 
see Ref. 3. 

FIGURE 4. A typical high-volume digital circuit chip. An 
example of a transistor—transistor logic gate. 

not be discussed here. We wish only to emphasize that 
logic circuits demand of integrated electronics the abilit) 
to produce only combinations of transistors, diodes, anc 
resistors. This is almost the simplest device capabilit) 
that could be demanded. Yet further simplicity result: 
from the substitution of transistors or diodes for +-
resistor elements so that the elementary circuits are co.. 
posed entirely of semiconductor devices. Since resistor 
were traditionally less expensive and more reliable that 
discrete transistors, such substitution may appear sur 
prising. 

This is just a small but good example of the reorienta 
lion in values that comes from integrated electron 
Here, production expense is related to the chip arez 
occupied by the element. Since a resistor occupies mor( 
area than a transistor, in integrated form it may well b( 
more expensive than a transistor or diode. 

It is characteristic of the central processing unit o 
computers that complex logic functions are realized ' 
combinations of large numbers of simple and simi. 
digital circuits. To this problem of expeditiously corn-
bining large numbers of elementary circuits, the micro-
electronic aspect of silicon technology provides man) 
favorable answers. The small size is not only convenient 
but, in high-speed computers, is essential in minimizinE 
signal propagation delays. Batch processing offers by 
cost for both the device elements and their interconnec-
tions, which also benefit from the reliability of silicon 
technology. 

Altogether, a complex logic circuit is a very favorable 
vehicle for displaying the capabilities of integrated elec-
tronics and much progress has been made. The silicon 
chip displayed in Fig. 4 is typical of a relatively simple 
product that is produced today in large numbers. T 
chip is an example of transistor-transistor logic (T'..,) 
and contains 28 device elements with interconnections ta 
comprise four logic gates in an area of 14.9 X 10-3 cm2. 
This is about half the area contained on the head of a 
common pin. 

It is customary, as we have done, to cite the number ol 

FIGURE 5. Trends in manufacturing costs with increasing 
levels of integration. 
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device elements contained in the chip. But it is of equal 
economic significance that the chip also contains 60 
interconnections, all made in a most reliable manner by 
the semiconductor manufacturer. 

If this modest level of integration is good, as already 
has been shown in the marketplace, more integration 

mid be better. But how much more? This question 
[cads to the challenge of large-scale integration (LSI), 
the philosophy of incorporating a large subsystem or 
even a complete system on a chip. The potential and the 

Limits of LSI are topics of much concern today. Industry 
needs answers to such questions as: Are the limits to be 

- • by silicon technology, by conditions on system or-
_tization, or simply by the economic problem of 

generating enough volume for a product so that LSI 
is economically competitive? Certainly all of these are 
factors influencing today's designs. But this begs the 
basic question. In the absence of limiting relations such 
as those derived for the performance of charge-controlled 

Iron devices, recourse is made to extrapolating cur-
tan experience and to defining the roadblocks of present 
practice. 
From the viewpoint of the semiconductor manufac-

turer, a possible guideline to a suitable degree of circuit 
integration is one that minimizes his manufacturing costs 
per elementary circuit. In this way, the manufacturing 
operation offers the customer the most value for his 

dollar. 
Manufacturing costs include the costs of process-

ing and packaging the silicon chip. The chip-processing 

cost per elementary circuit may be written as 

pa 
= — 

y(n) 
(1) 

...sere p is the processing cost per unit area, a is the area of 
an elementary circuit, and y is the chip yield. The effect of 
increasing levels of circuit integration (the number n 
of elementary circuits contained on a chip) is contained 
in the yield factor. The yield decreases rapidly at high 
levels of circuit integration. 
Packaging costs are in a state of flux for reasons men-

tioned earlier, so that there is little consensus on how 
they will vary with circuit complexity. However, the 

details affect our conclusions only in the matter of degree. 
We will argue that packaging operations of the future will 

be done by batch processing and simultaneous lead 
attachment. With simultaneous lead attachment, the 

attachment cost per wafer may be taken, for illustrative 
poses, as fixed and independent of the number of 

lerds to be attached. The packaging cost per elementary 
circuit will take the following form: 

P. = aa - 
n 

(2) 

re the first term accounts for batch processes, and 
the second for lead attachment and any other fixed cost 
per wafer. The inverse dependence on n for the second 
term results from 3 representing the fixed cost per wafer 

containing n elementary circuits. Since packaging yield 
is a multiplication factor in both C. and P., it will not be 

'uded in this discussion. 
,.. ace C. increases and P. decreases with level of circuit 

integration, a minimum in the manufacturing cost 

(C. ± P.) per elementary circuit will exist at some level of 

circuit integration. Roughly (but not exactly), it occurs 
when the chip costs approximate the packaging costs. 
The trends are shown in Fig. 5. In general, the minimum 

is very broad, and not too great a significance should be 
attached to the minimum point. 
The trend of the chip cost curve depends on the yield 

function, which, in turn, depends on the defect distribu-
tion. We may conceive that the defects are located by 
chance and that, in the limit of large numbers, it is pos-
sible to define an average defect density, Do. This is the 
simple Poisson description of "randomness." These 
concepts lead to the probability of not finding a defect 
in an area a (the area of an elementary circuit) of 

P = e-ano 

which is defined as the yield function ye for an elementary 
circuit. 

For an integrated circuit comprising n elementary cir-
cuits, the pertinent area is na and the yield would go as yen, 
giving rise to the so-called "ynth" problem. However, it 
has been pointed out' that the defect distribution is not 
random in a simple Poisson sense. Experience has shown 
that this simple two-parameter description is not ade-
quate, and that the yield does not fall off as rapidly at low 
yields as does the yield for a simple Poisson distribution 

of defects. 
This phenomenon serves to extend the upper end of the 

cost curve and shifts the minimum to higher levels of 

integration. A somewhat startling consequence is that, 
under some circumstances (relatively high packaging 
costs), the yield factor at the minimum can be in the 
neighborhood of 15 percent. This result is a consequence 
of attempting to put enough value into the chip to roughly 
match the packaging costs. In this example, the lowest 
manufacturing cost per elementary circuit is obtained by 
designing up to a level of integration that results in six 

out of seven units being discarded. 
Broad as it is, it is at least semantically comforting to 

find a minimum in the unit cost in order to define a pos-
sible objective. However, with current trends in "pack-
aging" procedures, this comfort is likely to be lost. As 

packaging costs are reduced, the minimum shifts to 
levels of integration that may be lower than that desirable 

from other systems considerations. In the limit, if the 
lead attachment term in Eq. (2) becomes negligible or if 
the manufacturer supplies batch-processed chips, then a 
minimum based on these arguments no longer exists. 
The manufacturing cost is a monotonically increasing 
function of the level of integration and depends primarily 
on the yield factor. Aside from the steep rise in cost at low 
yields, a desirable level of integration must be found by 

considering factors in the overall system aside from the 
manufacturing costs. One factor, for example, could be 

the cost of insertion into the electronic system, as noted 

in the last block of Fig. 2. 
Several particular analyses and projections" into 

the future have been carried out that are similar to these 
arguments but differ in detail—particularly in the formu-
lation of packaging costs. Considering arrays of bipolar 
gates, Seeds and Noyce predict that the manufacturing 
costs per gate can go front 9 cents per gate in 1968 to 

0.7 cent per gate in 1974 - -the latter gates being produced 
in arrays of 200. The important conclusion for our pur-

pose is that projections of the capabilities of silicon tech-
nology predict the feasibility of arrays having a level of 
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circuit integration one or two orders of magnitude greater 
than that in common practice today, with a substantial 
reduction in the manufacturing cost per elementary cir-
cuit. Or, more simply, the technological limits appear to 
be far beyond today's practice. 
Another possible design limit is the so-called pin-

limited condition. The pins or connection leads are placed 
along the perimeter of a chip. As the number n of elemen-
tary circuits on a chip increases, the area increases 
in direct proportion to n, but the perimeter or linear 
dimension available for lead placement increases only 
by s/n. lf, with increasing level of circuit integration, the 
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FIGURE 6. Pin requirement reduction by system reorga-
nization ( S. Y. Levy et al.). 

FIGURE 7. A16-bitT L memory chip. 

system interconnections between chips increase faster 
than Vn, more pins will soon be required than can be 
placed on the periphery of the chip. This limitation 
would determine the level of integration that can be 
incorporated on one chip. This is a problem in systerr 
design and layout rather than a general limitation. It ;‘ 
evident that subsystems should be sought that requir 
minimum number of interconnections between chips. 

This problem emphasizes the point so often made thai 
close cooperation is necessary between the system de-
signer and the semiconductor manufacturer. Alterna-
tively, systems may be reorganized so that the number ol 
pins per chip increases no faster than s/n. An example 
system reorganization reducing pin requirements L. 
been given by S. Y. Levy et at.' The authors point oul 
that, in many computer designs, memory and data-
processing elements are ordered in a fairly regular struc-
ture and by this token are amenable to large-scale 
integration. 
On the other hand, however, the centralized conti 

logic structure, which may comprise about one half of the 
machine, is highly irregular because of the diverse control 
signals it must generate. This formlessness of the control 
structure leads to many interconnections and to pin 
limited conditions for large-scale integration. Restruc-
turing the system using functional partitioning for both 
the data and control paths, the authors have succeeded 
through improved ordering of the component structure5 
in reducing the pin requirement of an array by a factor of 
two or more, as shown in Fig. 6. 
Another associated pin-number problem that may tend 

at any time to limit the degree of integration is that of 
testing. Testing costs are an important part of production 
costs and it is observed that the number of tests fo ,. - 
comprehensive evaluation tends to increase exponenti‘ 
with the number of pins. Evidently, the advent of large-
scale integration will call for fast low-cost testing tech-
niques, and, most likely, a new philosphy of testing. 
Perhaps a greater reliance will be placed on functional 
rather than parametric testing. 
Another promising application for large-scale integra-

tion in computers is semiconductor memories. This ap-
plication is in its infancy, the first commercial producl 
having appeared in 1968. The basic circuit element is the 
flip-flop, again a circuit comprised only of transistors and 
resistors. These elements are assembled to perform the 
functions of shift registers and decoders. Memory pat-
terns are very regular and have a high gate-to-pin ratio. 

Because volatility is a problem in semicondu 
memories, initial development will not attempt to co", 
pete with the popularity of magnetic cores in large 
capacity random-access memories. Rather, those memory 
functions that can exploit the advantages of semiconduc-
tors will be developed. Among these functions is thc 
read-only memory, in which the memory informatior if 
wired in and memory volatility is not a problem. 
use of semiconductor material is efficient, requiring one 
transistor per bit. 

Because of the efficiency that is added to the computa-
tion process, fast semiconductor scratch-pad memorie5 
are also being developed. Figure 7 shows a chip con-
taining a 16-bit T2I, memory. Compared with Fig. 4 
chip contains about four times as many device elemen_..i 
twice the area. 
The capacity of present semiconductor memories i5 
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limited by the chip size that will permit a reasonable 
yield. For a typical chip of 6.45 X 10-2 cni2, 64 bits with 
bipolar construction or 256 bits with MOS techniques ap-
pear currently practical. The size advantage of the MOS 
technique is readily apparent for large-capacity memories. 
Bipolar techniques, however, do enjoy an advantage of 

ut 20 times in speed, and technique refinements are 
utring explored to mitigate the size disadvantage.8.9 On 
the other hand, refined MOS techniques through internal 
capacitance reduction will increase the speed of operation 

within a chip; however, the problem of connection to the 
high capacitance of the outside world remains to be 

'ved. 
techniques are improved, it is only reasonable to 

expect semiconductor memories to have capacities ap-
proaching 5000 bits in the near future. 
To provide nonvolatile alterable semiconductor memo-

ries, various ideas have been explored to introduce the 
necessary long-term hysteretic effect into the gate insulator 
›sulated-gate field-effect transistors. Current interest 

(leers on the injection of charge by tunneling into 

silicon-nitride insulators.' 

Analog circuits* 
The transition from discrete transistors to integrated 

circuits proceeds more slowly for analog or linear cir-
cuitry than it did for digital circuitry. To account for this 
lag, there are almost innumerable reasons, both eco-

nomical and technological. 
We have seen that a computer system utilizes large 

numbers of similar circuits, as in logic or memory sub-
systems. On the other hand, diversity is more charac-

teristic of circuits in analog systems, in which the attrac-
tivvess of the repetitive pattern of an elementary circuit 

ist and the number of circuits for the system is de-

creased. 
We have noted that, at least in the beginning, logic 

circuits, for example, placed relatively simple require-
ments on the transistor devices. On the other hand, most 

analog circuits are high-performance circuits with each 
discrete transistor designed specifically for the role it is 
to play. Until improved integrable transistor forms were 
devised, only the most modest of analog circuitry could be 
considered for translation into integrated form. Impor-
tant contributions to improved integrated transistors were 

made with the advent of improved isolation techniques 
and the "buried layer" technique (see Fig. 1). 
Low-pass or baseband operation is typical of digital 

cdoNits; it requires, for the most part, only transistor and 
minor elements. Many analog circuits are characterized 
by bandpass operation with some requiring the bandpass 
to be shifted on demand. For these functions, high-Q 
inductors and mechanically variable capacitors are con-
ventionally used. These are not part of the repertoire of 

iekrated circuit technology. It is evident that much re-
t „ing and innovation is required to accomplish similar 
vor  functions most expeditiously with the use of integrated 

circuits. 
Solutions to these problems will be radical departures 

from conventional practice. Gain functions will probably 
be provided in broadband form. Initially, bandpass deter-

'ng elements in conventional discrete form will be 

* For details of the modern technology of linear integrated circuits 
see Ref. II. 

lumped at the functional interfaces of the system. To 

provide inductive reactances more suitable for integra-
tion, miniature mechanical resonators, electronically 
simulated reactances,' and electroacoustic effects in 
solids are being investigated, with some use being made 
of piezoelectric resonators. The problem of variable-
capacitive reactance in integrated form appears less 
formidable with the availability of the voltage-controlled 
capacitance of a p-n junction (varactor). 

Finally, a large potential market for integrated analog 
circuitry exists in the consumer entertainment and ap-
pliance markets. In these markets, cost considerations 
are dominant; little, if any, premium is available for 

greater reliability. Consequently, acceptance in this 
market depends almost entirely on cost, although the 
other attributes of microelectronics and integrated cir-

cuits are recognized as desirable and beneficial. 
Notwithstanding this unfavorable comparison with 

digital circuits, much progress has been made, leaving no 
doubt that integrated circuits will be as pervasive in the 
analog field as they are in the digital field. This growth 
will be accompanied by many changes in design philoso-
phy to adapt and to exploit integrated-circuit technology. 
Some of these accommodations are already becoming 

clear; others remain vague. 
Perhaps one of the major adjustments to be made is to 

determine how analog circuits are to be partitioned and 
"standardized" to produce an economic volume for the 
semiconductor fabricator without essentially eliminating 
the possibilities for initiative on the part of the circuit 

designer. 
Although there undoubtedly will be "standard"-type 

products developed that will service widespread needs, a 

FIGURE 8. An analog subsystem chip combining functions 
of IF amplification, limiting, detection, and audio ampli-

fication. 
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reorientation in thinking is revealing a suitable compro-
mise to accept innovations in circuit design as well. 
Instead of thinking only in terms of a completely "stan-
dardized" product, the semiconductor fabricator will 
think in terms of a substantially "standard" process and 
provide for circuit innovation within the bounds of that 
process. The circuit designer will accept these constraints 
and similarly display his ingenuity within the bounds of 
the "standard" process. Thus, it is the process rather 
than the circuit that will be "standardized." 

This argument does not imply that the process is to be 
static one. On the contrary, it will continue to develop a! 
new and more efficient fabrication techniques are found 
Nor does the argument imply a single process; for ex 
ample, a manufacturer may have one "standard" proces 
for low-frequency and another for high-frequency c;-
cuits. 

However, it certainly means that the semiconducto 
manufacturer will not explicitly tailor each transistor tc 
serve its function on the chip most efficiently. Fo 

FIGURE 9. A collection of tantalum thin-film circuits. (Courtesy Bell Telephone Laboratories 
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example, area can be readily adjusted but special doping 
profiles are unlikely. Some transistor devices will be 
better than they need to be; in other instances, more than 

one transistor device may be necessary to accomplish 
what might have been done with one discrete transistor. 
At present it is difficult to generalize about the trends in 
rtitioning. An elementary choice, to partition by func-

tion, may be an initial choice for commercial or industrial 
products, where cost is not all-important. However, the 
partitioning is likely to be more subtle than this and take 
into account the number of external leads and other 
factors. Partitioning by elementary function is almost 

--rtainly not satisfactory for consumer products where 
st is all-important. In this area, it is likely that every 

effort will be made to place as much as possible on one 

chip. 
The 1.25-mm silicon chip shown in Fig. 8 is an analog 

subsystem combining several functions. This chip is 
illustrative of the functional diversity of analog circuits 

of the desire to place as much on one chip as the 
..,tate of the art will allow. Designed for application in 
FM receivers, the chip provides IF amplification, limit-
ing, detection, and audio preamplification, while pro-
viding an AFC signal and incorporating regulation of the 
voltages supplied to the various sections. In that, the 
bandpass-determining elements and a discriminator 
transformer must be additionally supplied. The chip is also 
illustrative of the challenge to devise low-cost elec-
tronically simulated reactances, or to circumvent the 

need by means of innovation. 

Thin-film, thick-film, and hybrid technologies 

Although monolithic silicon technology goes a long 

- -qy toward being "all things to all people," the diversity 
electronic systems is too great for one technology to 

attain that utopia. Microelectronics should not be a 
synonym for monolithic silicon electronics, for its hori-

zons are not limited to those of a silicon technology. It 
is probably true that, if an electronic function can be 
expressed in terms of a monolithic silicon structure, then 
this, more often than not, will offer the preferable solu-
tion. However, there will be instances where it is not 
economically preferable, and instances where it is not 
technically preferable or even feasible. An individual 
judgment must be made between alternative solutions. 
The utilization of film technology is presently the 

popular alternative to a monolithic silicon structure. 
Film technology may be used alone or in conjunction 

ti integrated or discrete silicon structures. In the latter 
the technology is referred to as a hybrid technology. 

Film technology is further divided into two general 
classes—thin-film and thick-film technologies. 

Thin-film technologies are diverse and may utilize 
evaporation, sublimation, sputtering, pyrolysis, electrol-
vvis, or chemical reaction. Film thickness is less than one 

rometer and may range down to 100 À. Pattern 
definition, when defined photolithographically, can 
approach that of silicon technology. Through suitable 
selection of process and materials, fabrication of transis-
tors, diodes, resistors, conductors, and capacitors may be 
facilitated. 
— hick films are derived from a mixture of metallic 

—,-ders, vitreous binders, and a carrying vehicle. The 
mixture is applied as a paste to a ceramic substrate in the 
desired pattern by screening and is then fired. Film thick-

nesses range upwards from a few micrometers, and pat-
tern definition is correspondingly coarser. Composition 
of the mixture is varied to produce resistors, conductors, 

and capacitors. 
The details of these alternative or supplementary 

technologies are not described in depth in this article. 

Using the restraints of monolithic silicon technology as a 
point of departure, we wish only to illustrate that the 
range and promise of microelectronics is greatly en-
hanced in various ways through the use of thin-film, thick-

film, and hybrid technologies. 
One of the necessities of a solid silicon structure is 

that the various elements of the circuit be isolated 
from the underlying silicon and from each other. This 

requirement is ordinarily accomplished with p-n junc-
tions. Aside from other undesirable characteristics of 
p-n junctions, this step results in considerable unwanted 
circuit capacitance, which limits the response of high-

speed circuits. 
Among the many varied solutions that have been 

proposed, we cite, as an example, the possibilities of thin-
film silicon".' 4 deposited on an insulator--the "silicon-

on-sapphire" technology. Isolation is attained simply by 
removing the unwanted silicon. Other potential ad-
vantages include a higher packing density, ease of fabri-
cating complementary structures, and a low-loss dielec-
tric substrate for passive elements. 

Monolithic silicon technology imposes restraints on 
the magnitude and the precision of capacitances and 
resistances that may be employed in an integrated-circuit 

design. In one sense, this is a challenge to the ingenuity 
of the designer to work within these limits. But the obli-
gation remains to explore alternative means that could 
prove more satisfactory in meeting tue designer's objec-

tives. 
One of the possible alternatives is a combination of 

silicon chips (which may or may not be in integrated 
form) and thin- or thick-film passive circuitry; that is, a 
hybrid configuration. In general, the thin- or thick-film 
portion would contain those critical elements not ame-
nable to fabrication on the silicon chip and thus alleviate 

the restraint imposed by silicon technology. In practice, 
the division would depend as well on other factors such 

as the number of interconnections required. 

Thin-film components have been made of many dif-
ferent materials. Perhaps the most sophisticated, yet 
elegantly simple, system from the standpoint of the for-
mation of components, conductor paths, and insulators 

by modifications of a single material is the tantalum thin-
film technology's developed by Bell Telephone Labora-
tories. A collection of tantalum thin-film circuits dis-
played in Fig. 9 illustrates the flexibility of the technology 

in producing a wide variety of circuits. Material com-
patibility assures stability and reliability. Configuration 
geometries are defined photolithographically. Resistance 

and capacitance magnitudes can be precisely controlled 
by anodization, which is a controllable electrochemical 

process. 
In many of its aspects, tantalum technology promises to 

do for the integration of passive elements what silicon 
technology does for the integration of active elements. 

In the same vein, silicon technology is inadequate to 
provide the passive structures and some active elements 
of interest in microwave applications. Again, a hybrid 
construction greatly enhances the possibilities for inte-
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grated microwave circuits.* 
As a semiconductor, silicon has certain prescribed 

characteristics; hence, some electron devices cannot be 
made in silicon. For example, the band structure of 
silicon prohibits the fabrication of efficient recombina-

tion-radiation devices or transferred-electron devices in 
this material. Hybridization is presently the easiest way 
to incorporate such devices within microelectronic cir-
cuits. 

Alternatively, an integration technology could be de-
veloped in another semiconductor. Thus, the foregoing 
examples could be fitted into a gallium arsenide tech-

nology of integration. The economic impetus for the 
rapid development of an alternative integrated semi-
conductor technology is not yet very strong. 

Since semiconductors, and hence semiconductor 
devices, are inherently quite temperature-sensitive, cer-
tain restraints are imposed on the development of mono-
lithic silicon technology. To the present, thermal design 
has not been a major consideration because the bulk of 
the effort on integrated circuits has been concerned with 
low-power information-processing circuitry. Where tem-
perature sensitivity has appeared, it has been handled by 
circuit design that depends on resistance ratios rather 
than on absolute magnitudes or by- temperature-com-
pensation circuitry. Monolithic construction has been 
favorable to these techniques because of the strong ther-
mal coupling between integrated elements. Nevertheless, 
foreseeable developments of greater packing density, 
the desire to extend integration to include output ele-
ments, and the further development of integrated linear 
circuits will increase the thermal design problems. Hybrid 
construction can aid in handling thermal problems 
through isolation of those elements dissipating large 
amounts of power, the separation of thermally critical 
components, and providing, where necessary, an im-
proved thermal circuit. 
These illustrations of the enhancement of the ability of 

microelectronics through the use of supplementary tech-
niques are by no means exhaustive. Indeed, a plethora of 
possible extensions is being explored in laboratories 
throughout the industry. As powerful as monolithic 
silicon electronics may be, microelectronics is not bound 
by the limitations of that technology. 

Concluding comments 

This review has emphasized those considerations of 
integrated-circuit technology that can be derived from or 
answered by the technical aspects of present-day micro-
electronics. 
From the progress that has been made and any reason-

able extrapolation of that progress, the technical horizons 
extend far beyond what has been accomplished to date. 
Although this is not to say that no technological prob-
lems remain, the interesting questions today are perhaps 
not what can be accomplished but to what extent logistic 
and economic factors may operate to limit the develop-
ment of these possibilities. 

Will circuit individuality move from the subsystem 
level to the system level or will equipment manufacturers 
demand similar but different chips from the semiconduc-
tor manufacturer? As integration is extended, can mul-

* Details of the modern technology of microwave integrated 
circuits are reviewed in Ref. 16. 

titerminal chips be tested without prohibitive cost? In 
computer development, will it become better strategy to 
cost-reduce peripherals and software with less effort on 

the development of semiconductor microelectronics or 
can the latter lend a hand? A major attraction of micro-
electronics is low cost, but this is traditionally achieved 
through large-volume production. This approach sprei 
engineering and tooling costs and permits the buildup 61 
production yields to a highly efficient level. Will this 
volume be available? If the volume rate is marginal, 
must we infer that improved systems requiring new chip 
designs must come at a slow rate? 
These and other similar and tantalizing questie 

without clear answers today face the microelectron. 
industry in the years ahead. Perhaps some of the future 
answers will be described as a paraphrase of a popular 
commercial—it's not how complex you make it, it's 
how you make it complex. 
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Electrooptic effects 
in ferroelectric ceramics 

Ferroetectric ceramics exhibit some remarkable 

properties. One consequence is that light passing 
through these materials can be scattered or polarized 

in an electrically controllable way 

Cecil E. Land Sandia Laboratory 

Richard Holland Jet Propulsion Laboratory 

Ferroelectric ceramics are piezoelectric and optically 

birefringent. Moreover, their coefficients of piezoelec-
tricity aqd birefringence are electrically variable. Con-
sequently, these ceramics are applicable to a variety 

of devices: electrically tuned oscillators and transform-
ers; miniaturized high-Q, high-frequency filters; FM 
discriminators; optical memories; electrically con-
trolled light shutters and valves; and electrically ac-
tivated multicolor displays. This article deals with 
some possibilities for devices that exploit the electri-
cally controllable optical effects. A later article will 

consider piezoelectric applications. 

Materials known as ferroelectric ceramics possess un-
usual properties that are very attractive for device tech-
nology. Ferroelectric materials derived their name from a 
response pattern that is analogous to that of ferromag-
netic materials. In particular, for ordinary room tem-

peratures, the large-signal relation between electric 
field E and electric polarization P is hysteretic (Fig. 1). 
A ferroelectric ceramic is an aggregate of many tiny 

single-crystal grains, each randomly oriented with re-
spect to all the others. Typical grain sizes vary from 0.5 

to 35 gm, depending on the chemical composition 

and method of fabrication." The origin of the ferro-
electric ceramic hysteretic effect is best visualized by 

considering one of these individual grains. 
In discussing a ferroelectric (or ferromagnetic) mate-

rial, it is necessary to specify the temperature range under 
consideration. At elevated temperatures, polarization is 
not a markedly hysteretic function of electric field. Rather, 
in a high-temperature environment, the dielectric rela-
tionship tends to be nearly linear in a ferroelectric. 
It is only when temperature is reduced below some critical 
threshold value that the dielectric properties become 
hysteretic. This critical temperature is usually referred to 
as the Curie point; it varies, of course, from material to 

material. 
Figure 2 shows a single high-temperature unit cell of 

barium titanate.3 For this compound, (one of the simpler 

ferroelectric materials) the Curie point is 120°C. Above 
the Curie point the cell is cubic with a titanium ion oc-
cupying the body-center position. However, upon going 
below the Curie temperature, the structure deforms and 
becomes tetragonal. Then the titanium ion is displaced 

from its central position toward one of the six face cen-
ters. Because the titanium ion carries a net charge, the 
cell acquires a dipole moment. Also, the cell becomes 

about one percent longer in the dipole direction than along 

the other two axes. 
Adjacent cells tend to deform in the same direction, 

thus favoring a single domain state within each grain. 
However—except for material with very small grain 
size— free energy is lowered by the formation of multiple 
domains within each grain. Thus the grains of a ferro-
electric ceramic that have never been subjected to a large 

First polarization 

Subsequent 
polarizations 

 >E 

-Pm 

FIGURE 1. Electric field vs. polarization for a ferroelectric 

ceramic at temperatures below the Curie point. 

FIGURE 2. A single unit cell of barium titanate at tempera-
tures above 120°C (the Curie point). In this temperature 
region, barium titanate has a cubic crystal. 
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FIGURE 3. Side view (upper illustration) and top view (lower illustration) of the ellipsometer 
and accessories used for scattering measurements. Components are: (a) light source, (b) 
monochrometer, (c) collimator, (d) polarizer, (e) aperture, (f) ceramic sample, (g) analyzer, 
(h) photomultiplier. 

FIGURE 4. Orientation of the ceramic polar axis P, and the optical polarization axes and 
relative to Cartesian coordinates. 
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electric field are usually broken up into multiple do-
mains.' However, when a very large electric field is 
applied, all favorably oriented domains in each grain 
grow in size at the expense of the other domains. This is 
an irreversible process in that the titanium ions do not all 
return to their original face-center locations when the 
large electric field is removed. Consequently, the material 
retains a net remanent polarization (Pm in Fig. 1), a 
macroscopic elongation, and other anisotropic proper-
ties, even when the large polarizing field is no longer 
applied. 

It is possible, of course, to obtain a remanent polariza-
tion Pr that is intermediate between the maximal values, 
+Pm and —Pm, in Fig. 1. This state is achieved by sup-
plying the polarizing charge through a very large current-
limiting resistance (say several thousand megohms) and 
then turning off the trickle of current at the instant the 
polarization reaches point A on the hysteresis in Fig. I. 
In this way, all the domains will not complete their switch-
ing to point B. The ratio Pem is called the normalized 
remanent polarization. This ratio, which can vary be-
tween — 1 and + 1, is a fundamental variable character-
izing the condition of the ceramic. 

General remarks 

Thin ferroelectric ceramic plates (< 0.1 mm) possess 
two types of interesting electrooptic effects: electrically 
controlled scattering and electrically controlled bire-
fringence. These two effects are said to be electrically 
controllable because each is dependent either on polari-
zation magnitude and electric field bias [(P, E) of 
Fig. 1] or on remanent polarization orientation. Whether 
scattering or birefringence is more noticeable depends 
on the average grain size of the ceramic under con-
sideration. 
One composition that has been thoroughly studied for 

electrooptic behavior is the hot-pressed. lead-zirconate-
titanate ceramic [Pb(L99Bio.02gro.65110.3:,)0.98031. 5-7 (All 
electrooptical measurements presented here refer to thai 
composition, which we designate PZT 65/35.) In PZT 
65/35, with average grain size less than 2 gm, birefringence 
is the more important effect. For average grain size greater 
than 2 fon, scattering becomes more significant. 
For this composition, grain size depends on manu-

facturing conditions during hot pressing." Tempera-
tures between 800°C and 1300°C, pressures between 7.0 
million and 55.0 million newtons per square meter and 
durations of 1 to 64 hours have been tried. In general, 
fabrication temperature is the dominant parameter 
governing grain growth: If the temperature is below 
1100"C, small grain size (< 2 µm) results, whereas tem-
peratures above 1100°C lead to large grain size (> 2 gm). 

If one is clever enough to generate a switching 
field of the proper shape, both small- and large-grained 
materials have the property that localized areas as small 
as 25 gm by 25 zm can be switched independently of 
sur:ounding areas. These locally switched areas are stable 
with time in that they retain their remanent polarization 
after the switching field has been removed. They can, 
however, be restored to their original state by applying 
a sufficiently large switching field with reverse polarity." 

Since electrooptic scattering and birefringence depend 
on polarization, ferroelectric ceramics make it practical 
to construct a number of interesting electrooptic devices. 
By judicious choice of material, electrode configuration, 

and incident illumination spectrum, it is possible to devise, 
for example, electrically controlled light valves and 

shutters, spectral filters, optical memories, light modu-
lators, and controlled-persistence black-and-white or 
multicolor displays. 

Electrically controlled light scattering 

Consider the experimental arrangement sketched in 

Fig. 3, which shows a block diagram of an optical ellipso-
meter. We used this ellipsometer for making scattering 
measurements on large-grained ferroelectric ceramics. As 
shown in Fig. 3, collimated monochromatic light passes 
through a plane polarizer (d) and a 1-mm aperture (e). 
The light then impinges normally on the major face of 
a ferroelectric ceramic plate (1). Upon emerging from the 

plate, the light passes through an analyzer (g)—i.e., a 
second polarizer—through a second collimator (c), and 
to a photomultiplier (h). (The angular aperture of our 
photomultiplier was 0.65°.) 
The intensity of light emerging from the ceramic plate 

was measured as a function of the angle O shown in Fig. 
3. Several other angles are also relevant in this measure-
ment and these are defined in Fig. 4: I/. is the angle be-
tween the polarizer axis and the x, axis, and ye is the 
angle between the analyzer axis 2 and the polarizer axis 
Êl*. Additionally, the ceramic polar axis (i.e., the remanent 
polarization direction of the ceramic) is oriented at angles 

a, 0, and y, to the xi, x2, and x3 axes, respectively. 
Scattering profiles of transmitted light intensity / 

vs. the angle O were first measured with the PZT 65/35 
ceramic plate polarized normally to its plane--i.e., along 
x3. Results for optical polarizer and analyzer parallel 

(11, = 0°, ç = 0°) and perpendicular ( 1/, = 0°, (p = 90°) 
are shown in Fig. 5.t It is apparent from this graph that 
plane polarization of light transmitted through this plate 
is detectable only for scattering angles of less than one 
degree. There is scattering at larger angles, but hardly any 
preservation of polarization. 

Scattering profiles were also measured with the plate 
polarized in its own plane, along x2. Results in this case 
for the optical polarizer and analyzer parallel (1/, =-
0°, ç = 0°) and perpendicular (1(/ -= 0°, ç= 90°) are 
shown in Fig. 6. In this case, plane polarization is de-

tectable only for large scattering angles. 
It is interesting to compare the results in Figs. 5 and 

6, as these data form the basis for some attractive ap-

plications. First note the difference in the scales of the 
two curves: The peak transmitted intensity for P along 
x3 is about seven times higher than the rather broad max-

imum observed with P along x2. Also, the P-along-xi 
maximum occurs much closer to the x3 axis than the 
P-along-x2 maximum: O — 2° vs. O = 15°. 
Two other parameters to consider in making scattering 

measurements are plate thickness, r, and light wavelength, 

* Limitations of printing prevent the setting of g in boldface type 
to represent a vector. The arrow is used instead. 
t In Fig. 5 and all figures following, the plotted intensity 1(0) is 
multiplied by sin O to make the data more compatible with photo-
detector applications: The area under an AO) sin O curve between 
0 and 00 is proportional to the light a detector of half-angle 00 
would intercept when centered on the .r3 axis. The intercepted 
power is 

f 1(0) d A = 2 r(x3 sec 002 f/(0) sin O dO 
0 
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X. The data for Figs. 5 and 6 are based on r = 80 pm 
and X = 0.55 pm. Some indication of the effect of r 
and X on the scattering profiles is given by Figs. 7 and 8. 
Figure 7 shows / (0) sin 0 vs. 0 for various values of r when 
X = 0.55 pm, whereas Fig. 8 shows /(0) sin 0 vs. 0 for var-

ious values of X when r = 60 pm. 
Generally speaking, for large-grained ceramics, the 

peak of /(0) sin 0 is lower and occurs at a larger scattering 
angle as plate thickness increases, as wavelength de-
creases, as angle y of P orientation increases, and as grain 
size increases. 

Devices utilizing electrically controlled scattering 

The most elementary device utilizing electrically con-
trolled scattering is a light valve of the type shown in 
Fig. 9. The gap between the two electrode regions is the 
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optically active area of the valve that either transmits or 
blocks light. This valve is considered to be in the ON state 
when polarized perpendicularly to its plane by electrode 
voltages of the polarity shown in the upper half of Fig. 9. 
Such a polarization state permits maximum light trans-
mission through the electrode gap and into the detector 
that intercepts only light scattered at a small angle. The 
OFF state, on the other hand, is obtained by polarizing the 
ceramic in its own plane using the electrode polarities 
shown in the lower half of Fig. 9. The OFF polarization 
state minimizes small-scatter-angle light transmission 
through the gap and into the detector. 
Two-valued light valves of the type just described may 

be combined in two-dimensional arrays on a single plate 
to form binary memories or visual displays. In order to 
change the information stored on such a plate, some 
method of electrically selecting the (xl, x2) addresses of the 
various light valves is required. Figure 10 illustrates one 
scheme for accomplishing this addressing while storing 
and erasing information. In this figure, the solidly outlined 
electrode configuration represents the X2 address of the var-
ious valves. This electrode configuration is on the upper 
surface of the plate. Similarly, the dashed-outline elec-
trode configuration represents xi addresses and is located 
on the lower surface of the plate. 

Prototype memories and displays of this type that can 
store 256 bits on a plate 5.0 mm by 6.3 mm have been built. 
One of these prototypes is shown in Fig. 11. If this array 
is to be used as a visual display, merely illuminate it from 

FIGURE 7. Scattering profile variation with plate thickness 
for large-grained PZT 65/35 ceramic. These curves are 

70 80 based on light wavelength X=0.55 m and average material 
grain size = 5,um, with -, = = 0. The vertical scale is not 
related to that used in Figs. 5 and 6. 

FIGURE 5. Scattering profile of light transmitted by a large 
grained Pr( 65/35 ferroelectric ceramic plate polarized 
normal to the major surfaces (-y = 0°, = 0°). This figure 
is based on a sample with thickness = 80 pm and average 
grain size = 5 µM, with light wavelength = 0.55 gm. 

FIGURE 6. Scattering profile of light transmitted by a large-
g rained PZT 65/35 ferroelectric ceramic plate poled paral-
lel to its major faces (0 = 0°,4, = 0°). This figure is based on 
the same sample, wavelength, and intensity units as Fig. 5. 
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behind after the desired information has been written in. 
Alternatively, if the array is to be used as an optical mem-
ory, readout might be achieved, for example, by il-
luminating the entire array from behind and placing a 
photodiode in front of each valve. 

It is possible to define, as a function of photodetector 
half-angle aperture 00, an ON/OFF ratio for these valves. 
This ratio is the light received by the photodetector when 
the valve is ON divided by the light received when the 
valve is OFF: 

00 to 

X(8 = o loN(0) sin 0 f loFF(0) sin 0 dB (1) 
o 

Values of x(00) as high as 10 are fairly easy to realize 
experimentally with half-angle apertures 00 of the order 
of 1°, light wavelength 0.55 µm, and plate thickness 60 
µm. The dependence of the ON/OFF ratio x on 00 can be 
determined for all 00 by substituting into Eq. (1) the ex-
perimental curves for /(0) sin 0 from Figs. 5 and 6. 

Electrically controlled birefringence 

Birefringent materials are those in which the velocity of 
light depends on the orientation of the optical electric 
vector—that is, on the plane of polarization of the 
light. In other words, the dielectric constant of a 
birefringent material is anisotropic at optical frequencies. 

Small-grained ferroelectric ceramics are optically uni-
axial with the optical and remanent polarization axes 

FIGURE8. Scattering profile variation with light wavelength 
for large-grained PZT 65/35 ferroelectric ceramic. Curves 
are based on a plate of thickness = 60 “m and average 
grain size of 5 mm, with y = cp =-- 0°. The vertical scale has 
been adjusted so that the X = 0.55 gin curve of this figure 
corresponds to the 7 = 60 jam curve of Fig. 7. 
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coincident. This means that light polarized in a plane per-
pendicular to the ceramic polar axis propagates with a 
velocity, clno, whereas light polarized parallel to the 

ceramic polar axis propagates with a different velocity, 
clne. The quantities no and ne are called the ordinary 
and extraordinary indexes of refraction, respectively. In 
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FIGURE9. Electrode configuration and switching polarities 
for the two states of the large-grained ceramic light valve. 
The state illustrated at the top permits transmission of 
light into the detector, whereas the state illustrated below 
blocks light. 

FIGURE 10. Electrode arrangement for selecting the (x,, 
x) addresses of the bit locations in the memory or display 
array. The solid lines represent electrodes on the upper 
surface of the array, and give the x_ address; the dashed 
lines represent electrodes on the under surface, and give 
the zi address. 

Ground 

IGround  

Stored 
bit 

-7 
•  

 -/ (Connection 
for 

 _J "write") 

 f- 

(Connection 
for 
"erase-) 

Land, Holland—Electrooptic effects in ferroelectric ceramics 75 



0.02‘ 

to- 0.022 

'172 
4> -0.018 

e 
Lu 

ferroelectric ceramics, ne is usually less than ne; such 
ceramics are said to be negatively birefringent. 

Birefringence in small-grained PZT 65/35 ferroelectric 
ceramics was measured with essentially the same experi-
mental arrangement used for scattering measurements in 
large-grained ceramics (illustrated in Figs. 3 and 4). The 
one addition was a compensator between the polarizer 
(d) and aperture (e) in Fig. 3. 

A measure of the magnitude of birefringence in some 
particular optically uniaxial plate of thickness r is the 
retardation F. As the optical polarization angle op in 
Fig. 4) is rotated, the thickness of a uniaxial birefringent 
plate (expressed in optical wavelengths) will pass through 
a maximum and a minimum. The difference between the 

FIGURE 11. Prototype memory unit using a large-grained 
ceramic plate and the electrode logic system illustrated 
in Fig. 10. Four sixty-four bit words are stored on a 5.0-
by 6.3-mm plate 100 pm thick. Bit size is 50 µM by 50 µ111. 

FIGURE 12. Effective birefringence of small-grained PZT 

65, 35 ferroelectric ceramic plates as a function of vacuum 
wavelength. Data are shown for three different samples. 
The plates had an average grain size of about 

0.014 — • 
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maximum and the minimum is defined to be the retarda-
tion P. This r may be shown to have a sin2 y dependence 
on y, the angle between the optical and x3 axes (Fig. 4): 

= F„,„,, sin2 y (2) 

The quantity Pr„,,„ is simply the number of optical wave-
lengths across the plate for P in the plane of the plate and 
Éi parallel to P minus the number of optical wavelengths 
across the plate for P in the plane of the plate and Él 
perpendicular to P: 

(ne — no) r nr mur 

X vacuum - X vanuu - 2rc (3) 

Here, w is the angular frequency of light, and quantity 
An is called the effective birefringence. Consequently, 
the retardation for arbitrary y is 

Anwr 
F — 2rc sin 2 y (4) 

FIGURE 13. Normalized effective birefringence An(P„ 0)/-
An(Pm, 0) vs. remanent polarization P, at zero-bias field, 
E == 0. Figure is based on light wavelength of 0.656 AM, aver-
age grain size of 1 µM, and ...‘n(Pn, 0) of —.0214. Polarization 
values between +PM and — Pm are achieved as shown on 
the hysteresis loop at the top of the figure. 
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Small-grained, ferroelectric ceramic plates are char-
acterized by an effective birefringence that depends on 
the vacuum wavelength, on the remanent polarization 
(P = P, in Fig. 1), and on the biasing field (E in Fig. 1). 
The dependence of An on X is illustrated in Fig. 12. Ob-
serve that An is a decreasing function of X over the visible 

and near-infrared spectrum. 
A convenient method for presenting data on An vs. 

remanent polarization P, and bias field E is the normal-
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ized form, An(P„ E)1An(Pm, 0). Figure 13 shows the rior-
malized effective birefringence An(P„ 0)/An(Pm, 0) vs. 
remanent polarization for no bias field. This figure is 
based on a light wavelength of X = 0.55 µm. 
The only way to obtain anhysteretic polarization 

changes with a large electric field is to start with a sample 
maximally poled (at Pm in Fig. 1) and then apply the 
large field in the direction of Paf. The dependence of 
An(Pm, E)/An(Pm, 0) on E under these conditions is shown 
in Fig. 14. The magnitude of this dependence is such that 
a field along P A, of 13.5 kV/cm will produce a retardation 
14 wavelength greater than a zero field in a plate 63 /../m 
thick. This statement applies for PM and E in the 
plane of the plate (-y = 90°), for an average grain size of 
1 µm, and for a light wavelength of 0.65 µ m. Figure 14 
indicates that the incremental birefringence due to E 
in this case is approximately proportional to E2. 

Devices utilizing electrically controlled 
birefringence 

Applications for electrically controlled birefringence 
include light modulators, electrically controlled shutters, 
optical memories, and spectral filters. 6,7 
A configuration basic for these devices is illustrated 

in Fig. 15. The ceramic is variably polarized or biased 
along the .x2 axis (fi = 0), and the light is polarized at 
= 45°. The analyzer is oriented at (p = 90°. 

Consider first what happens to monochromatic light 
incident on the ceramic. The optical electric vector is 
parallel to -el, and may be resolved into components 

along and perpendicular to P: 

FIGURE 14. Normalized effective birefringence An(Pm, E)/ 
An(Pm, 0) vs. bias field +E for E applied with the sample 
at maximum positive remanent polarization Pm. This 
graph is based on a wavelength of 0.656 eim, average grain 
size of 1 iartl, and 3,n(Pm, 0) of —0.0214. 

FIGURE 15. Basic configuration for many devices based on 
electrically controlled birefringence in a ferroelectric 

ceramic. Remanent polarization is along x and is elec-
trically varied by the pulse generator. 
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(i11 + ii)g 6 - (5) 

The component parallel to P will propagate with a 
velocity c/ii„ whereas the orthogonal component prop-
agates with a velocity c/no, 

t(x3) = nex.)1exp [ire(t -  c 

Vll 
+ exp [ir.o(t - nox3)1} (6) 

Consequently, the light emerging from the plate, referred 
to the -gt and 82 axes is 

(- i É(r) -  exp icot{il (-inocor\ exp exp 
V 2 c 

e 
+ iz[exp (-Ml - exp ¡Wc ITI} 

= g exp ico[t - 
(ne + nefri 

2c 

(7) 

[i] cos w(ne - no)r • co(n, - no)r] 
• — ii2 sin 

2c 2c 

The light energy transmitted by the analyzer is propor-
tional to the absolute value of the squared É*2 component 
of É: 

or, from Eq. (3), 

Am-
T g 2 sin2 co-2c 

T = g2 sin2 r.71-

(8) 

(9) 

Thus, if the plate is illuminated by monochromatic 
light, and if the remanent polarization or bias field is 
adjusted so the retardation is an integer, that is, r. - 
N, all light will be extinguished by the system. On the 
other hand, if is adjusted to be an integer minus a half, 

= N - 1/2 , a maximal amount of light is trans-
mitted by the system. 

By incrementally varying the remanent polarization 
along x2 between the states corresponding to F... = 

and r„,„. --- 1, it is possible to achieve a multistate 
light valve with gray scale. Alternatively, by picking a plate 
thickness or light wavelength for which P... = 1 at P =-
Pm and E = 0, it is possible to obtain a momentarily 
opened shutter when the ceramic is pulsed with a biasing 
field. (The biasing field may, for example, effect a transi-
tion from the P.., = 1 state to the P. = 3/2 state.) 

If the ceramic is illuminated by white rather than mono-
chromatic light, those wavelengths for which P. = 
'/2 will be preferentially transmitted. (This, of course, 
assumes plate thickness is selected so that P..x does not 
significantly exceed one for any visible wavelength.) 
Consequently, the arrangement shown in Fig. 15 can 
spectrally filter white light to yield color. Moreover, as 

the wavelength at which r,... = 1/2 is electrically vari-
able, the color that the arrangement transmits can be 
electrically varied. 
These ceramic light valves or spectral filters can be 

combined in arrays to provide optical memories or dis-
play units. For example, monochromatic light the use of 
to illuminate the array from behind makes it possible to 
obtain a single-color display. Such a display would 
essentially be a screen with spatially and temporally 
variable transmissivity. On the other hand, illumination 
of the array with white light would permit a multicolor 
display—such as might conceivably be used as a new 
foundation for color television. 

This work was supported by the United States Atomic Energy 
Commission and by the National Aeronautics and Space Admin-
istration. 
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Data transmission: a direction 

for future development 

Because the public telephone network was designed only for voice 

communication, problems arise when data communication is 
attempted on this same network. Data waveforms can be converted 
for ease of handling but it is difficult to match the discontinuous flow 

of data from a terminal to the continuous flow of information in the 
communication channel 

Harry Rudin, Jr. IBM Zurich Research Laboratory 

Despite the rapid advances in many regions of data 

transmission, there is a rapidly growing number of ap-
plications for which existing data-transmission tech-

niques are inefficient. A look at the status of data-
transmission development indicates that, although a 
very successful campaign has been waged to map the 
data waveform into a waveform ideally suited for 
transmission on the communication channel, very 
little has been done to match the often discontinuous 

flow of data from the terminal to the continuous flow 
of information in the channel. Combining randomly 
occurring messages from several sources into a more 
continuous flow is described by the mathematics of 

traffic theory. Although this theory has been exten-
sively applied to speech traffic, it is rarely applied to 
data traffic. As a specific example of the gains in 
channel efficiency that can be had through the ap-
plication of traffic theory, the multiplexer—concen-

trator is examined. In the author's opinion, it is in this 
area of application of traffic theory to data communi-
cation that many of the more significant future devel-

- opments in data transmission will be made. To be 

sure, some work has been done, but it is relatively 
little when the gains that can be made are considered. 

The public telephone network, naturally enough, was 
designed only with voice communication in mind. The 
result of this design is that efficient data communication 
over the telephone network is difficult to achieve be-
cause a number of factors that do not affect the quality 
of voice transmission seriously impede the flow of data. 
Delay distortion in the frequency domain is an example 
of one of these phenomenons. 

A tremendous research and development effort has 

been made to overcome many of the restrictions im-
posed by the voice-communication network. The bit 
rate (and the reliability) at which data can be transmitted 

has been markedly increased within the last few years as 
the result of such technological advances. But the 
strange and fascinating aspect of this effort is that it 
has been carried out almost exclusively in the domain of 
signal design. That is, research has been almost exclusively 
concentrated on the development of techniques that con-
vert the data waveform into another waveform that will 
easily pass through the transmission channel. 

However, the public telephone network was designed 
not only with the voice waveform in mind, but with the 
statistics of voice communication in mind as well. Al-
though it has been well-recognized that the telephone 
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network is not suitable for transmission of many pure 
data waveforms, the assumption is usually made (albeit 

tacitly) that the statistics of data communication allow 
direct transmission of data over the telephone net-

work. This—more often than not--is a bad assumption. 
Traffic theory is the study of the statistical flow of mes-

sages and this theory is largely responsible for economical 
voice transmission as it exists today. In fact, the de-
velopment of the theory was motivated mainly by tele-

phony itself. Unfortunately, traffic theory is only now be-
ginning to be applied to the data-communication prob-
lem. 

In this article, the present direction of data-communica-

tion development and possibility for improvement is 
assessed in a cursory fashion. Next, the efficiency of con-

versational and interactive data-communication systems 
is examined. Finally, an example (slightly rigged to be 
sure) is considered to illustrate the gains that can be 

made in certain circumstances. The point of the example 
is to show that there are cases in which tremendous in-
creases in channel efficiency can be made by taking 
traffic statistics into account. 

Recent developments in data transmission 

Recent developments in data transmission can be 
divided into three areas: modulation techniques, equaliza-

tion techniques, and error control. 
The term "modulation techniques" is used in the most 

general sense--i.e., the modulation process is that process 
which maps the data signal (often digital) into a form 

that is suitable for transmission over whatever trans-
mission facility is at hand. It might include serial-to-
parallel conversion, translation from baseband to a 
higher frequency, and band-limiting methods. There 
are two techniques very much in vogue. 
The first modulation technique is multilevel baseband 

transmission combined with vestigial sideband modula-
tion. 1.2 Multilevel transmission permits several bits to 
be sent at the same time so that higher speeds may be 

achieved. The vestigial sideband modulation is a good, 
practical approximation to achieve the spectrum utiliza-
tion efficiency of single-sideband modulation. 
A second technique is that of partial response.' In 

this technique a correlation is introduced between what is 

FIGURE 1. Simplified data-communication complex. 
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transmitted at one signaling instant and one or more 
other signaling instants, with the result that various 

spectral shapes can be obtained. Practically, the ad-
vantage of this family of techniques is that it permits 
transmission at new combinations of speed and sensi-
tivity to noise.' 

The developments in modulation techniques have per-
mitted very efficient design of moderns that convert the 
data signal into a form ideally suited to a specific, known 
communication channel (the average telephone channel, 
for example). Unfortunately, the difference between a 
specific channel and the average channel can be quite 

large, and this difference (in addition to manufacturing 
tolerances) was the major hindrance to efficient data com-
munication until a few years ago. The development of a 
variety of automatic equalization techniques has since 

removed that hindrance.'-7 Using these techniques, it is 
possible to compensate automatically for the variations 
of the individual channel and also the manufacturing 
tolerances. 

One of the more up-to-date devices for this ap-
plication is the transversal filter. It provides a dynamic 
and flexible approach to the problem of equalization and 
is well-suited to adaptive as well as automatic operation, 
qualifying it for use when distortion is time variable. 
A very large percentage of the literature devoted to 

communications and information theory concerns vari-
ous coding and decoding techniques for the detection 
and correction of errors incurred in the process of data 
transmission. It is possible to design a data- transmission 
system that operates with a very high speed but with 

an unacceptably high error rate.' However, by using a 
small percentage of the transmitted information for the 
insertion of redundancy, a disproportionately large gain 
can be made in the reduction of the error rate. Un-
fortunately, the coder and, particularly, the decoder in 

the vast majority of cases described in the literature 
are prohibitively expensive. However, these techniques 

can be both practical and economically reasonable.9 
The techniques just described have been put into 

practice in the case of the telephone channel, and the re-
sults are truly impressive. For example, it is possible to 
transmit at the rate of 9600 bits per second (b/s) over 

carefully prepared leased lines. 10 Also, very extensive 

FIGURE 2. Efficiency of some data-communication sys-
tems—dial and transmit (computer processing included). 
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tests have been made over the Direct-Distance Dialed 
(DDD) network to prove the reliability of 3600-b/s 
transmission over unprepared facilities." Experimental 
work indicates the possibility of still higher speeds over 
the DDD network. Unfortunately, these units are very 
complex and the complexity seems to increase rapidly 

with speed. 
The question should be asked, "How much room for 

improvement is there?" Shannon's theory 12 provides 

the answer for error-free transmission in a white-noise-
only environment in terms of the following equation: 

C = W log2 (PIN + 1) 

where W is the channel bandwidth in hertz and PIN is 
the signal-to-noise power ratio. Estimating the band-
width of the voice channel to be 2400 Hz and the signal-to-

noise ratio to be 30 dB results in a very rough approxima-
tion of the channel capacity: C equals 24 000 b/s. There 
is, then, room for improvement, but not very much. What 

progress there is to be made in this direction is apt to 
come at great cost. This is not to say that the advent of 
large-scale integration (and with it the promise of eco-
nomical digital- and active-filter technologies, for example) 
will not sharply reduce the cost of modems even more 
complex than the ones produced today. However, there 
may well be a more profitable direction in which to carry 

out research. 
In summary, much effort has been expended and much 

success has been had in matching the transmitted signal 

waveshape to the channel's characteristics. In the voice-
communication-channel area, excellent work has been 
done in making the data waveform look like the speech 

waveform so that it will easily pass through the channel 
designed for speech. 

Data-transmission system efficiency 

As long as the flow of data is continuous, the con-
ventional data-transmission system performs very well 
indeed. But when the flow of data becomes nonregular or 
random, the data-communication system can be rather 
inefficient. The vast majority of research and development 
efforts in data transmission have been devoted exclusively 
to the case of continuous or nearly continuous data 
flow. A look at one of several books devoted to data 

transmission will verify this.", " 
Unfortunately, there is a rapidly growing number of 

applications in which the flow of data is far from con-

tinuous. One example is found in a large inquiry system. 
Here, several remotely located or satellite terminals make 
requests to a central computer—perhaps to ascertain a 
customer's credit, to find out if a seat is available on an 
aircraft flight, or to check the inventory of a certain 
item. Both the request for information and the required 
information are usually very short messages; further, 
these short messages are very likely separated by long 

idle-time periods. 
Another example of discontinuous data flow is the use 

of a time-shared computer, perhaps for scientific pro-
gramming. In this case, the likelihood is that a com-
munication channel will remain idle for long periods of 

time while the programmer or the computer ponders 
some aspect of a problem. 
One way of characterizing the continuity of data com-

munication is by means of message length. Given the 
message length, the bit rate of the communication chan-

nel, and the time required to set up the connection, it is 
possible to determine the efficiency of a communication 

system in terms of the percentage of time actually spent 
transmitting needed information. The efficiency ni is 

given by 

Time required to transmit the information 
= 

Total time required to make the connection 
and transmit the required information 

For the very simple, single-switch communication system 

shown in Fig. 1, n, can be plotted as a function of the 
message length for assumed switching time and rate of 
transmission as shown in Fig. 2. Two data rates are as-
sumed: The 1-kilobit-per-second (kb/s) rate is taken as a 

fairly representative number for many data modems 
capable of operating on the Direct-Distance Dialed 
telephone network; the 50-kb/s rate is taken as repre-

sentative of a wide-band data service or of a single 
pulse-code-modulation voice channel. 
Two switching or interconnecting times are assumed: 

5 seconds to represent a conventional, mechanical 
switching system and 5 ms to represent a futuristic solid-
state switching system. '5 (It should be noted that these 
switching times include the processing time of a com-
puter used to control the switch itself.) Combinations 

of these parameters and a specified message length de-
termine the efficiency.* The results of this simple calcula-

tion are shown in Fig. 2. It is clear that in many cases of 
interest the efficiency is indeed low. Of course, this is 
not the only criterion of goodness that exists for the 

evaluation of a communication system. 
In the face of such low efficiency, there is another path 

open to the user. Rather than reestablish the connection 
for each call (and thereby suffer the penalty of connect 
time), the user can establish the call only once and ac-

* The combination of I -kb/s transmission speed and 5-ms switching 
time does not appear as it is an unreasonable combination. In 
the 5-ms period there is insufficient time to transfer the information 
necessary to establish the call, even at the 1-kilobit rate. 

FIGURE 3. Efficiency of some data-communication sys-
tems—hold and transmit—at a 1- kb s data rate. 
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cept, instead, the penalty of holding time between mes-

sages when the line is idle. A simple calculation can also 
be made for this case where the efficiency n2 is now de-
fined as follows: 

Time required to transmit the information 
7/2 = 

Sum of average holding time between transmissions 
and time required to transmit information 

The efficiency 77, is plotted as a function of the average 
message length for a number of assumed holding times 
between transmissions in Fig. 3. A data-transmission rate 
of 1 kb/s is assumed; another set of curves could be drawn 
for transmission at 50 kb/s with a corresponding degrada-
tion in efficiency. Again it is seen that the efficiencies are 
not high for many cases of interest. 
The recognition of such inefficiencies is not new. In a 

forward-looking paper" published in 1961, the authors 
calculate a "system utilization index" or efficiency for a 
specific system of some 2 percent. Unfortunately, not a 
great deal has happened in the intervening period. For 
example, a very recent (and very timely) paper by Jack-
son and Stubbs gives a range of 1 to 5 percent for the com-
munication efficiency of several multiaccess computer 
systems. 17 
So far, only the point of view of the communication 

user has been considered, but the present state of affairs 
is also a source of difficulty to the communication sup-

plier. If the customer chooses to operate in the first mode 
(dial and transmit) and makes many such transactions, 
the computer that directs the switching in a modern ex-
change may become overloaded. If the customer chooses 
to operate in the second mode (hold and transmit) many 
trunks are blocked for very long periods of time. Thus 
there is pressure for change from the communication 
supplier as well. 18 • 

These inefficiencies are all a result of the nonuniform 
character of data flow or, in other words, the traffic 
statistics of data. The job of converting the often discon-
tinuous data waveform into a continuous waveform 
suited to the transmission channel's capabilities has been 
well done. The job of converting the often discontinuous 
traffic pattern of data into the continuous flow of in-
formation in the transmission channel has barely been 
begun. 

Some approaches to a solution 

In order to discuss and compare several solutions for 
the problem of data communication with random-mes-
sage flow, these solutions will be discussed with respect 
to a specific system—that shown in Fig. 1. The geo-
graphical distribution implied in Fig. 1 (a cluster of ter-
minals far removed from a common destination) is chosen 
to emphasize the gains in efficiency that can be made if 
circumstances are ideal. 
Although the geographical clustering of terminals in 

Fig. 1 may seem arbitrary, such clustering is commonly 
observed." Yet another system might be one wherein 
communication costs are negligible and no extra hard-
ware costs are warranted to reduce already negligible 
communication costs. 

Obviously, what is needed to improve trunk-line 
efficiency is a technique for combining the communica-
tion needs of many terminals (when this is feasible) so 
that the total data-communication flow becomes more 
regular and the communication capacity of the trunks 

better utilized. In fact, this approach has been taken in 

some nonvoice transmission cases, but infrequently and 
for relatively long messages—telegraph messages, for 
example." 

The most straightforward approach is the use of a 
pure multiplexing technique. Multiplexing is here de-
fined as a technique that assigns portions of the channel's 
capacity to various users on a fixed, a priori basis. A 
multiplexer has the same total input and output capaci-
ties determined on an instantaneous basis. 

The channel capacity can be subdivided either in fre-

quency or in time. Compared with transmission on an 
entire trunk, each terminal "sees" a reduced capacity. 
When this reduced capacity can be tolerated (for ex-
ample, when possible resultant delays are reasonable), 
the restriction on transmission rate itself acts as a filter 
to smooth the varying traffic flow. Since several termin-
als can use the same trunk, utilization or efficiency is 
higher. 

Frequency-division multiplex (FDM) is a well-used 
technique in the telephone system. 2' In FDM, a segment 
of the channel's frequency range is allocated to each sub-
channel. The other multiplex possibility is time-division 
multiplex (TDM). This is the approach used for sub-

dividing pulse-code modulation channels 22 and in which 
time slots rather than frequency slots are assigned to 
subchannels or terminals. 

FDMs and TDMs are made by a number of manu-
facturers for subdividing the voice channel into a number 
of low-speed data channels. 
A more flexible system can be had by using concentrat-

ing, as opposed to multiplexing, equipment. "Concentra-

tion" is here defined as the assigning of the trunk's 
capacity on a dynamic or demand basis. A concentrator, 
however, may have more input that output capacity and 
so may generate errors. 
A concentrator can be simply a relatively fast switch 

that connects the various terminals, upon request, to the 
lines or trunks leading to the information-processing 
unit. The switch can be made to function very rapidly 
because it has a very limited number of customers and 
need only perform a limited number of tasks for these 

FIGURE 4. Message-multiplexer system. 
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customers—in contrast to a conventional telephone ex-
change. 

If two messages require transmission at the same time 
in this approach, one must wait until the other's trans-
mission has been completed. One such system has been 
described by J. J. Watson. 23 The Bell System has recently 
announced DATREX, 18 which performs a similar function. 
Devices such as these are essentially line-switching con-

centrators. 
Although the line-switching concentrator permits signi-

ficant improvement in the utilization of transmission 
facilities, it does have its limitations. This is so because 

it is restricted to setting up a line connection and main-
taining that connection until the entire message, includ-
ing the possibility of some idle time, has been transmitted. 

Other messages cannot be accepted by the concentrator 
switch until the first message has completely cleared the 
system. The signaling techniques (used for specifying the 
connection path and end of message) are conventional, 

thus limiting the connection speed. 
A system that is capable of higher transmission efficien-

cies is the multiplexer-concentrator with buffer storage, 
shown in Fig. 4. This system has three main features: 

1. Signaling (consisting only of the address of the 
calling terminal) is handled by the multiplexer-concen-
trator and at the trunk's bit rate. 

2. The messages are of fixed length but can be very 
short—perhaps only a single bit or character—and each 

message is addressed. 
3. A queue or waiting line for messages is provided so 

that every terminal may make the assumption that the 
system always has room for another message. 
As a result of these features it is clear that this system 

also has several disadvantages. 
First, the maximum efficiency of the system is limited— 

a result of the fact that the address is transmitted with 
each message. If, for example, five bits are used to repre-
sent the message (a single character) and there are 32 = 
25 terminals, the maximum attainable efficiency is 50 
percent (five information and five address bits). In con-
trast, the line-switching concentrator may approach 100 

percent, but only for very long messages. A glance at 
either Fig. 2 or 3 reveals, however, that 50 percent or 

even 17 percent (if the message is a single bit in the 
example above) is a relatively high efficiency compared 
with that of many conventional systems. 

Second, the system is not a very flexible system be-
cause of the heavy dependence of efficiency on the num-
ber of addresses. 

Third, since the queue must be of limited size in a 
realizable system, there is a definite probability of error 
in this system. This is a key parameter and will be dis-
cussed further. 

The notion of such a multiplexer-concentrator is not 
new." In the field of digital computer input-output 
systems, a particularly large effort has been made in this 
area. In fact, such an approach is mandatory if a com-

puter memory is to have the capability of communicating 
efficiently with card readers, punches, printers, disks, 
tapes, and terminals. 24,25 The preoccupation of the de-
signers of these internal multiplexers for large digital 
computers has been to provide the most efficient use of 
the computer's memory in an effort to minimize the 
interference of the communication process with the in-
ternal operation of the computer. What would seem de-

sirable in the case of the time-shared computer system is 
the extension of the multiplexing from inside the com-

puter to a point closer to the remote terminals so that 
the communications facilities can be efficiently shared as 

well as the computer's memory is. 
Some work has been done in this direction by es-

sentially using a full-size digital computer to achieve 
multiplexer-concentrator performance as well as to ac-
complish a great number of other services simulta-
neously. 26,27 Some computer manufacturers and some 

manufacturers of peripheral computer equipment do 
provide remote multiplexer-concentrators that are em-
ployed to increase communication efficiency. (Un-
fortunately, the design of such units is apparently con-
sidered highly proprietary and very little information 
appears in the open literature.) IBM, for example, has 
models 3967 and 3968 in its product line. These units, 
as well as the IBM model 2905 (which has recently been 
described in the literature 28), can serve as multiplexer-
concentrators. 

A closer look at a multiplexer-concentrator 

A specific form of the multiplexer-concentrator with 
buffer storage provides an interesting model for closer 
examination and demonstration of increased com-
munication channel efficiency. The message length is 
chosen as short as possible, i.e., a single bit or a single 

character. This author has recently been engaged in a 
study of the statistical behavior of such a model. 29 

This multiplexer-concentrator is an interesting model 
because it represents an extreme in simplicity and attain-

able efficiency. The system examined here can be thought 
of as perhaps the most primitive message switch 2° because 
the messages are all of the same and shortest possible 

length. Also, the "header" (which identifies the message) 
has the shortest possible length, consisting only of the 
address. Examination of this system, then, should pro-
vide a kind of lower bound that can be improved upon 
by more sophisticated systems of the future. 
Although the multiplexer discussed here provides an 

interesting model for study, it also has a number of 
practical advantages. One advantage is that the multi-
plexer looks like a variable-speed terminal to the user: 
Whenever the user wants to deliver a bit or a character, 
he may. This is important, for example, in the case of re-
mote display of computer graphics where the need is for 
a burst of high-speed data followed by a long quiescent 
period." Another advantage is that, in addition to shared 
costs for expensive trunks and modems, a very powerful 
error-control unit might be shared as well. 
A high attainable line utilization or efficiency results 

from the statistical averaging process of the many ran-
domly operating input terminals. Specifically, it is the 
inclusion of memory that allows the messages to collect 
randomly in a queue for subsequent transmission at a 

regular rate on the trunks. 
As stated earlier, it is necessary to limit the size of this 

queue in any physical device and it is clear that such a 
restriction introduces the probability of error. A question 

that must be answered immediately is, "How large must 
the memory be to achieve a high information-transmission 
efficiency and at the same time maintain a low probability 
of error from overflow of the queue?" If the memory must 
be extremely large, the system is unreasonable from thé 
economic point of view. 
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In the work mentioned earlier* such an analysis was 
made assuming that: 

1. The messages to be transmitted are of constant 
length in agreement with what has been stated here. 

2. The number of terminals connected is finite (specifi-
cally, 15 in the curves shown here). 

3. The maximum queue length is specified. 
4. The number of messages arriving during the trans-

mission period of one message is binomially distributed; 
the terminals operate independently. 

The results of this analysis are most encouraging and 
are shown for a single trunk in Fig. 5. The probability 
of message loss or probability of error is plotted as a 
function of the maximum allowable queue length. Three 
curves are drawn for varying levels of channel utiliza-
tion p. 

The channel utilization p is simply the percentage of the 
time during which the channel is carrying data. The over-
all efficiency of the system is thus determined by multi-
plying the channel utilization by the percentage of useful 
information in the data. For example, for p = 0.75 and 
the five information- and five address-bit message men-
tioned earlier, the overall efficiency is 

= (0.75)(0.5) = 37.5% 

The memory capacities indicated by Fig. 5 are quite 
reasonable in the light of what is expected by contempo-

rary data-transmission standards that often have an error 

It has recently corne to the author's attention that a study similar 
to that in Ref. 29 has been made— using somewhat different 
assumptions—in a paper by W. W. Chu. 3, 

FIGURE 5. Probability of error vs. queue length for 15 
independently operated input terminals and three utiliza-
tion factors. 
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rate of one in 105. The error rate in the multiplexer-

concentrator, for example, could be held to one in 108 
with a maximum queue length of about 70 messages even 
for the very high trunk utilization of 90 percent. 

In addition to providing the desired smoothing of data 
flow, the memory must introduce delay. It is, of course, 
important to make certain that this delay remains within 
reasonable bounds. Figure 6 shows the average waiting 
delay (in relation to the unit time required to send a single 

message) as a function of the maximum allowable queue 
size. As in Fig. 5, three values of utilization are indicated. 
It is evident from Fig. 6 that, even in the case of high 
utilization, the delays are reasonable. 
As a summary, consider a system consisting of 15 

high-speed (1000-b/s) terminals clustered together and 
connected by 2000-bit trunks to a distant information 
processing unit. The terminals can operate at 1000 b/s 

but do so only 6 percent of the time (producing uni-
formly distributed, single-character messages) in an in-
dependent fashion. 

One communication possibility is 15 separate lines with 

an assumed error rate on the trunk of one in 105 messages. 
Alternatively, two channels can be multiplexed on each of 
seven channels, reducing the required number of trunks 
to eight. Through the use of a multiplexer-concentrator, 

all the terminals can be carried by a single trunk with a 

System comparison 

System 
Number of Probability of a 

Channels Message in Error* 

Direct connection 15 1.000 X 10 — 5 

TDM 8 1.000 x 10 -* 
Multiplexer-concentrator 

with 20-character buffer 1 1.001 X 10 -, 

*Approximate error rates. The exact calculation of probability 
of error in a message would depend on the details of the trans-
mission system. 

FIGURE 6. Average delay vs. queue length for 15 input 
terminals and three utilization factors. 
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negligible increase in error rate, if the buffer storage has a 
capacity of some 20 characters. (Characters, eight bits in 
size, are given four-bit addresses so that the channel 
utilization is 0.675.*) Table I provides a comparison of 
the systems. 

This example is only an indication of what can be 
achieved by a very simple system under ideal circum-

stances. Efficiency, it must be added, is not by any means 
the only criterion of goodness for such a system. Ideally 
the entire system should be optimized, say from the point 
of view of cost, taking careful account of the traffic 
statistics. There is room for much effort in this area. 

Conclusion 

The purpose of this article is not so much to present a 
solution (it is not a new solution) as it is to encourage dis-
course and further work in the data-transmission area. 
Considerations indicate that there are tremendous gains 
that may sometimes be made in adding traffic considera-
tions to the popular signal-design considerations, which 
represent the bulk of the current effort in data-trans-
mission research. 
When pulse-code modulation becomes widely avail-

able, thereby increasing the data-transmission capacity of 
the voice channel by a factor of roughly ten, the mis-
match between low-speed terminals and channel capacity 
will become even greater and the use of multiplexing-
concentrating techniques may well be even more de-

sirable. 

• The total number of message bits that each second flow into the 
trunk from the output of the 15 terminals is: 15 terminals X 1000 
b's per terminal X 0.06 utilization = 900 b,s. Since each eight-bit 
character is accompanied by an additional four-bit address, the 
trunk must carry an extra 450 b/s. The total trunk load is 1350 
b/s whereas the total space available is 2000 b/s. The channel 
utilization is, therefore. 0.675. 

The author is deeply indebted to many of his colleagues for 
exciting discussions on this subject. Particularly, the author wishes 
to thank H. R. Mueller, E. Port, and D. Seitzer. 
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Why space 
broadcasting? 

The use of satellites offers an interesting approach to television 
broadcasting for both developed and developing areas; however 
there are a number of factors that must be taken into consideration. 
Not the least of these are national and international 
telecommunications policies 

R. P. Haviland General Electric Company 
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This article examines some nontechnical factors that 

will influence both policy and technical decisions re-
garding operational space- television broadcasting. 

The reasons for using space broadcast for both com-

munity and general public services are examined. 
They include faster introduction of service in new 

areas, potentially lower cost, extension of program 

choice, and more efficient use of frequencies. These 
are considered with respect to the state of economic 
development and availability of existing service. 

Marked differences are found between developing 

and developed areas. It appears that developing 

areas could best initiate television service with a 

community satellite, whereas developed areas could 
best use the satellite for program equalization. For 

FIGURE 1. Time history of radio receiver growth. 
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both areas, a combined system of both terrestrial 

stations and satellites appears to be the most cost-

effective. Possibilities for spectrum conservation are 

considered along with areas needing further study. 

There are four major reasons for using satellites for 
television broadcasting: 

• Faster introduction to service in new areas. 

• Potentially lower cost of providing full coverage. 

• Extension of program choice. 

• More efficient utilization of frequencies. 
The relative importance of these factors is unique for 

different parts of the world, depending on the status of ex-
isting television, availability of other communication 
services, economic conditions, and policy decisions. This 

FIGURE 2. Time history of television receiver growth. 
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article considers these factors and their implications. For 
simplicity, these considerations are limited to three situ-

ations: industrially developed areas, developing areas, 
and emerging areas. It is believed that this restriction does 
not affect the validity of the conclusions reached. 

Projection of television growth 

Before investigating the reasons for satellite broadcast-
ing, it seems desirable to estimate the extent to which 
television may grow. This is not a simple problem, since 
it involves a complex of technical, economic, and political 
factors. For example, at least one country has stated a 
nontelevision policy because of the difficulty of main-
taining cultural purity. Others have adopted television 
as a means to achieve national unity. 

Except for outright elimination of television, it appears 
that the major factor governing television usage is 
economic. This is illustrated by Fig. I,* which plots the 
time history of radio receiver growth per capita against 
per capita national product. The graph suggests that the 

* Based on studies made in connection with Contract NASw-1475. 
For a report of the major results of the study, see Ref. I. 

FIGURE 3. Projected growth of television. 
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receiver population may be estimated by assuming two 
periods: an initial growth period and a steady-state 
period. In both cases demand is limited by economic con-
siderations and total population. The boundaries of these 
periods are indicated by the dashed lines. 
For television (Fig. 2) a clear pattern is less obvious, 

for this is a relatively new service. The curves suggest 
that growth periods similar to radio occur but saturation 
begins at one receiver per family rather than tending 
toward one receiver per person in the more affluent areas. 
The estimated boundaries are again shown by dashed 
lines. 

Using these trend boundaries as a projection model per-
mits an estimate of the future world growth of television. 

The results of the projection are shown in Fig. 3. The 
circled points are historical values and therefore are used 

for the initial values. The forecast values are based on 
the above model, allowing for increases in the Gross Na-
tional Product and total population. These latter values 
indicate that world economic conditions will permit a 

I. Projected biannual television receiver market, 
millions of sets 
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FIGURE 4. Time history of television in the United States. 
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growth in television receivers from approximately 200 
million units at the end of 1967 to about 400 million 
units by 1980. 
The distribution of the market may be estimated by 

adding an allowance for scrappage. This may be assumed 
to be zero initially, increasing to a mean set life of 14 
years, based on experience in the United States. These 
models lead to the biannual projection of Table I, which 
shows a steadily increasing market from about 40 million 
receivers per year at the end of 1967 to nearly 80 million 
in 1980. 

A surprising feature is the change in the distribution 
of the market with time. In addition, there is an indicated 
peaking of the North American market around 1970, 
which is a result of the balance between new-use and 
replacement sets. 

Introduction of television service 

Broadcast television has been conducted as an experi-
mental service since the late 1920s but the modern elec-

tronic television receiver did not become operational until 
just prior to World War II. It was developed simulta-
neously in several countries, including the United States. 

Figure 4 summarizes the early time history', of the in-
troduction of television coverage and receiver usage for 
the United States. Neglecting the war years as shown by 
the dashed curves, signal coverage reached 20 percent of 
the population within approximately three years, 50 per-
cent in about 41/2 years, and 90 percent in six years. 
Ninety-five percent coverage was not attained until 

another ten years had passed, and even today, after 30 
years, the coverage has not yet reached 100 percent. 
Second program availability showed about the same 

initial rate, but growth slowed markedly after 50 percent 
coverage had been reached. In part this was due to a re-
examination of policy. 

Wide use of the television signal, however, was de-
layed, showing a lower growth rate. Sets did not reach 

20 percent of the homes until approximately 13 years 
after the actual beginning of service, or approximately 
eight years after its effective start. During this period 
there was extensive informal community viewing at 
neighbors' homes, in stores, and in taverns. Growth con-

tinued, reaching 50 percent of the homes within 101/2 
years (effectively) and 80 percent in 15 years. Today, sets 
are used in approximately 92.5 percent of U.S. homes, 
with 22 percent of the homes having two or more sets. 

Except for the availability of additional broadcasting 
frequencies (usually delayed for 20 or so years), the pat-
tern in other developed countries has been similar. This 

is true even where television is a national service rather 
than a commercial enterprise. 

In lesser developed areas, however, the pattern is some-
what different. This is illustrated by the growth of tele-
vision L.' in Brazil, which began televising in 1953. Less 

than 15 percent of the households have receivers, and 
they have only 45 transmitters for a country larger than 
the United States. Twenty-one of these stations are in 
five of the more important cities. 

In still lesser developed areas, it is common for service 

to be available only in the largest city, and even there 
receiver density is low. An exception to this is the 

United Arab Republic, where television transmitters 
have been installed to provide signals to some 80 percent 
of the population. But this is part of a program of educa-

tion and national unity. 

From the foregoing data, it appears clear that attain-
ment of complete large-area national coverage is a very 
difficult and time-consuming process. Even the United 

States has not achieved it after 30 years. Reasonable 
coverage (90 to 95 percent) is easier, buf still may require 
six to eight years in a country with ample resources, or 
longer if resources are limited. 

In contrast, television by satellites offers full national 
coverage from the beginning of service. The duration of 
the necessary design and construction program would 

depend on the system parameters chosen, but would be 
perhaps four years for an area of 5 million square kilom-
eters. Thereafter, further areas could be added every three 
to six months. World coverage would be possible within 
ten more years, or in even less time if system parameters 
were properly chosen. In view of this, it seems clear that 
satellites are the fastest means for attaining national 
coverage. In this respect special advantages are offered 
to the lesser developed areas. 

The cost of providing television service 

The element of speed cannot alone answer the question 
of desirability. The economic comparison of the alternate 
approaches must also be considered. 

In the terrestrial system, the first operational station 
will usually be placed in the largest city, and typically 
will cover some 10 percent of the population of the 
country. Successive stations will be placed in the second, 
third, etc., largest cities. Since the population of these 
coverage areas is decreasing, the cost-effectiveness of the 
individual stations is also decreasing. The order of 
magnitude of the effectiveness can be estimated by using 
the usual rule that the population of the nth largest city 
is 1/n times the population of the largest city. With this 

installation plan, the initial cost is relatively low. Total 
cost appears to become excessive if full national coverage 
is attempted. As a result of this excessive cost, no country 
has 100 percent coverage. 
The terrestrial approach has one significant advantage. 

By locating the transmitter in or close to the city, the 
signal levels are adequate to overcome the urban noise 
level. Noise drops off rapidly with an increase in distance 
from the city, and therefore is not a limiting factor in 
suburban and rural area coverage. Generally, Grade I 
pictures can be obtained up to a distance of 80 km on 
VHF, and 55 km on UHF.5 Outdoor antennas are almost 
always required to obtain this signal grade, to avoid 
ghosting in the cities and suburbs and to provide adequate 
rural signal levels to overcome set noise. 

Figure 5 shows an effectiveness evaluation of this 
method of transmitter installation. The analysis con-
siders the United States and utilizes "standard TV mar-
ket" 2 as a data source. (Note: Since there is some overlap 
in the coverage of markets, the sum of individual station 
coverages exceeds 100 percent. This factor is neglected 
here. The actual coverage is approximately 97 percent of 

U.S. households.) The cost curve assumes only one sta-
tion per market and a typical station cost of one million 
dollars. The curve indicates a variation in transmitter 
investment per household covered from $0.15 to nearly 
$15.00. Coverage per station ranges from 12 percent 
down to 0.12 percent of the total number of households. 
Average investment in transmission facilities is approxi-
mately $3.00 per household covered. Fifty percent 
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coverage is attained with some 30 stations, at an average 
investment very close to $ 1.00 per household (approxi-
mately 29.5 million households covered). 
The cost behavior in space broadcasting is quite dif-

ferent. Satellite signals readily cover a wide area. How-
ever, normal-band strong-signal satellites became ex-
pensive, so the cost of covering the highly populated 
areas is the highest due to higher man-made noise levels. 
In addition, there is a cost balance between decreasing 
the antenna gain at the receiver and increasing the size and 
cost of the satellite. 
As an example of these relationships, assume that we 

have 60 million households in the United States, one 
third with urban noise conditions, one third with suburban 
levels, and the rest rural, an assumption reasonably 
close to conditions as they exist in the United States. 
Figure 6 shows the approximate satellite investment* 
needed for an optimally cost-balanced system for the 
three areas as a function of the number of receivers in 
use. Since the values above 107 receivers are essentially 
constant, the satellite investment required to cover 60 
million households would be approximately $65 million 
for rural coverage, $67 million for suburban coverage, 
and $95 million for urban coverage. These values cor-
respond to roughly $3.30 per receiver for rural coverage, 
$1.67 for suburban coverage, and about $1.58 for urban 
(i.e., total) coverage; and they compare favorably with 
the afore-listed terrestrial coverage costs. 

If a Grade 2 picture is considered satisfactory, satellite 

costs are markedly lower—approximately $14 million 
for both suburban and rural coverage and $16 million for 
urban coverage. These values correspond to roughly 
.$0.35 per household for rural and suburban coverage 
and $0.28 per household for urban coverage. 
On a strictly transmitter-cost basis, such a Grade 2 

satellite signal would appear the most advantageous. 
This is not the only criterion, however, for Grade 2 sig-
nals may not be considered acceptable. The satellite 
system does not have the program flexibility of the ter-
restrial system, and it does require good antennas for all 
receivers, whereas the terrestrial system permits low 
installation cost for receivers reasonably close to the 
transmitter. On the other hand, terrestrial stations be-
come very expensive when full national coverage is 
attempted. 
The foregoing factors suggest that a mixed system 

would be most effective if all factors are considered. To 
illustrate this, assume that a large country, similar to 
the United States in area, population, etc., has $60 mil-
lion available for transmission investment. Assume that 
the goals are 
• Full national coverage, if possible. 
• Grade 1 signals, if feasible. 
• Good programming flexibility. 

Using the previous assumptions, this would allow 
• Sixty terrestrial stations, about 90 to 95 percent 

coverage, average investment of $1.05 per household 
covered, maximum flexibility, and Grade 1 quality. 
• One satellite, 100 percent coverage, average invest-

ment of $ 1.00 per household, approximately urban Grade 
1.5 signal, and a single program. 
• A mixed system of 44 terrestrial stations having 85 

* Based on studies made in connection with Contract NAS 3-9708. 
For a report of the major results of the study see Ref. 6. 

to 90 percent coverage, plus an urban Grade 2 coverage 
satellite. Some 10 to 15 percent of the thresholds would 

have single-channel coverage and 85 to 90 percent would 
have two-channel coverage. Average investment is $0.54 
per channel per household. 
The assumptions made are not necessarily optimum, 

and the cost factors may not be representative. However, 
it appears that the ' dative cost factors can change 

appreciably without affecting the results. For example, 
assume that the investment cost of the satellite is double 
the $ 16 million assumed. Then, the mixed system would 
use only 14 terrestrial stations covering approximately 
60 percent of the households (receiving two channels), 
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FIGURE 6. Satellite investment required for the United 

States. (Figures in parentheses represent optimum 
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Markets, 1966 Data"). 

plus 40 percent receiving the single satellite channel. The 
average investment would be $0.63 per channel per 
household, which is still lower than for either of the 
"pure," high-quality systems. 

This cost preference for a mixed system is due to the 
presence of a relatively small number of densely populated 
areas best served by terrestrial stations, and a large total 
area best served by wide-coverage systems. Where 
this situation exists, mixed satellite-terrestrial coverage 
should be considered. 

Evaluation of the cost factors is made difficult by the 
fact that many sources of investment funds may be in-
volved. For example, in the U.S., each receiving instal-
lation is a separate budget; however, in developing 
countries depending on community viewing, it is likely 
that both transmission facilities and at least the com-
munity receivers will be paid for by the central govern-
ment. Several cost optimization possibilities are discussed 
in Ref. 6. In these the cost of the basic receiver is 
omitted, since it is assumed to be a fixed value, common to 
any method of coverage, whether satellite or terrestrial. 
At the present state of the art it appears that receiving 

installations will necessarily include outdoor antennas. 
This does not appear to be a severe limitation, in view 
of their acceptance for good color reception, and the 
extensive installations found in weak signal areas. 
The use of satellite signals to feed programs to cable 

heads for further distribution is being studied. Such a 
mixed system appears to have great potential. 

Program choice availability 

In the foregoing example, the effect of adding a satellite 
to a limited terrestrial system is to provide first-coverage 
service to some fraction (n) of the total population, and 
to provide a second channel to the remainder (1 — n). 
Suppose, then, that a satellite were added to an existing 
large system. Figure 7 shows the distribution of the 
number of stations per market2.3 normalized to the total 
number of households served, for the United States. The 
most probable number of stations is three. Some 36 per-
cent of the households have three or fewer program 
choices available. 

This plot neglects the fact that some 2 to 3 percent 
of the total U.S. households do not have television 
programs available, and also neglects the fact that some 
market areas overlap. An incomplete check of the latter 

factor indicates that the effect of this overlap is to provide 
additional program choice in densely populated areas 
where program choice is relatively wide. In relatively 
sparsely settled areas, program choice remains low. 
The net effect is to reduce the values over the range of 
the three to four channels available, and to increase the 
fraction having five or more channels available. This 
analysis, although approximate, is sufficient to show that 
appreciable maldistribution of program choice exists in 
the United States. This situation is also true in several 
other countries. 

If a full-coverage, clear-channel satellite system were 
added to the terrestrial system, the effect would be to 
shift the entire curve of Fig. 7 to the right by an amount 
equal to the number of channels added. A rural- or subur-
ban-coverage satellite would largely affect the lower part 
of the curve, as would a shared-channel system. 

In view of these factors, it appears that satellite cover-
age can be used to equalize program choice. Probably the 
most important element is that all homes in the coverage 
area would have at least one program available. Most 
would have a choice of several, the exact number depend-
ing on the details of the terrestrial and satellite systems. 

Frequency occupancy 

The last element, that of frequency use, arises from 
propagation factors. In the terrestrial system signal 
quality remains high out to the critical distance, even 
though the signal strength is decreasing as the square of 
the distance. Beyond this point, quality is limited by 
signal strength, decreasing approximately as the cube of 
the distance. Typically, on UHF, the critical distance is 
48 km for the higher channels. The signal is usable beyond 
this distance, the exact value being dependent on terrain, 
with values of 64 to 96 km being typical. 
At still greater distances the signal, although unusable, 

can cause interference to stations on the same channel. 
Also, at closer distances interference may occur on 
adjacent channels, or on the image channel, which lies at 
twice the IF frequency away from the desired channel. 
In addition, it is desirable for the transmitter to be close 

to the largest population center served, because of urban 
noise. 
The channel-allocation plans for the United States 

take these factors into account. Typically, a UHF plan7 
shows 40 to 50 stations per channel, although maximum 
packing would allow somewhat more. The difference is 
due to estimated economic infeasibility in some areas. 
Fifty stations would have a high-quality coverage area of 
about 215 000 square kilometers, or approximately 
of the United States. Thus, some 20 channels would be 
needed to give high-quality national coverage. The cor-
responding figure for extended coverage of usable 
quality would be five channels. 

In contrast to the terrestrial system, satellite signals 
would vary only slightly over the coverage area. A single-
channel, high-power satellite would give national service; 
however, it would be desirable to reserve adjacent chan-
nels as guard bands so that the space service would be 
approximately six times as efficient in its use of the spec-
trum. At lower power levels (corresponding to usable 
quality levels) the guard bands would not be necessary, 

and the satellite would again be more efficient, by a factor 
of five. 

If the satellite and terrestrial stations share the same 
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channe1,8 complete space coverage could not be attained 
on a given channel; each terrestrial station would cause a 
gap in satellite coverage. Approximately for the existing 

U.S. allocation plan, these gaps would reduce the cover-
age of a satellite signal suitable for rural and suburban 
reception to roughly 60 percent of the total area covered. 
Two selected satellite channels would give 100 percent 
single-channel satellite coverage, plus 36 percent two-
channel satellite coverage, plus I() to 20 percent terrestrial 
coverage (always second channel). This mixed system 
would be the most efficient of all approaches in its use of 

spectrum space. 
At present, there are no international allocations 

specifically for space broadcasting. A number of pos-
sibilities have been mentioned, for example in the docu-
ments of the CCIR, Geneva, 1969, including the 26-MHz 

band for AM, the 88-108-MHz band for FM, and parts 
of the 470-960-MHz and the 11-GHz band for television. 
Both exclusive and shared channels have been proposed. 

The matter will undoubtedly be considered at the sched-
uled 1971 Radio Conference. See Ref. 9 for a partial 

discussion of possibilities. 

Applications to worldwide television 

One important consideration regarding the applic-
ability of the foregoing factors to the various geographical 
areas appears in Fig. 3. For the more developed areas of 

the world, specifically North America and Europe, the 
1980 projections vary between 0.2 and 0.4 set per person, 
or essentially one set per family. The other areas of the 
world show only one set for every 20 persons. As a result, 
if television is to be a universal service, many countries 
will find it necessary to make extensive use of community 
viewing. This may be done informally, with sets in neigh-
borhood gathering areas and neighbors' homes, or it 
may be formally organized, such as by the "Tele-clubs" 

in France and Japan. Considering economic status, it 

appears that the patterns would be 
• Emerging country—depends on community viewing. 
• Developing country—both community and home 

viewing, the latter increasing as the economy expands. 

• Developed country—home viewing. 
For the emerging countries, it appears that the most im-

portant factor is the attainment of national coverage at 
an early date. Costs should be low. Channel-choice flex-
ibility is not a problem initially, although attention must 
be given to programming for diverse interests. Frequency 
usage is relatively unimportant. For these areas satel-
lite broadcasting appears to merit immediate considera-

tion due to the speed of attaining coverage at a reasonable 

cost. 
For the developing areas the basic problem is the 

extension of existing television to national coverage. 
Cost is important, for this is the factor limiting expansion 
of the existing system. Second or third channel addition 

may be desired. Once again, frequency use is relatively 
unimportant. For these areas a mixed system of satellite 
and terrestrial stations appears to be an attractive, quick, 
and cost-effective solution. 

For the developed areas speed of coverage is not a prob-
lem since good coverage exists. In addition, cost con-

siderations strongly favor use of existing coverage. Some 
equalization of program choice appears to be desirable, 
even though this involves a relatively small fraction of the 
audience. Frequency conservation, however, may be 

important, depending on the relative demands of non-
broadcast services. Already it is becoming a critical factor 

in several countries. 
Although use of a satellite for national coverage would 

ease the spectrum problem, it is not the only approach. 
Cables might be used for urban and suburban distribu-
tion; or improved reception techniques could be adopted, 
allowing closer packing of terrestrial stations. Both na-
tional and international telecommunications policies 
must also be considered, and the best course is by no 
means clear. All things considered, it appears that satel-
lite broadcasting offers early help to the emerging and 
developing areas, and is none the less important as an 
approach to the solution of problems in developed areas. 

This article is based on a paper presented at the AIAA Second 
Communication Satellite System Conference, San Francisco, 
Calif., April 1968. 
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The Esclangon diagram 

for voltage and current 

along a transmission line 

it is not very often that graphic representations 
of abstract ideas and concepts are discovered. When 
they are, their aid to understanding is invaluable 

Michel Poloujadoff Institut Polytechnique de Grenoble 

This article offers a simple graphic construction that 
shows the variation of current and voltage along an 

electric line for a steady sinusoidal operation: The 

method complements the use of formula applications 

and the Smith chart, thus making for a good and easy 
understanding of transmission- line operation. 

After having understood the propagation equation and 

its proof, and before learning how to apply it, electrical 

engineering students have to become familiar with the 
phenomenon of voltage and current variation along an 
electric line. For such a study, a graphic method would 

be highly desirable, since it provides a unified visual 
insight into some transmission-line operations. 
Such a method was given by the late Prof. F. Es-

clangon* in a paper published in 1943.' Unfortunately, 
very little notice, if any, has been paid to this paper. Two 
reasons can be given for this lack of attention. First, 
the publication took place during the second world war, 
when few copies of the review were available. Second, 
the author failed to show clearly the advantages of his 
method that were important. 

It is hoped that the present article will be useful to 
people interested in transmission lines by informing 
them of a graphic technique that considerably enhances 
the art. 

Basic equations 

Steady-state sinusoidal operation can be represented 
by the following equations: 

,e (x) z 2e 4-nX 

(1) 
Z(X) tie-nx _ ,e2e+nx 

where 13 and g are complex numbers representing the 
sinusoidal voltage and current at point M, which is at a 
distance X from the generator (Fig. 1); Z is the character-
istic impedance; n = p + jq is the transmission factor; 
and `c, and v2 are complex constants. For lossless lines, 
Z is purely real and n is purely imaginary (p = 0, n = 

If the location of M is given by its distance x from the 
receiver (Fig. 1), Eq. ( 1) becomes (with x = L — X): 

V(X) = 13(1. — X) = Vie 132en(L—z) 

= vienz + ve--

zi(x) = v,enz — ve-nz 

(2) 

As a result of the positive directions initially chosen, 

some authors obtain Eq. ( 1), whereas others obtain Eq. 
(2) directly. We shall use Eq. (2) for reasons that will 
appear clearly later. 

For x = 0, X = L, the following voltage and current 
appear at the receiver: 

V(0) = V, 1(0) = L (3) 

Esclangon diagram for a lossiess line 

If there is no loss in the line, ZI, and I, have the same 

argument (Z being real), and n = jq. Hence, Eq. (2) can 
be rewritten as 

V(x)e-i" = V, ± V2e-2i" 

(4) 
ZI(x)e-ie = VI — Vle-2/az 

From Eqs. (2) and (3), 

V(0) = V, = + V2 

ZI(0) = ZIr = VI — V2 

Vr ZIr V" —  Zir 
thus, VI =   V2 =   

2 2 

If V, and ZI, are represented by OA and OB (Fig. 2), 

respectively, and if M is the midpoint of BA, then OM rep-
resents VI and MA represents V2. Let us now draw a circle 
(the Esclangon circle) at center M and of which AB is a 
diameter; let A 'B' be another diameter such that Z AMA' 

FIGURE 1. Positive direction for the study of the propaga-
tion equation. 

* Director of the Institut Polytechnique de Grenoble, 1941— 
1954. • x 
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FIGURE 2. Principle of the complete Esclangon diagram 

for lossless transmission lines. 

FIGURE 3. Example of an Esclangon diagram for a loss-

less line with a receiver impedance of 7(1 — j). 

= —2qx. We can see that OA' represents V(x)e-1" and 
OB' represents Z1(x)e-1", from which we readily deduce 

V(x) and I(x). 
When 2qx = 2w or x wig, A' is on A. B' on B, 

and 

V(wlq)eir = V, 

so that 

ZI(r/q)er = ZI, 

V(r/q) = —V, I(r/q) = —L 

When 2qx = A' is again on A,B1 on B, and 

V(2r/q) = 

From this, it can be seen that the wavelength X is 
equal to 2r/q. This also gives the relationship between 

the angle AMA' and the ratio x/X. 
The angle A'OB' is equal to the angle AvOr, so 

that e, represents the phase angle at the generator when 
x = L. From Fig. 2, we see that I, is lagging with re-
spect to V,, but e is much smaller than er. If the trans-
mission line were a little longer, e, would vanish, or 

even become negative. 
It can also be remarked that ies"! = 1, so that, if 

we are interested only in the magnitude of V(x), we can 
study just the length of OA', and do not have to then 
draw OA", thus simplifying the diagram. Voltage is 

0 X X 
16 8 

I i I I  
X X 
-4- 2 

Distance, x 
FIGURE 4. Voltage and current variation along the trans-
mission line considered in Fig. 3. Distance is measured 

from the receiver end of the transmission line. 

maximum when A' is on N'; hence, this maximum 
value of the voltage is !VII 1V2I. In this instance, B' is 
on N", so that the current is minimum and equal to 
- IV21)/Z; at the same time, e, = O. Voltage ampli-

tude is minimum and equal to 1V11 — V,. when A' is on 
NW; in this case, current amplitude is maximum and equal 

to (1V11 IV21)/Z. 
Starting on the line from a point where voltage is max-

imum, one can find a point where voltage is minimum, 
which is at a distance of X/4 from the starting point; 
after another X/4, there is again a voltage maximum... 

and so forth. 

An example of lossless line operation 

Let us consider a transmission line for which Z and X 
are given; the impedance of the receiver is Z,. = Z(1 — j), 
so that ZI, = (V,/-0) L 45°. This case is very con-
venient for a first example, since the diagram shown in 
Fig. 3 has some simple geometric properties: the quad-

rangle AA' (X/8) Be (X/8) is a square, and the angle BOM 

istan-1 (0.5). 
Let (p(x) be the lag of I(x) behind V(x), «x) be the 

lag of V, behind V(x), and let us recall that x is the dis-

tance from the receiver. 
1. For x = X/8, we see that tan (.13'(X18)0 A] = 0.5 so 

that (p(x) = —26°. Also, V(X/8)e-tri4 is collinear with 

V, so that «x) = 45° and IV(x)i = IV,/21. 
2. Since the angle AMNY = 116°, and since two 

revolutions correspond to one wavelength, A' is on N" 

when x = (116/720)X = 0.16X. For this value of x, 

= 19° + 116°/2 = 77°. 

Poloujadoff—The Esclangon diagram 
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FIGURE 5. Curves of g-( x) and t(x) corresponding to the 
example of Figs. 3 and 4. 

FIGURE 6. Principle of the complete Esclangon diagram 
for a transmission line with losses. 

When x increases from 0 to 0.16X, IV(x)/Vri tlecreases 
steadily from 1 to a minimum of 0.43; at the same time, 
(p(x) increases steadily from — 26° to 0°. 

3. If x = X/4, A' is on B and B' is on A, so that q,(x) = 
45°, 11/(x) = 45° + 90° = 135°, and 1V/V,I = v'/2. 

4. Since A' is on N" when x = 0.16 X, it is on N' for 
x = 0.41X. Obviously, ço(x) equals 0, and we measure 
I V/V,1 = 1.13 and 1,1,(x) = 19° ± (116° ± 180°)/2 =-
167°. 

From these four results, one can now plot the curves 
of I V/V,I, (p, and ,Y against x; these are given in Figs. 4 
and 5, along with the curve IZI(x)/V,I. 

One can ask, "When do the curves IV(x)I and IZI(x)I 
intersect ?" This is equivalent to asking when OA' = 
OB', and the answer is: when A' is on CI or C2, CIC, 
being normal to OM (see Fig. 3). With angle ANC1 = 
19°, we find that x -- 0.026 X. 

Lossy transmission lines 

From Eq. (2), we obtain the following expressions for 
a line with losses: 

V(x)e-" = V1 V2e-2" 

(5) 
ZI(x)e-" = V1 — V2e-2' 

These relations are quite similar to Eq. (4), and we can 
follow the same reasoning as that for lossless lines. We 
have only to remember that Z is no longer real. 
From V, and ZI„ we deduce VI (represented by OM in 

Fig. 6) and V2 (represented by MA). The quantity V(x)e-" 
(represented by OA') is obtained by rotating MA through 
an angle of 2qx and multiplying its magnitude by e-2". 
Then, not only is OA' turned through an angle qx, but 
it is multiplied by e" to obtain OA", representing V(x). 
A similar method is used to obtain OB", which rep-

resents ZI(x). 

Conclusion 

Although the Esclangon diagram does not replace 
other methods for solving transmission-line problems, 
it is the most efficient way of showing the voltage and 
current variations along an electric line. Hence, the 
method complements both the Smith chart and the usage 
of basic formulas for a proper understanding of trans-
mission-line problems. 
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