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the time savers 
Today, oscilloscope manufacturers offer many sophisticated 

oscilloscopes. Unfortunately, solving a measurement prob-

lem with them often takes more valuable hours than need 

be. TEKTRONIX recognized this, so when we developed 
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the 7000 SERIES (five mainframes and 

seventeen plug-ins), several features 

were incorporated that take the guess-

work out of oscilloscope operation. 

• CRT READOUT is exclusive to Tektronix. It labels the CRT 
with time and frequency; volts, ohms, temperature (C), and amps; 
invert and uncal symbols; and automatically corrects for attenu-

ator probes and magnifiers. A trace identify push button on each 
amplifier unit (also on the P6052 and P6053 Probes) deflects the 
appropriate trace and identifies the correct readout. With CRT 
Readout you look in only one place for accurate data. 

• PEAK-TO-PEAK AUTO TRIGGERING is the only truly auto-
matic triggering. It makes triggering as simple as pressing three 
push-button controls: P-P AUTO AC INT 

Now a triggered sweep is obtained regardless of the LEVEL/ 
SLOPE control position. 

• PUSH-BUTTON CONTROLS do more than conserve front 
panel space. Because they are lighted and single function, time 
is not lost identifying them. 

• AUTO-FOCUS CIRCUIT eliminates the need for continuous 
refocusing with intensity changes. 

• COLOR-KEYED FRONT PANELS conveniently relate controls 
to functions. For example, green identifies all trigger controls. 

• CAM SWITCHES require 75% less torque than normal wafer-
type rotary switches. They are just as convenient as power steer-
ing in an automobile. 

When you require a new oscilloscope, evaluate the Tek-

tronix 7000 Series; it has been designed to solve more of 

your measurement problems easier and quicker. For a 

demonstration, contact your nearby Tektronix field engineer 

or write: Tektronix, Inc., P.O. Box 500, Beaverton, Oregon 

97005. 

Tektronix lease and rental programs are available in the U.S. 
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Forum 
Readers are invited to comment in this department on material previously pub-

lished in IEEE SPECTRUM; on the policies and operations of the IEEE; and on 

technical, economic, or social matters of interest to the electrical and electronics 

engineering profession. 

IEEE and the 
unemployment problem 

The article on the employment prob-

lem in the November issue of IEEE 
Spectrum revealed what I perceive as 
inadequacies in the leadership of the 

IEEE. 
I was particularly struck by the state-

ment that an IEEE role of lobbyist or 

pressure group "would be morally re-
pugnant to most, if not all, of our mem-
bership." The sad truth is that the IEEE 
leadership has never investigated mem-
bers' attitudes on this and related is-
sues. The officers of the IEEE seem 
content to act as a clearinghouse for 
scientific information. There has never 
been a referendum among members 
on important policy issues nor is there 
an opportunity for members to express 
themselves effectively when they elect 
officers. Candidates for office are identi-
fied solely by professional credentials 
and not by the programs or visions 
they might have for the Institute. The 
officers constitute a society within a 
society, which apparently cares little 

about the full spectrum of members' 
needs and desires. 

The IEEE has two major membership 
groups—the academic and the indus-
trial—with differing and sometimes con-
flicting needs. Members in the academic 

group usually belong to other otganiza-
tions that can represent them with their 
employers and society at large, such as 
the American Association of University 
Professors and faculty senates. Indus-
trial engineers have no such organiza-
tions to represent them. It is ridiculous 
to say that engineers would find o-ga-
nized representation with their em-
ployers, the U.S. Congress, or society 
at large " repugnant" since most other 
groups within our society gladly accept 

this representation when it is available. 
The problem that faces the industrial 

engineer is finding an effective tech-
nique for organized representation. 
Unionization is not likely to be success-
ful because the engineering activity is 
too far removed from the production 
line, and unionization is effect ve only 
for production workers such as teach-
ers, policemen, and construction and 
assembly line workers. 
On the other hand, organized repre-

sentation to Congress is practical since 
Congress influences the supply of engi-

neers (through grants to educational 
institutions) and the demand for engi-

neers. You suggest that such repre-
sentation is immoral, although our en-
tire political system is predicated on in-
formed groups of citizens organizing 
and representing their views to their 

lawmakers. Furthermore, the repre-
sentation should deal not only with how 
Congress influences the supply and de-
mand of engineers but also with how it 
influences the way engineering is done 
in the U.S. After all, Congress is largely 
responsible for encouraging the growth 
of research-oriented universities and the 
large aerospace complex, as well as a 
large number of technical government 
agencies. Informed engineers should 
influence how these decisions are made. 

It appears that the officers of the 
IEEE not only lack the vision to see 
how they constructively can influence 
government decisions but also are un-
willing to consult with their membership 

on what kinds of activities are desirable 
and appropriate. It was the New York 
Times and not IEEE Spectrum that 
observed, "The issue transcends the 

personal hardship of highly educated 
professionals seeking to support their 
families by working as handymen. . . 
The deeply troubling, fundamental ques-
tion is whether a nation can allow itself 
to be the pawn, rather than the master, 

of its destiny. Young Americans today 
are told that Ph.D.'s are a drug on the 
market. Only a few years ago, to be-

come an engineer or a scientist or in-
deed a teacher was not only to fulfill 
one's goal of intellectual satisfaction, 
but to serve nation and society . . . it 
is intolerable that brainpower be put in 
mothballs like unwanted warships. If 
under such conditions the brain-drain 
is allowed to proceed, this will clearly 

tell new generations that America no 
longer wants the best of their talents, 
inventiveness and reason. To be in-

capable of employing the country's 
intellectual resources for peace and 
progress as readily as for war and na-
tional glory is to clamp an embargo on 
hope and faith." 
I believe that the IEEE should remove 

its blinders and work with its member-
ship to find new ways to promote the 
well-being of engineers while promoting 
the best interests of America. 

J. A. Rosenthal 
Rochester, N.Y. 

I read with amazement (but not 
amusement) Mr. Granger's article on 
the employment problem. I am amazed 
that the IEEE Board of Directors feels it 
cannot and should not do anything, 
and further, that it will not do anything 

but offer token retraining (or is it re-
programming?). Are we so bound by 
our sacred tax status that we dare not 

take positive action? Are we so en-
thralled with the purism of science that 

positive action in the economic area is 

beneath our professional dignity? Are 
we so wrapped up in our own little 
worlds, so divorced from events around 

us, that we will not take positive steps 
to alleviate the employment problem? 

To me, the response to the employ-
ment problem expressed in that article 
is unacceptable. We can and must do 

more. True, we cannot solve the prob-
lem completely, but we can help to 
alleviate it. We can help to remove 
some of the unfairness that accompa-
nies it. We can work to prevent its re-
occurrence. The IEEE is in a position 
to do things that individuals cannot do. 
It can take actions on its own and in 

cooperation with other technical so-
cieties and governmental agencies. The 
time to do something is now. 

James W. Berkovec 
The Aerospace Corporation 

San Bernardino, Calif. 

The two articles in November's IEEE 

Spectrum, coming from the President 
and the General Manager of the Insti-
tute, show the gravity of concern felt 
by engineers in the current employment 
situation, and provide much needed in-
formation for an intelligent discussion. 

The President points out that the 
IEEE cannot, legally or ethically, lobby 
for legislative action to improve em-
ployment stability. He states that the 

Board of Directors has decided that it 
is not advisable to change the Insti-
tute's tax status from "educational and 
scientific organization" to "business 
league" ( like AMA, ABA, NSPE). Al-
though the decision is arguable (and 
may be modified at a later date if cir-
cumstances justify it), let us accept it 
and examine what can be done by the 
IEEE in nonlegislative fields. 

A very important role for IEEE is to 
help develop a code for employers. 
Much of this can be done through per-
suasion and coordination, because 
many engineers are involved in the 
management's decision-making process 
and, as professional people, are inter-
ested in the development and welfare 

of fellow professionals. Since the code 
would be voluntarily accepted by the in-
dustry, it would require no legislation. 

Voluntary cooperation in areas of mu-
tual interest, even by competitors, is 
not new. Examples of uniform codes for 
hiring and firing are not many, but the 
universities offer an example where the 
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American Association of University Pro-
fessors (AAUP) has helped develop a 
code—partly unwritten—governing em-
ployment policies. 

The employers' code should include 
the following points: 

1. Stabilized employment. This could 
be accomplished through (a) more 

realistic prediction of manpower and 
skill requirements; (b) sharing a man-
power pool by defense and aerospace 

industries where the gain or loss of a 
contract results in large manpower fluc-

tuations; and (c) classification of pro-
fessional jobs by each employer into 

categories with increasing stability and 
careful filling of these categories witn 
people whose performance is really 
valuable to the company. These steps 

would ensure that the organization hires 
selectively, does not overhire, and iden-
tifies its core jobs as well as core per-
sonnel. 

2. Improved pension plans. These 
would aim at (a) elimination of waiting 
periods for eligibility; ( b) full and im-
mediate vesting of benefits; and (c) full 
portability from one employer to an-
other. 

3. Improved unemployment benefits. 
A professional man whose services are 
terminated (except for incompetence or 

similar cause) should get a specified 

fraction (say 25 to 50 percent) of his 
salary, according to a sliding scale and 
with prescribed minimum and maximum 
limits, for a period proportional to the 
length of his service with the company. 

Such benefits are already given by 
several firms in the form of termination 
salaries, but the practice is neither uni-

versal nor uniform. To make it attrac-
tive—and fair—to the employer, the 
benefits could be spread out over a 

number of months and could be dis-
continued or diminished if the man gets 
another job. 

4. Retraining grants and loans. The 
employers, and perhaps professional 

societies, should make grants and loans 
available to scientists and engineers 

who wish to retrain themselves in new 
fields. The benefits could be similar to 

those offered by the G.I. Bill or by the 
existing programs for college loans. 

5. Unemployment insurance. This is 
an area where the IEEE and other pro-
fessional societies could take the ini-
tiative even without the participation of 

employers. Several societies have al-
ready arranged for sickness and acci-

dent insurances for their members at 
group rates. They could now arrange 

for unemployment insurance, whereby 
a member could pay an annual premium 

and could be eligible for receiving a 
certain amount—say $200 per month— 

for a specified period in case of unem-
ployment. This income would tide him 

over the period needed for retraining 
or searching for a new job. 

It is hoped that the IEEE Head-

quarters and members will include the 
foregoing proposals in their considera-
tion when discussing and planning the 

Institute's role in professional matters. 
S. H. Durrani 
Associate Editor 
AES Transactions 
c/o COMSAT Labs 
Clarksburg, Md. 

The IEEE, professional 
or technical society? 

The following comments are a rebut-
tal to Mr. Granger's opinion (IEEE 
Spectrum, November 1970) of what the 

IEEE can and cannot do regarding en-
gineering employment and regarding 
the IEEE's status as a scientific (rather 
than professional or " business league") 
society. 
I would like specifically to take ex-

ception to the premises, based solely, 
it seems, on the "opinion of the Board 
of Directors," that: 

(a) Jeopardizing the IEEE tax-exempt 
status in favor of adopting the role of 
a " pressure group ... would be morally 
repugnant to most, if not all, of our 
membership." 

(b) Using "technical expertise or 
institutional solidarity" to influence na-

tional goals in a political manner would 

impoverish. . . .the professional recog-
nition the public extends to engineers. 

(c) " IEEE cannot legally, or ethically, 
lobby in Congress" for conditions favor-
able to stabilizing engineering employ-
ment. 

(d) The IEEE should confine its activ-
ities to retraining and should not adopt 
the role of a "business league" or an 

"active lobbyist" such as the American 
Medical Association (AMA), the Ameri-
can Bar Association (ABA), or the Na-

tional Society of Professional Engineers 
(NSPE). 

Tax-exempt status 

First, there is absolutely nothing 
sacred about our tax-exempt status. 
Loss of it would require an increase in 
dues and/or advertising rates. However, 
if forming a more effective group di-
rectly or indirectly increased a mem-
ber's income by 0.2 percent, it would 

permit doubling the present dues with 
no loss to the individual. There is no 
other reason than cost to resist a 
change in status. 

Parallel to ABA, AMA 

Our associates in the medical (AMA) 
and bar (ABA) associations saw the 

need for a single society long ago and 
are now quite willing and quite well 
able to pay for it. A doctor may pay 
between $1000 and $2000 a year to 
his association, but has an income level 
of more than $50 000. Should we 
quibble about increasing our dues from 
$25 to $50 a year? 

To answer one traditional disclaimer 

—it is no longer true that doctors and 
lawyers are all self-employed and, thus, 

more directly control their own incomes. 
A significant number are employed by 
government agencies, universities, and 
privately or publicly owned firms. These 

professional employees enjoy far better 
incomes and working conditions than 
do engineers solely because of their 
professional associations' activities. 
These associations do have public wel-

fare as their publicized raison d'être 
but they recognize that the public is 
best served by satisfied, well-paid, 
stable professionals. Both organizations 

originally were formed to take care of 
their members' self-interest. Altruistic 
concern for public welfare and technical 

advancement followed. 

What should a professional 
engineering society do? 

Engineers should be represented by 
a single organization that is concerned 

with: (a) the professional, legal, and 
ethical standards; ( b) the technical de-

velopment of the individual; and (c) the 
engineer's position in society. Consoli-
dation of all three functions under a 
single group permits one function to 
augment the other in an effective and 
synergistic manner. Having a single 

representative for all professional mat-
ters heightens member interest and 
participation, as well as willingness to 

pay. The inevitable result is a more 
dynamic group, as witnessed by the 
ABA and AMA. 

Professional standards 

Educational, legal, and ethical stan-
dards can be maintained by: college 
accreditation processes, which keep 
the academic curriculums and bache-
lor requirements of our science and en-

gineering schools at a high level; legal 
licensing of those engineers working 
in fields involving public welfare and 
safety; establishment of uniform pro-

fessional requirements for entrance into 
the professional/technical society(ies); 

establishment of voluntary or manda-
tory programs of reexamination, recer-
tification, or reeducation during an in-
dividual's career; and formation of ethi-

cal and educational review boards. 
The present influence of IEEE and 

other Engineering Joint Council (EJC) 

societies is too weak to enforce any 
professional standards. The various pro-

fessional engineers groups do strongly 
influence state licensing requirements 

but unfortunately represent only about 
60 000 of the more than one million 
engineers and scientists in the U.S. 

Technical development 

The various technical societies are 
doing a credible job in encouraging the 

technical development of the individual 
through seminars, meetings, and jour-

nals. This activity could be greatly en-
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hanced by unification under one parent 

group with some consolidation of paid 

staffs and facilities. 

Political social involvement 

There is effectively no group repre-

senting the engineer in the political 

and social forum. If we are to achieve 

financial gains and improve security 

and/or portable benefits in our employ-

ment, we must have effective lobbying 

and publicity representatives who will 

win support not only from Congressional 

and administrative leaders but also from 

the general public. We must have a 

professional society that not only en-

sures that the engineer maintains and 

increases his value to society but also 

makes sure that society is constantly 

aware of and desirous of his contribu-
tion. 

In short, the engineer must be taken 

from behind the laboratory curtain of 

anonymity and be given a public and 

political image. Politicians, taxpayers, 

and consumers pay our salaries. If we 

want a bigger share of the gross na-

tional product (than, say, a plumber, 

auto worker, or airline pilot), we have to 

organize, assess desires, se + realistic 

long- and short-term goals, and lobby, 

lobby, lobby. 

Portable benefits 

In addition, the society must provide 

an acceptable total package of fringe 

benefits that travels with the member 

throughout his career. Employer-con-

trolled pension plans no longer serve 
a useful purpose in minimizing job-hop-
ping. The economy and the employer's 

success in securing new business is 

conducting the "hopping tune" now, not 
employee desires. 

Although the pension involves the 

largest financial factor in a required 

portable package, medical, life, and 

disability insurance are also significant. 

The unemployed or reemployed engi-

neer may lose these protections (or 

pay dearly for them) until and/or un-

less he endures a waiting period and 

qualifies medically for new plans. 

The engineer is entitled to these 
benefits or the cash equivalent. He 

has at one time or another received 

them in lieu of a cash raise. If he adopts 
a private plan of pension and medical 

coverage in lieu of his employer's plan, 

he is leaving money on the table. As an 

individual, he will not get group annuity 

and insurance rates, and he will not get 

the employer's premium contribution, 

which frequently equals or exceeds his 
share. 

When he terminates with a company, 

voluntarily or involuntarily, he will lose 

all benefits except those legally vested 

with him. He'll also leave behind other 

benefits such as extra vacation time and 
other seniority- related benefits. Perhaps 

company policies should tie the latter to 

salary or level of responsibility instead 

of, or in addition to, straight seniority. 

Private bargaining—salary statistics 

The engineer's competitive position 

in privately bargaining for his own 

salary demands (and fringe benefits 
not supplied through a professional 

society) would be enhanced greatly by 

comparative statistics. If the profes-

sional society collected and publicized 

data on salaries, vacation and holiday 

schedules, fringe packages, relocation 

policies, et al., the individual could exert 

more rational and realistic pressures to 

improve his lot. The publicity, and ensu-

ing mobility of the engineering popula-

tion, would result in a leapfrogging 

effect on salaries, and benefits would be 
competitively improved. 

Who pays for all this? 

The final total compensation level 

reached would be in response to the 

inevitable law of supply and demand. 

It is obvious that there will be extra 

costs. Some of this can, and will, be 
absorbed by the public digging deeper 

to maintain a resource that is truly use-

ful to society, it its value is constantly 

and emphatically asserted. 

This presupposes that engineers are 

assigned to stable programs that are 

worthy of national goals—no mean 

task today as we shift our collective 
interests from military—aerospace de-

velopments to problems of education, 
health, housing, transportation, and 

ecology. 

The public might not have to dig 

down so deep into its collective pocket, 

if a more critical look were taken at the 

utilization of engineers to eliminate 

wasteful stockpiling and subprofessional 

assignments for skilled and highly paid 

people. But the basic funding source for 

these benefits will ultimately be John Q. 

Public and his friend, Uncle Sam. We 

have to make sure they know our story 
and are willing to pay. 

In the past decade, engineers and 

scientists have been more responsible 

than any other group for gains in pro-

ductivity and consequent growth of the 

Gross National Product (GNP). And yet 
engineers' salary gains have lagged far 

behind most production and construc-

tion workers and behind professional 

groups who are more vocal and more 

persistent. Gains for these groups 
range from 6 to 10 percent annually 

and exceed the cost of living. Engineers' 

salary increases of late do not equal 

the rising cost of living. 

No one company can start the move-

ment upward in engineering compensa-

tion. To do so in today's tight competi-

tive market would be to invite financial 

suicide. If our profession is to secure 

a larger share of the GNP, it must do so 
gradually and in a manner that tends to 

equalize the burden among all indus-

tries. If all engineering professionals, 

both employer and employee, have the 

same personal goal and means to 

achieve it, much of the trauma asso-

ciated with increased salary demands 
can be quietly and rationally settled. 

What about labor unions? 

The professional society as proposed 

would not be a recognized or certified 

collective bargaining group. It would 

represent all engineers. When an indi-

vidual becomes an employer, either as 

an owner of a private firm or as a mem-

ber of management in industry, the 

more senior professional engineer still 

has the same financial, social, and 

technical needs as his juniors or non-

supervisory peers. To preclude man-

agers or supervisors from a profes-

sional society would be to lose a valu-

able resource. The same enthusiasm, 
energy, and intellect that warranted 

their promotion could, and probably 

would, be exercised to benefit all their 

fellow professionals. 

This does not mean an end to col-
lective bargaining for some engineers. 

Where and when the need exists, the 

independent union or trade association 

can coexist with the professional society 

with possible mutual benefits. 

Political involvement— 

what value to society? 

So far I have discussed the value 

of a professional society in enhancing 

the public image of the engineer solely 

in terms of self-interest. For the public 
to want to pay for this new image, it 

will demand a more effective argument 
than the typical Madison Avenue "snow 
job" and more impressive image than 

an introverted laboratory mole. 

In our increasingly technical society, 

engineers must recognize the social im-

pact of their innovations, define and 

quantify this impact, and be outspoken 

in discussing this with government 

agencies, the press, and interested 

organizations. We must actively partic-

ipate in making the vital decisions that 

affect our nation politically, economi-
cally, and environmentally, both be-

cause we are morally responsible for our 

inventions and because we know how to 

measure, control, and modify these in-

ventions better than anyone else. 

In our technology- laden society, the 

engineer's technical knowledge probably 

should represent 20 to 30 percent of 

the factors involved in decision-making 

—in fact, it is probably considered as 

worth only 2 to 3 percent. And so we 

have automobiles that menace life, 

lungs, and limb but improve(?) in 

style every year; power stations de-

signed and located based on narrowly 

derived options and facts rather than 
on a full concern for all environmental 

factors; chemical food additives and 
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crop agents of unknown effect on pres-
ent and future generations; road 
routes dictated mainly by politics and 
doomed to obsolescence and over-
crowding before the last concrete is 
poured; "my lady's" appliance that 
gets its first real quality check in her 

kitchen and laundry; hazardous, break-
able toys. . . excess garbage. . . cable 
television. . .on and on in an endless 

list of problems that clearly demand 
technical solution, but which will prob-
ably be resolved by executive orders, 
legislative action, or regulatory agencies 
with little informed advice. 

Can we think only with a slide rule? 

And what about the problems that 
cry for solution in areas not clearly 
technical? It is a fact that science and 
engineering majors enter universities 
with a higher I.Q. rating than followers 
of most other disciplines. Do we sud-
denly lose our reasoning powers in the 
laboratories? Have we received a college 
education or a vocational training? Do 
we suppress all interest in things social 
because they cannot be easily mea-
sured, molded, and predicted? 
We should be in the vanguard of re-

form groups attacking health, social, 
educational, and welfare problems 
along with our fellow professionals— 
doctors, lawyers, psychologists, and 
teachers. In most instances, we do not 

even make the rear-action squad. 
Every engineer does not develop the 

talent for full participation in the polit-
ical world. Neither does every doctor or 
lawyer. But every engineer can support 
a society that helps him participate by 
representing the members' varied views 
and alternative solutions to national 
problems. There are enough articulate 
spokesmen among our colleagues to 
take care of publicity. What we need is 
a rallying point to channel our massive, 
collective brain trust toward the solu-
tion of pressing problems. 

What needs to be done? 

The IEEE must assess member 
needs, goals, and willingness to pay. 
Forum meetings at the Sectional level 
should provide the groundwork for a 
well-structured nationwide poll, perhaps 
with the other members of EJC and the 
scientific societies. On such critical 

issues, the IEEE Directors need not 
and should not guess, opine, or uni-
laterally dictate what its members want 
(and are going to get). 

IEEE next should determine the pos-
sible structures of a single group that 

can represent the engineer in the pro-
fessional, technical, and political are-
nas. Realism dictates maximum conser-
vation of the existing technical and pro-
fessional societies. 

Implementation will require a sched-
uled entry into those activities over a 
long period and probably will require 

the continuity that can only come from 
a full-time paid staff. 

Why IEEE? Why now? 

The IEEE, as the largest engineering 
society in the U.S., is the logical choice 
to start such a society. It has over 
150 000 members comprising about 
one sixth of the scientists and engineers 

in the United States. It has the greatest 
resources to provide preliminary fund-
ing, conduct surveys, and make an ef-
fective proposal. Actual implementa-

tion, in transition at least, could be as-
signed to EJC or a similar umbrella 
group. 

The IEEE could certainly maintain its 
distinct (and international) identity, 
representing a unique, scientific dis-

cipline, as one technical division of the 
professional society. This would be con-

sistent with the structure of the AMA 
and ABA. The present IEEE administra-
tion need not directly involve itself in 
lobbying. This would be the responsibil-
ity of the executives of the professional 
society; they in turn might elect to fund 
a separate lobbying corporation as the 
medical society does. 

If the IEEE does not take the lead 
now, it may be taken from us forever. 
The employment situation is bad now 

and will become worse before it gets 
better. Situations similar to this have 
bred the existing professional and trade 

union associations. It is not too late to 
change our structure. I would rather see 

IEEE as a technical division of the 
American Engineers Association than 
see it dwindle to an impotent, obsoles-

cent group. 

Are these thoughts shared by others? 

I should point out this entire subject 
was thoroughly aired in Washington, 

D.C., before a distinguished panel in-
cluding the executive secretary of the 
President's science advisor, the execu-
tive secretary of a national scientists' 
and engineers' bargaining unit associa-
tion, the director of the Washington, 

D.C., American Bar Association office, 
and a manager from a major electronics 
firm. The panel was convened and 
chaired by the President-elect of the 
IEEE to provide a sounding board for 
member views. 

The reaction of the 160 members at 
the meeting left little doubt that my 
views were shared by most of those 
present. Moreover, the majority of the 
panel also agreed that the way to im-

prove the engineer's position was 
through a stronger organization that 
could function effectively in the politi-
cal, social, and economic fields. 

In addition, there are a multitude of 
surveys published each month in the 
trade press that confirm the engineers' 
demands for professional organization 

and participation in government (EDN, 
October 1970; Industrial Research, Oc-

New Directions 
in Electrical 
Engineering 
from Wiley-
Interscience 
SYSTEM IDENTIFICATION 
FOR SELF-ADAPTIVE 
CONTROL 
By W. D. T. DAVIES, Bell Aerospace 
Company 

In this book, the author explores all as-
pects of the identification problem in 
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tion is derived on the basis of dynamics 
to convey the idea that equilibrium phe-
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1970 192 pages $9.95 

ELECTRICAL TRANSIENTS 
IN POWER SYSTEMS 
By ALLAN GREENWOOD, Consulting En-
gineer, General Electric Company 

Electrical Transients in Power Systems is 
designed to teach the engineer how to 
recognize and solve transient problems 
in today's networks and components. The 
presentation is broad in scope, combining 
the experimental with the analytical, and 
supplementing both with numerous exam-
ples drawn from the author's long asso-
ciation with practical field problems. Dig-
ital and analogue computer techniques are 
introduced, transient measuring equip-
ment and methods are described, and 
transients in D. C. systems and conver-
sion equipment are fully treated. 

1971 624 pages 622.50 
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tober 1970; The Professional Engineer, 
November 1970, to name just a few 
current surveys). The ASME is using the 
technique of in-depth colloquiums, last-
ing several days, to probe these same 
questions, and is coming up with similar 
responses. 

Conclusion 

The engineers in the United States 
need, and are demanding, an organiza-
tion that represents them on all fronts. 
The present state of the economy is 
adding impetus to this, but even an up-
swing of the economy will not elimi-
nate the acute hardships and the waste 
associated with our profession today. 
The nation's needs demand more tech-
nical solutions and more professional 
involvement in decision-making pro-
cesses. 

If the IEEE does not accept the chal-

lenge of this responsibility, its members 
will certainly turn to the organization 
that does. 

To paraphrase the comments at the 
recent panel discussion: "We've heard 

all the objections to change, all the 
reasons it will not work, but it's got to 
work—so let's talk about how we're 
going to make the necessary changes." 

R. J. Backe 
Silver Spring, Md. 

I have received numerous letters 
from members who are dismayed (or 
outraged) by what they view as an in-

adequate (or worse) response by the 
IEEE Board of Directors to the problems 
currently confronting so many of our 
membership. The flow of correspon-
dence on this subject has reached such 
proportions that I am simply unable to 
reply individually to each writer. I am 
therefore resorting, reluctantly, to the 
device of a form letter. In it, I am at-
tempting to comment meaningfully on 

those several topics that are raised 
most often in this correspondence. 

Many of my correspondents take is-
sue with my comment, on page 33 of 
the November issue of IEEE Spectrum, 
that the Board feels that for IEEE to 
act as a " pressure group" would be 
"morally repugnant to most, if not all, 
of our membership." These writers 
usually imply that the notion that a 
pressure group is Morally repugnant is 
peculiar to the members of the Board. 

In fact, of course, the image of a " pres-
sure group" as a group pursuing self-
serving goals through political pressure 
is part of the "common wisdom." Quite 
aside from the perhaps debatable ques-
tion of " moral repugnancy," however, 
the Board must consider, and has con-
sidered, the question of whether IEEE, 

acting as a " pressure group," could ef-
fectively alleviate the problems that 
concern us all. Many members ap-
parently have concluded that we could, 

and urge that the IEEE be reorganized 

along the lines of the American Medical 
Association. 

Those who regard medical doctors— 
and the American Medical Association 
—as an appropriate model for elec-
tronics engineers—and the IEEE—in 
relationship to society should consider 
the very great difference between the 
practice of medicine and the practice 

of engineering. Medical practice is a 
personal service in which the patient 
(employer) entrusts decisions to the 
skill and judgment of the doctor, de-
cisions that are ultimately and quite 

literally matters of life or death. By 
contrast, most electronics engineers 
work as part of a group enterprise. Their 

work deals not with individual human 
life, but with things—devices, mecha-

nisms, systems of inanimate objects. In 
critical situations, a doctor must make 
vital decisions on his own, without 
benefit of time for study and research, 
without consultation, and without re-
view. When an engineer must make a 
critical decision, he is expected to take 
time to do the relevant research, he is 
encouraged to consult with other spe-
cialists, and his critical decisions are 
invariably subject to review before a 
final commitment is made. 

These differences in roles and meth-
ods, and in the ultimate importance of 
the outcome to the employer (patient), 
are reflected in the manner in which 
the employer chooses the individual to 

whom he entrusts the task, in the form 
of the relationship between employer 
and employee, and in the way in which 
the employee's compensation is de-
termined. The engineering employer 
chooses a new engineer on the basis of 
his academic and work record, fre-
quently augmented by specific tests of 
his skills, and after detailed questioning 
through which the employer undertakes 
to determine the prospective employee's 
attitudes, approach to his work, ex-
pectations for salary, and other re-
wards. A patient chooses his doctor ( if 

circumstances permit him a deliberate 
choice) on the basis of his reputation 
and, more important, on his own (the 

patient's) feeling of confidence in the 
individual doctor. Having made his 
choice, the patient accepts a tacit re-
sponsibility to follow the doctor's in-
structions; that is, he yields to his em-
ployee the authority to direct future 
events. Once hired, the engineer—em-
ployee expects his employer to provide 
(more or less) explicit direction of his 

work and to accept the responsibility 
for assigning him to tasks appropri-
ate to his skills. The engineering em-
ployee is never expected to assume per-
sonal responsibility for the business 
success of the enterprise that employs 
him. 

Having chosen a doctor, and having 
yielded to him a high degree of re-

sponsibility for the patient's physical 

well-being (perhaps even for his very 

life), the patient is not ordinarily dis-
posed to haggle ( negotiate) about the 
doctor's fees (wages). If his medical 
care is covered by insurance or Medi-
care, the patient knows that the amount 
paid the doctor will, in most instances, 
have been predetermined by the in-
surance carrier (or by a government 

agency). The engineering employer, in 
comparison, pays his engineering em-
ployee a predetermined salary, which 
reflects the current availability of quali-
fied applicants. The "labor market 
standard" resorted to serves the needs 

of both employer and employee. If the 
proposed salary is too low, by this 
standard, the employee will refuse it 
and take a higher paying job. If it is too 

high, by the same standard, the em-
ployer will be incurring higher than 

necessary costs, and his business will 
(ultimately) be adversely affected. 

It has been argued that it is the ex-
istence of the AMA and its aggressive 
public relations and lobbying programs 
that permits doctors to enjoy their high 
professional standing and their corre-
spondingly high income. This argument 
ignores both logic and history. 

As I have described in the foregoing, 
the very nature of the patient—doctor 
relationship acts to endow doctors with 
a high degree of professional standing, 
and the vital importance of medical 
care to the patient's survival tends to 
remove medical fees from the workings 
of a competitive market. These factors 
existed before AMA ever came on the 
national scene, and they would con-
tinue to exist if AMA were to disappear. 
AMA is well known to the public for its 
long—and unsuccessful—effort to pre-
vent the adoption of Medicare. The 
AMA position on Medicare reflected a 
variety of motivations, not the least of 
which was a desire to head off govern-
ment intervention in fixing medical fees. 
Doctors recognized that government-es-
tablished fees would likely be lower 
than those they were accustomed to, 
and that " free" medical care would in-

evitably increase their work load, par-
ticularly by encouraging office visits by 
many persons who had no specific med-
ical problems, but simply desired re-
assurance. AMA worked very hard, and 
spent a great deal of money, in its ef-
forts to head off Medicare. In spite of 
this, and in the face of the extraordi-
narily high professional status enjoyed 
by AMA's roughly 200 000 member 
doctors, their efforts failed. The adop-
tion of Medicare was a political deci-
sion, of course, and, in the end, the 
Congress recognized the greater politi-
cal strength of that sector of the public 
that wanted such a program adopted. 
(A subsequent development provides a 
footnote to the history of AMA's efforts, 

which may be enlightening to IEEE 

members. After Medicare was adopted, 
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the AMA for a time urged its member 

doctors to refuse to participate. One 
group, the District of Columbia Medical 
Association, did refuse. As a result that 

group—and the AMA—were brought to 
trial by the Department of Justice for 
violation of antitrust laws. The AMA 

was convicted and paid a very heavy 

fine.) 
IEEE members who seek ways to in-

crease public acceptance of their pro-

fessional status as engineers, and by so 
doing hope to achieve more generous 

(and more dependable) compensation, 
must look elsewhere than AMA for an 
appropriate model. I believe IEEE can 
help its members to achieve a better 
public understanding of the social value 
of their work, and IEEE must do so. 
Success in dealing with the other prob-
lems we face—unemployment, forced 

migration in job seeking, and inade-
quate compensation for our highly 
trained services—will come only when 
the public recognizes an increased need 

for the products and services we sup-
ply. We must recognize that, unlike 

medical care, most of what electronics 
engineers do is, in the final analysis, the 
result of a deliberate choice by the pub-

lic or its elected representative. Con-

sumer electronics clearly subsists on 
the personal interest (and pocketbooks) 
of individual buyers. The Apollo pro-
gram, which resulted in $20 billion of 

aerospace and electronics business in 
less than a decade, filled no need more 

tangible than national pride and scien-
tific curiosity. Industrial electronics 
builds on the competitive needs of 
manufacturers and businessmen, not 

on politics. Defense electronics waxes 
and wanes with international tensions, 
and with the subjective responses these 
tensions evoke at the polling place. The 
ability of electronics engineers to con-
tribute to the solution of pollution prob-
lems, mass urban transit, our decaying 

urban areas, and opportunities for all 
our people is not self-evident. I believe 
IEEE must provide aggressive leader-
ship in delineating the technical as-

pects of these problems, and in pro-
viding the means by which practicing 

engineers can develop the specialized 
skills they need to contribute to them. 

In my opinion, the IEEE Board of 

Directors, and the many volunteer 
members who serve on its operating 

committees, are facing squarely and 
realistically the many basic problems 

that afflict our membership. They are 
pressing ahead, with mounting mo-
mentum, on programs that will help to 
deal with these problems in construc-

tive and effective ways. That they have 
not succumbed to the pressure of cer-

tain members who demand that IEEE 
become a " pressure group" is, in my 
opinion, a measure of their realistic ap-

preciation of the total problem and their 
determination to respond effectively. 

Those who picture the IEEE Board as 
isolated atop ivory (or porcelain) towers 

cannot know them as I do. 
J. V. N. Granger 
President IEEE 1970 

An open profession? 
I wish to comment on Dr. Willen-

brock's article in "Spectral lines" in the 

August 1970 issue. 
Dr. Willenbrock contends that the 

engineering profession is not "open" 

to certain members of our society, but 
the logic with which he supports his 

contention is faulty. He commits a 
very basic error by asserting that the 

absence of certain groupings of people 
in our profession is prima facie evi-

dence that the profession is not open 
to them. This is, of course, not true. 
Since it is quite obvious that anyone 
with the appropriate knowledge can 

become a member of the engineering 
profession, I do not really see how it 
can be said that the profession is not 

"open." 
It is expected that a profession 

will treat all who seek membership 

with equality. Therefore, I do not think 
that the IEEE should set up any pro-

grams for the purpose of giving special 
advantages to any segment of our 

society. 
Jesse B. Ring 
McGraw-Edison 
Canonsburg, Pa. 

After reading the August "Spectral 
lines" I felt it important to report that 
some of the Student Branch members 

here at Berkeley started in 1968 the 
Committee for Engineering Student 
Development (CESD), whose goal was to 
encourage individuals from underrep-
resented segments of society to enter 
the engineering profession. After a 

rough start, a relatively successful 
program has evolved and has been in 

operation for more than a year. It 

supplements the Berkeley faculty-spon-
sored Special Opportunity Scholarship 

(SOS) Program. 
SOS recruits high school students 

of disadvantaged backgrounds who 
have shown potential in some way and 
provides them with a program that im-

proves their academic preparation for 
college. CESD provides to those par-

ticipating students an engineering in-
terest group. This class meets for four 
afternoons a week in the summer 
and on Saturdays during the school 

yea r. 
Many of the students have written 

assembly language programs and have 
run them on a POP-7 computer; also, 

students are writing programs in For-

tran and are running them on an IBM 
1620. Thus, the committee feels that 
it accomplished its main purpose by 

developing the students' interest in 
engineering and their confidence in 

their ability to enter the engineering 

profession. 
To date, the only financial support 

for CESD's program has come from 
student engineering organizations, and 
their funds have been depleted. The 
San Francisco Section has agreed (sub-
ject to approval by higher IEEE authori-
ties) to contribute some money, but 

even so it will cover only 15 percent 
of a year's budget. CESD is now apply-
ing for financial support from Western 
Electronics Education Fund (WEEF). 
WEEF was established by Western Elec-

tronics Manufacturer Association and 
the IEEE, and its purpose is to en-
courage young people to enter the 

electrical engineering and allied profes-
sions. It is hoped that CESD will receive 
from the IEEE Section and WEEF the 

substantial on-going monetary support 
the program is going to need in order 

for it to continue. Because of the 
transitory situation of students, this 
program undoubtedly would benefit 
from the personal participation of the 
established members of the profession 
and so CESD also hopes that it will 

receive their support as well. 
Terry M. Kvam 
CESD, U.C.L.A. 
Berkeley, Calif. 

In response to Jesse B. Ring's letter, 
there are a few points that I would like 

to bring out. 
It is meaningless to call any profes-

sion "open" if large segments of society 
do not enter it because of blocks that 
are social, educational, economic, or 

psychological in nature. 
A number of professional societies 

in the United States, such as the 
American Bar Association and the 

American Institute of Architecture, have 
noted that there are extremely few 
members from minority groups in these 

professions. Also many universities have 
taken a hard look at their student 

bodies and faculties and have found 
that they, too, have few members from 
minority groups. A number of industries 

have noted this same phenomenon. 
Although all of these organizations 

can assert that anyone who is qualified 
can join them, it is evident that there 
are, in fact, individuals from certain 

segments of society who do not. 
In a number of instances, significant 

changes in the percentage of minority 
group members have been made if the 

organization involved has developed a 
positive program of recruitment. Fre-
quently educational, economic, social, 

and mental blocks have had to be re-
moved. When they are, the number of 
members of minority groups within the 

organization have started to approach 
the percent of these members in society 

at large. 

Forum 
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It is my position that a profession 
or organization that ignores the prob-
lem is not as "open" as one that under-

takes an active program to correct the 
situation. 
A clear example of the type of work 

that must be done to inform members 
of these minority groups that they 

have an opportunity to join our profes-
sion is the work of the Berkeley Student 
Branch of IEEE. This is exactly the type 
of program that I feel is necessary to 
help right some of the imbalances that 
presently exist in our society. 

F. Karl Willenbrock 
Senior Past President, IEEE 

Logic functions 

This is to bring to your attention a 
few simple errors in Part I of L. S. 
Garrett's article, " Integrated-Circuit 
Digital Logic Families," which appeared 
in the October issue of IEEE Spectrum 

(pp. 46-58). 
The logic expression for the output 

of the NAND gate of Fig. 12, as shown 
in Fig. 14, should be ABC D, not 
ABCD; i.e., the two expressions given in 
Fig. 14 should be equivalent by De 
Morgan's theories. Also, a similar error 
appears in Fig. 24, but this error is on 
the NOR expression, which should read 

A ± B C + D. In Fig. 29(A), the 

schematic diagram for DTL shows D, 
as a Zener diode, but it should be 
shown as a regular diode. 

H. P. Anderson 
Bell Telephone Laboratories 
Denver, Colo. 

There are several common conven-
tions for representing logic functions. 
The MIL-STD-806B convention is most 
commonly used throughout the IC in-
dustry and was followed in the article. 
The small circle at the input or output 
of a distinctive shape (AND, OR) does 
not necessarily indicate inversion, but 
only the voltage that activates that 
function and the output voltage level 
that appears when it is activated. A 
circle on an input indicates that a low 
level at that terminal activates the 
function and a circle on an output in-
dicates that the function has been acti-
vated when the output is low. For ex-
ample, a positive logic NAND function 
can be stated as: only when all inputs 
are high will the output be low. The 
difference between positive logic and 
negative logic depends upon which 
levels, ( H) or ( L), are defined as true or 
logical " 1." If all ( H) levels are defined 
as 1 or true, we are using the positive 
logic convention. If all ( L) levels are 
defined as 1 or true, we have the nega-
tive logic convention. These two con-

ventions produce dual functions, not 
complement functions, as can be as-
certained from the level table of a given 

function. A NAND gate is the dual of a 
NOR gate. The two are not equivalent 
by De Morgan's theories. This also holds 
true for other specifications such as 
ASA Y32.14. Figures 14 and 24 in the 
article are correct according to the 
commonly accepted conventions. 

Figure 24(A), which shows a sche-
matic diagram of the basic modified 

DTL gate, is in error. D, should be a 
regular diode and not a "Zener." The 
error crept in during the final IEEE 

Spectrum layout. Technically it is a 
moot point anyhow since in IC process-
ing a base—emitter (base—collector 
short-circuited) diode is normally used. 
This transistor connection does have a 
"Zener" breakdown in the reverse di-
rection and a normal diode character-
istic in the forward direction. 

Lane S. Garrett 

Motorola Semiconductor Products Inc. 
Phoenix, Ariz. 

Least-squares estimation 

We wish to make a brief comment 
concerning an item in Prof. H. W. Sor-
enson's article, " Least-Squares Esti-
mation: from Guass to Kalman," which 

appeared in July. 
The author implies on page 65 that 

the (n 1)-order matrix inversion re-
quired for the solution of the vector-
matrix equation associated with the 

Wiener filter becomes computationally 
impractical when n is large. If the 
matrix is inverted by conventional 
means, required computer storage is 
proportional to n and the associated 
computer time is proportional to n'. In 
1947 Levinson made use of the special 
structure of this matrix and published 
an algorithm that leads to a filter solu-
tion with storage requirements propor-
tional to n and computer time propor-
tional to n'. (Levinson, N., J. Math. 
Phys., vol. 25, no. 1, pp. 261-278, 
1947; also published as Appendix B in 
Wiener, N., Extrapolation, Interpolation, 

and Smoothing of Stationary Time Se-
ries. New York: Wiley 1949.) The result-

ing gain in computing efficiency has 
rendered the Wiener filter an invaluable 
tool in our own field, seismic prospect-
ing. 

Those who wish to pursue these 
matters further are referred to the 
copious literature that has appeared 
over the last decade in such journals as 
Geophysics and IEEE Transactions on 
Geoscience Electronics. 

S. Treitel 
R. J. Wang 
Pan American Petroleum Corp. 
Tulsa, Okla. 

Upon rereading the statement in my 
article to which Messrs. Treitel and 
Wang refer in their letter, I must agree 
that the statement can be regarded as 

being stronger than is warranted. I did 

not intend to imply that the Wiener 
filter for a finite data set has seen no 

application. This is obviously not the 
case. However, the statement that I 
make in the article can be interpreted 

as implying this and as a result may be 
misleading. It would have been more 
appropriate to include a comment such 
as made in the letter. Thus, I think 
that the point is well taken and thank 
the writers of this letter for bringing it 
to my attention. 

Harold W. Sorenson 
University of California, San Diego 
La Jolla, Calif. 

Confusion of noise terms 

Much confusion is caused by the 
somewhat vague definitions of standard 
terms. Perhaps this is worst in the field 
of noise. Take, for example, the recent 
article on " Noise in Amplifiers" by 
Letzter and Webster (IEEE Spectrum, 
pp. 67-75, Aug. 1970). Here the au-
thors differentiate between noise figure 
and noise factor although the IRE Stan-
dards Committee gave the two as equiv-
alent (Proc. IRE, vol. 48, p. 61, 1959). 
Then the authors define noise figure in 
terms of . . . " Input power SNR (am-
plifier disconnected) . . ." What does 
this mean? Surely input power with am-
plifier disconnected is zero. I appreci-

ate their difficulty caused by the fre-
quent use of "available input noise 
power" and "available output noise 
power" in the noise figure definitions, 

in which the word "available" does not 
always seem to mean what it should, 
i.e., power transfer under matched con-
ditions. 

Perhaps someone should be in-
structed to sort this one out. 

M. H. N. Potok 

Royal Military College of Science 
Swindon, England 

Unaware of the IRE Standards Com-
mittee position, we differentiated in our 

article between noise figure and noise 
factor insofar as we took the former 

term to be a logarithmic representation 

of the latter, expressed in decibels, e.g., 
noise figure ( in dB) 10 log ( noise 
factor). This differentiation of terms has 
been used by others (Handbook of Mili-
tary Infrared Technology, sponsored by 
Office of Naval Research, Washington, 
D.C., 1965, p. 601, Eqs. 14-97 and 
14-98). 

As to the noise figure definition— 
"Input power SNR (amplifier discon-

nected) . . ."—I would substitute 
"mean-square volts" for "power" so 
Eq. 7(b) would be: " Input mean-square 

volts SNR (amplifier disconnected) ..." 
Seymour Letzter 
Princeton Applied Research Corp. 
Princeton, N.J. 
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Birth of a concept. The Board of Directors has approved 
the formation of three IEEE Societies, effective January 

1, 1971. Responding to the initiatives of the existing 
Groups in these areas, the Board approved the IEEE 
Power Engineering Society, the IEEE Computer Society, 
and the IEEE Control Systems Society. These actions 

are the culmination of more than three years of study and 
analysis by the Technical Activities Board, originally 
under the leadership of James H. Mulligan (now IEEE 
President) and, currently, Harold Chestnut, Vice Presi-
dent for Technical Activities. Together with the related 
reorganization of the Board of Directors, approved last 
fall, which established Divisional Directors responsible 
for each of the six groupings of IEEE technical activities, 
this move is the most significant step taken in the or-
ganization of IEEE's technical activities since the "Pro-
fessional Group" concept was introduced in IRE by 
W. R. G. Baker more than 20 years ago. 
The objectives of this new development are defined in a 

policy statement adopted by the Board: 
"The change should stimulate the member of an IEEE 

Society to greater participation in its activities. Increased 
technical activity, in turn, will benefit the IEEE member 
who does not belong to one of these Societies. The change 
should attract new members in competition with other 
societies, particularly from disciplines other than electri-
cal engineering. It should improve the image, prestige, 
and effectiveness in dealing with non-IEEE professional 
societies, with government agencies, and with the public 
at large. It should provide a good basis for merger of 
Groups in closely related fields and for bringing non-
' IEEE societies into the IEEE." 

In this policy statement, the Board established the 
criterions to be considered in forming a Society from one 
or more constituent Groups. These involve size and 
growth rates, financial viability, and the scope and sig-
nificance of the associated publication and meeting ac-
tivities. Although some overlap with the scope of other 
IEEE Groups is in all likelihood inevitable, it is funda-
mental that an IEEE Society should be the primary 
organizational element in a major technical area within 
the scope of the IEEE. 
The proliferation of technical and application special-

ties within the broad area of electrical and electronics 
engineering began in World War II, and has continued, 
virtually unabated, ever since. The IRE Professional 
Group concept was an effort to provide workable or-
ganizational mechanisms for assuring a positive response 
to these developing interests. By and large, the Group 
system has been successful in this regard. Two decades of 
experience with it have shown, as might have been ex-
pected, that the various Groups progress at different rates 
and develop different patterns of service and, as a corol-

lary, experience different patterns of income. One reason 
for this, but clearly not the only reason, is the obvious 
fact that specific technologies and applications specialties 
produce differing economic impacts and may, or may not, 
lead to new curricular specializations in engineering 
education. Some of these specializations prove to be of 
major importance, involving large numbers of engineers 
and enjoying widely based economic success in the 
marketplace. Others, concerned with important technical 
specialties involving a more limited number of prac-
titioners, find an important niche in the broad IEEE pro-
gram without impacting directly on the marketplace. 
Still others never gain significant numbers of adherents, 
although the individuals involved may produce important 
work and frequently exhibit that tenacious dedication to 
their specialty that turns up elsewhere in, for example, 
railroad buffs and Sanskrit scholars. 

Recognizing that the resources of the IEEE—staff and 
volunteer manpower as well as financial—are too limited 
to hope to satisfy all of the demands put on them, the 
TAB and the Board of Directors have been concerned 
for some years with the problems of differentiating among 
the multiple constituents of IEEE's technical activities. 
The creation of IEEE Societies is an important first step. 
As this concept matures, it is reasonable to foresee the 
emergence of a (relatively small) number of IEEE Socie-
ties, each in an area of major technical activity of broad 
interest and each possessing a membership of sufficient 
size and vitality to insure continued successful service to 
the profession as a whole as well as to specialists in that 
field, operating with a substantial degree of managerial 
and financial autonomy. A larger number of the present 
Groups, and in all likelihood a number of Groups still 
to emerge, will (hopefully) find the traditional Group 
concept, focussing on rather sharply defined technical 
specialties and drawing on the managerial and financial 
resources of the whole IEEE for efficiency and‘to insure 
continued viability, of continuing utility. The most diffi-
cult unresolved problem relates to that small number of 
present Groups who have never achieved "critical mass," 
either in size or in the quality and significance of the ser-
vices they perform. Some will undoubtedly find merger 
with other Groups with compatible interests a sensible 
course of action. Some might function more effectively 
as technical committees, concentrating on ad hoc projects 
rather than attempting to sustain a schedule of regular 
publications and meetings for which new and significant 
contributions, in the required quantity, may not be avail-
able. The total problem will not be solved, however, until 
the IEEE evolves a successful method for achieving the 
demise of Groups whose formation, in retrospect or in 
the face of subsequent developments, proved to be a 
mistake. J. V. N. Granger, IEEE President, 1970 
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The application of electron/ion 

beam technology to microelectronics 

Although beam techniques are not yet widely used or fully 
developed, their unique features qualify them as a potential major 
element :n the fabrication of future microelectronic devices 

George R. Brewer Hughes Research Laboratories 

The use of electron and ion beams in the field of mi-
croelectronics has grown rapidly over the past ten 
years. For example, fine-focused electron beams, 
which initially were employed in diagnostic tests on 
integrated circuits and semiconductor devices, now 
are being utilized in the laboratory for creating devices 
and circuits with resolutions considerably higher than 
the values achievable by photolithography, and ion 
beams are being employed in the production of inte-
grated circuits. It is seen that the beam approach of-
fers a number of advantages compared with contem-
porary techniques. This article describes some of the 
devices that can be fabricated with electron beams, 
thus indicating the state of the art, discusses the ad-
vantageous features of ion implantation doping, and 
points out the limitations on beam processes imposed 
by fundamental electron/ion optical effects. 

The trend in the development of microelectronic de-
vices and circuits for many years has been toward higher 
performance (higher frequency, higher power, lower 
noise), higher process yield, and greater reliability. Truly 
phenomenal advances have been achieved, largely as a 
result of improvements in the technology employed to 
fabricate the devices and circuits. Several recent compre-
hensive reviews" of the technology of integrated cir-
cuits have brought out this growth in performance, 
reliability, and yield resulting from the evolutionary im-
provements in fabrication techniques. Moreover, this 
progress has been made using techniques that are basi-
cally extensions of the technology developed originally for 
fabricating silicon transistors plus that of thin films; the 
pattern definition, for instance, is achieved through 
photolithography. However, these fabrication methods 
are now being pushed to their limits, some of which are 
rather fundamental. For example, the resolution obtain-
able with photolithography is limited by lens aberrations 
and by diffraction in the projection aperture or by the 
mask. It thus appears that the next major advance in the 
performance of microelectronic devices and circuits will 

be made with the aid of qualitatively different fabrica-
tion technologies. 

Several of the more critical limitations of contemporary 
microelectronics technology can be overcome by the use 
of electron and ion beams. This article presents a view 
of the application of these beams to the fabrication of 
microelectronic devices and circuits. Although the unique 
or advantageous features of such beams for such pro-
cesses will be shown, it is made clear that they do not 
provide a magic solution to all present-day fabrication 
problems. This is true because electron and ion beams suf-
fer from rather fundamental limits of their own, the 
implications of which will be described. To be effective, 
the beams must be used so as to take advantage of their 
unique features and with full knowledge of these limit-
ing factors. The current state of the art in beams is used 
as a basis for projecting their potential capability for 
fabricating advanced devices and circuits in the years 
ahead. (Note that in this article the much-used term 
"microelectronics" is applied to include both digital-

I. Attractive features of beams 
for microelectronics 

Resolution Using 
Electron Beams 

Spot size < 500 A versus 
5000 A = Xhght 

Improved Processes 
Using Ion Beams 

Electron beam resist —› 
<0.2-pm line 
therefore, higher density, 
faster LSI 

Beam deflectable, thus pro-
grammable electrically up 
to •••••10 000 spot diameters 

Ion implantation doping: 
Low temperature sim-

pler processes 
Low temperature, S/C 
materials 

Precise dose control 

Little lateral spread 
Uniform junction depth 
Variable doping profile 
Doping through oxide 

Ion-beam sputtering: 
High-vacuum (clean) de-
position and removal 
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and analog-type integrated circuits as well as various 
forms of microwave devices.) 

FIGURE 1. Principal features of ion implantation doping. 
A—High electrical activity possible at low temperature. 
B—Wide variety of doping profiles. C—Depth versus 
energy for implantation into an amorphous material. For 
a dose of le/cm', reproducibility of the implanted dose 
is - 15 percent; for 107cm, — 2 percent. 
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Advantages of beams 

Some of the principal advantageous features of using 
beams of electrons or ions in a microelectronic fabrica-
tion process are summarized in Table I. In general, elec-
tron beams can create patterns with higher resolution 
than is possible with photolithography because beams can 
be focused to a spot diameter that is two or three orders 
of magnitude less than the wavelength of light. Light 
rays passing through a photographic mask are dif-
fracted to a line broader than the slit in the mask. Simi-
larly, electron scattering will broaden the pattern drawn 
by an electron beam, but the resulting minimum line 
width is much less than that of the light beam. The elec-
tron beam can be deflected by electrical control and pro-
grammed to write a complex pattern. Thus, the pattern 
can be created directly from control signals, such as de-
rived from a computer. 

Ion beams offer a qualitatively different means for 
introducing dopant atoms into a crystal than that in-
volved in diffusion,5 thus providing several practical ad-
vantages. The doping process can be carried out at a 
relatively low temperature, compared with equivalent 
diffusion temperatures, which raises the possibility of im-
planting materials for which diffusion is difficult. The 
basically electrical nature of the ions permits the precise 
measurement of the number of atoms introduced (the 
dose). The ions penetrate the crystal in the direction of 
their approaching trajectory; as a result there is signifi-
cantly less lateral scattering than from diffusion. Since 
the depth of penetration depends principally on the ion 
energy, the depth of the junction surface can be made 
very uniform over large areas. The ions can be introduced 
after a passivating oxide is grown, resulting in very good 
junction characteristics. Also, the profile of doping den-
sity versus depth can be varied over wide limits. Thus, 
ion implantation offers a number of new approaches to 
processes that allow the fabrication of improved devices 
or of new classes of semiconductor devices. Ion-beam 
sputtering as a means of material removal or deposition 
also provides a means of achieving clean surfaces or im-
purity-free layers as well as high-resolution machining. 

Ion implantation 

Let us examine in a little more detail some of the princi-
pal features offered by ion implantation, as illustrated 
in Fig. I. This doping process is fundamentally different 
from that of diffusion in several respects. Implantation 
is not an equilibrium process—the motion of the ion 
into the crystal results from its initial kinetic energy, 
not from a concentration gradient, as in diffusion. There-
fore, the usual solid solubility limits of dopant atoms 
sometimes can be exceeded. Further, the ions can be 
injected into a relatively cold crystal. Whereas subsequent 
annealing is usually necessary to achieve a high percent-
age of electrically active dopant atoms, the annealing 
temperature can be well below comparable diffusion 
temperatures. This means, for example, that semiconduc-
tor processing steps can be varied substantially from 
those followed when diffusion doping is employed; 
typically, doping can follow aluminum metalization if 
desired. It also means that low-melting-temperature ma-
terials such as InAs, as well as very-high-diffusion-tern-
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perature materials, such as SiC, can be doped in short 
times at comparatively modest temperatures. Typical 
data on the density of active carriers—the effectiveness 
of converting ions implanted into a silicon crystal into 
active carriers—are shown as a function of annealing 
temperature in Fig. 1(A). It is seen that under proper 
conditions (for example, a low crystal temperature with 

boron implantation) most of the dopant atoms can be 
made electrically active at temperatures below those for 
aluminum alloy formation in silicon or for diffusion of 

the same dopant. 
Two other advantages of ion implantation are the con-

trol of junction depth and the wide range of density 

profiles attainable.6 The penetration depth and final dis-
tribution of the ions in the crystal depend on the ion 
energy, the crystal and the ion species, and the angular 
alignment of the ion beam with the crystal axis; these 
characteristics do not depend strongly on the crystal 
temperature.7 We can distinguish two primary classes of 
ion-crystal interaction that yield quite different penetra-
tion depth and ion-density distributions. Ions penetrat-

ing a target that is either amorphous or crystalline but 
with the ion path misaligned from any crystal axis will 
suffer collisions that reduce their inward motion in such 

a way that the resulting density profile with depth is 
roughly Gaussian. This case is illustrated in Fig. 1(B), 

where it is shown as the "amorphous" distribution near 
the surface. 

If the ion dose is low and the trajectories are directed 
precisely in an open crystallographic direction, the ions 
can penetrate deeply into the crystal (this is called chan-
neling), and will stop rather abruptly at the end of their 
range. The resulting profile is shown in Fig. 1(B) by the 
-urve marked "channeled ions." Some fraction of the 
-s traveling along a channel leave the channel pre-

FIGURE 2. Examples of the 
uses of ion implantation in 
the fabrication of several 
classes of semiconductor 
devices. A—Threshold ad-
justment and source-drain 
extension of MOS devices. 
B—Creation of uniform 
large-junction area. C— 
Fabrication of a bipolar 
transistor by implantation 
and diffusion. Special low-
dose devices are used in 
microwave amplifiers and 
transistors. 

maturely and are shown as "dechanneled ions" in this 
illustration. However, the channeled distribution cannot 
be maintained at high dose levels since energetic ions 
striking the surface of a crystal will displace the crystal 
atoms, resulting in a near-amorphous condition close to 
the surface. Although the ion dose required to create this 
amorphous layer varies somewhat with the ion and 
crystal species, it is usually about 10' 4 ions/cm2 or more. 
Thus, with high dose levels, the implanted distribution 
will always be near-Gaussian. 
Many practical applications of ion implantation have 

been successfully based on the approximation to the 
Gaussian amorphous distribution. Figure 1 shows the 
depth of the amorphous doping peak—and an indica-
tion of the width or standard deviation of the distribu-
tion—in silicon as a function of beam energy for a light 

ion (boron-11) and a typical heavy ion (antimony-122). 
It is seen that the typically desired junction depths 0.1 
to 1 µm) can be attained with ion energy between 30 and 
300 keV for most ions. Thus, a wide range of useful dop-
ing processes can be carried out using relatively simple 
ion accelerators and power supplies. By properly super-
posing implants at different energies and doses, or even 
altering the ion-crystal alignment, the device designer 
has greater flexibility in obtaining his desired impurity 
distribution than he does with conventional diffusion. 
One of the very practical advantages offered by ion 

implantation as a doping process is extremely precise 
control of the number of ions implanted in a given area. 
This advantage is, of course, the result of the basic elec-
trical nature of the ion beam and the fact that highly 
precise electric current measurements can be made, re-
sulting in devices of greater uniformity. 
The density of implanted ions necessary to produce 

typical desired semiconductor characteristics is up to 
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,---,10" ions/cm° of surface area. The doping time is thus 
T "'Z'. 10" X 1.6 X 10-"/Ji, where A is the ion current 
density at the target. A typical value of Ji is f%)10-6 
A/cm2, so, in this example, the implant time is ‘---,20 
seconds. The number of ions implanted is seen to cor-
respond roughly to one monolayer on the crystal surface. 
The ion implantation systems and sources therefore must 
be capable of delivering to the target a current density of 
the order of 10 µA/cm° of the desired ion species. The 
ions desired are generally those that will become sub-
stitutional donors or acceptors in the crystal. The types 
of ions required and the modest energies used thus are 
the main factors differentiating ion implantation system 
technology from much of the prior ion-beam-generation 
work. 

Figure 2 illustrates some of the ways in which ion im-
plantation doping has been used to improve semiconduc-
tor devices. In MOS devices, ions implanted through a 
thin oxide have been utilized to introduce charges in the 
channel region, thereby allowing adjustment of the 
threshold voltages of the device. In particular, devices 
with very low values (I to 2 volts) of threshold voltage are 
manufactured with little increase in process complexity.' 
The use of ion implantation, again through a thin oxide, 
to extend the diffused source and drain to exactly the 
edge of the gate [see Fig. 2(A)] yields a device with mini-
mum parasitic capacitance.' In the first MOS example, 
the precise dose control possible with implantation 
allows close control of threshold voltage. In the second 

example, the property of the implanted ions to penetrate 
straight into the crystal without significant lateral spread 
allows the gate to be used as an in situ mask to achieve 
self-alignment with the edges of the channel. 

Figure 2(B) illustrates those classes of semiconductor 
devices that require a large-area p-n junction with very 
uniform junction surface. They include impArr micro-
wave diodes, photodetectors, and electron-beam semi-
conductor devices. These devices are generally operated 
near a breakdown level of electric field. Because of the 
uniform depth of penetration of the ion-implanted 
dopants (depth relatively independent of crystalline im-
perfections), sharp protrusions from the junction do not 
develop and the tendency to form microplasmas at the 
junction is greatly reduced. An ion beam that is raster-
scanned over the target provides very uniform (< 1 per-
cent variation) dose over large areas (>1 cm2). Ion im-
plantation has made possible impArr microwave oscilla-
tors'° and photodetectors with improved performance 
and/or greater reproducibility. 

Figure 2(C) shows one concept of a bipolar transistor 
made by ion implantation or a combination of ion im-
plantation and diffusion. The flexibility of ion implanta-
tion doping allows the creation of deep and shallow re-
gions, high and low concentrations of n or p dopants, so, 
in principle, all of the required impurity regions can be 
created by implantation. A narrow emitter width re-
quired for high-frequency operation can be obtained by 
implanting through a mask. We shall show later that 
lines narrower than 0.5 eim can be created by an electron 
beam; in this way a contact mask can be made to de-
lineate the doped region very precisely. This mask could 
be a 0.75-eim layer of aluminum or a 2-1.im layer of poly-
methylmethacralate (PMM) resist, either of which will 
stop the 10-keV boron ions. 
An example of a microwave device requiring an ex-

tremely low dose ( ere 10" to 10" ions/cm2) with the 
dopant atoms close to the surface (.-ee 1000 A deep) over a 
large area ( trz: 3 cm') is the semiconductor part of a sur-
face acoustic wave amplifier." Devices of this type have 
been manufactured with dose control of about 15 per-
cent at 10 11 ions/cm' and the amplifiers have performed 
well. High-resistivity (greater than 10 ka/square) resistors 
have been achieved throughout ion implantation" as a 
result of the technique's shallow-depth, low-dose, and 
close-dose-control capabilities. Such values are difficult 
to attain by diffusion. 
The application of ion implantation to an integrated 

circuit is illustrated in Fig. 3. This circuit is a 2048-bit 
read-only memory in which the memory pattern is 
created by selective ion implantation to activate the de-
sired MOS device." Since the implantation, using resist 
mask, is the final step in the processing, the uncoded cir-
cuits can be made and stored prior to coding. Further de-
velopment of the technology should enable the memory 
pattern to be written with a small programmed ion beam; 
that is, without a mask. The circuit exhibits a 100-ns 
cycle time and is contained on a 0.25-cm. by 0.25-cm chip. 

Patterns by tiny electron beams 

Some of the attractive features of electron and ion 
beams for use in microelectronics fabrication are sum-
marized in Table I. Electron beams have been focused 
to a spot size as small as 5 A in diameter"; 100-A beams 
are used routinely. Since these dimensions are a small 
fraction of the wavelength of light, it is clear that beams 
can "see" and make patterns with much higher resolu-
tion than is possible using light. These beams of charged 
particles can be programmed in intensity and positioned 
over wide ranges by electric signals. Thus we should be 
able to create by an electron beam the very tiny patterns 
or masks needed to define the elements of a high-per-
formance microelectronic device or circuit. 
There are two general ways in which beams can be 

used to irradiate a surface and create a pattern: parallel 
exposure of all pattern elements at the same time and 
sequential exposure of one pattern element at a time. 
The simplest sequential method is to scan the surface 
with a raster pattern as in a television picture; the beam 
is turned on and off along each line where it is desired to 
expose the surface. Analog input signals, such as from a 
flying-spot scanner looking at an enlarged mask of the 
desired pattern, control the beam current. The bandwidth 
required is determined by the time needed to turn the 
beam on and off in one beam diameter (to attain the 
resolution possible with a spot diameter Q. This band-
width is given by the equation: 

B L2F . =  
2d,2 

where L is the length of the scan line and the height of the 
raster, F is the frame rate, per second, and d, is the elec-
tron spot diameter. In order to scan a large area, such 
as a square centimeter, with a fine beam perhaps 2 
gm in diameter, a very large bandwidth—around 375 
MHz—is required with television scan rates (F = 30/s). 
Thus, to achieve good resolution, a slow-speed flying-
spot scanner must be used as the modulation technique. 
Another method of sequentially generating a pattern 

by making use of digital input data is illustrated in Fig 
4(A). In this case the fine-focused beam is prog,ramir 
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by digital signals to expose selected areas of the de-
sired pattern. Each pattern element is exposed by se-
quentially stepping the beam along a row of spots, with 
enough rows used to make up the pattern element. The 
deflection current is a staircase with the beam blanked 
off between step levels. Four units of time influence the 
total writing time of this system. The path time from 
the last spot on one element to the first spot on the next 
element is related to the slewing rate of the scan coil and 
amplifier in the beam deflection system; typically it will 

be about a microsecond. The time required to output an 
address word from the computer to the D/A converter 
in order to direct the beam to a new spot location on the 
same row will be about 2 is per spot, and the time re-
quired for the deflection current to settle to its next level 
value on the staircase—so that the beam can be turned 

on—will be about 10 sas. The fourth element of time is 
that required for the beam to deposit the requisite charge 
on the surface in order to carry out the process desired; 
for example, to expose the resist material. It is assumed 
in the above that the exposure time is long enough to 
permit the calculation of the next spot location and the 
loading of this digital value into the I/O buffer register 

preceding the D/A converter. 
These two techniques of sequential exposure can be 

FIGURE 3. A 2048-bit MOS-
FET read-only memory 
made by ion implantation. 
Illustration shows more 
than 3000 MOS devices on 
a 0.25- by 0.25-cm chip. 
Insets show techniques for 
implanting the MOS device 

and resistors. 

combined in such a way that only the initial and final 
coordinates of a rectangular area need be addressed from 
the computer. The area of the rectangle is filled in by 
raster-scanning the beam so as to start and end at the 
desired coordinates. This combined digital-raster method 
should provide faster writing speed at the sacrifice of 

some additional electronic complexity. 
It is noted that the bandwidth required for this se-

quential digital means of writing will be one megahertz 
or less. The resolution attainable will be limited by either 
the digital-to-analog converter or the spot diameter, 
depending on the system design. The technique of beam 
writing illustrated in Fig. 4(A) offers several advantages 
in that the beam is scanned only over the areas where it 
will write, the required bandwidth is low for a given 
resolution, and the pattern programming can be done 

very accurately and changed easily in the digital com-

puter. 
One parallel-exposure technique involves the use of a 

focused beam that is caused to pass through a trans-
mission mask so as to create a demagnified image of the 
mask on the target. 16 Since such a mask must be self-
supporting, the type of patterns that can be created is 
limited (e.g., an annular ring cannot be exposed). A 
parallel-exposure method that does not suffer from this 
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Sequential digital scan Parallel exposure 

FIGURE 4. Two classes of 
technique for electron-beam 

pattern exposure. In the 
parallel-exposure method, 
the pattern in the mask is 
created by an electron 

beam using a sequential 
writing technique. 

FIGURE 5. Technique and 

steps in the fabrication of a 
surface acoustic wave 

transducer by use of a pro-
grammed electron beam. 
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restriction and that has been used to expose a large area 
(5-cm diameter) utilizes a cathode with emission areas 
made to define the pattern; this object is then imaged 
onto the target by an image-orthocon-type lens sys-
tem.", 17 The technique is illustrated in Fig. 4(B). A new 
cathode is made for each new pattern; to attain high 
resolution, the pattern on the cathode is written with a 
tiny electron beam as in Fig. 4(A). A 2-mm by 2-mm 
field can be written, with the total cathode pattern 
created by step and repeat. The parallel-exposure tech-
nique in general provides shorter pattern exposure time, 
for a given area, than the use of sequential exposure, but 
it is not as flexible or rapidly programmable for different 
patterns. Minimum line width of the exposed resist of 
0.5 gm has been achieved. Registration between succes-
sive masks of ±2 jim has been demonstrated, with po-
tential improvement to ± 0.5 pm. 

Multiple-field parallel exposure of resist by electron 
beams focused by a multiple-lens "fly's-eye" system has 
been demonstrated 18 to yield patterns with about a micro-
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meter resolution. This technique, however, also uses a 
transmission mask, for which the pattern geometry is 
limited, as mentioned previously. 

Examples of electron-beam patterns 

Let us look at two examples of the type of high-
resolution patterns that have been generated by electron 
beams, using the sequential digital scan technique shown 
in Fig. 4(A). Figure 5'9 shows the programmed electron 
beam used to expose a positive electron resist (poly-
methyl methacrylate) that is developed to yield a mask 
through which metal is evaporated or sputter-deposited 
to yield the desired device. The device illustrated here is 
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mask in these areas 

an interdigital transducer used to couple to a surface 
acoustic wave on a piezoelectric crystal at a frequency of 

about one gigahertz. The transducer is about 0.4 mm 
square, composed of fingers about 0.5 gm wide and 0.1 
gm thick. Similar patterns with finger width as narrow 

as 0.1 Am have been generated by a specially designed 
electron beam using the raster-scan method, with a fly-
ing-spot-scanner input."." 

The second example is a somewhat more complex pat-
tern to create narrow ion-implanted fingers for a junc-
tion field effect transistor (JFET) microwave switch 22 ; see 
Fig. 6. In this device, the source and drain are diffused 
into the epitaxial layer that acts as the channel. The de-

vice conductance is increased by extending the source and 
drain electrodes by means of an array of interlocking 
fingers that are fabricated starting with electron-beam 
exposure of resist that covers a gold layer. 
The developed resist is used as a mask against ion-

beam sputtering to define the finger pattern in the gold, 
which is then used as a mask for ion implantation 
of the fingers into the epitaxial layer. The finger pattern 
and an enlargement—scanning electron microscope 
(SEM) picture—of the fingers are shown in Fig. 6. The 
implanted fingers are about 1.3 gm wide, with an edge 
resolution of 0.1 to 0.2 gm. A single device involves a 
finger pattern about 0.4 mm square, with 1180 fingers. 

Resolution limits 

One of the principal advantages of electron beams as a 
fabrication tool for microelectronic devices lies in the 
higher resolution of the written pattern, which permits 
fabrication of devices that will operate at higher fre-
quencies, with higher packing density, and so forth. The 
resolution, however, is dependent not only on the diam-

FIGURE 6. Exposure of re-
sist by an electron beam to 
yield windows in a gold 
layer through which fingers 
are ion-implanted to make 
the high-conductance FET 
device shown. 

eter to which the electron beam can be focused, but on 
any scattering suffered by the electrons as they enter the 
resist material. The process or writing speed depends on 
the current density in the beam. A number of physical 
effects limit the attainable spot size and current and 
thereby the maximum attainable current density in a 
beam of charged particles; these include lens aberrations 

and transverse thermal velocities. Other effects limit the 
total size of pattern that can be created (deflection dis-

tortions) and restrict the minimum resolution of pattern 
(electron scattering in the resist). These problems will be 
discussed briefly to show some of the limitations in-
herent in the electron-beam fabrication process. 

It is well known that the electrons of a beam imping-
ing onto a resist material will be scattered through large 
angles by the atoms of the resist. Under some conditions 
these backscattered electrons can expose the resist 
through a roughly spherical volume that is larger in 
diameter than the beam spot diameter. This effect is illus-
trated in Fig. 7, which shows a SEM photomicrograph" 
of a cleaved layer of thick electron resist (PMM) into 
which a 500-it electron beam has been scanned perpen-
dicular to the plane of the photograph, producing a neck 

at the surface about 2000 A wide and a cylinder about 

4500 A in diameter, or about nine times the diameter of 
the beam. Since the thickness of the resist is usually 
about 0.2-0.5 gm, the exposed line actually will be about 
2000 A wide, or four times the beam diameter. Although 
Fig. 7 shows an extreme example to illustrate the effect, 
electron scattering can result in an attainable resolution 

that is much poorer than that of the electron beam. This 

scattering problem has been studied experimentally and 
analytically by several workers. 24,25 A recent paper 26 

provides curves, supported by experimental data, from 
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FIGURE 7. Electron-beam 
spreading in resist material 
creates an exposed volume 
much larger than the beam 
diameter, as shown here. 
An electron beam was 
scanned across a thick re-
sist, as shown, to create 
the cylindrical volume. 

which the spreading can be calculated easily. These cal-
culations show that for a thin resist (so that the back-
scattering occurs in the substrate) on silicon, the current 

/0 in a small-diameter beam should be in the range 

S( Ir--) d5v0 ≤ lo ≤ 2S,Rt-, 
4 

where S and S, represent the electron charge density 
necessary for full exposure and the threshold value, re-

spectively, do is the beam diameter, es is the electron-
beam linear scan velocity, and R is the electron range. 
This inequality indicates that the current must be great 
enough to expose the resist but less than the value at 
which transverse spreading occurs.* Under such condi-
tions electron-beam-exposed resist materials have been 

used to create lines as narrow as 0.1 gm. 
The spot current density J is related, of course, to the 

total current in the beam and the spot diameter at the 
target. The diameter of an undeflected spot is limited by 
three principal effects: the spherical and chromatic 

aberrations of the focusing lenses and the transverse ther-
mal velocity of the particles. Each of these effects can be 
considered to give rise to a minimum value of beam diam-

eter, usually called the disk of least confusion. These ef-
fects are treated extensively in the literature on electron 

optics (see, for example, Ref. 27, chap 7). Briefly, spheri-
cal aberration results from the fact that the focusing 
fields of a lens are almost always stronger at the outside 
of the beam than on the axis; electrons entering the lens 
at different radiuses are therefore directed toward a focus 
at different points along the axis. Chromatic aberration 
refers to the sensitivity of the lens to particle energy; 
since the electrons always have a spread in energy, due 
to such factors as thermal velocity of emission, power 
supply ripple, etc., this effect will also defocus the beam. 

In addition to beam-distorting effects caused by the 
electric or magnetic fields used to focus or deflect beams, 
the beams themselves contain, in a sense, the cause of 
two other forms of distortion. The first of these is the 

beam expansion resulting from the beam space charges. 

*For example, for a 500-À 10-kV beam onto PMM resist (R = 2.7 
pM, S = 5 X 10 -5 C/cm,, S, = 1.7 X 10 -9 C/cm9, r, = 0.03 
cm/s), 2.4 X 10-n A < /0 < 2.8 X 1.0-5 A. If /0 < 2StRr: 
(< 2.8 X 10 -9 A in this example), electron scattering will be 
minimized or eliminated altogether. 

However, this space-charge-expansion effect is usually 
not the limiting factor in determining spot size, since the 
current values are too low and the beam voltage too high 
in the types of beams of interest here. 
A second property of the charged particles in a beam 

that usually causes a first-order effect on both spot size 
and current density is the transverse random component 
of velocity due to the emission of the particles from a hot 
surface. Electrons or ions emitted from a solid surface 
or from a plasma sheath at temperature I', in general will 
possess a Maxwellian velocity distribution [Ara = k 
exp (-- mes212kT,)]. In passing through the subsequent 
acceleration and focusing systems, this transverse veloc-
ity distribution is transformed into a Gaussian distribu-
tion of current density in the focused spot. If the con-
vergence angle of the beam toward this focus is denoted 
by 0, it can be shown's-3° that the maximum possible 
current density J. at this spot is related to the emitter 
current density J, by the following equation, which repre-
sents the Langmuir limit on current density: 

11 600V002 4 lo 
J. ^•--•• J, 

T, tr 

where d, is the "Gaussian" spot diameter; that is, the 
diameter if the spot is limited by this transverse thermal 
velocity effect. 
The equations relating the diameter to the beam and 

lens parameters attributable to these three effects are 

1 
ds = - C,03 

2 

AV 
d, = C, —vo 0 

7.4 
d = (A) 

1 lo  
d0 = -   

0 .\b F .411 600) 
Vo 

4 T, 

(spherical 
aberration) 

(chromatic 
aberration) 

(diffraction) 

(transverse 
thermal 
velocities) 

where Cs and Co are the spherical and chromatic aberra-
tion coefficients, respectively; O is the half-angle of con-
vergence of the beam at the target; /0 and Vo are the beam 
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FIGURE 8. Calculated spot diameter versus convergence 
angle for an electron beam in a SEM. These curves 
illustrate the importance of the several types of aberra-
tions present in beams and lenses. C. 2 cm; C 
1.6 cm; J 5 A/cm; _\ V/V 10 '; V 10 kV. 

current and voltage at the target; and eV represents 
the spread of initial energy of the electrons from the 
source, where e is the electrqn charge. The term dd refers 
to the minimum spot diameter as limited by diffraction 
in the aperture. F is a factor determined by the definition 
of the diameter of a beam with Gaussian density distri-
bution; if 80 percent of the current is to be enclosed 
within a circle of diameter d„ F = 0.62. 

Since the independent parameter in these equations is 
0, it is useful to plot the total beam diameter (the rms 
sum of these four quantities) versus 0; see Fig. 8. The 
values of the parameters used in the calculation of the 
curves are typical of modern commercial scanning elec-
tron microscopes." It is seen that the principal effects 
influencing spot size are the transverse thermal veloci-
ties—do, dependent on beam current—and spherical 
aberration d,. The effects of chromatic aberration dc and 
diffraction dd are relatively insignificant. This graph 
(and the inset in Fig. 10) show that electron-beam diam-
eters less than 500 A can be achieved for useful (,,,10-9-
10-4° ampere) currents; thus beam creation is not the 
principal resolution limit. 

Limitations on electron-beam pattern area 

Although electron beams can produce fine patterns, 
with line width and edge resolution considerably finer 
than possible with photolithography, the area of pattern 
that can be written is limited, and is related, as in the 
photographic process, to the resolution. There are two 
principal limitations on the area over which an electron 
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FIGURE 9. The several forms of distortion of the spot 
and the pattern as a result of beam deflection. Curves 
show the change in spot diameter with deflection dis-
tance for two values of the lens-target distance L. 

beam can be scanned. 
One limit on pattern area lies in the electron optical dis-

tortion suffered by a beam of electrons in passing through 
the complex electric or magnetic fields used to deflect 
them. That is, if a limit is placed on maximum allowable 
spot distortion, the scan distance is effectively limited. It 
is well known that the fields used to deflect an electron 
or ion beam will cause a distortion of an initially round 
beam into a noncircular spot. Also, as electrons are de-
flected through different angles they will be brought to a 
focus at different distances from the gun; thus, the spot 
size seen on the screen will change with deflection angle. 
Further, if deflecting current is applied so as to create a 
rectangular pattern on the screen, this pattern can appear 
distorted. These effects are illustrated in Fig. 9, which 
also shows experimental data" on an electron beam in a 
scanning electron microscope with distortion correction. 
It is seen that a distance of roughly 1 mm each side of 
center, depending on the working distance L, can be 
scanned before the beam diameter doubles (an extreme 
case). For a 0.05-µm spot, this corresponds to total de-
flection of about 10 000 spot diameters. For a longer 
working distance (lens to target), a larger (0.15-µm) beam 
was deflected 10 000 spot diameters with very little dis-
tortion. It appears therefore that with a high-quality 
electron optical system a deflection distance of 104 spot 
diameters can be achieved. For reference, the deflection 
of a typical television raster is 500 lines. 
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The second limit on pattern area results from the finite 
resolution of the digital-to-analog converter. The digital 
signals from the controlling computer must be converted 
into analog form in order to drive the beam-deflection 
amplifier. However, this D/A converter can produce only 
a certain finite number of discrete voltage levels; for 
example, 4096 for a 12-bit converter or 1000 for a 12-bit 
binary-coded decimal converter. The linearity is usually 
limited to approximately 0.01 per cent of full scale. 
Fifteen-bit D/A converters are available commercially, so 
it is reasonable to expect a scan field limit of about 104 
lines. Therefore, the actual usable spot diameter, or bit 
density, per line scan will be limited either by the deflec-
tion aberrations discussed in the foregoing or by the 
electronic linearity of the D/A converters: 

Area versus resolution 

Let us combine the resolution and pattern-area limits 
on programmed electron beams to see what kinds of pat-
terns can be created. Naturally, the IC manufacturer 
would hope that a new technology could create patterns 
of 0.5-Mm lines or less, with almost perfect registration, 
over a 5-cm (or even 7-cm) slice in a few seconds' time! 
The actual state of the art in total outside pattern area is 
shown in Fig. 10 plotted versus resolution, defined here 
as the minimum line width, with several processes included 
for comparison. The heavy solid line shows the area-
resolution limit of photolithography due to diffraction 
and lens aberration." Because of practical tolerances 
such as registration, etching, undercut, and diffraction 
from the optical mask, the practical optical limit is given 
approximately by the heavy dashed line. Several points 
showing the area and resolution that have been attained 
in laboratory samples of devices fabricated by electron 
beams are shown by the circles.'8"9 In one case, marked 
W, the basic pattern was created by a scanned electron 
beam; it was then reproduced by a step-and-repeat 

FIGURE 10. Image area versus resolution for electron-
beam-exposed patterns (circles), compared with the 
limits of photolithography. The upper left graph shows, 
to the same abscissa scale, the electron-beam current 
versus spot diameter for three electron-beam systems. 
(JEOL =-  Japan Electron Optics Laboratory brochure.) 
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process to result in a larger total pattern, represented by 
the left square point, with only slightly degraded resolu-
tion. 3' The right square point represents a single field 
pattern drawn by an electron beam." 

It is seen from Fig. 10 that electron-beam patterns 
have been created with resolution that is better by about 
an order of magnitude than that of photolithography. It 
should be noted that the circles represent typical devices 
that have not been made with resolution near the ulti-
mate limit of the electron-beam process. The resolution 
limits of collodion" and hydrocarbon "contaminant" 
films" are shown by the vertical lines so marked. The 
number of lines representing the ratio of pattern height 
to line width is indicated by the light diagonal lines. 
It was shown in the foregoing that the number of 
lines over which the beam can be deflected is limited, 
in the sequential digital scan technique, by the resolution 
of the D/A converter and by deflection distortion of 
the beam; 10 000 lines should be possible in the 
near future. Thus, the area of greatest applicability of 
electron beams for writing high-resolution single-field 
patterns is given roughly by the triangle with its left side 
on the 10 000-line line and right side at the heavy dashed 
curve. Larger areas, for a given resolution, can be ex-
posed by a precision-controlled stepwise movement of the 
target and repeat of the electron-beam-formed pattern. 
The direction of further technology development is rep-

resented by movement upward (larger area) and to the 
left (better resolution) from the existing circled points. 
Digital-to-analog converters exhibiting better perfor-
mance than indicated plus improved deflection systems 
should make this possible. 
The graph in the upper left of Fig. 10, which is plotted 

to the same abscissa scale as the larger graph, shows the 
beam current that can be focused into a given spot in 
typical SEMs. As higher resolution is sought, lower cur-
rent in the electron beam is available to carry out the 
fabrication task. 

It is clear from Fig. 10 that electron beams can serve 
a very useful fabrication function by providing a means 
of extending the resolution range available to micro-
electronics processes. Electron-beam techniques can be 
used to form two classes of patterns. First, they can 
create a large-area (slice-size) mask for direct optical 
exposure of photoresist. Such a mask made by multiple 
field exposure would exhibit a resolution perhaps a factor 
of two or three better than one made photographically— 
a significant gain from the point of view of integrated 
circuits. The second class of pattern lies at the left side 
of this "accessible" triangle in Fig. 10. Such patterns 
represent structures for which the ultimate resolution is 
required but which are of limited area. An example is the 
interdigital surface acoustic wave transducer, in which 
the upper limit on operating frequency is directly de-
pendent on pattern resolution. In this class of device the 
increased performance must justify the probable require-
ment of individual exposure of each pattern by the elec-
tron beam. 

Beam process time 

The economics of a beam process is obviously an im-
portant consideration in any comparative evaluation. 
The cost of fabricating a pattern or device will be deter-
mined partly by the time required to write the desired 
pattern with the electron beam; the rest of the necessary 
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process time will be required by vacuum pumpdown, re-
sist applications and development, metalization, etc. The 
writing time should be short enough that it does not form 
a limitation on the economics of fabricating complex, 
high-resolution patterns. Therefore, it is worthwhile to 
examine the factors affecting pattern-writing time. 
When an electron (or ion) beam strikes a target, it de-

posits a charge, given by the current density multiplied 
by the time of exposure. The useful effect of a beam on a 
target surface can be expressed in terms of the number 
of electrons or ions deposited per second per unit area 
necessary to produce the desired effect, and thus each 
target material, such as a resist, is characterized by a 
value of this "sensitivity" factor S, measured in cou-
lombs/cm2. The time necessary to expose a spot of diam-
eter Ds with a beam providing a current density J, at the 
surface is then simply Ts = SIJs. For example, in order 
to expose an electron resist material that exhibits a value 
of S = 8 X 10-5 C/cm2, approximately 5 X 10" elec-
trons/cm' are required to break the chemical bonds of 
the polymer so that it can be developed to the desired de-
gree of contrast. The smaller the value of S, the more 
sensitive the process; that is, fewer charged particles are 
required to effect the desired surface interaction. The 
value of S varies widely for different beam processes; 
some representative numbers are given in Table II. It 
should be borne in mind that the resist values are quite 
dependent on the development process. The exposure 
time for PMM resist will be 6 X 10-5/./., seconds per 
spot. The electron-beam current-density value used 
should be calculated on the basis of the exposed area 
of the resist; that is, including the scattering factor dis-
cussed previously. Typically, J 0.1-1 A/cm2 using 
this definition; thus, r s Pe, 60-600 µs per spot. The total 
exposure time for a given area composed of N spots is 
just NTs. In order to attain 0.1-µm edge resolution with a 
1-µm line, about ten spots are required per line width, 
or 102 spots per square; roughly 6 X 103 such squares 
are needed to form a typical surface wave transducer as 
shown in Fig. 5. Thus, complete exposure requires 6 X 
10' spots. If r3 ge 60 µs, the exposure time will be about 
36 seconds. As electron-beam densities as high as 102 
A/cm2 have been focused into a spot with existing equip-
ment, shorter exposure times can be attained if the 
scattering factor is low. 
The current density from the photocathode of the 

parallel-exposure system [Fig. 4(B)] is from 10-4 to 
10-5 A/cm2. Thus, in an ideal situation, the parallel-
exposure method will be faster than the sequential 
method, with a spot current density of 1 A/cm2, when 
the pattern involves more than 104-10' spots. The wafer 
exposure time with parallel exposure is quoted,' as 20 
seconds or less, so the target interchange and pumpdown 

11. Variation in sensitivity for different 
beam processes 

Process Particle S (C/cm 2) 

lon-beam machining (0.2 ,um of ion 0.1 

SiO2) 

PMM (positive) resist 

Implantation (dose = 10H) 

Negative resist (e.g., KTFR) 

Silver halide film 

electron 6 X 10-6 

on 1.6 X 10-6 

electron 5 X 10-6 

electron 

= 6 X 10-5/cm2 

(PMM resist) 

10-1 

D, „ in 

FIGURE 11. Tradeoff between spot exposure time and 
resolution. Dashed line shows the limit due to computer 

calculation and address time. 

10' 

times will be determined by the manufacturing speed 

limitations. 
Due to limitations on the emission density obtainable 

from a cathode and to electron-optical aberrations, the 
current density in a focused spot generally decreases 
as the spot is focused to a smaller diameter." By using 
the best SEM beam performance attained to date (see 
inset curves in Fig. 10), a relation between ./3 and D, can 
be used together with the spot-writing-time equation to 
find ra as a function of D,. Such a plot is shown by the 
solid line in Fig. 11. Since the best beam performance has 
been used in plotting it, and beam spreading in the resist 
was not taken into account, this curve represents a lower 
limit on spot exposure time (for S = 6 X 10-5 C/cm2). 

Perhaps of even more importance than the exposure 
time is the writing-speed limit placed by the address and 
settling times discussed earlier for the sequential digital 

scan mode. The sum of these two times per spot is 
usually about 10-15 µs; this level of time is shown in 
Fig. 11 as the horizontal dashed line. It is clear that in 
this mode we will not gain in writing time per spot by 
increasing the current density. With the scan technique 
shown in Fig. 4(A), r8 cannot be reduced below the 
dashed line; this is a serious limitation imposed by the 
computer and the D/A converter. It should be noted that 
if the exposure time r8 per spot is less than the computer 
time, the 12-µs limit shown here is not even valid, be-
cause there may not be time enough to calculate and ad-
dress for the next spot. This situation shows the need 
for advanced beam programming techniques that do not 
require each spot to be calculated and addressed, but 

still retain the advantages of the digital computer for spot 
programming. A way out of this limitation may lie in 
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FIGURE 15. Research-type 300-kV ion implantation sys-
tem. Design permits beam to be switched into one of 
three target arms for channeling, tiny beam focusing 
studies, and normal implantation respectively. 

FIGURE 16. Ion implantation system for carrying out the 
implantation step in the manufacture of MOSFET in-
tegrated circuits. The terminal housing, including ion 
source, is shown at the top and the rotating multiple-
target chamber at bottom right. ( Figures 15 and 16 cour-
tesy Hughes Aircraft Co.) 
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laboratory ion implantation system that provides a very 
broad range of implantation parameters and functions. 
Capital requirement to construct this system was about 
$120 000. Finally, Fig. 16 presents an ion implantation 
system custom-made for the batch production of p-
channel MOSFET integrated circuits.* The capital cost of 
this system was about $45 000. 

Conclusions 

Electron and ion beams provide a qualitatively differ-
ent process technique for fabricating microelectronic 
devices and circuits. Ion implantation beams are cur-
rently the more advanced in application. In fact, this 
doping technique is being used as a manufacturing process 
step for mosFEr integrated circuits, where it is compatible 
with and complements contemporary planar processes. 

Electron beams offer a means for creating higher-
resolution patterns, a capability that can be applied to a 
wide variety of microelectronic elements. Multiple-field 
parallel-exposure methods can provide large-area patterns 
with somewhat better resolution than, photolithography 
and with economical process times. Higher resolution 
over small areas will provide a means for fabricating 
those types of devices requiring this resolution, for which 
the performance gain is worth the slower process speed of 
single-field exposure. However, although high-resolution 
electron-beam-pattern fabrication has been demonstrated 
in laboratory prototype devices, much development 

* Developed partially under Air Force Contract No. F33615-70-
C-1238. 
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remains to convert it to a manufacturing process. 
Both types of beam processes offer some unique fea-

tures; some very useful devices just cannot be made any 
other way! The potential yield improvement by all-
vacuum processing, using electron and ion beams, to-
gether with automated electron-beam testing, present 
goals worth working toward. Beams are presently not 
widely used or fully developed, and involve relatively 
sophisticated processes involving generally unfamiliar 
and expensive equipment. Nevertheless, in the writer's 
opinion, they form the next major process technology for 
microelectronics. In some cases beam processes may 
replace contemporary fabrication processes; more othen 
they will be applied in ways that take best advantage of 
their unique features. 

This article was presented in part as an invited paper at the 
IEEE Conference on Electron Device Techniques, New York, 
N.Y., Sept. 22, 1970. 
The author expresses appreciation to several of his colleagues, 

especially Dr. E. D. Wolf, for considerable help in the prepara-
tion of the article. 
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Using thyristors and diodes 

to improve commutation 

One intriguing feature of diode-assisted and 
thyristor-assisted commutation systems is that they lend themselves 
to an arrangement whereby the commutator is completely 
separate from the dc machine 

J. J. Bates Royal Military College of Science 

Machines employing thyristor- and diode-assisted 
commutation (TAC and DAC) offer numerous ad-
vantages over conventional dc machines in applica-
tions where commutation is a problem. It is antici-
pated that the first practical developments will in-
volve adaptations of present systems, followed at a 
later date by the introduction of more unconventional 
construction techniques. 

Way back in the thirties there were suggestions for im-
proving commutation in dc machines by incorporating 
rectifying devices in the commutating coil circuit. The 
simple object was that if it were difficult to ensure cur-
rent zero just as a brush leaves a segment (as it undoubt-
edly is), then it would be better to aim for a reversal of the 
current from the brush to the segment, but to block the 
reversal by the presence of a rectifying device so that the 
current from the brush to the segment would be zero 
some time before the brush leaves the segment. There are 
a number of ways of doing this. 

Figure 1 illustrates the simplest technique. The inter-
pole-induced voltage e brings the current to zero in brush 
61 before the brush reaches the end of its segment, and thus 
the current must remain at zero by action of the reverse-
biased diode. Figures 2 and 3 show similar possibilities. 
The general principle is clearly the division of a com-
mutator (or segmented ring) into a number of "active" 
and "inactive" zones, with armature tappings only to the 
active zones and brushes narrower than the inactive 
zones. The arrangements of Figs. 2 and 3 allow for 
running in both directions, as also of course could the ar-
rangement of Fig. 1 by the inclusion of a further diode. 
The advantage of these schemes is that the reactance 

voltage is virtually unlimited compared with a conven-
tional machine. In the first place, it is obviously possible 
to include a "factor of safety" in interpole design, since it 
is necessary only to calculate the maximum interpole 

strength to bring the current to zero just as a brush leaves 
a segment, and then ensure that the design gives a some-
what higher interpole flux than this. Nonsaturation of the 
interpole no longer has much importance. Second, there is 

no need to secure a precisely maintained arc of contact 
between a brush and the surface, and thus small irregulari-
ties in profile should be acceptable. Both of these con-
siderations allow the commutation of larger currents at 
higher speeds and should lead to smaller de machines in 
the larger sizes where commutation is a problem and to 

the possible use of dc machines in the power and speed 

ranges in which commutation is at present an impossibil-
ity. 
An even wider implication is the ability to construct 

dc machines of totally different geometry, and it may be 
well to dwell on this for a moment as it is a significant 
point. Figure 4(A) shows the arrangement of a two-pole 
dc machine assumed to be at its commutation limit; that 
is, it passes a current and runs at such a speed that it just 
starts to spark. If more power is wanted than this two-
pole machine can provide, there are two possibilities. 
One is to think of the two-pole machine "split"—that is, 
opened out into a semicircle, or a quarter circle, as shown 
in Fig. 4(B), with similar segments arranged alongside 

e 

bin b2 

FIGURE 1. Simple single-commutator DAC scheme. 

FIGURE 2. Two-commutator DAC scheme. 
e 

• 
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FIGURE 3. Alternative two-commutator DAC system. 

to complete the circle; see Fig. 4(C). If this new machine 
is to retain the same commutation limit the peripheral 
speed must be the same (a quarter as many revolutions 
per minute as in the two-pole machine), even though as 
the diameter is increased fourfold the total power will be 
four times that of the two-pole machine. The only other 
way of "stacking" the two-pole machine to get four times 
the power consists simply of four two-pole machines 
mechanically coupled together; see Fig. 4(D). 
The simple conclusion is that high-power dc machines 

will have large diameters and run at low speeds, and 
that if high powers at high speeds are wanted, the only 
possibility is to couple machines together mechanically, 
with the commutator in each separate machine just coping 
with the commutation of the coils in that machine. In 
other words, a long, thin dc machine has to be chopped 
into lengths, with separate commutators coping with each 
discrete length. The disadvantages are obvious. 

If diodes are used to assist the commutation it is per-
fectly possible to produce long, thin machines of high 
power and speed, akin to turboalternators in shape. 
An obvious question to ask is why such machines are 

not commercially available if they have so many attrac-
tive possibilities. It is easy to see that when the principles 
were initially proposed, the thermionic nature of the avail-

able rectifying devices, which were of limited current and 
high voltage drop, might have prevented the introduction 
of this class of machine. But now that efficient, low-cost 
semiconductor diodes are readily available it is surprising 
that machines using diodes to assist commutation have 
not appeared quickly and in significant numbers, since 
the dc machine design is little affected. 
The reason is rather difficult to find, but seems to lie in 

the fact that although small prototype machines are very 
successful, large, high-speed machines using the same 
principle do seem to suffer from unique contact problems 
of their own, associated with the presence of alternate 
active and inactive zones on the commutator. 
An immediate reaction to the use of commutators work-

ing in such a mode is that unequal wear of the active and 
inactive sections is likely. But this would occur only after 
appreciable running and would be unlikely to prevent 
the introduction of the machines for certain special 

A 

D 

FIGURE 4. Two-pole dc machine. A—Basic arrangement. 
B—"Split" quarter-circle arrangement. C—Four-quad-
rant representation of quarter-circle arrangement. D— 
Mechanical coupling of four two- pole machines. 

applications. A more serious immediate block to their 

application lies in the formation of segment marking, 
associated with pulse loading, on the brushes. 
Some detailed consideration is thus given here to the 

nature of the sliding contact in such machines, the prob-
lems that have been encountered, and the way so far they 
have been overcome and are continuing to be overcome. 
Although the electromagnetic design of machines with 
large commutating sections in the armature (commutating 
in large lumps instead of little bits) is interesting, no 
difficulties of an electromagnetic nature have arisen. 

Machines using both diodes and thyristors to assist 
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commutation will be described and will be referred to as 
DAC and TAC machines respectively (diode-assisted 
commutation and thyristor-assisted commutation). 

Problems associated with 
solid carbon brushes in DAC machines 

One of the first effects noticed in DAC machines of any 
real size was a severe burning at the entering edge of a 
segment as a brush ran onto it. As a brush moves from an 
inactive segment to an active segment the brush may well 
take its support from the inactive segment, with a very 
uncertain low-pressure contact to the active segment. 
The number of taps to the armature must be much less 
than in a conventional machine, since the width of the 
inactive segments must be greater than the brush width, 
and if the commutator diameter is not to be excessive 
the number of taps must be low. This consideration— 
together with the fact that in any case the ultimate aim is 
for larger currents at higher speeds—means that a high 
voltage must be induced in the commutating coil. If the 
contact to the incoming segment is uncertain, arcs are 
readily established at the making contact and quickly lead 
to roughening and unacceptable sparking over an ap-
preciable portion of the segment surface. 
Such poor current-making effects have been investi-

gated on the rig shown in Fig. 5. A solid brush moves 
back and forth relative to two excentric rings, and by vary-
ing the resistance R the voltage between the brush and the 
incoming surface can be varied. The nature of the current 
transfer is shown in Fig. 6. A brush can be nominally well 
on a surface before current flows at all, and the flow of 
current is abrupt and accompanied by arcing. A potential 
of only a few volts is necessary between the brush and the 
incoming surface to cause arcing, which occurs at low as 
well as high speeds. The arcing is severe when the volt-
age between the brush and surface is more than 15 volts. 

Replacement of diodes by thyristors 

Surface damage at brush entry in DAC machines can 
be overcome by replacing the diodes by thyristors so 
that an incoming brush is not allowed to pass current 
until it is fully on an active segment. In addition, the 
interpole strength is made sufficient for commutation 
to be completed while the outgoing brush is still fully 
in contact with an active segment. This situation leads 
to the scheme shown in Fig. 7, which should be com-
pared with Fig. 2. The brushes involved are now known 
as "part brushes." Thyristor T1 is not triggered until part 
brush 612 is fully on active segment 1, and commutation 
has to be complete before brush 621 reaches the end of 
active segment 2. This way the surface damage produced 
by allowing the making contact to be entirely a brush-
to-surface action should be avoided. 

It must have been with some dismay that an even worse 
marking of the active segments was observed in large 
TAC machines. This marking largely took the form of 
brush imprints on the surface, which tended to occur 
mainly at the point at which a part brush was asked to 
carry current by the firing of its associated thyristor, but 
also occurred in a rather arbitrary way at other points on 
the surface. Although the surface damage did not take 
place as quickly as the entering-edge damage in DAC 
machines, it generally resulted within a matter of hours. 
The general conclusion was that, if the surface was clean 
and fresh, TAC was successful; however, after a period 

of running and the formation of surface films, the contact 
deteriorated to an extent that it was unable to cope with 
the shock of a brush suddenly being required to pass 
current. As soon as damage does occur in TAC machines 
it rapidly becomes worse. In the arrangement of Fig. 7 
this effect is due to some extent to the fact that as brush 
b12 leaves the active segment 1 the current must transfer 
to brush 611 by the action of the volt drop in brush 612 only, 
and if the contact is poor this transfer will not take place 
satisfactorily. This is equivalent to an interruption of the 
current supply to the armature as a whole, giving rise to 
very high induced voltages and very severe arcing. 
No grade of solid brush running on a copper surface 

has been found satisfactory in TAC machines with ratings 
of a few hundred kilowatts. 

FIGURE 5. Current-transfer measuring rig (A) and its 
schematic representation (B). 
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Minimum taps per pole pair on TAC machines 

in an arrangement such as Fig. 7, the position of the 
commutating coil at the start of commutation is an over-
lap of the interpole centerline by an arc equivalent to the 
brush width (i.e., a brush is just fully on an active seg-
ment). If the main pole is always to be outside the com-
mutating zone, then the number of taps obviously affects 
the permissible main pole width and an expression can be 

deduced relating the pole-arc:pole-pitch ratio to the 
number of taps per pole pair and the brush-width:seg-
ment-width ratio. This relation indicates that if "conven-
tional" pole-arc : pole-pitch ratios are retained, the mini-
mum number of taps per pole pair is of the order of eight. 

It can in fact also be shown that eight is the optimum 

number of taps; that is, for a given interpole strength 
(fluxwise) the maximum current can be commutated 
with eight taps per pole pair. 
There are basically three commutator arrangements 

possible for the condition that a part brush must be fully 
on a segment during commutation. These are shown in 
Fig. 7 and in the corresponding arrangements of Figs. 1 
and 3. A comparison of these three basic schemes will be 

made to establish the most advantageous. 

FIGURE 6. Solid- brush transfer properties. 

FIGURE 7. TAC scheme using part brushes. 

[bill 1112  

b21 [ b22 
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An important factor is the permissible brush-current 
density. Brushes do not carry current continuously and the 
limiting factor is the peak density possible. In Fig. 7 the 

current flows equally, in turn, in brushes b21 —› b12 b11 
b22 and experience has shown that the peak density 

possible with conventional brushes is of the order of 
47 A/cm2, so the average density of 11.6 A/cm2 is compa-
rable to that in a conventional machine. This is not sur-
prising, inasmuch as the current is passing quickly be-

tween part brushes and, since it is well known that current 
only flows through a small part of a solid brush at any 
one time, it is not surprising that the four part brushes 
behave as if they were effectively in parallel. 
Consider a four-pole machine running at a speed of 

3000 r/min. The commutator must then be not more than 
about 25 cm in diameter, or 80 cm in circumference. Thus 
for the Fig. 7 arrangement the segment width will be 

about 5.2 cm. Assuming brushes 1.3 cm wide, the move-
ment available for commutation in a TAC machine, with 
brushes fully on during commutation, is about 2.6 cm. 
Now consider the arrangement of Fig. 3. Here there are 
only two brushes, so each must be 2.6 cm wide for the 
same total commutator length as Fig. 7 if the average 
current density is to be the same. The inactive segments 
must thus be at least 2.6 cm wide and the active segments 
will be three times as wide. If a brush has to be fully on a 
segment during commutation, then there is no movement 
in which commutation can take place. If the 2.6-cm brush 

is replaced by two 1.3-cm brushes, with commutation 

starting with one 1.3-cm brush on and finishing when the 
other 1.3-cm brush is still on, there will be the same 2.6-
cm movement possible as for Fig. 7. But the 1.3-cm 
brushes are difficult to accommodate and individually 

spring if trailing brush holders are used. Although split 
brushes with rubber tops are possible, these are not 
likely to give the same satisfactory contact as two brushes 
that are independently mounted and sprung. 
The scheme of Fig. 7 is thought to be better than that 

of Fig. 3. But it must be remembered that the latter does 
avoid the current transfer from a leading part brush to a 
trailing part brush when both pass over an active seg-
ment. The advantage of one over the other may be some-

what marginal, and further investigation is indicated. 
Next consider the arrangement of Fig. 1. Here there 

must be 16 active segments on the single commutator for 
eight tappings per pole pair. Each inactive segment must 
be 1.3 cm wide to keep the same density at the brushes as 
for Fig. 7, with a commutator having an axial length twice 
that of each commutator of Fig. 7. Therefore, the width 
of an active segment is limited to 3.9 cm. Study of Fig. 1 
will now show that with brushes and inactive segments 

1.3 cm wide and active segments 3.9 cm wide there 
is no commutation movement possible if commuta-
tion is to occur while brushes are sitting fully on the 
active segments. The 1.3-cm brush might be split in two 
to secure reliable contact, but an additional factor will 
then enter into the comparison. To provide adequate in-
sulation between segments, in the presence of the high 

intersegment voltage f these machines, wider gaps than 
those in a conventional machine must be left between 
active and inactive segments if both active and inactive 
segments are of metal. Difficulties then arise with the 
running of brushes over wide gaps, where a fairly wide 
brush is necessary for satisfactory performance. 
The single-commutator schemes seem to have definite 
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disadvantages relative to double-commutator schemes. 
In the latter case, if one commutator is mounted at each 
end of the armature, constructional difficulties do not 

arise. 

Surface damage and carbon-fiber brushes 

The possibility of entering-edge damage in DAC 
machines is predictable and understandable. Although 
surface damage in TAC machines is much more difficult 
to explain, it is not entirely unexpected in view of the 
intermittent current-carrying nature of these units. 
A considerable amount of experimental work has gone 

into elucidating the cause of surface damage in TAC 
machines. A first clue to a cause came from observations 
of the change of current in the thyristors and part brushes. 
These currents are as shown in Fig. 8(A) and, with more 
detail revealed by high-speed oscillographic techniques, 

in Fig. 8(B). There are very rapid changes in current at 
various parts of the commutation cycle, and solid brushes 
do not seem to have the ability to handle such rapidly 
increasing current, probably because of the need for time 
in the adaptation of a solid brush to its contact spots on 
the surface. So far, the rapid transients are thought to be 
attributable to capacitive effects in the machine winding 

resulting from the very high rate of change of an incom-
ing thyristor from its blocking to its conducting state. 
There is considerable evidence that capacitive transients 
are a contributory factor—as, for example, by the delib-
erate addition of small capacitors between the armature 
tappings, leading to enhanced transients of the same 
general form as without the capacitors. Moreover, there is 
a marking of sliding contact surfaces when thyristors are 
triggered onto brushes through capacitances, this mark-
ing being very intense with peak currents as low as 1 
ampere but having very short rise times. There is, how-
ever, some evidence to suggest that capacitive transients 
may not be the only cause of surface marking. It does not, 
for instance, seem possible to prevent the surface damage 
by the inclusion of inductance in the external part of the 
commutating loop as a means of reducing the high rate 
of rise, although admittedly it is difficult to construct a 
capacitance-free inductance able to pass the full load cur-
rent of the machine. There is scope for considerable fur-
ther investigation into the cause of the surface marking. 

Although no solid carbon brush has been found to be 
capable of coping with the rapid current changes, in-
vestigations have shown that a brush made up of a bundle 
of carbon fibers does not give rise to surface marking. 
The construction of such a brush is shown in Fig. 9. 
If such a brush is tested in the current-transfer rig 
described earlier, the current-transfer behavior is re-
markably different from a solid brush, as shown in Fig. 10. 
There is evidence of real reliability of contact and the 
current-transfer curves indicate a brush-surface resistance 
that is truly inversely proportional to the contact. The area 
transfer is done with no arcing, in the presence of much 
higher voltages between the brush and entering surface. 
A number of small machines have been built using all-

carbon-fiber brushes, and a DAC machine using them is 
shown in Fig. 11. Note that a commutator construction 
is used consisting of metal segments inserted in an in-
sulating (resin-bonded laminate) ring, giving a smooth 
surface on which the soft, flexible fibers run ideally. The 
permissible current density for the fiber brushes is similar 

to that for conventional solid brushes, but their voltage 

drops and friction coefficients are somewhat higher. 
These small DAC machines have been very successful, 
since the flexibility of the fiber brushes prevents the 
entering-edge damage that usually occurs in DAC 
machines even of this small size. 
The possibility that large machines could also work 

extremely well with all-fiber brushes is currently being 
explored. There is a limited working length to the 
brushes—namely, that existing outside the metal box— 
and they have at present an element of fragility. Once 
these brushes do spark they can be rapidly destroyed by 
the concentration of the sparking at individual fibers or 
bundles of fibers. 
One particularly promising way in which carbon-fiber 

brushes have been applied to DAC and TAC machines is 
as protective brushes, in parallel with conventional solid 
brushes. Figure 12(A) shows how this would be done for a 
TAC machine, the fiber brush being in parallel with a 
solid brush through a small resistance r. When current 
tries to pass through the combination and the solid brush 
contact is unreliable, the current will flow through the 
fiber brush and build up to such a value that the voltage 
drop in the resistance r progressively, but not violently, 
forces the current to flow through the solid brush. Thus 
the fiber brush may absorb high transients, or otherwise 
carry currents when the solid brush will not; on the 
average, however, the current carried by the fiber brush 
is but a small fraction of the whole. 

Figure 12(B) shows typical current waveforms resulting 
when fiber and solid brushes are used in this way. Follow-
ing the firing of a thyristor, the current increases through 
the combination as commutation takes place. The 
reluctance of the solid brush to carry current in the early 

FIGURE 8. Thyristor currents in TAC scheme of Fig. 7. 
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FIGURE 9. Carbpn-fiber 
brush and its construc-
tion arrangement. 

FIGURE 10. Transfer properties of a carbon-fiber brush. 

stage is apparent, since it can be seen that most of the 
current flows through the fiber brush. 

Figures I3(A) and (B) show surface damage on a sub-

stantial TAC machine with solid brushes only and with 
solid brushes protected by fiber brushes. In the latter 
case, a good skin forms on both active and inactive seg-
ments, which are indistinguishable by visual inspection, 
and no surface damage is apparent after a prolonged 
period of running. Without the fiber brushes the damage 
indicated occurred in a few hours. 

Fiber brushes can be used for protection in DAC 

machines, employing the principle shown in Fig. 14(A). 
In this scheme they lead solid brushes onto the active 
segments and prevent entering-edge damage by "clamp-
ing" the voltage that can exist between the solid brush and 
the surface to a low value. Again, the average current 
carried by the fiber brush is small compared with the 
total current. Figure 14(C) shows the current taken by the 
fiber brush; the total diode current is shown in Fig. 14(B). 
The largest machine using fiber brushes known to be 

under development at the present time is a TAC machine 
of some 400-hp rating. 

All-thyristor schemes; TAC and DAC starting 

Techniques have been proposed that do away with 
sliding contacts entirely, except for field excitation, by 

FIGURE 11. DAC machine with fiber brushes. 

inverting a dc machine and using an all-thyristor system 
to switch the tapping around the armature. Such an ar-
rangement for a two-pole machine is shown in Fig. 15. 
Note that 16 thyristors are needed (a four-pole machine 
would require 32). The fairly obvious procedure involves 
the formation of a commutating loop by firing adjacent 
thyristors and commutating this loop by the interpole-
induced voltage. 

Apart from the economics of any system using so many 
thyristors, there is one very serious drawback compared 
with a TAC machine, in that it would not be self-starting 

as a motor. In other words, commutation fails at low 

speeds. Figure 16 shows a commutation-time speed curve 
for a TAC machine with eight taps per pole pair. If the 
commutating coil had no resistance this curve would be a 
flat line down to standstill. But with so few sections in the 
armature winding (and all-thyristor schemes can hardly he 
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otherwise), the resistance of a commutating section can 
be appreciable. Hence, there is a minimum speed below 
which the interpole-induced voltage would be insufficient 
to complete commutation and an outgoing thyristor 

would not turn off. 
In an all-thyristor machine, as in Fig. 15, this means 

the development of a short circuit as all thyristors suc-
cessively fire with none turning off. In DAC and TAC 
machines, however, if the commutation is not completed 

by the thyristors it must be completed by the brushes, so 
such machines are self-starting and can be used in motor 
applications. Here again, fiber brushes have been found to 
be very advantageous. With solid brushes there will be 
some sparking at low speeds because of the relatively 
large inductance of the commutating sections and the 
sudden-transfer properties of solid brushes. Fiber brushes, 
with their much superior resistance-switching properties 
(as shown in Fig. 10), allow the low-speed band to be 
passed without sparking. This band is quite low, typically 
50 r/min in 3000 at full current, and in many cases no 
auxiliary starting mechanism is necessary in DAC and 

TAC machines. 
There are ways of starting at low speeds completely 

sparklessly by introducing commutating voltages into 
the external part of the commutating loop. Figure 17 
shows an arrangement using a commutating transformer, 
injecting an unsynchronized power-frequency voltage 

FIGURE 12. Carbon-fiber brushes used in a protective 
mode. A—Schematic diagram. B—Current waveforms. 

A 

into the commutating loop. It can be shown that, provided 
the average ac voltage is sufficient to commutate in one 

half-cycle and the speed is sufficiently low for three half-
cycles to be available, commutation by injected un-
synchronized ac will always be successful. At speeds where 
the time available is less than three half-cycles, the inter-
pole-induced voltage is invariably sufficient to take over. 

Figure 18 shows a system in which the voltage drop 
across the small starting resistor is used to charge a 
capacitor when the leading part brush enters a segment 
so that when the commutating loop is completed by the 
firing of the incoming thyristor the outgoing one is turned 

off by the stored energy in the capacitor. This system 
particularly attractive for an all-dc system. 

Novel contact systems for DAC and TAC machines 

So far, the major use of DAC and TAC machines has 
been basically in terms of assisting commutation on a 
fairly conventional type of commutator—admittedly with 
wide segments, but generally recognizable as a commuta-
tor. Also, these commutators occupy the same position, 

and are of the same size and shape, as in a conventional 
machine. In the early stages of the development of an 

FIGURE 13. Surface conditions with and without the pro-
tective action of fiber brushes. A—Solid brush only. 
B—Solid and fiber brushes. 

4-; IEEE spectrum JANUARY 1971 



idea this is a desirable feature, since it means very little 
basic design change in the machine as a whole and is 
psychologically desirable in introducing a new idea as no 
revolutionary or expensive change is proposed. 
But thinking only in terms of conventional commuta-

tors is perhaps shutting one's eyes to the most promising 
"'ear possibilities with DAC and TAC systems. In the TAC sys-

tems especially, the role of the commutator is that of 
a rotating off-load distributor that need not resemble a 
conventional commutator closely in construction. This 
concept can lead to very novel and useful results. 

FIGURE 14. The use of fiber brushes to lead in carbon 
brushes in DAC machines. A—C.rcuit arrangement. 
B—Diode current. C—Fiber- brush current. 
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One idea that has been exploited is to separate out the 
commutator or distributor from the machine. Because few 
armature taps are involved there is no need for the dis-
tributor to be physically close to the armature winding; 

it can, in fact, be completely separate from the machine, 
with taps to the armature brought in under the bearings. 
This arrangement allows the full length of the machine 
between bearings to be used for torque production; 
that is, a much greater core length is possible. The output 
for a given machine weight is thus much increased, if in-
creases in core length are considered together with in-
creases in speed and commutatable current. Also the 
maintenance, cleanliness, and cooling of this distributor 
is a totally different matter from that of a conventional 

commutator. It is removable from the machine without 
dismantling the machine, and can receive its own clean 

cooling air remote from the cooling of the machine. 

Because it is physically separated from the winding it re-
ceives little heat from the winding and thus runs cooler. 

This principle of physical separation (Fig. 19) can also 
be applied to a small machine with DAC commutation to 
provide a motor capable of running immersed in water, by 
having the distributor at the end of a long shaft, running 

FIGURE 15. All-thyristor inverted dc machine. 

FIGURE 16. Commutating-time curve for TAC machine. 
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in air with the motor itself immersed. This arrangement 
can be used for portable boat propulsion, the motor 
running immersed in outboard fashion with the distribu-
tor at the top of the shaft sticking out of the water. 
Some form of sliding contact is probably essential in 

high-speed machines. But for low-speed machines (up to a 

few hundred revolutions per minute) many forms of off-
load distributor are possible. Figure 20 shows a rolling-
contact system designed for an inverted (armature sta-
tionary) dc machine in which current is distributed from a 
continuous ring to a segmented ring by a pair of rollers, 

1 

 (-15-6-FM  

FIGURE 17. Commutating transformer employed for 
starting TAC machines. 

FIGURE 18. Capacitor starting for TAC machines 

 I(  
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with thyristor switching so that the rollers make and 
break off-load. For such low-speed commutation, inter-
poles can be omitted and a commutating transformer, as 
described in Fig. 17, can be used. This rolling-contact 
system could be applied to steelworks drives to give 
long, thin dc machines capable of high reversal rates. 
Cam-operated distributors are another possibility. 

In fact, the field is wide open for ingenuity. 
Moreover, if few segments are involved on a commuta-

tor, why should the commutator construction follow the 
conventional pattern in which many segments support 

each other by pressure? With few segments, many alter-
native and often cheaper constructions are possible. 

Interpole excitation and 
some electromagnetic design possibilities 

A conventional machine has interpoles in series with 
the armature, and it is essential for the interpole flux to 
follow the variations in armature current. This situation 
often leads to bad commutation under shock-loading 
conditions, or when the supply is not pure dc, as in a 
rectifier-fed motor. 

In DAC or TAC machines other methods for inter-
pole excitation are possible. If the interpoles are excited 
by a mixture of separate plus series excitation, so that the 

series excitation balances the armature ampere-turns, and 
the flux is then provided by the separate excitation, the 
interpole flux can always be held at maximum strength no 
matter what the armature current is, or how rapidly it is 
changing. This gives the well-proved ability of DAC and 
TAC machines to absorb shock loads without sparking, 
and to work extremely well on rectified ac supplies. 

Because of the large section of the commutating coil 
with few armature tappings, a considerable part of the 
inductance can be largely eliminated and the commut-
able current still further increased. Since there are few 
corporated on the interpole face, these components of 
inductance can be largely eliminated and the commut-
able current still further increased. Since there are few 
armature tappings, fewer slots are needed (in small or 
modest-size machines at any rate) and there is a possible 
economy here in mass-produced machines that, with the 
other advantages of DAC systems, may outweigh the 
extra cost of the diodes. 

FIGURE 19. External distributor for TAC machine. 
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Conclusion 

What is the probable future of DAC and TAC systems ? 
First, they are likely to appear as developments of con-
ventional machines that have commutation problems 
and are wanted for special applications, such as very high 
speeds, or shock loading use. 
The reliability of the diodes or thyristors is very im-

portant. But it must be remembered that they are very 
conservatively used from a voltage standpoint in these 
machines. The voltage across a diode or thyristor cannot 
exceed that in the commutating coil, which is much less 
than the machine voltage. TAC and DAC machines could 

FIGURE 20. Principle of rolling-contact systems for use 
with TAC machines. 

1 

thus well lead to the development of high-voltage dc 
machines with a terminal voltage much greater than the 
safe working voltage for the diodes and thyristors 
incorporated. 

Unconventional construction techniques are likely 
to follow on the established success of modified conven-
tional machines. In particular, the movement of the com-
mutator or distributor to the outside of the machine is 
a probable early development. Perhaps this piece of 
rotating switchgear, for that is what it is, may be remote 
from the machine and servo-driven to rotate in step with 
the machine. 
Carbon-fiber brushes are likely to play a significant 

part by enabling commutators to be constructed of metal 
segments set (molded) in an insulating disk. The superior 
switching properties of the carbon-fiber brushes is, 
incidentally, likely to lead to much work on their use in 
general, with or without semiconductor devices to assist 
commutation. 
The future for DAC and TAC machines could be very 

bright with a sufficiently bold approach to the develop-
ment of machines embodying novel constructional 
techniques. The principle may not be new, but the scope 
for inventiveness and originality is now wide, recognizing 
that what was proposed many years ago was a sound 
principle and that modern devices and materials make its 
application very promising. 
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Systems analysis as a tool 

for urban planning 

With the vse of a computer model to simulate the growth, 
decline, and stagnation of a city, we can see how system structures 
and policies interact to create the urban ills surrounding us 

Jay W. Forrester Massachusetts Institute of Tecnnology 

Ways for analyzing social systems res.ilt in new poli-

cies for improving the behavior of systems in which 
we live. Such policies can change urban slums into 
areas designed for self-renewal. Already, studies into 

the relationships between monetary policy, interest 

rates, and foreign exchange have thrown new light on 

the processes of corporate growth, product stagnation, 

and loss of market share, and on the growth and de-

cline of cities. At one time the engineer's task was 

simply to balance financial cost against the economic 
performance of his technology. Now , psychological 

stress, ugliness, and crowding have become part of 

the cost Engineers who fail to realize this broadened 
role will be vilified by a society that views them as in-

sensitive to the needs of the times. 

Most of the traditional steps taken to alleviate the con-
ditions ot our cities may actually be making matters worse. 

This is one of the conclusions of my book, Urban Dy-
namics,' which shows the city as an interacting system 

of industry, housing, and people. By presenting a com-
puter model that interrelates these components of the city, 
the book shows how interacting processes produce urban 

growth, then cause growth to give way to stagnation. Job 
training programs, job creation by bussing to suburban 
industries or by the government as an employer of last 
resort, financial subsidies to the city, and low-cost-housing 

programs—these presently popular proposals are tested 
and shown to lie between neutral and detrimental in their 

effect on a depressed urban area. 
The evolution of an urban area from growth into stag-

nation creates a condition of excess housing compared 
with the population and the availability of income-earning 

opportunities. Reducing the inherent excess housing of 
depressed areas and converting part of the land to in-
dustrial use appear necessary to reestablish a healthy 
economic balance and a continuous process of urban re-
newal. Such actions can produce a large enough wage and 
salary stream from the outside economy to make the area 

self-sustaining. 
These results are controversial but, if right, they mean 

that many policies for remedying urban troubles may be 
turning growth into decline. Although I present here 
some results from the book, my principal emphasis is on 
the importance of systems analysis as a bridge between 
engineering and the social sciences. 

Industrial dynamics 

Over a. decade ago at M.I.T. we began to examine the 
dynamic characteristics of managerial systems. The field 
known as industrial dynamics resulted. 2 Industrial dy-
namics belongs to the same general subject area as feed-
back systems, servomechanisms theory, and cybernetics. 
Industrial dynamics is the study of how the feedback loop 
structure of a system produces the dynamic behavior of 
that system. In managerial terms industrial dynamics 
makes possible the structuring of the components and 
policies of a system to show how the resulting dynamic 
behavior is produced. In terms of social systems it deals 

The first IEEE publication of this article was in IEEE TRANS-
ACTIONS ON SYSTEMS SCIENCE AND CYBERNETICS, vol. SSC-6, pp. 
258-265, October 1970. The article appears here with the con-
sent of the author and the TRANSACTIONS. 
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with the forces that arise within a system to cause changes 
through time. 
A design study of a social system seeks changes in 

structure and policies that will improve the behavior of 
the system. Some people recoil at the thought of designing 
social systems. They feel that designing a society is 
immoral. But we have no choice about living in a system 
that has been designed. The laws, tax policies, and tradi-
tions of a society constitute the design of a social system. 
Our only available choice is between different designs. If 

we lament the functioning of our cities or the persistence 
of inflation or the changes in our environment, we mean 

that we prefer a social system of a different design. 

The six steps in the design process are: ( 1) observe 
the behavior modes of a system to identify the symptoms 
of trouble; ( 2) search for the feedback structures that 
might produce the observed behavior; ( 3) identify the 
level and rate variables making up that structure and ex-
plicitly describe them in the equations of a computer 
simulation model; (4) using the computer model, simulate 
in the laboratory the dynamic behavior implicit in the 
identified structure; ( 5) modify the structure until com-
ponents and the resulting behavior agree with the observed 
conditions in the actual system; ( 6) introduce modified 
policies into the simulation model to find usable and 

acceptable policies that give improved behavior. 
Surprising discoveries come from this combination of 

theory and laboratory experimentation: relatively simple 
structures produce much of the complex behavior of real-
life systems, and people's skills in perception appear very 
different from those commonly supposed. It is often 
asserted in the social sciences that people are unreliable 
in analyzing their own actions, yet we find time and again 
that the policies and practices that people know they are 
following are the ones that interact to produce the most 
troublesome consequences. Conversely the vaunted powers 
of judgment and intuition usually deceive the person who 
tries to guess the time-varying consequences that follow 
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FIGURE 1. In this simplified urban system, nine levels 
are grouped into three subsystems. Across the top the 

industrial sector contains commercial buildings in three 
categories distinguished primarily by age. Across the 

center are residential buildings in three categories, also 
distinguished by age and condition. Across the bottom 
are three economic categories of population. Because of 
their complexity, the information linkages connecting 
the systems levels to the system rates are not shown. In 
this figure, the levels ( rectangles) and rates (valves), 
along with the information linkages, represent the system 
components within the dynamic boundary. The "cloud" 
symbols are the sources or destinations of flows going 
from or to the outside environment. The flows from or to 
the outside are controlled only by conditions within the 
system. 

even from a completely known system structure. We find 
that the modes of behavior that are most conspicuous in 
managerial, urban, and economic systems are produced 

by nonlinearities within those systems. The linearized 
models that have been used in much of engineering and 
the social sciences cannot even approximate the im-
portant modes of manifestations of nonlinear interactions. 
Including the so-called intangible factors relating to psy-
chological variables, attitudes, and human reactions is 
relatively straightforward. Again, if the influences can be 
discussed and described, they can be inserted in the 

policy structure of a model. Any person who discusses 
why people act the way they do, or explains a past 
decision, or anticipates a future action is relating the 
surrounding circumstances to the corresponding human 
response. Any such discussion is a description of decision-

making policy. Any such policy statement cah be put into 
a system model. 

Urban systems 

A body of dynamic theory and principles of structure 
is emerging that allows us to organize and understand 
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FIGURE 2. Information links 
to the underemployed-ar-
rival rate. Five components 
of attractiveness are shown 
here. In the upper right 
corner UJM (underem-
ployed, job multiplier) re-
lates the population to avail-
able jobs and represents 

the income earning attrac-
tiveness of the area. The 
circle UAMM generates the 
attractiveness created by 
upward economic mobility. 
In other words, an area with 
high upward economic mo-
bility is more attractive than 
one offering no hope of ad-
vancement. The circle UHM 
relates the underemployed 
population to the available 
housing. The area becomes 
more attractive as housing 
becomes more available. 
UHPM represents the at-
tractiveness of a low-cost-
housing program, if such 
exists. In the lower right 
corner PEM is the influence 
on attractiveness of the pub-
lic expenditure per capita. 
As per-capita expenditure 
rises, it means better public 
services, better schools, 
and higher welfare budgets. 

complex systems.' For example, the feedback loop becomes 
the basic building block of systems. Within the feedback 
loop there are two, and only two, kinds of variables. One 
is the level variable produced by integration; the other is 
the policy statement or rate variable that governs the 
changes in a system. The level variables are changed only 
by the rates of flow. The rate variables depend only on the 
levels. Any path through a system network encounters 
alternating level and rate variables. These and many other 

principles of structure are universal in the entire sweep of 
systems that change through time. Furthermore, the struc-
ture of a system determines its possible modes of behavior. 
Identical structures recur as one moves between apparently 
dissimilar fields. These identical structures behave in 

identical ways wherever they are found. 
The same principles of structure and the same relation-

ships between structure and behavior apply to a simple 
swinging pendulum, a chemical plant, the processes of 
management, internal medicine, economics, power politics, 
and psychiatry. A universal approach to time-varying 

systems that seems capable of dealing with systems of any 
complexity is emerging. Students, as they master the 

principles and practice of dynamic analysis, develop a 
remarkable mobility between fields of endeavor. The same 

person can clarify the dynamics of how a transistor func-
tions, organize the processes of a public health epidemic, 
design new management policies to avoid stagnation in 
product growth, discover the sensitive factors in ecological 

change, and show how government policies affect the 
growth and decline of a city. 

Figure 1 shows the central structure of an urban area. 
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The nine rectangles represent the selected level variables. 
The twenty-two valve symbols represent the rates of flow 
that cause the nine system levels to change. Engineers 
often refer to these level variables as the state variables of 
a system. The distinction between level and rate variables 
is also familiar to anyone who examines financial state-
ments. Balance sheet variables are always separated from 
variables on the profit-and-loss statement. They are sep-
arate because they are conceptually quite different. The 
balance sheet variables are system levels. They are created 
by accumulating financial flows. The profit-and-loss vari-
ables are system rates. This sharp distinction is found in 
all systems. 

In Fig. 1 one can begin to detect the reasons for urban 
decline. The age of a building tends to determine the 
character of its occupants. A new commercial building is 
occupied by a healthy, successful commercial organization 
that uses relatively more managers and skilled workers 
than those who are unskilled. As the building ages, it 
tends to house a progressively less successful enterprise 
with lower employment skills. In addition to the changing 
employment mix as the industrial building ages, there is a 
tendency for total employment per unit of floor space to 
decline. On the other hand, as residential buildings age 
there is a tendency for occupancy to increase as well as to 
shift to a lower economic category of population. One 
perceives then a condition where the aging of buildings in 
an urban area simultaneously reduces the opportunities 
for employment and increases the population. The average 
income and standard of living decline. 

Figure 2 shows the same nine system levels and cne of 
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the twenty-two flow rates. The dotted lines are the in-
formation linkages from the system levels to control the 
one flow rate—here the arrival of underemployed popula-
tion into the urban area. The various levels of the system 
combine to create a composite attractiveness, which deter-
mines the inflow rate to the area. If the area is more 
attractive than those from which people might come, a 
net inward population flow occurs. If the area is less 
attractive, an outward flow dominates. 

The concept of attractiveness is fundamental to the 
population flows. All of the characteristics of an area 
that make it attractive, these five and many more, combine 

to influence migration. An attractive area draws people. 
But almost every component of attractiveness is driven 
down by an increase in population. If there is an excess 
of housing, the area is attractive but a rising population 
crowds the housing. If there is an excess of jobs the area 
is attractive but the incoming flow of people fills these 
jobs. In other words, migration continues until the attrac-
tiveness of the area falls and becomes equal to any other 
places people might come from. 
An important idea follows from examining these com-

ponents of attractiveness. In a condition of population 
equilibrium, all areas must be equally attractive to any 
given population class, otherwise net migration would 
occur. If one component of attractiveness is increased in 
an area, other components must necessarily fall to estab-
lish a new equilibrium. Compensating changes in the 
components of attractiveness explain many past failures 
in our cities wherein we attempt to improve one aspect 
of the city only to discover that other aspects have become 
worse. 

In making a laboratory model of a social system one 
should not attempt straightaway to solve a problem. In-
stead one should generate a model that will create the 
trouble symptoms. Only if one fully understands the 
processes whereby difficulties are created can he hope 
to correct the causes. This means that we want a model 
of an urban area that can start with empty land, grow 
a city, and show the processes whereby economic health 
falters into stagnation and decay. 
As another guide to modeling, one should start, not by 

building a model of a particular situation, but instead by 
modeling the general class of systems under study. This 
may seem surprising, but the general model is simpler 
and initially is more informative than a model of a special 
case. Here we wish to model the general process of urban 
growth and stagnation. It should be a model that, with 
proper changes in parameters, is good for New York. 
Calcutta, a gold rush camp, or West Berlin. These all 
seem to have very different characteristics but they have 
certain elements in common that describe their urban 
processes. There are fewer concepts common to all than 
are to be found in any one. The general model can strip 

away the multitude of detail that confuses any one special 

situation. The general model identifies the central pro-
cesses and is a statement of the theory for the entire class 
of systems. 

Figure 3 shows the behavior of the laboratory model 
of an urban area. It presents the nine system level vari-
ables over 250 years. The first 100 years is a period of 
exponential growth, but then the land area becomes filled, 
growth ceases, and the aging process begins. At year 100 
near the end of the growth phase the labor population is 
almost double the underemployed population. But by 
year 150, the labor population has fallen and the under-
employed population has risen until these two groups are 
almost equal. Business activity has declined and the area 
has taken on the characteristics of a depressed city. This 
has occurred because of the way that the industry, housing, 
and populations in Fig. 1 have interacted with each other. 

Figure 4 shows other variables during the same 250 
years. Notice especially the underemployed/job ratio and 

the underemployed/housing ratio. During most of the 
first 100 years of growth these two ratios were almost 
constant. The underemployed/housing ratio was high 
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(above the center of the figure), meaning that the popula-
tion is large compared with the housing. In other words, 
during the first 100 years there was a housing shortage for 
the underemployed population. On the other hand, the 
underemployed/job ratio was low, meaning that the popu-
lation was below the job opportunities, jobs were readily 
available, economic opportunity was good, and upward 
economic mobility was high. During this early period of 

growth and high economic activity, the underemployed 
population was being effectively adjusted in relation to 

other activity by balancing good economic opportunity 
against a housing shortage. 

But between 90 and 140 years, notice the sharp re-
versal of the curves for underemployed/job ratio and 
underemployed/housing ratio. Within this fifty-year span, 
the underemployed have increased while available jobs 
decreased; the result is a precipitous rise in unemployment. 
But in this same period, the housing that is aging and 
becoming available to the underemployed is rising even 
more rapidly than the underemployed population. Jobs 

have become scarce while housing has become surplus. 
The model is behaving the way our cities do. 
Many people do not seem to realize that the depressed 

areas of our cities are areas of excess housing. The 
economy of the area is not able to maintain all of the 
available housing. Because of low incomes, people crowd 
into some dwelling units while other buildings are 
abandoned, stand idle, and decay. 

Recall the earlier comments about compensating move-

ments in the components of attractiveness. Here, as hous-
ing becomes more available, jobs become more scarce. The 
stagnating urban area has become a social trap. Excess 
housing beckons people and causes inward migration until 
the rising population drives down the standard of living 
far enough to stop the population inflow. Anything that 
tends to raise the standard of living is defeated by a rise 
of population into the empty housing. 

Figure 5 shows fifty years beginning with the con-

ditions found at the end of Fig. 3. At time zero, a low-
cost-housing program is introduced which each year builds 
low-cost housing for two and one half percent of the 
underemployed population. Observe what happens. Under-
employed housing, which is being actively constructed, 
rises forty-five percent, but premium housing falls thirty-

five percent, and worker housing falls thirty percent. New 
enterprise declines fifty percent and mature business 
declines forty-five percent, all in the fifty-year period. 
Economic conditions become sufficiently worse so that 
even the underemployed population, although it rises 
initially, eventually falls to slightly less than its beginning 
value. These changes are a result of the low-cost housing 
program. 

In Fig. 6, the corresponding underemployed/job ratio 

has risen thirty percent, indicating substantially higher 
unemployment, while the underemployed/housing ratio has 
fallen thirty percent, indicating a still higher excess of 
housing. Again, the two components of attractiveness 
compensate for one another with better housing and a 
falling standard of living. In the long run, the low-cost-
housing program has not served the interests of the low-
income residents. Instead, it has intensified the social 
trapping characteristic of the area. Over the period, the 
tax levies rise thirty-five percent. The area has become 
worse from almost all viewpoints. 

In this same manner job training programs, job crea-
tion programs, and financial subsidies were examined. 
All lie between ineffective and harmful. The low-cost-
housing program was the most powerful in depressing the 
condition of a stagnant urban area. 
The depressed areas of our cities seem to be charac-

terized by excess housing compared with jobs and by 
excessive concentration of low-income population. These 
conditions, created by aging industrial and dwelling build-
ings, interact to drive out the upper-income population 
and business activity, and to reduce the tax base. Once 
the decline starts, it tends to accelerate. Unless one can 
devise urban management policies that produce con-
tinuous renewal, difficulties are inherent. 

Figure 7 shows an urban condition that begins with 
stagnation and then changes toward revival. Here five 
percent of the slum housing is removed each year and the 
incentives for new enterprise construction are increased 

somewhat. The result is a cascading of mutual interactions 
that raise the economic activity of the area, increase 
upward economic mobility for the underemployed popula-
tion, and shift the population internally from the under-
employed to the labor class. This is done without driving 
the existing low-income population out of the area. Under-
employed housing is reduced. Initially this reduction comes 
largely from the empty housing. The resulting housing 
shortage restrains the population inflow that would 
otherwise defeat the revival of the area. 

Figure 8 shows the same fifty-year span as in the 
preceding figure. Here again, employment and housing 
move in opposite directions. The underemployed/job 
ratio falls, which means more jobs and lower unemploy-
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FIGURE 8. Falling unemployment and rise in housing 
occupancy for the same 50 years of Fig. 7. 

ment. On the other hand, the underemployed/housing 
ratio rises, which means a tighter housing situation. If the 
economic circumstances are to be improved, we must 
accept some compensating change in other components 

of attractiveness. Here it is the increased tightness of 
housing that allows job opportunities to increase faster 
than population until a good economic balance is reached. 
I stress economic revival as the first stage of rebuilding a 
depressed area because it appears that an economic base 

must precede social and cultural development. 
It is simply not possible to increase all of the attractive-

ness components of an area simultaneously. Attractiveness 
is here defined in a very broad sense. For example, legal 
restrictions like an immigration barrier into a country can 
produce enough "unattractiveness" to inward migration so 
that components might be maintained at a high level. But 
wherever one component of attractiveness is high others 
will be found low. Engineers, especially, should consider 
the compensating changes that will occur in the attrac-
tiveness components of an area because engineers tend to 
deal with economic considerations and technology. Eco-

nomic and technical factors are more concrete than the 
intangible quality of life variables. The economic and 
technical aspects of a city are the ones we most easily 
see how to improve. Our technological society tends, 
therefore, to observe, react to, and improve the economic 
and technical aspects of a city. Such improvements in-
crease the technical and economic components of urban 
attractiveness. But as a result, population density rises 
until the urban area once again reaches attractiveness 
equilibrium with its environment. The burden of forced 
reduction in other components of attractiveness falls on 
the quality of life variables—crowding, pollution, and 
psychological stress. These less tangible variables have 
been weak and hard to measure, and have been defenseless 
against the persuasiveness and the certainty of improve-
ment shown by the technical and economic considerations. 
But we are entering a time when a reversal will occur be-
tween the formerly weak and strong variables. For a sub-
stantial fraction of our population, the standard of living is 
already high enough so that more gain in the economic 
and technical areas will come at too high a price in the 
quality-of-life components of our environment. The engi-
neer, if he continues to serve society, must balance a 
greater number of social needs against one another. At 

one time his task was simply to balance financial cost 

against economic performance of his technology. Now the 
product and also the medium of payment are both ex-
panding. Social value and quality of life become part of 
the product. Psychological stress, ugliness, and crowding 
become part of the cost. Engineers who fail to recognize 
this broadened role will be vilified and castigated by a 
society that perceives them as narrow and insensitive to 
the demands of the times. 

When a system misbehaves, we should ask ourselves 
what policies within that system cause the undesirable 
characteristics. If we examine the laws under which a 
city operates, we see a structure of regulations that could 
hardly be designed better to create stagnation and de-
cline. The aging and decay of buildings is central to the 
urban decline process, yet we see throughout our tax laws 
and regulations numerous incentives to keep old buildings 
in place. As the value of a building decreases, so do the 
assessed taxes. The reduced expense makes it possible to 
retain the old building longer. Under some circumstances 
the value of a building can be depreciated several times for 
income tax purposes. This produces incentives to keep 
an old building in place. This is not the place for detail, 
but it seems clear that a different set of tax laws and city 
regulations could be devised to produce the individual 
incentives necessary for continuous renewal. As an ex-
ample, I recently saw a suggestion that each building have 
a mandatory trust fund into which the owner must pay a 
levy each year. At any time, whoever owns the building 
can draw out the money if he demolishes the building and 
clears the land. This, you see, would create an earlier 
incentive for replacement. Property tax levies and income 
tax accounting could both be changed to produce pres-
sures in the same direction. 

These studies of managerial, urban, and other social 
systems have uncovered complex systems characteristics 
that serve to identify potential detrimental modes of be-
havior. First, complex systems are counterintuitive. They 
behave in ways that are opposite to what most people 
expect. They are counterintuitive because our experience 
and intuition have been developed almost entirely from 
contact with simple systems. But in many ways, simple 
systems behave exactly the opposite from complex systems. 
Therefore, our experience misleads us into drawing the 
wrong conclusions about complex social systems. 

Second, complex systems are strongly resistant to most 
policy changes. A new policy tends to warp the system so 
that slightly changed levels Èresent new information to the 
policy points in the system. The new information, as 

processed through the new policies, tends to give the old 
results. There are inherent reasons within complex sys-
tems why so many of our attempts at correcting a city, a 
company, or an economy are destined to fail. 

But third, the converse is also true. There are points in 
systems from which favorable influence will radiate. Often 
these points are difficult to perceive, and the required 
action is the opposite of what is expected. But when these 
points are found, they tend to radiate new information 

streams in such a way that the new circumstances, when 
processed through the old attitudes and policies, produce 
a new result. 

Fourth, complex systems tend to counteract most active 
programs aimed at alleviating symptoms. For example, 
Chapter 4 in Urban Dynamics shows how a job training 
program can increase the number of underemployed in 
a city. When outside action tries to alter the condition of a 
system, the system relaxes its own internal processes aimed 
at the same result and throws the burden ever more onto 
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the outside force that is attempting to produce a correc-
tion. The internal need for action is reduced and the 

external supplier of action must work ever harder. 
Fifth, in complex systems the short-term response to 

a policy change is apt to be in the opposite direction from 
the long-term effect. This is especially treacherous. A 
policy change that improves matters in the short run lays 
a foundation for degradation in the long run. The short 
tenure of men in political office favors decisions that 
produce results quickly. These are often the very actions 
that eventually drive the system to ever-worsening per-
formance. Short-run versus long-run reversal processes 

are all around us. If an agricultural country is to in-
dustrialize, it must accumulate railroads, factories, and 

steel mills. This capital accumulation can only be done 
by foregoing consumption and reducing the standard of 
living first in order that the standard of living may rise at 
a later time. If a company faces declining earnings be-
cause its products are obsolete, it must invest more 
heavily in product research and incur even deeper short-
term losses if it is to recover in the more distant future 
to a profitable product stream. A student forgoes short-
term earning opportunities by attending college to in-
crease his longer-term earning capability. This reversal 
between the short run and the long run occurs repeatedly. 

Sixth, a system contains internal dynamic mechanisms 
that produce the observed undesirable behavior. If we 
ignore the fundamental causes and simply try to over-
whelm the symptoms, we pit two great sets of forces 
against one another. In general, our social systems have 

evolved to a very stable configuration. If the system is 
troublesome, we should expect that the causes of the 
trouble are deeply embedded. The causes will outlast our 
persistence in overwhelming the symptoms. Furthermore, 

the internal pressures usually rise to counteract a correc-
tive force from the outside. We can expend all our 

energy to no avail in trying to compensate for the troubles 
unless we discover the basic causes and redesign the 
system so that it spontaneously moves to a new mode of 
behavior. 

As the last of these characteristics of complex systems, 
we must recognize that a certain ensemble of conditions 
goes with each possible mode of a system. More specifi-
cally, each mode of a system is accompanied by a set 
of pressures characteristic of that mode. We cannot 
sustain a particular mode unless we are willing to accept 
the corresponding pressures. For example, contrast the 
depressed mode of a city in Figs. 5 and 6 with the revived 
mode in Figs. 7 and 8. The depressed mode is one 

characterized by the pressures that come from decaying 
buildings, low incomes, and social disorientation. But the 
revived mode also contains pressures. The revived mode 
is sustained by the housing shortage and the legal and tax 
pressures that generate a steady demolition and replace-
ment of old buildings. But everyone in the system will 
want to alleviate the pressures. Active industry will want 

more employees; residents will want more floor space; and 
outsiders will want housing so they can move to the 
attractive job opportunities. Rents will be high. These 
pressures are easy to relieve by increasing the fraction of 
the land area permissible for housing, by keeping old 
buildings in place longer, and by allowing taller apartment 
buildings. But such moves will start the area back toward 
the depressed mode. We must decide the kind of system 
we want with knowledge of and acceptance of the accom-
panying pressures. Instead, much of our social legislation 

of the last several decades has consisted of trying to 

relieve one set of pressures after another. The result is a 

system mode characterized by inflexibility, conformity, 
crowding, frustration, supremacy of the organization over 
the individual, and a choking of the environment. And 
the resulting pressures, acting through the counterintuitive 
and short versus long-term reversal characteristics of com-
plex systems, may well move us further in the same direc-
tion. 

I am suggesting that the time is approaching when we 
can design social systems to obtain far better behavior. 

Different policies could change our urban areas from ones 
that are designed to deteriorate into ones that are 
designed for self-renewal. One can foresee a time when we 
will understand far better the relationships between mone-
tary policy, interest rates, unemployment, and foreign ex-
change. Already such studies have thrown new light on 
the processes of corporate growth, on the reasons for 

product stagnation and loss of market share, and on the 
growth and decline of cities. 
To design new policies for social systems requires 

a level of skill that is rare. The kind of system 
modeling and policy design I have been describing re-
quires a professional training at least as extensive as that 

in any of the established professions. The proper training 
requires theory, laboratory, case studies, aeprenticeship, 
and practicing experience. 

This article is based on a paper that originally appeared in The 
Engineer and the City, proceedings of a symposium sponsored by 
the National Academy of Engineering, October 22-23, 1969. Pro-
ceedings are available from the Academy, 2101 Constitution 
Avenue, Washington, D.C. 20418. 
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Demand-assigned service 

for the Intelsat global network 

In April 1970 Intelsat decided to allow earth-station owners 
to access the Atlantic Intelsat IV satellite via the SPADE system. 
It is expected that by mid-1971 another milestone will have 
been achieved with the introduction of the first 
operational demand-assignment system 

J. G. Puente, A. M. Werth Comsat Laboratories 

Communications satellites have been in commercial 

operation for more than five years. With the growth of 

traffic requirements, particularly those of the develop-
ing nations, the early methods used in the Intelsat 
network for multiple access have had to be updated. 
The full potential of satellite communications can be 

realized by using the satellite to provide connections 

between any two users on demand. This article traces 

the development of the multiple-access techniques 
employed with Intelsat from the two access methods 

associated with Early Bird to the demand-assignment 
technique planned for Intelsat IV. This latter method, 

SPADE, is to be the first operational demand-assign-

ment multiple-access system and is scheduled for use 

in 1971. Details of the SPADE system and its use for 
other applications are reviewed. 

The launch of the Early Bird satellite in April 1965 1 
initiated a new era in telecommunications. Its 240 voice 

circuits provided a greater capacity than all of the cables 

laid between the United States and Europe over the pre-
vious ten years. In addition, most of Western Europe was 
in sight of Early Bird and, for the first time, it was tech-

nically possible to provide direct, reliable, and instantane-
ous high-quality voice, television, and data communica-

tion between distant points. 

Early Bird was a modified version of Syncom, 2 the first 
of the synchronous satellites successfully constructed by 

Hughes Aircraft Corp. and launched by NASA. Early 

Bird featured a hard-limiting transponder that used fre-

quency-division multiple access, and thus restricted 

the number of earth stations accessing the satellite to two 
if channel capacity were to be maintained. Because of this 

FIGURE 1. Early satellite operation. ( Dotted lines show conversations in progress.) 

Early Bird Intelsat I 
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characteristic becomes more linear. Other factors then 
become important, such as the conversion of amplitude 
to phase modulation in traveling-wave tubes.) 
As the number of accesses increased, the satellite 

channel capacity still decreased, but not nearly as quickly 
as for a hard limiting satellite such as Early Bird. For this 
reason Intelsat II and III have normally been regarded as 

multiple-access satellites when operating with FM-
FDMA. The objective in optimizing the satellite channel 

capacity was to have a minimum number of carriers 
entering the satellite, that is, one carrier from each 
earth station, carrying traffic to a number of distant 

destinations. 
Thus evolved the multidestination FM carrier dia-

grammed in Fig. 2. The figure has been simplified to 
bring out the salient points. Long-distance telephone 
calls originating in country A enter a telephone exchange 
or transit center (CT) and are multiplexed as shown in the 
60-channel baseband. Country A transmits on a single 
FM carrier fA with a 60-channel capacity. It has pre-
assigned the 60 channels in groups of 12 channels to be 
received by five other countries. Therefore, countries B, 
C, D, E, and F require an FM receive chain operating 
on frequency JA in order to receive telephone traffic from 
A. Conversely, country A must have a receive chain for 
each of the countries in its baseband. Thus a receive chain 
is required for every country with whom communications 
are desired. This will become more important in our later 

discussion. 
In tracing a telephone call from country A to country 

F, the CT switches the call to the proper slot in the base-
band—i.e., one of the 12 channels allocated to station F 
in the baseband. The baseband continuously modulates 

an FM carrier on /A and the carrier is transmitted to the 
satellite to be amplified and retransmitted to the earth. 
Stations B, C, D, E, and F receive the carrier fA. At earth 
station F the received signal is demultiplexed, selecting 
only those 12 channels preassigned for it on the fA 
carrier. The CT in country F then makes the connection 
to the party called via terrestrial facilities, and the con-
nection is complete. Of course the return connection to 
country A from country F is accomplished in a similar 
manner via carrier frequency fp. 

I. Traffic for Argentina 

Traffic Between 
Argentina and 

Number Paid Minutes 

of Circuits per Day 

Brazil 

Canada 

Chile 

Colombia 
France 

Germany 

Italy 

Mexico 

Panama 

Peru 

Spain 

Switzerland 
United Kingdom 

United States 

Venezuela 

29* 

2 

35 

4 

7 

6 

15 

4 

1 

6 

10 

3 

10 

52 

4 

* Boldface numbers indicate preassigned circuits. 

3022 
70 

12 750 
15 

350 

350 

824 

84 

42 

378 

196 

280 

220 

8882 
70 

Note that in this mode of satellite communications, 
if the 12 channels to country F in country A's baseband 
are being used, a new call entering the CT would receive 
a busy signal from the satellite system even though the 
remaining 48 channels in the baseband might be un-
occupied. We can see that multidestination carriers are a 
step toward improving the utilization of satellite capacity, 
but, as shown above, they are not fully utilizing the 
satellite's capability from the point of view of occupancy. 
Nevertheless, for large-capacity links between the two 
points, the statistics of call placement are such that very 

few calls are lost due to overload. 
Consider next the case where connections are required 

between an earth station and many other users, but the 
total traffic between any paired earth station link is very 
low. To improve the efficiency of this model, the satellite 
capacity should somehow be shared in such a way that 
when a new call comes in and there is any unused capacity 
in the satellite, the connection can be established. The 
assignment of satellite capacity in preassigned, fixed 
blocks between two users prevents reallocation of unused 
channels. Therefore, for a network of light traffic links, 
satellite channels should be assigned on demand—that is, 
when a call comes into the CT. When the call is com-
pleted, the satellite channel is made available to any other 
pair of users. The introduction in the Intelsat network of 
demand assignment (DA), represents the third major in-

novation in commercial satellite communications since 
1965. 

The need for demand assignment 

Figure 3 illustrates the configuration of earth stations 
predicted for the Atlantic Basin in the early 1970s. 
The present projection of operating earth stations having 
access to an Intelsat IV satellite poses serious problems 
because of the increasing number of connections required 
among various earth stations. Potentially, a total of 820 
links are possible for the 41-station Atlantic network. 
Considering that a large proportion of any such con-
nections would carry light traffic, the satellite, operating 
as it does today, in an FDM/FM/FDMA (frequency-
division multiplex, frequency-modulated, frequency-divi-
sion multiple access) multidestination mode as described 
earlier, could not efficiently accommodate the increasing 

number of connections. 
Figure 4 presents a summary of traffic data' and shows 

II. Total traffic, Atlantic Basin, 1973 

Preassigned voice channels 3618 

Preassigned record data (or 
alternate voice data) channels 1544 

Total channels preassigned 

Voice-channel candidates 

for demand assignment 

5162 

1158 

Total equivalent channels required 6320 

Percentage DA of total 

Number of paths (preassigned) 84 

Number of paths (demand-assigned) 266 

Total paths 350 

Percentage DA of total 

18.3% 

76.0% 
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the density expected for each of the known predicted 
links. The black dots at the intersections of two countries 
represent traffic in excess of 12 circuits, the colored dots 
indicate traffic less than 12 circuits. (A figure of 12 circuits 
has been taken arbitrarily for illustrative purposes since 
it represents a standard group.) 

It is evident from Fig. 4 that the majority of the pres-
ently predicted traffic between these links is relatively 
light. To illustrate this fact, Table I examines in more 
detail the traffic for Argentina.° Note that of 15 links for 
Argentina, only 4 have a requirement for more than 12 
circuits. Similar analyses of traffic for most other nations 
result in nearly the same distribution. 
Table II summarizes the total predicted traffic for the 

Atlantic Basin in 1973. Of the 6320 total channels re-
quired, 1158 (or 18.3 percent) are candidates for demand 
assignment. Of particular interest in these statistics is 
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FIGURE 5. Preassigned and demand-assigned operation 
of satellite channels. 

FIGURE 6. Functional earth-station equirements of de-
mand-assigned satellite systems. 
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Transit 
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that there is a predicted total of 350 paths. Using the 
guideline that 12 circuits or less should be served by 
demand assignment, 266 (or 76 percent) of these paths 
fall into this category. Furthermore, it should be noted 
that in the matrix of Fig. 4 there is a sizable number of 
boxes with no dots. Although these blanks may represent 
paths for which no predictions are available, they gen-
erally represent paths over which traffic is so light that it is 
not economically attractive to service or even plan these 
links. It follows that the growth of the Intelsat network 

will occur not only between those areas indicated by dots, 
but also between those locations where economical 
communications links have previously been impossible. 

Experience in satellite communications shows that 
there will be a need for accommodating the heavy trunks 
on a preassigned basis between certain locations. These 

links are economically justifiable because they provide 
efficient service. It is evident, however, that if all desired 

links were to be handled on this preassigned basis, the 
capacity of the satellite would quickly be exhausted. 
Therefore, it appears that the answer to the problem 
of providing efficient global service consists of implement-
ing a mixture of preassigned and demand-assigned ser-
vices. 

Figure 5 illustrates methods of assigning multidestina-
tion satellite channels. In a preassigned (PA) system, if 
earth station A has traffic to stations B through F, it can 
multiplex this traffic on a single carrier and transmit it 

through the satellite. Then each destination earth station 
would receive station A's carrier and extract the com-
munications addressed to that particular destination. 
The lower half of Fig. 5 shows that, using demand assign-
ment, earth station A would connect to earth station B 
on a demand basis over channel 3, etc. After each of these 
communications, the channels would be available to 
other pairs of users. The fundamental difference between 
PA and DA is that for DA the channels are never 
permanently assigned between any pair of stations. 

It is appropriate at this point to summarize briefly the 
key goals Intelsat expects to achieve with the implementa-
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and 
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FIGURE 7. Voice-signal flow in a demand.assignment FDMA system. (f„ = carrier frequency; 
x 1, 2, 3„ n.) 

FIGURE 8. Signaling flow in demand-assignment system. 
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tion of a demand-assignment system. They are: 
1. To provide efficient service to light traffic links. 
2. To handle overflow traffic from medium-capacity 

preassigned links. 
3. To allow establishment of a communication link 

from any earth station to any other earth station 
within the same zone on demand. 

4. To utilize satellite capacity efficiently by assigning 
circuits individually. 

5. To make optimum use of existing earth-station 
equipment. 

Time 

The increased total number of terrestrial circuits that 
might be served by a DA pool through a more efficient use 
of the space segment could delay the necessity of an addi-
tional satellite in a given region. This not only would pro-
vide a space-segment cost saving, but also could provide 

an additional saving to some earth-station owners by 
deferring for a substantial time period the need for an 

additional antenna. 
It is also important to note that DA channels have a 

greater equivalent traffic-carrying capability than PA 
channels. From the point of view of traffic, DA channels, 
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Ill. Some technical 
characteristics of the SPADE system 

Channel encoding 
Modulation 
Bit rate 
Bandwidth per charnel 
Channel spacing 
Stability requirement 
Bit error rate at threshold 
TDMA common signaling channe 

Bit rate 
Modulation 
Frame length 
Burst length 
Number of accesses 

Bit error rate 

PCM 
4-phase PSK (coherent) 
64 kb/s 
38 kHz 
45 kHz 
±2 kHz (with AFC) 
10 -, 

128 kb/s 
2-phase PSK 
50 ms 
1 ms 
50 (49 stations + 1 

reference) 
10 -, 

since they are not permanently connected between two 
points, can serve a larger number of terrestrial circuits 
than can PA channels. It is estimated that a two- to three-
fold increase in circuit utilization can thus be effected.7 

In an effective DA system it is possible to establish com-
munications between any two stations in common view of 
a satellite; therefore, even the least dense traffic links can 
be accommodated with no penalty to the system. With 

this capability the loading on these links would be allowed 
to grow in gradual steps as the availability of the service 
attracts new traffic. 

FIGURE 9. SPADE terminal functional block diagram. 
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It should be recognized that the advantages of DA 
apply most effectively to light-to-medium-capacity 
multidestination traffic. As noted earlier, the efficiency, 
both in terms of equipment and spectrum utilization, of 
high-density limited-destination trunks requires that a 
mix of preassignment and demand assignment be main-
tained. 

Characteristics of demand-assignment systems 

Figure 6 illustrates the functional requirements for 
any type of demand-assignment system. There are three 
key functions: 

I. Multiple-access equipment. The equipment necessary 
to provide access to the satellite—for example, FDMA 
and time-division multiple access (TDMA). 

2. Coding and modulation equipment. The equipment 

necessary to modulate/encode and demodulate/decode 
the incoming and outgoing analog signals, respectively. 

3. Demand-assignment signaling and switching 
(DASS). The equipment necessary to connect with exist-
ing terrestrial equipment and the other users in the de-
mand-assignment pool through the routing channel. All 
channel requests, busy signals, terminating functions, 
system status reports, etc., are received and transmitted 
via the routing channel under the control of DASS. 

The transit center is not part of the demand-assign-
ment multiple-access system. It is normally located at 

major metropolitan areas and is connected to the earth 
station via cable or microwave links. Demand-assign-
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ment systems, through the flexibility of a stored pro-
grammed DASS,L9 can be designed to interface with all 
of the standard CCITT signaling systems, such as CT1, 
R-2, CT5, CTS bis, and the forthcoming CT6. 
Two demand-assignment multiple-access systems de-

veloped by Intelsat are described in Refs. 10 and 11. 
For the Intelsat system, where there are a large number of 
low-traffic sources desiring interconnectivity, a single-
channel-per-carrier FDMA system is efficient. On the 
other hand, where there is a relatively lower number of 
accesses carrying medium-to-heavy traffic (12-60 circuits) 
per link, TDMA appears to offer a more efficient solution. 
As the number of channels per link increase, the effective-
ness of the application of demand-assigned channels 
decreases. 12 
The particular demand-assignment system developed 

by Intelsat, which is to be implemented in mid-1971, 
uses FDMA and is described in the following sec-
tion. 

Principles of FDMA demand assignments 

The colored lines in Fig. 7 show a typical path alloca-
tion for a single voice link in a demand-assignment 
FDMA system. A subscriber requesting a call to a DA 
destination is connected at the transit center to one of a 
number of terrestrial access circuits terminating in DA 
equipment at earth station A. Note that, regardless of the 
ultimate call destination, any access circuit may be used, 
thus allowing more efficient use of the CT-to-earth-sta-
tion link. In the earth-station DA equipment, the call is 
routed to modulating equipment and a particular carrier 
frequency pair (fa in this case) out of the pool of available 
network frequencies is assigned to the modulator and to 
the distant-end channel. For the duration of that con-
nection frequency, fa remains assigned to that circuit and 
"is busied out" to other requesters. At the end of the 
communication, h is returned to the network pool for 
subsequent reallocation. At earth station F, the call 
arriving on frequency h is demodulated in the particular 
unit to which circuitf, has been assigned and is forwarded, 
via the CT, to the subscriber over the terrestrial link. 
Again, the receiving unit and its associated terrestrial con-

FIGURE 10. Signaling systems SPADE can interface. 
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Country C 
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DASS 
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nection are assigned arbitrarily, and only the allocated 
frequency determines which particular circuit the receiver 
will process. The important factor is that the equipment 
assignment is independent of either call source or 

destination. 
The method used to establish calls among users of the 

DA network will now be examined. Figure 8 illustrates a 
typical signaling and allocation method. Automatic 
dialing, which may originate either from the subscriber 
or from an operator at the CT, is assumed. The colored 
dots show the signaling proceeding from the subscriber 
through the CT to earth station A. There the DASS unit 
routes the signaling via a common signaling channel 
(CSC), operating in a time-division multiple-access 
broadcast mode, to all participating earth stations. At 
the initiation of this routing, station A requests allocation 
of a particular frequency for this call from a busy-idle 
table of frequencies continually updated via the CSC. 
Station C, for which the call is destined, monitors the 
common signaling channel and notes the arrival of 
station A's request and the allocated frequency. If no 
other station has requested that frequency before station 
A, station C transmits an acknowledgment of the call 
request, assigns the frequency to the channel equipment, 
and proceeds to verify continuity and establish ultimate 
connection to the subscriber via the CT. 

Station A monitors the common signaling channel 
between the time it requests a frequency and the time it 
receives its own request (about 240 ms). If, during that 
time, another station had requested that frequency, both 
stations A and C would register a busy to that allocation 
on their busy-idle tables and station A would initiate a 
new request. To minimize conflicting requests for simul-
taneous frequency assignment, each station chooses 
randomly from a list of available frequencies stored in 
DASS. 
Note on the time scale of Fig. 8 that access to the com-

mon signaling channel occurs once every 50 ms for each 
station and the access duration is 1 ms. Station A, there-
fore, may initiate other calls while awaiting its own and 
station C's response. 
Having established the connection between the sub-

scribers using stations A and C, the DASS and CSC 
proceed with processing of other incoming and outgoing 
requests. At the end of the call, the disconnect signal is 
broadcast over the CSC and all stations note that this fre-
quency is again available for assignment. The DASS unit 
may also note the duration of the allocation and other 

IV. Intelsat IV 
transmission characteristics (global beam) 

RF Bandwidth 

per Accessing 

Carrier, MHz 

Channels 

per 

Carrier 

Total 

Accesses 

per 

Transponder 

FDM/FM/FDMA (multichannel carriers): 

2.5 24 

5 60 

10/5* 132 

36 900 

PCM/PSK/FDMA (SPADE): 

0.045 1 

14 

7 

4 

1 

800 

Total 

Channels 

per 

Trans-

ponder 

*Three carriers at 10 MHz and one carrier at 5 MHz. 

336 

420 

456 

900 

800 
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FIGURE 11. SPADE multichannel frequency-allocation spectrum. 
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vital statistics pertinent to each call. 
This DA/FDMA method, which at present is being im-

plemented by Intelsat, is known as the SPADE system. 
(The term SPADE is derived from single-channel-per-carrier, 
pulse code modulation; multiple-access, demand-assign-

ment equipment.) It is particularly timely in view of the 
rapid increase in the number of earth stations accessing 
Intelsat satellites, and the associated evolution of new 
traffic patterns. Further, it interfaces easily with existing 
earth-station facilities and is compatible with present 

methods of operations. 

The SPADE demand-assignment system 
Some of the technical characteristics of the SPADE 

system are summarized in Table III. This is a single-
channel-per-carrier FDMA system providing demand 
assignment without central control. Pulse code modula-
tion (PCM) is used for channel encoding and four-phase 
coherent phase-shift keying (PSK) is used for modulating 

each carrier. Other significant parameters of the system, 
including the characteristics of the common signaling 
channel, are also shown in Table III. 

Figure 9 is a block diagram of a typical installation. 

T le hone circuits from the local transit center are linked 
to the SPADE terminal via the terrestrial interface untt. 
This equipment provides the interface for call signaling as pool for reassignment. This information is passe 

required to initiate, supervise, and terminate all calls stations via the CSC. 
systematically. When a call request is received, the The design of the SPADE system has taken into account 

DASS unit automatically selects a frequency pair from the fact that a variety of signaling and switching systems 

the pool of available frequencies and alerts the destina- will interface with each SPADE terminal, as illustrated tion station of an incoming call and the frequency assign- in Fig. 10. The terrestrial interface unit and the DASS 

ment for response. All DASS units utilize the signaling in the SPADE terminal provide the required "universal 
information disseminated by the CSC to update a channel interface" to each of these CCITT signaling and switch-
table such that the frequencies just assigned are unavail- ing systems. Communications between countries having 

it established using the SPADE DASS to provide compati-able for new calls. different signaling and switching systems can therefore be compati-

The selected is provided to the channel un 

by means of a frequency synthesizer that is capable of bility. 
generating any of the 800 discrete pool frequencies using 

... digital codes provided by DASS. This frequency is used System capacity with Intelsat IV satellites 
both for the outgoing carrier and the received-seal local The Intelsat IV satellite consists of 12 independent 
oscillator. Channel pairings are based on the common use transponders. The allocated satellite frequency bandwidth 
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of the synthesizer for received and transmit signals. 
Upon turn-on of the modem, the DASS unit conducts 

a two-way circuit continuity check. Once the call has 
been established, the analog signal received by the channel 

unit is sent to a PCM codec, which transforms it to a 
digital signal for outgoing transmission and transforms re-
turning signals from digital to analog form. 

The content of the voice channel coming from the CT is 

detected by a voice detector, which is used to gate the 
channel carrier on or off. This conserves satellite power 
as a function of talker activity. The digital bit streams in 

and out of the voice encoder/decoder are synchronized by 
the transmit-receive synchronizer, where timing, buffer-
ing, and framing functions are performed. The PSK 

modem modulates the assigned carrier frequency with the 
outgoing bit stream and coherently demodulates the in-
coming bursts by recovering carrier and bit timing 
associated with the received signals. The modulated 

carriers, both outgoing and incoming, are passed through 
a common intermediate-frequency (IF) subsystem, which 

interfaces with the earth station up- and down-converters 

at IF. The carrier used for the CSC modem is also passed 
through the IF subsystem. 
When the call is completed, a control signal from the 

CT allows DASS to return that circuit to the frequency • 11 
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10 

FIGURE 12. Typical FM / FDMA frequency-allocation spectrum. 

FIGURE 13. Transponder capacity in mixed-size earth-
station network. 
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of 500 MHz at 6 GHz and 4 GHz is distributed equally to 
each transponder so that each has an RF bandwidth of 

36 MHz. 
The SPADE system has been assigned to transponder 

10, which lies between 6.302 and 6.338 GHz for reception 
and 4.077 and 4.113 GHz for transmission. Of the 12 
transponders, eight can be selected to transmit either via 
narrow-spot beam antennas or a global coverage antenna. 
The four others are permanently assigned to the global 
earth coverage satellite antenna. Transponder 10 falls into 

the latter category. 
The remaining transponders are accessed using conven-

tional FDM/FM/FDMA multidestination, multichannel 

carriers. Intelsat has standardized these carriers to differ-

o 

11 

o 
ai 

‘--- Transmit station 

Freq 

q 
oo 

U) U) 
Number of 
destination 
stations 

ent sizes by specifying both the occupied RF bandwidth 
and the number of 4-kHz channels per accessing carrier. 

Some of these standard sizes are shown in Table IV. 
Since the smaller-capacity carriers are less efficient of 
bandwidth, the capacity of the transponder drops as the 
number of accesses increase. Thus, in Table IV, 14 access-

ing carriers, each occupying 2.5 MHz and each carrying 
24 channels, fill the 36-MHz transponder bandwidth with 
a total of only 336 channels. Although various-size 
carriers can be transmitted from the same earth station, 
each carrier constitutes an access. 
For SPADE, using PCM/PSK/FDMA, each RF carrier 

accommodates a single channel and occupies a bandwidth 
of 45 kHz. Thus, the 36-MHz bandwidth can be filled with 
800 individual carriers, each representing an access to 
the satellite even though, again, several carriers emanate 
from the same earth station. 

Since each carrier is associated with a voice channel, 
it need not be transmitted unless voice is present on that 
channel. Thus, there is sufficient satellite power to sup-
port 800 voice channels, which are on or off as a function 

of talker activity. This feature is not to be confused with 
time-assignment speech interpolation (TASI) where an 
idle channel is actually reallocated to another user during 
pauses in speech. In SPADE, the channel allocation re-
mains fixed for the duration of the call, but during that 
call the carrier is turned on and off by talker activity to 

conserve satellite power. 
Figure 11 shows the distribution of SPADE carriers over 

the 36-MHz band of transponder 10 and the correspond-
ing band centered at the 70-MHz IF interface between 

the SPADE terminal and the earth station up and down 
frequency converters. At the lower end of the band, 
space is allocated for the common signaling channel and 

a system pilot is located at band center. 
By contrast, Fig. 12 shows global beam transponder 8 

being accessed by three 24-channel carriers, two 60-
channel carriers, one 96-channel carrier, and one 132-

channel carrier, resulting in a capacity of 418 channels. 
The number of destinations for each carrier is also given 

in this illustration. 
The capacity of 800 channels" shown in Table IV 

assumes that the operating network is accessed by stan-
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dard earth stations—i.e., earth stations with gain-to-tem-
perature ratios (G/T)* of at least 40.7 dB/°K. At the ex-
pense of capacity per transponder, it is possible to operate 
the SPADE system in a network of mixed earth-station 
sizes. Figure 13 is a plot of the channels destined for small 
stations with G/T of 35 dB/ °K. It can be seen from this 
illustration that if 125 channels are destined for the small 
earth stations, then the total network capacity is reduced 
to 525 channels. This represents the point at which half 
the available satellite power is being used to service thé 
channels destined to the smaller stations and the remain-
ing half is used to service channels terminating at the 
large standard stations. This curve is presented to illus-
trate the effect on network capacity occasioned by the 
introduction of small earth stations." The main param-
eter being varied is the satellite-to-earth-station carrier 
power. All carriers destined to small stations must exceed 
the level of carriers destined to large stations by the 
difference in G/T between the large and small terminals. 
At the time the frequency is assigned for a call, each trans-
mitting station is apprised of the size of the destination 
terminal and the level of the outgoing carrier is set ac-
cordingly. The implementation of the SPADE system, 
which allows the use of a single channel per carrier to-
gether with the DASS assignment feature, makes the 
penalties of mixing earth-station sizes less severe than for 
presently known frequency- or time-division multiple-
access methods. 

Conclusion 

The technique of demand assignment will enhance the 
usefulness of satellite communications networks. In par-
ticular, it is advantageous for interconnection of countries 
requiring relatively few channels and for overflow traffic 
from medium preassigned trunks. The SPADE system, 
which is the specific system that Intelsat plans to use, is 
more efficient of power and bandwidth per channel 
than present methods. 

• Gain-to-temperature ratio is the figure of merit applied to the 
receiving sensitivity of a given earth station without reference to 
its specific size or noise figure. Intelsat has ruled that the minimum 
G/T for a standard earth station in its network shall be at least 
40.7 dB/ °K. 

This article is based upon work performed at Comsat Labora-
tories under Corporate sponsorship and under the sponsorship 
of the International Telecommunications Satellite Consortium 
(Intelsat). The views expressed herein are not necessarily those of 
Intelsat. 

The authors gratefully acknowledge the assistance of the many 
members of the technical staff at Comsat Corporation during the 
course of this program. Further acknowledgment is due to Intelsat, 
under whose auspices the system was developed, and to the dele-
gates of the various SPADE working groups, whose diligence con-
tributed notably to the successful embodiment of an R&D concept 
into an operational system. 
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Assessment, transfer, 

and forecasting 
of technology 
The social implications of our rapidly developing technology 

must be brought to the attention of public policy makers if we are to 
achieve our social goals in a rational manner 

Walter H. Kohl Consultant 

The United States is finally facing up to the fact that 

we can no longer tolerate the uncontrolled application 
of technology. We are now seeing the results of what 
has seemed almost a national program of conspicuous 
consumption—depletion of our natural resources and 
the deterioration of our environment. Hopefully, the 
trend can still be reversed by planning and control. 

Over the years, a substantial body of literature has ac-
crued on this vital topic, and an attempt is made here 
to provide the interested student with a guide. 

Various studies have been conducted in the past on the 
impact of technology on the established patterns of 
society, but many of these were focused on particular 
industries, showing how technical innovations made some 

of them obsolete and created new ones in their place, 
thereby causing shifts in the demand for labor in certain 

localities. On the whole, such appraisals have been 
producer-oriented, rather than emphasizing the interests 
of the consumer. A review by Allen' lists the contri-
butions made to this subject until 1958, and Kranzberg2 
shows, in a more recent review, that many of these 
concepts have their roots in ancient times. 

During the past decade, the realization has grown, in 
both the public and private sectors of society, that the 
uncontrolled stimulation of demand for goods and ser-
vices has dominated our economy too long. Ever-
increasing production and concomitant consumption 
merely to satisfy the profit motive tend to have lower 
intrinsic value. It is now realized that not only will such 
uncontrolled production exhaust valuable and scarce 
resources but also that it contributes to the deterioration 
of the environment by causing pollution of air and water, 
accumulation of waste, health hazards, congestion of the 
traffic lanes on the ground and in the air, and the many 

other ills that now cry out for correction and control.' 
A number of books have been published,c 14 two 

journals on technological forecasting were launched in 
1969, 15," and several symposiums have been held. A 

Seminar on Management of Technology Transfer" 
took place at U.C.L.A. in March 1968. The Working 
Group on Research Management of the Military Oper-
ations Research Society held its 22nd Symposium in 
Monterey in December 1968, at which the impact of 
forecasting techniques on R&D planning was considered 
at length." A two-day Seminar on Technology Assess-
ment was held in September 1967 by the Subcommittee on 
Science, Research, and Development of the Committee on 
Science and Aeronautics of the House of Representa-
tives." Further hearings on technology assessment were 
held before the House Subcommittee in November and 
December 1969.2 (Former Representative Emilio Q. 
Daddario, until recently chairman of the Subcommittee, 
requested the National Academy of Sciences and the 
National Academy of Engineering in 1967 to examine the 

problems associated with an assessment of technology, 
and separate panels with a most distinguished member-
ship were appointed. The reports of these panels"," are 
now available, and a review article 22 by the chairman 
of the NAS committee and one of its members, puts the 

problems into focus. A third contract was placed with the 
Library of Congress and resulted in the comprehensive 
report prepared by F. Huddle.") In Europe, the Organi-
sation for Economic Co-Operation and Development 
(OECD) ordered a worldwide review of the methods 
used in technology forecasting that resulted in the 
comprehensive report by Jantsch 24 in which 413 ref-

erences are listed. 

Terminology 

As indicated by the preceding overview of the literature, 
a general awareness of the need for a more formalized 
approach to technology assessment, transfer, and fore-
casting has developed only in recent years. These 
disciplines are still in a state of flux, and even the termi-
nology has not been clearly established in all cases. As 
recently as 1968, for example, Cetron and Johnson" 
point out that technology assessment is not official 
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jargon and is not found in the tables of contents and 
indexes of texts on management, nor is it identified and 
found in the general literature of management or in 
official planning, programming, and policy documents 
of the government agencies. Nevertheless, the term was 
firmly established after its first use for the aforementioned 
seminar and report. 19,26 A NASA bulletin" entitled 
"Assessing Technology Transfer" accidentally con-
tributes to the confusion in the use of terms, but it must 
be borne in mind that this publication was issued at a 
time (1966) when none of these terms was used in any 
precise manner. NASA's Office of Technology Utilization 
aims at the transfer of space-oriented technology to 
civilian applications. Since a technology, in the generally 
accepted sense, does not exist unless it is being utilized, 
technology utilization is not a very happy choice of 
words; nevertheless, utilization and transfer are often 
used as synonyms. 
For the purpose of our discussion, it is also necessary 

to define "technology" more broadly and not restrict it 
to the interaction of things. According to Gruber and 
Marquis," "technology may be defined as the means or 
capacity to perform a particular activity," thus giving. 
it a wider frame than that offered by Ayres,7 who calls it 
"the systematic application of organized knowledge to 
practical activities, especially productive ones." 

Carpenter (Ref. 2, p. 362) sees technology assessment 
as the "final step in a long sequence which could be 
termed the socialization of science and engineering." 
Similarly, Richman (Ref. 2, p. 491) remarks that one 
must not conceive of technology assessment in terms of 
technology alone. Rather, he says, it is important to 
define it and to execute it in terms of the overall social— 
including moral and ethical—political, and economical 
situation in the U.S. and the world. Technology merely 
becomes the tool to achieve the objectives set by the 
nation. 

According to Bauer,'" technology comprises the 
practical media by which man interacts purposefully 
with his environment to meet his needs. Its components 
may be tangible or intangible. Technology includes 
"hard" tools, such as the plow, the drill press, and the 
airplane, and soft tools, such as production scheduling 
procedures, double-entry bookkeeping, and computer 
programs. In either case, he tells us, the essence of 
technology is cognitive, not material. 
Schon" defines technology as any tool or technique, 

any product or process, any physical equipment or 
method of doing or making by which human capability 
is extended. 

In the sense of these broader definitions, a technology 
base may well exist without its being utilized; economic 
considerations, such as insufficient demand or adverse 
assessment, may militate against its use. 

Assessment and control 

The task of regulating commercial activities presents 
many difficult problems that have been discussed at 

length in the literature, and particularly in the Hearings 
before the Subcommittee of the Committee on Science 
and Astronautics of the House of Representatives. 2.1"," 
Although some action by the government seemed in-
dicated, it was not at all clear what form it should take, 
and whether a Control Agency should be affiliated with 
the Executive Office or with the Congress, or both 
(Ref. 2, pp. 85-111, 135). Weinberg (Ref. 2, p. 185) 
suggested that the large national laboratories, such as 
those of AEC, NASA, and DOD, could serve as centers 
of technology assessment in their respective fields and 
help in the development of new approaches toward the 
solution of environmental problems. Michaelis" pro-
posed a "Technology Control Board" in which the 
management skill and technical expertise of these lab-
oratories would be combined with those of industry, 
labor, and government to bring about a unified systems 
approach to the solution of the many problems that face 
our society. 
These earlier thoughts and subsequent discussions 

have been crystallized in a bill submitted to the Congress 
by E. Daddario in which it is proposed to create an 
Office of Technology Assessment (OTA) under the 
Comptroller General of the United States but not sub-
jected to the jurisdiction of the General Accounting 
Office. A concise summary of the objectives of the pro-
posed OTA has been presented by Lear," who lists the 
following findings and declarations that are pertinent to 
technology assessment: 

1. That emergent national problems, physical and 
social, are of such a nature and are developing at such an 
unprecedented rate as to constitute a major threat to the 
security and general welfare of the United States. 

2. That these problems are largely the result of and 
are allied to the rising pressure of expanding population, 
the rapid consumption of natural resources, and the ero-
sion of the natural and social environment of the human 
species. 

3. That widespread application of modern technology, 
existing and evolving, is a crucial element in the situation 
and either is or can be a pivotal influence in causing and 
solving the problems enumerated. 

4. That the Congress is not now- equipped to obtain 
adequate, independent, and timely information concern-
ing the potential application or impact of technology. 

5. That it is therefore imperative for the Congress to 
equip itself to assess technological developments, predict 
the probable consequences, and act to protect the people 
of the United States against adverse results while assuring 
the nation of all possible benefits. 
The objectives of technology assessment may further be 

put into focus by quoting Huddle (Ref. 23, p. 481): 
"Assessment includes forecasting and prediction, retro-

active evaluation, and current monitoring and analysis. 
Measurements involve noneconomic, subjective values as 
well as direct, tangible quantifications. Above all, assess-
ment requires that catastrophic consequences of each 
proposed new technology be foreseen and avoided before 
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the new technology becomes entrenched in the socio-
economic complex of human organization." 

These findings and the proposals to set up a Board of 
Technology Assessment were to be incorporated in a 
Legislative Reorganization Bill (H.R. 17654) that was 
passed by the House of Representatives on September 17, 
1970, and by the Senate in mid-October, but Daddario's 
motion to attach the OTA to an expanded Legislative 
Reference Service, to be known as the Congressional 
Research Service, was ruled out of order." The likelihood 
of early legislative action to bring into being an OTA is 
therefore remote at the time of this writing. A similar 
fate may well befall Senator Caleb Boggs' proposal to 

create "A National Materials Policy,"3' which is, of 
course, closely related to technology assessment. (The 
writer was a member of the ad hoc committee formed at 
Senator Boggs' request. 39 
The overriding question is how technology that is as-

sessed as being harmful to the public can be effectively 
controlled or avoided when powerful interests lobby for 
its continued use or its introduction. Although the un-
scrupulous use of technology that is blatantly harmful 
should be suppressed by legal action, it is difficult in 
some cases to establish a clear-cut consensus, and the 
danger exists that precipitate action is taken before all 
factors have been carefully considered by all affected 
parties. 

Recently (October 26, 1970), President Nixon issued an 
order restricting the use of leaded gasoline in federally 
owned cars and urged the state governors to do likewise 
in order to minimize air pollution. According to the 
New York Thnes of October 27, the federal government 
buys 0.5 percent of all gasoline purchased in the United 
States. 

In the most recent issue of Lead," the Lead Industries 
Association, Inc., on the basis of extensive investigations, 
takes a strong stand against proposals for the arbitrary 
elimination of lead additives to gasoline, since the harm-
ful effect of such additives had not been clearly estab-
lished. A U.S. Bureau of Mines study published in May 
(Report 7390) concluded that unleaded fuels increased 
eye-irritating, smog-producing emissions by as much as 25 
percent over those of leaded fuels. 
On the other hand, selfish motives often have prevailed 

and resulted in pollution of lakes and streams, for ex-
ample, in spite of existing ordinances against such abuse, 
or in the manufacture and sale of hazardous products, 
or the performance of large-scale experiments that were 
known to have harmful consequences. 
To be effective, control functions must be supported by 

the public at large, and all segments directly or indirectly 
affected by contemplated regulations be given an adequate 
hearing. As Wormuth 3 8 and others have pointed out, "the 
power to make rules should not be entrusted to those who 
will be governed by those rules." The Food and Drug 
Administration has been accused in the past of having had 
friendly relations with the pharmaceutical industry; the 
Interstate Commerce Commission has shown favoritism 
toward the railroads and discriminated against pipelines 
and water carriers; the Atomic Energy Commission, 
which promotes the construction of nuclear power plants, 
at the same time is entrusted with the establishment of 
radiation-tolerance levels; the Federal Aviation Agency, 
through its involvement in the promotion of the super-
sonic transport, has ties with the aircraft industry; the 

Department of Transportation finds itself coupled to the 
interests of those building highways and motor vehicles. 

Technology transfer 

The principles laid down for the technology assessment 
also apply to technology transfer and utilization, which are 
closely related. Great economic benefits often result from 
the transfer of a technology that has been developed in 
one field and is found useful in another, but frequently 
modifications are necessary before such utilization can 
become fully effective. The potential usefulness of a pro-
cess, a device, or a management technique for another 
field of application is thus not self-evident and may have 
to be intuitively recognized. This requires, first, an aware-
ness of the existing technology, and then the creative in-
sight to realize its potential for transfer. If the occurrence 
of these conceptual events were left to chance, not much 
technology would ever be transferred. 
Many people 26.33 have claimed that the transfer of 

experts is the most effective mechanism of technology 
transfer, assuming that these experts carry their knowl-
edge from one field to another. However, the likelihood 
that such carriers enter industries far removed from their 
specialty is rather remote, and the question remains 
whether they are the innovative type. Much is therefore 
left to chance in this approach. 
Managements of progressive corporations have be-

come aware of the need for systematically cultivating 
technology transfer by forming a task force within their 
organization and giving all necessary support to their 
"search and innovation mission." The steps involved in 
the transfer process have been well described in the NASA 
publication" on this subject; they read as follows: 

I. Finding the technical information. 
2. Screening out that which has current relevance for 

possible special emphasis, but not abandoning what re-
mains for it may have unrecognized value. 

3. Organizing it in a manner that permits its rapid and 
efficient retrieval for a variety of potential users with dif-
ferent languages, interests, and orientations. 

4. Bringing relevant parts of it, on a selective basis, to 
the attention of a variety of potential users. 

5. Arranging for seemingly unrelated pieces originating 
in separate areas to be fitted together. 

6. Encouraging its use on the basis of its value. 
7. Relating it to ongoing efforts that may enhance its 

value. 

8. Organizing it so that it can not only be called out to 
meet specific defined needs, but also be a source of ideas 
to the technical man "browsing" through it. 

9. Permitting the full inventory to be examined in a way 
to allow the discovery of areas of knowledge convergency 
or potential breakthrough areas and areas of need. 

10. Establishing and maintaining an economic and 
social environment conducive to change. 

Behavioral scientists have addressed themselves to the 
question of how the organizational climate influences 
human motivation, and McClelland" discusses the role 

of achievement orientation in the transfer of technology. 
Psychologists refer to the "need for achievement" by the 
term "n-Ach" and point out that this factor is more 
common among innovator-entrepreneurs in the business 
world than it is among professionals. This well may be one 
reason why technologies developed at universities and in 

government laboratories have not found their way to the 
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public domain as much as promoters of technology trans-
fer programs would like. Or could it be that professionals 
have other channels that lead more easily to financial 
gain? 

Technology transfer could be made more attractive if 
government agencies, such as NASA, AEC, DOD, and 

"Nme  others who produce a substantial body of new technology 

in the pursuit of their missions, were to issue grants to 
industries interested in exploring new technology, so that 
the initial costs would be covered. The fact is often over-
looked that the cost of evaluating and finally adopting a 
new technology is considerable and that in some cases, 
particularly in small industries, it may be a hurdle too 
difficult to overcome. If a development grant were issued 
and a successful transfer achieved so that an innovation 
were to result, the agency could collect a royalty from 
sales, or continued use, and thus actually share in the 
profits. Practical difficulties in realizing such a scheme no 
doubt exist, particularly since grants would have to be 
made available to a number of applicants at the same 
time, but such obstacles could be overcome. 27 
A much more deep-seated reason for the ineffectiveness 

of present-day technology transfer programs also exists. 
Bauer" and his coauthors at the Harvard School of 
Business Administration point out that the methodology 
of transfer had never been subjected to detailed analysis 
until they began their six-year study under the sponsor-
ship of NASA. It is simply beyond the competence of a 
mission-oriented organization to pursue the many com-
plex interrelationships that govern the transfer mecha-
nism. Doctors" discusses the role of federal agencies in 
technology transfer and analyzes in detail the NASA 
Technology Utilization Program in which he was in-
volved for a few years. Although the NASA effort is ex-
tensive and unique among federal agencies, Doctors 
points out that "the technology utilization program was 
founded primarily in response to political pressures and 
has continued to be used as a device for partial justifica-
tion of NASA R&D funding, rather than a technical 
project in its own right. Therefore, instead of being an 
experimental program, as so often advertised, it is in 
many ways an expanded library operation with regional 
branch libraries located in many areas that have a low 
interest in aerospace technology." He goes on to say that 
"... hard as an agency may strive to establish what it calls 
an experimental transfer program, the need to produce 
a given set of visible results, relatively rapidly, militates 
against an objective, scientific approach." 
The Office of the State Technical Services (OSTS), 

established in 1965 under a grant of the U.S. Department 
of Commerce and matching grants from the 47 states 
participating in the program, was unsuccessful for the 
same reasons, as long as it relied primarily on the passive 
dissemination of available information. However, it was 
very successful in those areas where individual field rep-
resentatives searched out the problems that faced small 
industries and established contact with experts in federal 
agencies and universities and with consultants, who could 
then pursue the problem. In many cases, otherwise de-
funct, small enterprises have been revitalized and brought 
into the national economy. Unfortunately, OSTS was 
discontinued when the Senate-House Conference Com-
mittee on Supplemental Appropriations refused to allo-
cate additional funds on December 20, 1969. Hamilton" 
describes the circumstances that led to this decision, in 

spite of a basically favorable report by Arthur D. Little, 
Inc. 37 

Many reasons may be cited for the unfortunate demise. 
The program was inadequately funded to begin with—$5 
million per year compared with $100 million or more allo-
cated to the Agricultural Extension Service. A much larger 
budget had originally been proposed for OSTS but, unlike 
AES, it was not backed by federal programs of research 

relevant to specific industrial needs. It also suffered from 
a lack of coordination between a number of federal pro-
grams aiming at technology transfer, such as those op-
erated by NASA, AEC, and the Commerce Department. 
Finally, there had developed a personal feud between the 
Head of the House Subcommittee, Rep. John J. Rooney, 
and the former Assistant Secretary of Commerce for 
Science and Technology, J. Herbert Holloman, who was 
the enthusiastic sponsor of OSTS at its creation. 

Glaser, 38 who had directed the Arthur D. Little survey, 
recently proposed a Federal Transfer Program that would 
take the place of OSTS and hopefully avoid some of the 
pitfalls to which the former organization succumbed. 
Meanwhile, some states are independently continuing 
the program. 

Technology forecasting 

Forecasting is of course widely practiced in everyday 
life. To give an example, most people plan their vacation 
trips on the basis of available resources and choose the 
time so that it fits into vacation schedules of others at 
their place of employment. On the basis of these given 
data, a person can forecast with reasonable accuracy how 
much money he is going to spend and how long he will be 
away, although unforeseen factors may intervene. This 
type of forecasting—an extension of given data into the 
future—is called "exploratory forecasting." On the other 
hand, if the ordinary working man makes a long-range 
plan to take a trip around the world, many uncertainties 
exist. After appraising the cost he may find that, in ad-
dition to embarking on a consistent saving program, he 
may have to take extra work to come anywhere near a 
realization of his goal. Thus, the future determines his 
planning for the present and his action. This sequence of 
events is described by the term "normative forecasting." 
On a larger scale, economic forecasts have been used 

for a long time as a basis for planning in government and 
industry. Future trends, such as those of the availability of 
natural resources, the growth of consumption, or the 
influence of developing foreign economies on price levels 
in the home market, are estimated on the basis of available 
statistical data that have determined a pattern in the past. 
Such economic forecasts are fraught with uncertainties, 
since they do not take into account unforeseen tech-
nological developments or changes in sociological pat-
terns. What is needed, therefore, is a model of the total 
socio-economic-technical system and a study of its be-
havior in the presence of a number of perturbations; in 
other words, a complete theory that has been thoroughly 
tested. Needless to say, such a theory does not exist, but a 
number of methodologies have been developed that 
greatly facilitate long-range forecasting and that take 
speculations about possible futures into account. 4,5'7'24 
During the early 1960s, concern with this state of affairs 

increased among public administrators, both in the U.S. 
and elsewhere. James Webb, then the Administrator of 
NASA, initiated in 1961 at the Sloan School of Manage-
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ment of M.I.T. an extensive program on "The Manage-
ment of Science and Technology," which has made valu-
able contributions through the years to the study of the 
methodology of technology assessment, transfer, and 
forecasting. Other government agencies, apart from 
NASA, and private foundations continue to support this 
work. An Interagency Task Force that addresses itself 
to the role of the federal government in technology fore-
casting was established in 1966 under the chairmanship of 
D. A. Schon, who has given an overview of this work in 
Ref. 39. The Technology Forecasting Institute, Inc., con-
ducted three-day seminars in New York and Los Angeles 
in November 1969 and April 1970, respectively, with the 
title "The Methodology of Technological Forecasting: 
The Exploratory and Normative Techniques and Their 
Utility in R&D Planning." North and Pyke" have de-
scribed the application of forecasting techniques in an 
electronics company. The broader aspects of institutional 
forecasting in the framework of "joint systems" of society 
and technology have been elaborated by Jantsch," who 
points out that the institution, or company, will become 
part of a dynamical pattern and must envision its own 
change to encompass societal objectives. 
The underlying concept of matching technology to 

social goals was further developed by Jantsch in a dis-
cussion of the restructuring of the university. The author 

calls for an overriding emphasis on socio-technological 
systems engineering in universities whereby the basic 
functions of education, research, and service are brought 
into balance. Universities will then be able to assume 
leadership in determining the future course of society, 
rather than remaining the tools of a fragmented tech-

nology. 
Quite apart from these long-range objectives, it is ob-

vious that educational institutions and professional so-
cieties will have to play an important role in establishing 
a favorable public climate for the support of proposed 
legislation by creating among their members an awareness 
of the social implications of science and technology. The 
program established by the Georgia Institute of Technol-
ogy for the "Study of the Impact of Science and Tech-
nology," as described by Kelly (Ref. 2, p. 485) is a good 
example of projects that are being developed at a number 
of universities; there are now over 50 of them in operation 

across the U.S. 

Implications for the future 

Granting that we should no longer tolerate the uncon-
trolled application of technologies, both soft and hard, 
forecasting must be closely tied to the assessment of the 

future. This has vast implications for the decision-making 
process in the private and public sectors of society. It 
calls for the establishment of broad social goals, an answer 
to the question of how we envision our future, both as a 
nation and as human beings. Beer 42 and Mesthene,"." 
among many others, have made a searching analysis of 

this basic problem. To quote Beer: 
"The risk which faces us today is the probability that 

society will yet refuse to study the systemic generators of 
human doom and will disregard the cybernetic capability 
which already exists, competent to bring these many but 
interrelated forms of crisis under governance. 
"At present, the most obtrusive outcome of the system 

we have is a gross instability of institutional relationships 
and of the economy. This cannot last. The society we have 

known will either collapse or it will be overthrown. In 
either case a new society will emerge, with new modes of 
control; and the risk is that it will be a society which no 
one actually chose, and which we probably will not like. 
I shall argue that we must use our science to detect the 
latent outcomes which will one day characterize the future 
of mankind. And let us so engineer our systems that their 
latent outcomes suit our social purpose. It is true that the 
outcomes cannot be fully determined, because there is 
noise (or shall we call it free will?) in the system. But a 
systemic design, taking due account of cybernetic laws, 
may be expected to produce behaviour which is predict-
able in terms of the overriding social need for stability." 
The tools for a rational approach to the restructuring of 

society are only now beginning to be hammered out. A 
new interdiscipline has come into being under the name of 
riolicy sciences, and a journal by that name serves as its 
forum. The main features of policy sciences have been 
summarized by Dror," in an announcement of the AAAS 
symposium on that subject, as follows: 

1. Policy sciences are an interdiscipline, focusing on 
public policy-making. 

2. Policy sciences are based on behavioral sciences and 
analytical approaches, relying also on decision theory, 
general systems theory, management sciences, conflict 
theory, strategic analysis, systems engineering, and simi-
lar modern areas of study. Physical and life sciences are 
also relied upon insofar as they are relevant. 

3. Fusing pure and applied research, policy sciences are 
mainly concerned with improving policy-making on the 
basis of systematic knowledge and structural rationality. 

4. Policy sciences, as with all applied scientific knowl-
edge, are, in principle, instrumental-normative in the 
sense of being concerned with means and intermediate 
goals rather than absolute values. But policy sciences 
are sensitive to the difficulties of achieving "value-free 
sciences" and try to contribute to value choice by explor-
ing value implications, value consistencies, value costs, 
and the behavioral foundations of value commitments. 

5. Policy sciences emphasize metapolicies (that is, 
policies on policies), including modes of policy-making, 
policy analysis, policy-making systems, and policy 
strategies. While the main test of policy sciences is better 
achievement of considered goals through more effective 
and efficient policies, policy sciences as such do not deal 

with discrete policy problems, but do provide improved 
methods and knowledge for doing so. 

Dror, who is a senior staff member of the Rand Cor-
poration, presented a paper at that conference bearing the 
title "Prolegomenon to Policy Sciences: from Muddling 
Through to Meta-Policymaking." In a similar vein, 
Jantsch" dealt with the subject "From Forecasting and 
Planning to Policy Sciences." These titles by themselves 
suggest the importance of policy sciences in relation 
to the topics that have been discussed in this article, for 
which "Managing Modern Complexity" might well have 
been chosen as an alternative title. 
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Semiconductor power-switching 
are designed to actuate motors 

Especially adapted for servo sys-
tems with inductive actuators, the 
MCA and MCB units are a family of 
hybrid class-D power amplifiers. These 

amplifiers use switching techniques 
to implement the pulse-width-modula-
tion operation. The MCA and MCB 
1000 types employ a complementary 
output stage and planar output tran-
sistors. The circuits operate from a 
dual unregulated power supply (to 2_-
40 volts). The new MCA/ MCB 2000 
amplifiers with an external inhibit 
point (see Fig.3) will replace the exist-
ing series. 

Continuous dc output current for 
the A units is 2.5 amperes and for the 
B units it is 5 amperes. Peak output 
currents, with a 25 percent duty 
cycle, are 5 and 10 amperes respec-
tively. Operating temperature range 
for all units is — 25° to 125°C. 

Switching frequency for the A units 
is 20 kHz and for the B units, 40 kHz. 
Input hysteresis for minimum, typical, 
and maximum is, respectively, 175, 

Rg Input 

Rg 

+12V 

oH 

SC11Mitt 
trigger 

—6V 

-g 

amplifiers 
and solenoids 

200, and 225 mV. Typical thermal 
resistance is 2°C/W and maximum is 
3°C/W. Switching time for the A 
units: typical, 1 ps and maximum, 1.5 
t,s. Time for the B units: typical, 0.5 

ps and maximum, 1ps. 
A functional representation of the 

power amplifier is shown in Fig.1 
where transistors Q, and Q., are 10-
ampere devices with fT = 80 MHz. 

This configuration has shown rise 
times of 500 ns with total delay time 
through the amplifier of 3 ps. When 
the amplifier is connected to an induc-
tive load with appropriate current 
feedback there is a ripple current that 
is required even for the condition 
when no output current is required. 
This ripple current occurs at such a 
high frequency that the load cannot 

follow the instantaneous variations. 
The filter network (shown in the fig-
ure) comprising R,C, provides a time 
delay to ensure that both transistors 

cannot be on at the same time, thus 
eliminating short-circuit currents be-

FIGURE 1. Power amplifier showing a typical application. 

FIGURE 2. Typical velocity servo loop implementation. 
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FIGURE 3. Added inhibit lead. 

tween power supplies. 
The basic oscillating frequency de-

creases with load current because of 
the effects of the IR drop in the load 
and any back EMF that may be gen-
erated. The current into the load rises 
as fast as the L/R time constant of 
the load will allow. The transfer func-
tion of the power amplifier is a trans-
conductance when the current feed-
back mode is used. Normal amplifier 
operation is maintained for input fre-

quencies of approximately one third 
the switching frequency. 

Figure 2 shows an example of a 

closed-loop velocity system with tach-
ometer feedback. Because the band-
width of the power amplifier is 300 
times the servo bandwidth, there is 
no frequency-dependent factor asso-
ciated with the gain constant. 

An important difference between 

the classical linear amplifier in a servo 
system and the pulse-width- modu-
lated amplifier is the elimination of 

the motor electrical time constant in 
the loop equations. The reason is that 
the PWM system programs load cur-
rent and is independent of the load 

impedance. 
First step in the design of the 

servo system is to evaluate the over-
all transfer function of the system. 
Next, the overall system frequency 
response should be analyzed. After 
completing the design of the servo 

system, it is necessary to select the 
appropriate amplifier from either the 
MCA or MCB series. This choice de-
pends on the three parameters: mag-
nitude of supply voltage, required 
load current, and switching frequency. 

This and other application ex-

amples are worked out in an informa-
tion sheet available from TRW Semi-

conductors, Inc., 14520 Aviation 
Boulevard, Lawndale, Calif. 90260. 
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