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... Archie W. Straiton Sl

s “ DIRECTOR, 19531954
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wave propagation he received a Fellow Award at the 1953 National Convention.

Dr. Straiton is a past chairman of Commission II on Tropospheric Radio Wave Propaga-
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Electrical Engineers, the American Society for Engineering Education, Tau Beta Pi, Eta
Kappa Nu, and Theta Xi.

b

.*.___A_ —




-4

1953

PROCEEDINGS OF THE ILR.E.

Engineering Dependence on Science

Joan A. HUTCHESON

—— . E— -

Engineering progress is built on the firm foundation of the knowledge derived from scientific

research. Recognition of this fundamental truth, as well as its implications, are stressed in the

l following guest editorial by a Fellow of the Institute, who is Vice President and Director of Re-
search of Westinghouse Research Laboratories.—The Editor. |

The radio engineering profession is deeply indebted to pure science. The radio business
owes its very existence to the work of men like Ampere, Oersted, Faraday, Maxwell,
Hertz, Thomson, Fleming, and many, many others. The development of the radio industry
from the early days of “wireless” to the tremendous business that it is today has been
made possible by the work of countless engineers applying the principles first stated by

workers in pure science.

As the development of the industry progressed, the need for additional knowledge of a
fundamental nature became increasingly apparent. For example, present-day vacuum tubes
operate according to the same fundamental principles that governed the operation of the
very first tube. However, the vastly improved performance achieved by modern tubes has
been made possible through the application of new knowledge, much of which has been
obtained since the invention of the first tubes. This new knowledge which made possible
vacuum-tube performance was made available through research that was inspired by
the realization of the need for new information.

In the past, much of the research upon which our industry is based was the work of
scientists in foreign countries. Currently, however, the research programs which are fur-
nishing the new information upon which the continued growth of our industry depends are
being carried out in the laboratories of colleges and universities, of industry, and in govern-
ment operated laboratories. The success of these programs and the programs of the future
depends upon a continued supply of trained scientists, a supply which at this time is all
too small. Therefore, in order to assure the continued growth of the radio industry, it be-
hooves each of us to do all we can to assure proper utilization of the trained manpower now
available, and to encourage and promote the training of scientists and engineers to the end
that an adequate supply is available for the future.

579
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The

Summary—The scientist has set himself the
problem of finding out as much as he can about the
world around him and understanding this as well as
he can. In accepting this problem, value judgments are
involved which, in turn, involve an emotional com-
ponent. Among the emotional components are: ac-
ceptance for its own sake of the discipline of the fact;
subject to this discipline, a sense of complete free-
dom; the challenge of difficulty; the sense of adven-
ture in penetrating into the unknown. In the passion
of the scientist for discovering facts irrespective of
whether they are pl t or p! t lies the
source of the undoubted incompatidbility between

tists and no: tists. One of the tasks of
society is to find how to live with this incompatibility.

HE HUMAN RACE is at present in

the process of finding out something

new about itself. The process of dis-
covery has been extending over the last few
hundred years and is not yet complete. The
discovery has two aspects. In the first place,
we have discovered that the human animal
is capable of engaging in scientific activity,
in making scientific discoveries, and making
scientific theories to help understand these
discoveries. That is, the human animal is
capable of “doing” science. In the second
place, we have discovered that this scientific
activity has emotional involvements and, in
particular, is capable of giving a special
satisfaction to those who engage in it.

This is not the first time that the human
race has discovered that it has unsuspected
characteristics, characteristics produced only
incidentally in the course of evolution and by
no means necessary for survival. A very
early discovery must have been that words
can be used for pleasure only, apart from
their use in communicating factual informa-
tion, and the art of poetry has been with us
ever since. Perhaps a somewhat later dis-
covery was that the human animal responds
emotionally to music. We can imagine that
music, at least in its instrumental modes,
was discovered after poetry, because the
fashioning of musical instruments demandsa
fairly highly developed craftsmanship. The
reason that science has appeared on the
human scene so much later than poetry or
music is that much more elaborate prepara-
tion is necessary for it. Science is not possible
without a background of an enormous
amount of factual information or without
the development of technical tools of re-
search.

The human race has by now pretty well
found what values to attach to poetry and
music and has found how to live with its
poets and musicians. I have no doubt,
however, that among the early cavemen
there were some who groused at the late
hours of a too popular bard and perhaps
even subjected him to mayhem. The human
race, on the other hand, has not yet found
how to adapt itself to all the implications in
its newly-discovered capacity for science,
although adaptation is urgent because the
impact of science on the life of everyone is

* Decimal classification: 507.2. Copyright 1952
Harvard Bulletin, Inc.,and reprinted from the Harvard
Alumns Bullelin of November 8, 1952.

t Physics Department, Harvard University, Cam-
bridge 38, Mass,
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incomparably more formidable than was
ever the impact of poetry or music.

There are pleasant and unpleasant
aspects of this impact. The pleasant aspects
may be typified by the multifarious new
amenities of daily life, such as the telephone
or the automobile or modern medicine, all of
which are an outgrowth of previous scientific
activity and would not have been possible
without it. The unpleasant aspects may per-
haps be typified by the atomic bomb. The
impact of the bomb has been so tremendous
that at present the unpleasant results of
science seem to be uppermost in the minds of
many people, and there appears to be an
increasing mood of animosity toward science
and scientists. Furthermore, the reaction
against science is overshooting its mark and
is resulting in a general mood of anti-intel-
lectualism and intellectual defeatism. Many
people despair of the ability of the human
intelligence to grapple with its problems and
are grasping at any straw that offers. It is
therefore of the greatest importance that the
true nature and implications of science be
understood. There are implications not only
for the more material circumstances of our
existence, but also for those more intangible
aspects which may be conveniently lunmped
under considerations of value. It is with
these latter that we shall concern ourselves.

What are the drives that make the scien-
tist go, and what are the values implied in
these drives? We must also ask what are the
values which society must prize if science is
to flourish, for the attitude of society does
determine to a large extent whether science
will flourish or whether it will be driven
underground and eventually extirpated. It is
to be said in the first place that the question
of values is not very consciously present to
the scientist himself as he engages in his
scientific activities, nor is he conscious of
his drives. These have to be inferred by a
disinterested spectator from the sidelines, or
even by the scientist himself as he thinks
over his day in his armchair at night. It
seems to me that what the scientist does is
perhaps best characterized by saying that
he has set himself a problem, and that his
values are more or less incidentally involved
in its solution—it is the problem that bulks
important for the scientist. The problem of
the scientist is, as I see it, to find out as much
as he can of the world about him, and having
found what the facts are, to reduce them to
the best sort of understanding that he can.

This characterization of the scientist is
obviously not inclusive. It would be difficult
to make an inclusive characterization, but,
with the exercise of a little good will, I think
it will prove adequate for our purposes.
There is no compulsion on any individual or
even on society as a whole to accept the
problem of the scientist, and in fact a large
part of the human race feels no compulsion
and recognizes no intrinsic interest in the
solution of the problem. That the scientist
does accept this problem involves what may
be called, I suppose, his system of values.

Given then the problem of the scientist—

to find out as much as he can and to under-
stand as much as he can about the world
around him—it is evident that the fact occu-
pies a position of fundamental importance.
The facts must be correctly reported in all
pertinent detail, and no theory can endure
which is at variance with any single fact.
The discipline of the fact, to which the scien-
tist must submit himself, is a discipline of
complete rigor, incomparably more rigorous
than the discipline of any medieval monk.
Acceptance of this discipline demands the
suppression of some favorite human frailties,
particularly those dealing with enhancement
of the ego. We have to mistrust the reliabil-
ity of our senses, and be willing to submit
any report to constant cross-checking and
verification. We must similarly submit the
results of our reasoning processes to contin-
ual questioning and checking. All this is to
say nothing of the crasser vices of intellec-
tual conduct, such as wishful thinking or the
seeking of personal advantage.

There is, it seems to ine, an emotional
component in the acceptance by the scientist
of the discipline of the fact, just as there was
doubtless an emotional component in the
acceptance by the medieval monk of his
discipline. The emotional factor is not to be
dismissed with the observation that ac-
ceptance of the discipline of the fact is a
necessary precondition to the solution of his
problem by the scientist.

Many people, perhaps most, do not re-
gard the discipline of the fact as something
to be accepted, but rather as something to be
avoided as far as possible. Such people would
be willing to live in a world of their own
construction, and I can see no reason why
they should not if they can find how to get
away with it. Acceptance of the fact is, how-
ever, so deeply ingrained in the scientist
that he finds something unclean in the
thought of living in a world of his own con-
struction.

The scientist, having made himself the
complete slave of the fact, has at the same
stroke won complete freedom in every other
respect, for no prohibition or inhibition
can be recognized which militates in any
way against the recognition of any fact. In
designing his experiment or formulating his
theory no holds are barred for the scientist—
his limitations are set by his own capacities
and such limitations are not felt as limita-
tions of freedom. The consciousness of free-
dom is, I think, always present to the scien-
tist and is itself one of his values.

To the scientist there is no argument
about this matter—he feels an inner freedom
of which no external social compulsion can
deprive him, although he always recognizes
that social compulsion can drive him under-
ground. This sense of freedom is, of course,
not peculiar to the scientist, but all of us
have it to a greater or less degree. I hope I
have not misinterpreted theanthropologist in
my opinion that the concern of the indi-
vidual with his own freedom appears com-
paratively late in social evolution. The
scientist's especial feeling of the necessity of
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freedom and his exultation in it would
appear to be consistent with his late appear-
ance on the evolutionary scene. Inciden-
tally, it seems to me that the ideology of
communism, in ignoring and suppressing the
sense of freedoin of the individual, is at-
tempting to live in a world constructed con-
trary to nature, a course which it seems to
me must eventually react unfavorably on
the effectiveness of at least its scientific
activities.

The problem which the scientist has set
himself is not an easy one, and in the chal-
lenge offered by the overcoming of difficulty
is to be found one of the values of science.
Of course every discipline has its own diffi-
culties and the challenge of difficulty can
always be found. We can all appreciate the
reaction of the mountain climber who has
to climb the mountain simply because the
mountain is there. In science, however, the
challenge of difficulty is particularly in-
sistent and in fact the limits which most
hamper the scientist are limits set by diffi-
culties which he has not yet found how to
surmount. The scope of his problem is
enormous and is taking him further afield
than he had ever suspected when he em-
barked. He is finding, for example, that an
essential part of his problem is to under-
stand the nature of his intellectual tools, an
understanding which the race has not yet
achieved, in spite of long concern with it.
The highest capacities of the mind are de-
manded.

Added to the challenge of difficulty is
the challenge of the unknown, which has
always appealed to men in all conditions.
The scientist gets no less a thrill out of
penetrating into a previously unknown
domain of knowledge than does the explorer
in finding landscapes previously unseen by
man. This elemnent of adventure is always
present to some degree in every activity of
the scientist, because he is almost entirely
occupied with finding facts or inventing
theories which are new—the scientist does
not go over ground already known. Just as
the average human being can take vicarious
pleasure in the discoveries of the explorer, so
he can take a vicarious pleasure in the dis-
coveries of the scientist—once discovered,
they are a part of the heritage of the race
which cannot le taken from it.

All these drives and values thus far dis-
cussed play their part in making the scien-
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tist go, but I think the most powerful is still
to be mentioned. The scientist would not
concern himself with a problem to which the
fact is so basic if he did not feel a certain
congeniality in the presence of the fact. The
scientist likes facts, particularly new ones,
and he wants to find what they are. Or, dif-
ferently expressed, one of the most im-
portant drives of the scientist is curiosity. He
wants to know just for the sake of knowing,
and he also wants to understand just for the
sake of understanding. These two drives
can hardly be separated, for usually knowl-
edge is a prerequisite to understanding. Al-
though the driving curiosity of the scientist
is often recognized as one of his most im-
portant characteristics, I think that never-
theless the full implications are not usually
appreciated.

Many people have claimed that thereisa
basic incompatibility hetween scientist and
non-scientist, and there have been many at-
tempts to diagnose and formulate the dif-
ferences. Thus, it is said that science is ma-
terialistic and incompatible with the things
of the spirit or with religion, or that science
is hard, unemotional, literal, and incapable
of poetic feeling. I think, that most of these
formulations are beside the mark and can be
refuted. Much scientific work is highly
imaginative, and the scientist often stands
in wonder before the beauties he finds or
constructs. At the same time I think thatin
rejecting the unsound formulations we may
minimize what seems to me the incontro-
vertible, very real difference between scien-
tist and non-scientist. This has got to be
squarely faced and analyzed as hest we can
and not shrugged aside by arguments which
to me smack too much of appeasement. I
think there can be no question of the exist-
ence of an incompatibility or of the reality
of the dislike which many people feel toward
the scientist. It seems to me that the in-
compatibility and dislike are tied in pretty
closely with the insatiable and universal
curiosity of the scientist of which we were
speaking a moment ago. The scientist wants
to know and to discover, even if what he
finds is disagreeable.

I think the great majority of people, on
the other hand, would rather not know the
disagreeable things, a frame of mind ex-
pressed in the popular saying “what you
don't know can’t hurt you.” With a frame
of mind like this it is only natural to feel
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resentment against anyone who forces one
to think of disagreeable matters and there-
fore presumably to do something about
them. This is understandable enough and is
perhaps unavoidable, but I think the resent-
ment overshoots its mark and the scientist
is often charged with creating the disagree-
able situation which he uncovers.

The atomic bomb is a dramatic example;
it is very common for the scientist to be
charged with the whole responsibility for
the situation created by the bomb, and I
have no doubt that most people wish that
the scientist never had discovered that the
bomb is possible. Many even think that the
scientist should not have allowed nature to
be so constructed that the bomb is possible.
To which, I imagine, the scientist would re-
tort that it is not the knowledge that atom
bombs can be produced that is making the
trouble, but rather it is that men are willing
to produce them. If one does not want atom
bombs, the way to deal with the situation is
not to make them. I believe the scientist
would add that it is not he who is making
them but society—at least it is society that
is footing the bill, including two billion
dollars for the first one.

Even in a case as extreme as this, I think
the scientist would maintain that knowledge
in and of itself is wholly good, and that
there should be and are methods of dealing
with misuses of knowledge by the ruffian
or the bully other than by suppressing the
knowledge. It looks to the scientist as though
a large part of society in its present temper
is willing to deal with the situation by sup-
pressing the scientist because it is easier to
suppress the scientist than to suppress the
ruffian and the bully.

To the scientist this fear of knowledge
displayed by a part of society appears wholly
contemptible, and acceptance of the pro-
posal advocated by many that a moratorium
should be declared on science to be wholly
unthinkable. Here is what seems to me the
fundamental incompatibility that has got to
be squarely faced, an incompatibility per-
haps more deep seated than the incompati-
bilities between the common man and the
poet or the musiclan with which the race
has long since found how to deal. Scien-
tists are human beings, and the potentiality
for science is not the least precious of the
great heritages of the human race. What do
you propose to do with your heritage?
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A Review of VHF Ionospheric Propagation®

M. G. MORGANTY, SENIOR MEMBER, IRE

This tutorial paper was prepared by the Subcommittee on [onospheric Propagation of the IRE Wave Propaga-
tion Committee. Members of the Subcommittee are: M. G. Morgan, Chairman, R. Bateman, K. L. Bowles,
R. A. Helliwell, C. W. McLeish (Canada), J. H. Meek (Canada).—Thke Editor

Summary—Although the very high frequencies (vhf, 30~300 mc)
are allocated for utilization almost entirely upon the premise that
propagation will be tropospheric, there are very definite ionospheric
effects with which one must reckon. These are: (1) regular F, ioni-
zation, (2) sporadic E ionization, (3) scattering from regular ioni-
zation, (4) auroral ionization, (5) meteoric ionization. The first of
these is predictable with reasonable accuracy and provides phe-
nomenally good communication over great distances and with ex-
tremely low power. The second is far less predictable, but it also can
provide good communication with extremely low power. The third is
mainly a newly discovered phenomenon; although it offers intrigu-
ing possibilities for regular communication, it presents at the same
time large problems in achieving that end. The fourth and fifth are
so far only of nuisance value to the communicator. However, they
are phenomena of great interest to the geophysicist, as indeed are
the other phenomena as well.

In this paper, the nature of vhf propagation arising from these
sources of ionization is discussed. The maximum distance between
path terminals for single-hop propagation is, of course, about 2,400
km for reflection from E region effects and about 4,000 km for F
region effects. Multiple hops are rarely significant except from the
regular F; ionization at frequencies only slightly above 30 mc.

A considerable amount of information is included on the nature
of the ionization as deduced from the propagation effects. The work
of individual investigators is extensively referenced.

INTRODUCTION

HIS REPORT concerns itself with those phe-
nomena which enable a vhf signal to be propa-
gated, via the ionosphere, between two points on

* Decimal classification: R112. Original manuscript received by
the Institute, April 7, 1952; revised manuscript received February
12, 1953. At the Exghth General Assembly of the International Sci-
entific Radio Union (URSI) held in Stockholm in 1948, a committee
on long-distance, vhf, ionospheric propagation was appointed. At the
Ninth Assembly, held in Zurich in 1950, the USA National Commit-
tee of URSI accepted an assignment from the previously appointed
committee to prepare a report on the subject, and the work was car-
ried out as described in the editor's note above. The document was
approved on April 1, 1952, by Wave Propagation Committee for rec-
ommendation to the Board of Editors for publication in ’ROCEEDINGS
and for transmission to URSI. USA National Committee of URSI ap-
proved the paper on April 23, 1952 for transmission to the Tenth
General Assembly of URSI held in Sydney, Australia, August, 1952.

The paper consists largely of information available in the United
States and Canada. Information from other sources, some recent,
appears in the paper: M. G. Morgan, “Progress in ionospheric re-
search during 1952,” Dartmouth College lonospheric Research Tech.
Rpt. No. 5 (contract Nonr 438-02): Dec. 1, 1952. Submitted Feb. 17,
1953 for publication in PGAP Traxsactions oF IRE.

After completion, the existence of an earlier paper with similar ti-
tle, based upon work done in the U.S.A., came to the author’s atten-
tion. This paper was prepared by Mrs. M. L. Phillips (now at Mass.
Inst. of Tech.) under an assignment accepted by the U.S.A. Delega-
tion of the International Radio Consultive Committee (CCIR), a
technical advisory organization serving the International Telecom-
munications Union (ITU) in its frequency allocation work. The report
as adopted by the U.S.A. Delegation of CCIR has not been published.
It appears in a very much shortened form, and combined with reports
from other sources on the subject, as Report No. 7 in the Documents of
the Sixth Plenary Assembly of CCIR held in Geneva in 1951.

1 Director of Research, Thayer School of Engineering, Dart-
mouth College, Hanover, N. H.

the surface of the earth. The following means are
known whereby such propagation can take place under
proper conditions:

I. Regular F; ionization
I1. Sporadic E ionization
IT1. Scattering from the regular ionization
I1V. Auroral ionization
V. Meteoric ionization

In the following sections, these five phenomena are dis-
cussed in the order given above. References and notes
are numbered consecutively.

I. REcuLAR F, IONIZATION

Frequencies up to about 50 mc when transmitted from
the earth’s surface in a nearly tangent direction, may be
returned to earth by the regular F; ionization under not
infrequent conditions. Diurnal peak of ionization, low
latitude points of reflection, and years of maximum sun-
spot activity are most favorable for such transmission.!
Signal strengths tend to be very high but fading due to
interference of high and low rays is often great.

During the latter part of the winter of the peak sun-
spot year 1937, television signals on 40-45 mc originat-
ing in London and Berlin were received on Long Island,
N.Y. and in Indiana.? They were also observed in 1938
and 1939.3 At the next'sunspot maximum, there was
much transatlantic activity among radio amateurs on
these frequencies. One United States-United Kingdom
contact was made on 50 mc in 1946, and in 1947 there
were literally hundreds. Daily observations showed that
the North Atlantic maximum usable frequency (muf)
exceeded 45 mc for several hours almost daily in Octo-
ber and November, 1946, and to a lesser extent in Febru-
ary and March, 19474 The muf for this path exceeded
50 mc almost every day from Oct. 25, 1947 to Dec. 1,
1947 and exceeded 52 mc on some November days. In

! J. Maire, “Reception of transatlantic signals of frequencies near
30mc,” Ann. Radioélect., (in French), vol. 6, pp. 197-204; July, 1951.

2 H. O. Peterson and D. R, Goddard, “Field strength observations
of transatlantic signals, 40-45 mc,” Proc. L.R.E., vol. 25, p. 1291;
October, 1937.

3 D. R. Goddard, “Observations on sky-wave transmission on
frequencies above 40 mc,” Proc. I.LR.E., vol. 27, p. 12; January,
1939; “Transatlantic reception of London television sngnals ” Proc.
IRE vol. 27, p. 692;: November, 19.

‘ Due to E. P. Tilton. /\mericam Radio Relay League; corrob-
orated by O. P. Ferrell, “Unscheduled Report RASO-2,” Mar. 135,
1949, CQ Magazine, N.Y. The prediction of these results was de-
scribed by K. A. Norton, “Sunspots and vhf radio transmission,”
QST, vol. 31, p. 13; Deceml)er, 1947. For a discussion of co-channel
interference of vhf stations due to regular F; propagation, see E. W.
Allen, Jr., “Vhf and uhf signal ranges as limited by noise and co-chan-
nel interference,” Proc. lgR E., vol. 35, p. 128; February, 1947.
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the autumn of 1948 and spring of 1949, the muf over the
North Atlantic path exceeded 45 mc fairly regularly.
Transcontinental communication on 50 mc occurred in
the United States in the autumns of 1947, 1948, 1949,

There have been occasions upon which vhf signals
were received over long paths and lower frequency vhf
signals were not propagated. For example, in the early
months of 1947 and 1948 television signals from the
United Kingdom were received in the Capetown, S. A.,
area. In several instances, the 45 mc video was received
when the 41.5 mc audio could not be heard. During the
early months of 1947, United States FM stations operat-
ing in the 45 mc band were heard in England with daily
regularity. On numerous occasions, there was a blank
band of transmission over the path of 4-10 mc width
directly below 45 mc. Whereas the services occupying
this region below 45 mc were, in general, using less
power than the FM broadcast stations, this seems to be
an inadequate explanation and is not applicable to the
United Kingdom-South Africa case cited. The effect is
difficult to explain on an absorption basis because hf
signals continue to be propagated over the path at such
times.®

Sudden ionosphere disturbance (SID) is now a well-
known phenomenon in which it is believed that a burst
of ultra violet radiation associated with a solar flare
produces increased ionization in the lower ionosphere.
This results in virtually complete absorption of hf sig-
nals. However, vhf signals are not so seriously affected.!
(Sce also Part I11.)

Round-the-world echoes frequently constitute a seri-
ous limitation to the operation of long-distance hf cir-
cuits. This effect is eliminated by working close to the
- muf.!

In middle latitudes, F. muf’s are, in general, depressed
during the immediately following periods of geomag-
netic disturbance® although exceptions have been
noted.” It has been found that an increase in F; muf's
occurs in equatorial regions at these times.® This be-
havior has been related to the theory of magnetic
storms, and it is shown that the equatorial enhancement
occurs simultaneously with the maximum depression in

8 Due to E. P. Tilton, American Radio Relay League. The Cape-
town observations were made by H. and C. Rieder (ZS1P and ZS1T)
and the North Atlantic observations by D. Heightman (G6DH).

s E. V. Appleton and L. J. Ingram, “Magnetic storms and upper
atmospheric ionization,” Nature, vol. 136, p. 548; Oct. 5, 1935. S. S.
Kirby, T. R. Gilliland, E. B. Judson, and N. Smith, “The ionosphere,
sug;pots, and magnetic storms,” Phys. Rev., vol. 48, p. 849; Nov. 15,
1935.

7 T. R. Gilliland, S. S. Kirby, N. Smith, and S. E. Reymer, “Char-
acteristics of the ionosphere at Washington, D. C., January to May,
1937,” Proc. I.R.E., vol. 25, p. 1177; September, 1937.

The last good transcontinental communication in the United
States on 50 mc by F; transmission occurred on Nov. 20, 1949,
There was a pronounced ionospheric disturbance on the previous
night. The transcontinental “opening” was about equal to the best
experienced in 1947 under undisturbed conditions. The disturbance
ended around 2200 EST on Nov. 19, and F, long-distance communi-
cation on 50 mc existed from 0800 to 1400 EST on Nov. 20. The
transcontinental communication commenced within a few minutes
after the end of several hours of communication with South America.
(Due to E. P. Tilton, American Radio Relay League.)

8 L.V. Berknerand S. L. Seaton, “ ,ystematic ionospheric changes
associated with geomagnetic activity,” Terr. Mag., vol. 45, p. 419;
December, 1940.
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temperate regions.? A large number of radio observa-
tions at S0 mc have confirmed this behavior in the
western hemisphere. No longitude effect has been estab-
lished from these data. They indicate .that equatorial
enhancement may continue for 12 to 18 hours after the
cessation of a magnetic storm.!® Recently, an apparently
successful attempt has been made to plot F; critical
frequencies for the North American continent during
disturbances. Even with a paucity of data, surprisingly
well-defined contours are obtained. The concentration
of established ionosphere stations in northeastern United
States and eastern Canada reveals the justification of
drawing smooth contours through relatively thin data.
Positive and negative deviations from the monthly
mean averages as great as 60 per cent are noted. The
maps reveal that two disturbances had rather well-
defined centers of 2,000—3,000-km diameter which
moved across the continent. Two other storms had no
centers but exhibited a marked dependence upon geo-
magnetic latitude. During these latter disturbances,
which occurred in winter, the critical frequency was en-
hanced in regions below and reduced in regions above
approximately S0°N geomagnetic latitude. Some addi-
tional evidence indicates that the reversal takes place
at a lower latitude in the summer.!

It must be pointed out that radio-propagation mani-
festations of geomagnetic disturbances are by no means
as simple as the reader might infer from the above re-
marks which deal only with those features particularly
affecting vhf propagation.®1

11. SporaDIC-E (E,) lOoN1ZATION

Frequencies up to about 150 mcs, when transmitted
from the earth’s surface in a nearly tangent direction,
may be returned to earth by sporadic-E ionization. The
occurrence of this ionization has long been studied but
its nature and origin remain largely enigmatic.’® The
nature of sporadic-E ionization is ill defined. Even the
word ‘‘sporadic’’ is controversial as to whether it ap-
plies to time, place, or both.

A number of physical descriptions of sporadic-E
ionization have been suggested to account for the ob-
served facts. Some forms of sporadic-E have been ex-
plained on the basis of a thin layer but one of the most

% E. V. Appleton and W. R. Piggott, “World morphology of iono-
spheric storms,” Nalure, vol. 165, p. 130; Jan, 28, 1950.

10O, P. Ferrell, “Enhanced transequatorial propagation following
geomagnetic storms,” Nature, vol. 167, p. 811; May 19, 1951. E. P.
Tilton “Long-distance communicatior, over north-south paths on 50
mc,” International Council of Scientific Unions, Mixed Commis-
:)ion cl)rglst(;le Ionosphere, Proc. of the Second Meeting, Brussels; Septem-

er, b

11 R, S. Lawrence, “Continental maps for four ionosphere dis-
turbances,” Trans. IRE, PGAP-3, pp. 214-216; August, 1952; ab-
stracted in Proc. I.R.E., vol. 40, p. 747, (paper no. 63); June, 1952.

12 D, F. Martyn, “A theory of magnetic storms and auroras,”
9th General Assembly of URSI, Zurich; September, 1950. Published
by Cornell University as Tech. Rept. No. 3; Dec. 15, 1950 (contract
DAJ36-039-sc-218). See also, Nature, vol. 167, p. 92; Jan. 20, 1951,

13 For a discussion, see for example: E. K. Smith, Jr. “The spo-
radic E region of the ionosphere and its effect upon television,” Tech.
Rept. No.7, Cornell Univ. (contract W36-039-sc-44518), Oct. 1, 1951.

1 B. H. Briggs, “The determination of the collisional frequency
of electrons in the ionosphere from observations of the reflection co-
‘legisclient of the abnormal E layer,” Jour. Atmos. Phys., vol. 1, p. 345;
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plausible pictures at present postulates large clouds with
a “blobby” substructure. Propagation is described by
the summation of the contributions of closely spaced
scattering sources. As the frequency is increased for a
given blob size, there is a gradual changeover from back
to forward scatter. This explains the fact that trans-
parency increases with frequency. Computations indi-
cate that weak echoes may be accounted for by blobs
differing from their surroundings by a maximum of 10
per cent in electron density. The.corresponding value
for strong echoes is 30 per cent. One point arising from
the theory is that the ratio of muf to critical-frequency
is the same as for a thin layer—i.e., the secant of the
angle of incidence.®

Sporadic-E echoes are observed at vertical incidence
up to about 25 mc corresponding to a maximum of 135
mc for oblique paths. This is borne out by the observa-
tions of long-distance television reception in the United
States.’® Of 441 low-band reports (54-88 mc), 28 are
under 800 km and 413 are over 800 km. On the other
hand, of 15 high-band reports (174-216 mc), 14 are less
than 800 km.!” Evidence is presented to support the
thesis that low-band propagation up to 800 km is gen-
erally tropospheric, and beyond is always ionospheric.
The predominance of reports is for channel 4 (66-72
mc) because of the greater number of transmitters on
this channel. The equivalent, vertical critical-frequency
for 1600 km (the most frequently reported distance) is
13.5 mc. Thus an observer near a channel 4 station,
surrounded by other channel-4 stations at sufficient dis-
tances to prevent interference from tropospheric propa-
gation, may experience interference from the other sta-
tions on some occasions. The fact that vertical incidence
sporadic-E echoes are not obtained at any individual
ionosphere station in excess of this frequency for more
than 2 per cent of any month of the year, should not be
taken as conclusive evidence that television interference
from this cause will never exceed 2 per cent of any
month inasmuch as the simultaneity of sporadic-E ion-
ization around the ring of applicable reflection points
surrounding the television observer cannot be as-
sumed.18.18

Vertical-incidence measurements made in the United
Kingdom confirm the foregoing paragraph. It is con-
cluded that co-channel interference of services due to
sporadic E, is very significant in the range 30-55 mc, of
much less importance from 55-88 mc, and of negligible
significance above 100 mc.!?

In Japan, measurements on 65 mc over a 1,000-km
path, made simultaneously with wvertical-incidence

s H, G. Booker, E.E. Dept. Colloquium, Cornell Univ., February,
1951, unpublished. See also footnote 31.

18 E, K. Smith, Jr., loc. cit. footnote 13.

17 It appears certain, so far, that no high-band ionospherically
supported television reception has been positively identified in the
United States.

18 E. W. Allen, Jr., “Vhf and uhf signal ranges as limited by noise
and7co-channel interference,” Proc. I.R.E,, vol. 35, p. 128; February,
1947.

1" T, W. Bennington, “Propagation of vhf via sporadic E,” Wire-
less World, vol. 58, pp. 5-9; January, 1952.
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measurements at the mjd-point of the path, show prop-
agation to occur more dften than predicted by applica-
tion of the secant law to the vertical incidence E,
data.??

Considerable interest|has been shown recently in the
determination of the size and motion of the sporadic-E
ionization. At least foyr distinct methods have been
used: (1) Analysis of ajlarge number of long-distance
oblique path transmissigns obtained continuously,? (2)
observations of backscatter,22 (3) triangulation from
three or more points on the ground,® (4) comparison of
sweep-frequency, vertical incidence records made at in-
dependent observatories spaced about 500 km apart.!®-%
The clouds are found to be of the order of 100 km in
size and to move with velocities of a few hundred km/hr
or about 100 mc.

Reliable vertical incidence data for studies of geo-
graphical and temporal dependence of sporadic E are
difficult to obtain because of large differences in the per-
formance characteristics of the various ionosphere sta-
tions, particularly with regard to radiated power as a
function of frequency. However, the following general
characteristics have been discerned: In equatorial and
middle latitudes, E, is most prevalent during sum-
mer days,'® while in polar regions E, is principally a
nighttime winter phenomenon. In the northern hemi-
sphere, the changeover takes place at 55-60°N geo-
magnetic latitude where both are observed giving semi-
diurnal and semi-annual maxima. In the northern hemi-
sphere, the occurrence of E, increases from middle
latitudes northward to a maximum near the normal
position of the auroral zone.® Less E, is observed at
more northerly points.?® In general, a corresponding be-
havior has been found for the southern hemisphere ex-
cept that in comparing the hemispheres an annual com-
ponent is also discerned which has its maximum at the

* T, Kono, M. Mayumida, and Y. Abe, “Long-distance propaga-
tion of vhf,” Proc. Semi-Annual Meeting of Central Radio Wave Ob-
servatory (Japan); April, 1951. (Document no. 36, 10th General As-
sembly of URSI, Sydney, Australia; August, 1952.)

2 N. C. Gerson, “Continental sporadic E activity,” Trans. Amer.
Geophys. Union, vol. 32, p. 26; February, 1951; “Abnormal E region
ionization,” Canadian Journal of Physics, vol. 29, p. 251; May, 1951.
P. Revirieux and P. Lejay, Comp. Rend., vol. 227, p. 79; 1948. Also
E. K. Smith, Jr., loc. cit., footnote 13.

2 Using a rotating, directional antenna, range and azimuth of
sporadic-E clouds have been presented in PPI display using back-
scatter on 14 mc; O. G. Villard, Jr. and A. M. Peterson, “Instan-
taneous prediction of radio transmission paths,” QST, vol. 36, p. 11;
March, 1952; also, O. G. Villard, Jr., A. M. Peterson, and L. A. Man-
ning, “A method for studying sporadic E clouds at a distance,” I’roc.
I.R.E. (Correspondence), vol. 40, pp. 992-994; August, 1952; also,
J. T. de Bettencourt, “Instantaneous prediction of ionospheric trans-
mission circuits by the communication zone indicator (COZI),”
Trans. ILR.E., PGAP-3, pp. 202-209; August, 1952. Backscatter
from sporadic ionization at high northern latitudes has been ob-
served on sweep-frequency ionospheric recorders; see: J. H. Meek,
footnote 25 following, and “Oblique reflexion of radio waves by way
of a triangular path,” Nature, vol. 169, p. 327; Feb. 23, 1952.

2 K. Wecks, “The measurement of wind velocities in the iono-
sphere,” Proc. Conf. on Ionospheric Physics, Penn. State College;
July, 1950.

% S. Matsushita, Jour. Geomag. and Geoelec. (Japan), vol. 1, pp.
35-40; October, 1949.

# J. H. Meek, “Sporadic ionization at high latitudes,” Proc. Conf.
on Ionospheric Research, Penn. State College; June, 1949,

# J. H. Meek, “Characteristics of E region sporadic ionization in
Canada,” (Canadian Paper) 8th General Assembly of IUGG, Oslo,
Norway; Aug. 19-28, 1948,
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same latitudes as the semi-annual components and oc-
curs in local summer.?” The types of E, observed at
vertical incidence may be summarized as follows:

At low latitudes (18°S geomagnetic)®®

Ess—Sequential type; extends out of the {oE decreas-
ing in virtual height as it increases to higher frequencies,
later becoming spotty and disappearing. The start of
the sequence is most prevalent just after sunrise and
in the late afternoon before sunset, sometimes lasting
until midnight. It is mainly a summer phenomenon.

Esc—These traces occur with no change in virtual
height during their lifetime. They are characterized by
a high reflection coefficient and consequently show sev-
eral multiple reflections. No correlation is found with
time of day, season, or sunspot cycle. This type is also
seen in polar regions and has been identified with mag-
netic storms?? in polar regions although apparently not
at low latitudes.

At high latitudes (60°N geomagnetic)®

S-type—A solid trace extending up to a maximum fre-
quency less than 6 mc. Presumably a layer of small
horizontal extent, or only partially reflecting, inasmuch
as the F-region trace is not appreciably affected. This
type accounts for 55-85 per cent of E, observations at
these latitudes.

L-type—Usually appears as an extension of the S-type
to frequencies greater than 6 mc. It takes the form of a
sudden increase in frequency for some seconds or min-
utes and then subsides to near its former frequency
(usually between 2 and 4 mc). The peak occurrence is
in summer rather than in winter. This type accounts
for 5-20 per cent of E, observations.

M-type—This is a solid trace but with one or more
multiple reflections present. Although it often extends
to frequencies greater than 6 mc, its top reflection fre-
quency is more stable than the L-type. It blankets
much of the F trace above it, indicating that it has a
larger horizontal extent. Its presence, however, is not
usually concurrent at several ionospheric stations. It
may be identified with the E,. described at low lati-
tudes. Accounts for 3-10 per cent of E, observations.

P-type—These are patchy traces extending continu-
ously for only a few tenths of a mc. They occur at 50—
55°N geomagnetic latitudes more frequently than fur-
ther north. Accounts for 4 per cent of E, observations.

R-type—This type shows retardation near the top-
reflection frequencies usually with both ordinary and
extraordinary ray traces present. Its peak occurrence
is just before sunrise and just after sunset. Its critical
frequencies increase and decrease rapidly with a rate of
the order of 1 mc per minute. This type is most preva-

17 M. L. Phillips, “Seasonal variations of sporadic E ionization,”
Joint IRE-URSI Meeting, Washington, D.C.; Oct. 7-9, 1948,

1 R, W. E. McNicol and G. de V. Gipps, “Characteristics of the
E9. region at Brisbane,” Jour. Geophys. Res., vol. 56, p. 17; March,
1951

Y. W. Wells, “Polar radio disturbances during magnetic bays,”
Terr. Mag., vol. 52, p. 315; September, 1947.

lent in, and north of, the auroral zone. When seen south
of the auroral zone, it is less variable in frequency.?® Ac-
counts for 8-13 per cent of E, observations.

E,, consists of traces appearing at random heights
above the regular E, trace. It usually first appears at
about twice E level, then descends to E level and rises
again. This may be explained by a horizontally moving
cloud at E-layer height. If the explanation is correct,
Ea may not be a particularly appropriate designation.

At middle latitudes

Both high and low latitude types of E, are observed
on occasion.

I11. SCATTERING FROM REGULAR IONIZATION

The discovery of a new type of weak but regular vhf
propagation by means of the ionosphere has been re-
ported.® Initial experiments on a frequency of 50 mc
using a power of about 20 kw and extreme antenna
directivity at both transmitter and receiver, reveal the
uninterrupted presence of observable signal over a test
path of 1,245 km, irrespective of season, time of day, or
geomagnetic disturbance, though showing dependence
in intensity on these factors.

Preliminary considerations suggest that the mecha-
nism responsible for this type of propagation may be
scattering due to ever-present turbulence in terms of
parameters describing inhomogeneities in the E region.
Measured signal intensities during periods of hf radio
fadeouts associated with solar flares never show any re-
duction in signal. On the contrary there is usually an
enhancement of signal intensity accompanied by a
simultaneous weakening of the background noise. This
result suggests strongly that the signals are returned
from a part of the E region near or just below the ab-
sorption region for hf radio waves.

This form of propagation appears to be observable
over ranges out to about 2,000 km but is likely to be
masked by other kinds of propagation at distances less
than 1,000 km.

As possible corroborating material, it is pointed out
that scatter-type echoes at constant radar range, have
been obtained with high power (500 kw) on 33 mc.

3 An E,-type designated N1 has been observed at Kiruna, Sweden
(65° N. geomagnetic). This type appears to be correlated with polar
blackouts observed at Kiruna and first described by H. W. Wells,
“Polar radio disturbance during magnetic bays,” gpecial Report,
Dept. of Terr. Mag., Carnegie Institution of Washington; December,
1942, (See reference 17). The polar blackout has not been correlated
with solar flares as have the more commonly known radio fadeouts.
The Nl-type of E,. is most nearly like the R-type described herein.
The times of appearance and the occurrence of fast temporal changes
are the same. However, the N1-type quite often shows a gradual in-
crease in virtual height with frequency whereas the R-type always
shows the features of a definite critical frequency retardation. See
Rune Lindquist, “A survey of recent ionospheric measurements at
the Ionospheric and Radio Wave Propagation Observatory at Ki-
runa,” Arkiv For Geofysik (Stockholm), vol. 1; 1951; and “Polar
blackouts recorded at the Kiruna Observatory,” Trans. o}{ Chalmers
Univ. of Tech. (Gothenburg), no. 103; 1951, and Acta. Polyt. (Stock-
holm), no. 85, 25 pp.; 1951.

1D, K. Bailey, R. Bateman, L. V, Berkner, H. G. Booker, G. F.
Montgomery, E. M. Purcell, W. W. Salisbury, J. R. Wiesner, “A
new kind of radio propagation at very high frequencies observable
over long distances,” Phys. Rev.; Apr. 15, 1952.
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These are always at 82-85 km range, often several km
thick. They grow slowly to a maximum intensity of not
more than twice noise and then fade away. The average
duration is about half an hour and they may occur sev-
eral times during a night (or day).*

Radio amateur communication in the range 50-54
mc in equatorial regions has been observed in the post-
sunset period in equinoctial months. Distances between
path terminals range from 2,000-7,500 km. The signals
are often garbled and weak and appear to result from
F-region scattering.® It has been noted that F-region
scatter is observed at these times on the Huancayo
vertical-incidence records.

IV. AuroraL JONIZATION

Frequencies up to 150 mc are known to be returned
from regions associated with auroral displays under
sufficient ionizing activity. Communication over dis-
tances up to 2,000 kim between path terminals can be ob-
tained in this way when directional antennas are pointed
toward these displays.®

It scems well established that the aurora is essentially
an L region phenomenon of intense ionization, existing
in bands of a nominal radius of about 23° about the two
geomagnetic poles.®® These so-called “auroral zones”
manifest: (1) light radiation normally called “the
aurora,”? (2) radio wave hf absorption, (3) large varia-
tions in the earth’s magnetic field, and (4) at least some
correlation with E sporadic.®® Visible displays are oc-
casionally seen at much lower latitudes.?® Low latitude
displays often occur above the E region. The most
probable cause of aurora is the impact of solar parti-
cles.*® Low-frequency measurements have been inter-

2 Due to D. W. R. McKinley, National Research Council, Ot-
tawa, Can. See D. W. R. McKinley and P. M. Millman, “Long dura-
tion echoes from aurora, meteors, and ionospheric back-scatter,”
Can. Jour. Phys., vol. 31, pp. 171-181: February, 1953.

8 0. P. Ferrell, “Vhf propagation in the equatorial region,” pre-
sented at joint IRE-URSI meeting, National Bureau of Standards,
Washington, D. C. April 16-18, 1951.

# Due to H. W. Wells, Carnegie Institution of Washington.

# R. K. Moore, “A vhf propagation phenomenon associated with
aurora,” Jour. Geophys. Res., vol. 56, p. 97; March, 1951. K. L.
Bowles, “The fading rate of ionospheric reflections from the aurora
borealis at 50 mc,” Jour. Geophys. Res., vol. 57, pp. 191-196; June,
1952.

® E. H. Vestine, “The geographic incidence of aurora and mag-
netic disturbance, northern hemisphere,” Terr. Mag., vol. 49, p. 77;
June 1944. F. W. G. White and M. Geddes, “The antarctic zone of
maximum auroral frequency,” Terr. Mag., vol. 44, p. 367; 1939,

¥ There has been some evidence of two, closely-spaced zones of
maximum visible activity. J. H. Meek, “Distribution of aurora in
central Canada,” Defence Research Board, Ottawa, Can., Radio
Physics Laboratory, Report No. 6; Aug. 16, 1950.

3 R. W. Knecht, “Relationships between aurorae and sporadic E
echoes,” TrRANS. I.R.E., PGAP-3, p. 213; August, 1952 (abstract);
also abstracted in Proc. I.R.E., vol. 40, p. 747 (paper no. 64); June,
1952,
¥ C. W. Gartlein, “Southern extent of aurora borealis in’North
America,” Jour. Geophys. Res., vol. 56, p. 85; March, 1951,

¥ D. F. Martyn, “A theory of magnetic storms and auroras,” 9th
General Assembly of URSI, Zurich; September, 1950, published
by Cornell Univ., as Tech. Rept. No. 3; Dec. 15, 1950 (contract
DA36-039-sc-218); Nature, vol. 167, p. 92; Jan, 20, 1951. See also
C. W. Gartlein, “Protons and the aurora,” Phys. Rev., vol. 81, p. 463;
Feb. 1, 1951; Trans. Amer. Geophys. Union, vol. 32, p. 120; February,
1951; Nature, vol. 167, p. 277; Feb. 17, 1951. D. H. Menzel, “Physics
of the aurora borealis,” (Harvard Univ.) presented to Amer. Astro.
Soc., to be published.
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preted as indicating that the auroral ionization spreads
to lower latitudes, but not to higher latitudes, at times
of increased auroral activity.# Microwave emissions
from the aurora have been reported and possible causes
discussed.4

Audio modulation is imparted to signals reflected by
the aurora especially when the distance between path
terminals is not great. It has been suggested that this
is due to rapid changes in the number density of the
impinging particles®® and to Doppler effect.# The power
spectrum of the fading is found to have frequency com-
ponents of roughly equal strength from zero to a cut-off
frequency of 100—200 cps at a carrier frequency of
50 mc. Amplitude modulation, though badly garbled,
is sometimes intelligible on a 50-mc carrier. Received
signals usually retain in large degree the transmitter
polarization whether horizontal or vertical. In many
cases the probability distribution of signal amplitude is
close to the Rayleigh distribution. “Openings” prob-
ably occur at all hours but have been observed at times
varying from shortly after noon to approximately
dawn, and over periods of a few minutes to many
hours.® It has been shown that auroral propagation
manifests itself as horizontal bars on television screens
when reccivers are tuned to distant “low-band” sta-
tions (82-88 mc).%

Pulse echoes have been received (at the transmitter
site) on frequencies of 33,1 40,47 46,48 50,4 72,5 and
100 mc.48-5! Results, particularly at the higher frequen-
cies, indicate that the echoes arise from within, or close
to the lower border of those types of aurora which show
visible structure. The echoes occur most frequently at
slant ranges of 500-1,000 km, and it has been suggested
that the minimum range is due to enhanced reflection

4 ]. H. Meek, “Reception of 2 mc loran in central Canada,”
Defence Research Board, Ottawa, Can., Radio Physics Laboratory
Report No. 9; July, 1951,

2 P, A. Forsyth, W. Petrie, and B. W. Currie, “Auroral radiation
in the 3000 mc region,” Nature, vol. 146, p. 453; Sept. 10, 1949. A. E,
Covington, “Microwave sky noise,” Jour. Geophys. Res., vol. 55, p.
33; March, 1950. . A, Forsyth, W. Petrie, and B. W. Currie, “On
the origin of ten centimeter radiation from the polar aurora,” Cana-
dian Jour. Res., vol. A28, p. 324; May, 1950.

Noise attributed to an ionospheric origin has also been observed
on 50 mc. In this case, it has not been correlated with the aurora or
any other phenomenon. See H. V. Cottony, “Radio noise of iono-
spheric origin,” Science, vol. 111, no. 2872, p. 41; January, 1950.

4 N. C. Gerson, “Radio observations of the aurora on 19 Novem-
ber 19, 1949,” Nature, vol. 167, p. 804; May 19, 1951,

# R. K. Moore, “Theory oP radio scattering from the aurora,”
TraNs. I.R.E., PGAP-3, pp. 217-219; August, 1952, Abstracted in
Proc. I.R.E,, vol. 40, p. 747 (paper no. 65); June, 1952.

4 R. Thayer, “Auroral effects on television,” Proc. I.R.E., vol.
41, p. 161 (Correspondence); January, 1953,

¥ Due to D. W. R. McKinley, National Research Council, Ot-
tawa, Can., and P. M. Millman, Dominion Observatory, Ottawa,
Canada. Also see footnote 32.

4 L. Harang and W. Stoffregan, “Scattered reflections of radio
\lvqagges from a height of more than 1000 km,” Nature, vol. 142, p. 832;

% A. C. B. Lovell, |. A. Clegg, and C. D. Ellyett, Nature, “Radio
echoes from the aurora borealis,” vol. 160, p. 372; Sept. 13, 1947.

4 Due to K. L. Bowles (and others), Cornell Univ.

¢ A. Aspinall and G. S. Hawkins, “Radio echo reflections from
:l;goaurora borealis,” Jour. Brit. Astro. Assn., vol. 60, p. 130; April.

3 P, A. Forsyth, W. Petrie, F. Vawter, and B. W. Currie, “Radar
reflexions from aurora,” Nature, vol. 165, p. 561; Apr. 8, 1950,
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when propagation is normal to the earth's magnetic
field along which the ionizing particles are thought
to travel.% At 100 mc, however, no clear evidence has
been found that the echoes are enhanced for propagation
normal to the earth’'s magnetic field. The echoes are
much more variable at the higher frequencies and for
any particular display can be obtained at successively
higher frequencics as the intensity of the display in-
creases. The form of the echoes and their distribution
in the horizontal plane is consistent with the assump-
tion that they arise from a large number of small reflect-
ing centers distributed along the lower border of the dis-
play.5?

Very recently, measurements of frequency shift of an
unmodulated, 50 mc, cw signal reflected from the aurora
have been reported. Shifts ranging from zero up to
about 200 cps have been observed. Certain obvious con-
clusions about the motion of the reflecting region can be
reached if this is interpreted as a simple Doppler ef-
fect.s3.54

V. METEORIC IONIZATION

Pulse echoes have been received (at the transmitter
site) over a frequency range of 3-200 mc from meteor
trails.$® The lower frequencies give more and longer-
duration echoes and it has been shown that the dura-
tion depends upon the square of the wavelength .
Durations are typically from 1-100 seconds in the vicin-
ity of 30 mc. It has been concluded from theoretical
considerations that laminar flow of a meteoric ionization
path may increase duration as much as four times.*

Strong vhf propagation via meteorically ionized re-
gions of reflection is usually very ephemeral. For a dis-
cussion of such echoes at 50 mc, reference should be
made to footnote 31 of Part 111.58

During the spectacular Giacobini-Zinner shower of
1946, meteoric activity was so great that sustained vhf
communication over long paths became possible. In the
United States, many voice amplitude-modulated con-
tacts were made on 50 mc over paths up to 2,000 km
long. Reception was a continuous succession of short

82 This paragraph, except as otherwise referenced, is due to B. W.
Currie, Univ. of Saskatchewan, and P. A. Forsyth, Radio Physics
Laboratory, Defence Research Board, Ottawa, Can.; also corrob-
orated by K. L. Bowles (and others), Cornell Univ.

88 R, B. Dyce, School of Electrical Engineering, Cornell Univ,
From Progress Report No. 1, “Studies on propagation in the iono-
sphere; Sept. 30, 1952.”

* # Much useful information on the aurora is also contained in:
L. Harang, “The Aurorae,” The International Astrophysics Scries,
John Wiley and Sons, Inc., New York, N. Y.; 1951.

8 For example, see the following and their bibliographies:
D. W. R. McKinley and P. M. Millman, “Determination of the ele-
ments of meteor paths from radar observations,” Canadian Jour.
Res., vol. 27A, p. 53; May, 1949: J. A. Clegg, and G. S. Hawkins, “A
radio echo apparatus for the delineation of meteor radiants,” Phil.
Mag., vol. 42, no. 328, p. 504; 1931.

8\’ C. Pineo and T. N. Gautier, “The wave-frequency depend-
ence of the duration of radar-type echoes from meteor trails,” Science,
vol. 114, no. 2966, p. 460; Nov. 2, 1951.

57 T, N. Gautier, “The effect of laminar flow on the duration of
meteor echoes,” presented at joint IRE-URSI meeting, Cornell
Univ.: Oct. 8-10, 1951,

88 See also E. W. Allen, Jr., “Vhf and uhf signal ranges as limited
by noise and co-channel interference,” Proc. I.R.E., vol. 35, p. 128;
February, 1947.
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bursts of varying intensity, coming so close together
that the signal was intelligible. The phenomenon lasted
for more than three hours during which time there was
only slight change in the character of the signals
heard.®® From measurements made during this shower,
it is concluded that only a few watts per km? are re-
quired to produce an ionospheric layer.

Meteoric ionization has long been under considera-
tion as a cause of sporadic E ionization. The present
evidence is that meteoric activity accounts for a sepa-
rate and distinct phenomenon,® although the material
in footnote 31 may possibly begin to strengthen again
earlier tenets. In the experiments described, there is a
pronounced evening minimum of signal intensity and
a tendency to show a fairly steady rise during the night.
A maximum 1is reached in the forenoon, followed by
a second and greater maximum at noon. It is sug-
gested that the diurnal variation of the solar ultraviolet
radiation produces the midday maximum but that the
secondary maximum in the forenoon may be accounted
for by meteoric activity. Meteoric activity is greatest
at about 0600 local time and a minimum at about 1,800.
Superposition of this effect upon the regular solar il-
lumination effect accounts reasonably well for the ob-
served diurnal behavior.

Statistical analysis of eleven thousand meteor veloci-
ties, observed over a period of fifteen months by vhf
pulse-echo technique, has led to the conclusion that all,
or nearly all, meteors down to the eighth visual magni-
tude are members of the solar system.® NMeasurements
of meteor decelerations have led to the conclusion that
cither the formula for the scattering of radio waves
from a meteor trail needs revision or that the density
of air at 100 km height is lower by a factor of three or
more than that in the NACA tables.®® Measurements of
the polarization of meteor echoes indicate that ioniza-
tion densities may be greater than are usually assumed
and that existing theories® are not compatible with this
result.®® Radio pulse measurements have shown the ef-
fective mean-trail length to be 25-30 km.%6.¢7

8 E, P. Tilton, “The world above 50 mc,” QST, vol. 30, p. 43;
December, 1946,

% J. A. Pierce, “lonization by meteoric bombardinent,” Phys.
Rer., vol. 71, pp. 88-92; Jan. 15, 1947. In a report of Oct. 30, 1946
(Cruft Laboratory, Harvard Univ., Contract N5-ori-76, T.O. 1) the
author discusses the significance of his conclusions in terms of main-
taining a strong ionospheric layer by artificial means.

61V, C. Pineo, “A comparison of meteor activity with occurrence
of ;goradic E reflections,” Science, vol. 112, no. 2898, p. 50; July 14,
1950.

6 D, W. R. McKinley, “Meteor velocities determined by radio ob-
servations,” Astrophys. Jour., vol. 113, p. 225; March, 1951.

8 D, W. R. McKinley, “Deceleration and ionizing efficiency of
radar meteors,” Jour. Appl. Phys., vol. 22, p. 202; February, 1951.

8 |, Feinstein, “The interpretation of radar echoes from meteor
trails,” Jour. Geophys. Res., vol. 56, p. 37; March, 1951.

% L. A. Manning and M. E. Van Valkenberg, “The polarization
characteristics of meteoric echoes,” loc. cil. footnote 57.

e L. A. Manning, O. G. Villard, Jr., and A. M. Peterson, “The
length of ionized meteor trails,” presented at joint IRE-URSI meet-
inq,ZNational Bureau of Standards, Washington, D. C.; Apr. 21-24,
1952.

67 Many interesting comments on meteoric ionization are also con-
tained in the “Proceedings of the Colloquium on Mesospheric Phys-

ics,” Air Force Cambridge Research Center, Cambridge, Mass.; July,
1951.
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Tropospheric Propagation: A Selected
Guide to the Literature”

approval of the above committee.—The Editor

The following paper was prepared by the IRE Committee on Wave Propagation and its Sub-
committee on the Theory and Application of Tropospheric Propagation. It is published with the

Summary—A subcommittee of the IRE Committee on Wave
Propagation selects references designed to direct the non specialist
through the mazes of an extensive literature to information on certain
specific aspects of the propagation of short radio waves through the
troposphere.

I. FOREWORD

URING 1949 the IRE Wave Propagation Com-
D mittee undertook to prepare this guide in the

hope that this new activity might prove useful to
readers of the PROCEEDINGS. Tropospheric propagation,
or propagation of radio waves on frequencies higher
than those normally reflected by the ionosphere (about
30 mc and higher), has an important bearing on the
utilization of the vast spectral range so stimulated by
the war and post-war development of uses for radio
waves. The literature of the subject is extensive, but
widely scattered through the technical journals of the
last twenty years. On the theoretical side, the mathe-
matical complexities of the subject have tended to repel
all but the most mathematically inclined radio engi-
neers. During the last few years, fortunately, several
books on the subject have appeared, but it stiil appeared
to the committee that the nonspecialist in the subject
might be helped by a selective guide designed to assist
him through the maze of literature to some useful an-
swers to certain propagation problems. The guide is in-
tended to be a highly selective list of references for the
radio engineer who is a nonspecialist in tropospheric
propagation, but who desires either specific quantitative
estimates for certain propagation questions, or back-
ground discussion to give him a grasp of the meaning
of the numerical answers once they are located and cal-
culated. Following a brief account of books and general
discussions of tropospheric propagation which are rec-
ommended, the selected references comprising the guide
are arranged under the topical headings into which a
subject is often broken down. It must be emphasized
that limitations of space rather than considered critical
judgment governed the rather arbitrary selection of
papers included. In particular no slight to the pioneers
is intended by omission of papers prior to 1940. It is
hoped that the papers and books listed will adequately
mention these.

I1. CavuTtioN

The specialists on the committee in the field believe
that the nonspecialist reader should arm himself with

* Decimal classification: R112.2. Original manuscript received
by the Institute, April 4, 1952.

a healthy note of skepticism while delving through the
literature. Nonspecialists almost invariably believe that
it should be possible to answer the questions they ask
of the propagation “expert” in a positive manner. The
experts believe that most of the questions asked can be
answered only in a general way. The engineering pro-
fession is warned by the committee. therefore, that only
a skeleton of working knowledge is available, and that
many things in the literature must frequently be taken
with a large grain of salt.

I11. Books

During the years 1947 through 1951 four books on
tropospheric propagation have appeared, which taken
together greatly simplify the search for specific informa-
tion, for the specialist and nonspecialist alike. The first
step in approaching the literature for help in solution of
almost any tropospheric propagation problem may fre-
quently be consultation of the table of contents or in-
dexes of these books in order to discover the sections
bearing most directly on the problem at hand. Impor-
tant papers which have appeared since the writing of
these books are usually mentioned in the pages devoted
to tropospheric propagation in the annual progress re-
views published each April in the PROCEEDINGs. If, in
addition, the reader consults the propagation abstracts
reprinted each month in the PROCEEDINGs from the
Wireless Engineer, then practically no important paper
bearing on a particular tropospheric propagation prob-
lem can escape detection. For convenient reference in
later paragraphs these four books will be designated by
the letters 4, B, C, D.

A. “Propagation of Short Radio Waves,” D. E.
Kerr, editor, volume 13 of the Radiation Laboratory
Series, McGraw-Hill Book Co. Inc., New York, N. Y.;
1951. The authors of this volume aimed to summarize
the state of knowledge in the field at the end of the
second world war. The emphasis on MIT Radiation
Laboratory contributions is only the natural conse-
quence of the authors’ more intimate acquaintance with
the propagation work of their own laboratory.

B. “Terrestrial Radio Waves; Theory of Propaga-
tion,” H. Bremmer, Elsevier Publishing Co., Amster-
dam (also New York, London); 1949, This volume will
doubtless remain for a long time the starting point for
study of the theoretical aspects of tropospheric propaga-
tion, incorporating as it does the classic papers of Van
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der Pol and Bremmer in the 1930’s on propagation over
a curved earth.

C. “Radio Wave Propagation,” Technical Report of
the Committee on Propagation of the N.D.R.C,, C. R.
Burrows (chairman), S. S. Attwood (editor), Academic
Press Inc.; New York, N. Y., 1949. This volume makes
readily available a wide variety of papers, theoretical
experimental, and expository in nature, which were de-
classified at the end of the second world war. At the end
of this volume (pages 531-548) is a general bibliography
of reports on Tropospheric Propagation. These listings
include most of the unpublished wartime reports up to
the summer of 1945. A later bibliography which includes
references up to the middle of 1938 has been published
as CRPL-2-3 by the Central Radio Propagation Labora-
tory, National Bureau of Standards.

D. “Meteorological Factors in Radio Wave Propaga-
tion,” Physical Society, L.ondon; 1947. This volume
conveniently collects together papers summarizing
many British wartime contributions to the subject.

A book antedating those above by about 20 years is
“Propagation of Radio Waves,” P. O. Pedersen, G. E. C.
Gad, Copenhagen; 1927. It is still consulted by those
who have access to a copy.

1V. GENERAL DISCUSSIONS

While it is the prime purpose of this guide to direct
the nonspecialist directly to a place in the literature
where quantitative answers may be found to certain
specific questions, it would be unwise to start making
computations directly without acquiring some general
background to illuminate the calculations being made.

During the war, the NDRC Committee on Propaga-
tion produced at the request of the armed services a
semi-popular account of the vagaries of tropospheric
propagation for the information of those concerned with
the operation of radar sets.! Another longer general
account of ‘the subject produced then gives a somewhat
more technical treatment, but with a minimum of
mathematics.? A shorter birdseye view may be found
in the first paper of reference (D).* Readers interested
in a general account of super-refraction from the view-
point of radar application may prefer to read Booker’s
paper.*

V. DIFFRACTION

Many papers on the propagation of radio waves over
a homogenecous spherical earth under uniform atmos-
pheric conditions have been published in the last thirty
years, mostly based on pioneering work of Watson.b

Watson's great contribution was the transformation

' (B) op. cit., “Variations in radar coverage,” pp. 127-133.

* Ibid., “Tropospheric propagation and radio meteorology,” pp.
134-1635.

3 Sir E. Appleton (D) op. cit., “Theinfluence of tropospheric con-
ditions on ultra-short-wave propagation,” pp. 1-17.

«H. G. Booker, “Elements of radio meteorology: how weather
and climate causes unorthodox radar vision beyond the geometrical
horizon,” Jour. IEE, vol. 93, 111A, pp. 69-78, no. 1; 1946.

+G.' N. Watson, “The Diffraction of Electric Waves by the
Earth,” Proc. Roy. Soc. A (London), vol. 95, pp. 83-99; 1918. The
Transmission of electrics waves by the earth, tbid., pp. 546-563.
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of a very slowly convergent series of spherical harmonics
to a residue series, which expressed the field at distances
beyond the optical horizon as a sum of independent
modes, each exponentially attenuated but at different
rates. For sufficiently large distances only the first mode
makes an appreciable contribution to the field.

It is not necessary to list all the papers based on
Watson’s method since a very complete account of the
present state of diffraction theory is now available in
volumes (B) and (C).

Bremmer’s book (B) includes a historical survey
(pages 6 to 8), with references to most of the earlier
papers, and a theoretical development of various for-
mulas for the field strengths under different operating
conditions. A complete set of numerical formulas
adapted to computation under most conditions likely
to occur in practice appears on pages 104 to 110. These
may be used without reference to the theory in the
preceding pages, and include numerical values of all the
relevant parameters. Cases considered include both
vertical and horizontal polarization; dielectric earth and
conducting earth (sea water); transmitter and receiver
both on the earth’s surface and one or both elevated;
distances within the optical horizon and beyond. Exam-
ples of computations are shown, and some illustrative
curves of the field variation with distance and with
height (pages 113 to 120).

Reference (C) gives a somewhat more technical ac-
count of diffraction theory and includes reports on ex-
perimental work. Volume 111 of this work covers much
the same ground as Bremmer’s book, and includes formu-
las for field computations, with curves of various fac-
tors which may be used in determining numerical values.
In particular, chapter 5, on the calculation of radio
gain, should be consulted.

Some may prefer the compact methods of calculation
suggested in chapter 2 reference 4, for the cases covered.
For example, the bilinear profile of the horizontally
stratified atmosphere treated in section 2.17 constitutes
the most exhaustive presentation yet published of the
problem of the nonstandard troposphere.

V1. REFRACTION
A. Rays

It should be stressed that those computational
formulas discussed in section V are based on the assump-
tion that the earth is a homogeneous sphere of constant
dielectric constant and conductivity, while the atmos-
phere is also homogeneous with constant refractive in-
dex. As the frequencies in use were extended to higher
and higher values it became apparent that more atten-
tion would have to be paid to variations in the refrac-
tive index of the atmosphere. The known fact that the
refractive index decreases linearly with height in a well-
mixed atmosphere, and thus causes a downward bend-
ing of rays towards the earth, was first compensated for
by assuming an effective radius of the earth, somewhat
larger than its actual radius. This had the effect of
straightening the rays, relative to the modified earth,
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and the above formulas could be used with this modi-
fication to include the refraction effect. Standard refrac-
tion is then defined as one in which the decrease of re-
fractive index with height corresponds to an effective
earth’s radius equal to 4/3 of the actual radius.

For wavelengths in the centimeter range this theory
was soon found to be inadequate. Meteorological ob-
servations have shown that at sufficiently large heights
the refractive index usually decreases linearly with
height. However, in the immediate neighborhood of the
earth’s surface there may be large deviations from a
linear relationship. In the modified index of refraction,
defined as M =[n—1+4(k/a)] 10%, n may decrease line-
arly but much more rapidly than is the case for a stand-
ard atmosphere. In these circumstances rays which
start out at very small angles to the horizon are bent
back towards the earth, from which they are reflected,
and the process may be repeated. The heights within
which the rays are trapped define the confines of a duct.

A discussion of the elementary theory of nonstandard
propagation will be found in volume I of reference (D)
(pages 11 to 17). For very short wavelengths the field at
any point in the duct may be determined by a ray-trac-
ing method, based on geometrical optics. This method is
also discussed in Bremmer’s book on pages 131 to 138,
and in some of the papers in the Physical Society pub-
lication (C), notably those by Hartree, Michel and
Nicholson (page 127) and by Stickland (page 253). A
critical study of ray versus diffraction techniques, earth
flattening approximation, and limitation of ray methods
is contained in chapter 2 of (4).

Bremmer has also written of ray treatment of propa-
gation in a duct.® He assumes a quadratic variation of
refractive index with height, and discusses multihop
transmission over the earth’s surface, together with
such topics as the time of arrival of consecutive rays
originating from a point source. The existence of a
shadow zone above an atmospheric duct is indicated in
another paper? which uses ray-tracting methods to in-
vestigate the shadow zone, and shows that measure-
ments of the M variations and of the associated fields
agree qualitatively with theoretical values.

B. Modes and Ducts

When the wavelength is not short enough to use the
ray theory in a duct, some progress can be made with a
mode theory similar in principle to the usual mode
theory of propagation in a metallic waveguide. Above
the geometrical horizon, too many modes are involved to
make the theory useful, but below the horizon it often
happens that the lowest mode by itself gives a tolerable
description of the field. A drawback in the practical use
of the mode theory is the lack of propagation curves
covering sufficiently flexible profiles of refractive index.

¢ H. Bremmer, “On the theory of spherically symmetric in-
homogenous wave guides in connection with tropospheric radio
propagation and underwater acoustic propagation,” Philips Res.
Rep., vol. 3, pp. 102-120; April, 1948,

7' W. L. Price, “Radio shadow effects produced in the atmosphere
by isnversions,” Proc. Phys. Soc. (London), vol. 61, pp. 48-59; July,
1948.
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Booker and Walkinshaw give a general description of
the mode theory,® followed by propagation curves ap-
propriate to a dependence of modified refractive index
& upon height & of the form

pt=1—2kJh — (d™h™/m)].

Section 8 gives the curves for m=1/2 (the square-root
profile), and section 9 those for m=1/5 (the fifth-root
profile). The drawback about these profiles is that al-
though they give an appropriate lapse-rate of refractive
index well above the duct, the curves do not tend to an
asymptote at great heights. The curves for the fifth-root
profile are presented in a manner that is different from,
and better than, those for the square-root profile. The
method of presentation of these fifth-root profile curves,
even when applied to the standard atmosphere without
ducts, seems to be the most convenient yet devised for
the quick drawing of a field strength curve beyond the
horizon.

Reference 9 contains curves of horizontal attenuation
for the lowest mode at 200, 3,000, and 10,000 mc for a
profile of modified refractive index consisting of two
straight lines forming an angular minimum at the top of
the duct.? Height-gain curves are not given. A drawback
of this profile is that the minimum of modified refractive
index is usually quite blunt in practice.

Near the surface of the sea there is a semi-permanent
surface duct that is particularly well developed in those
part of the oceans that are swept by trade winds. The
influence that this duct can have on propagation of
centimeter wavelengths near the ocean surface has been
described.?® In this article Figs. 10 and 11 summarize
the measurements made at 9 and 3 cm, respectively.
The comparison of those results with the duct theory
has also been discussed.!! For a discussion of the depar-
ture of the observation from the duct theory at long
range (beyond about 80 km) at 9-cm wavelength, see
Booker and Gordon.

For anyone who proposes to calculate additional
propagation curves reference should be made to other
works, 13-

C. Elevated Layers

Partial and total return of energy from elevated re-
fracting layers in the troposphere at heights of some

® H. G. Booker and W. Walkinshaw, “The mode-theory of tropo-
spheric refraction and its relation to wave-guides and diffraction,”
(D) op. cit., pp. 80-127.

’ (DC) op. cit., “Attenuation diagrams for surface ducts,” pp. 178~
180.

10 M, Katzin, R. W. Bauchman, and W. Binnian, “3 and 9 cm
propagation in low ocean ducts,” Proc. I.LR.E., vol. 35, p. 891;
September, 1947.

1t C, L. Pekeris, “Wave theoretical interpretation of propagation
of 10 cm and 3 cm waves in low-level ocean ducts,” Proc. I.R.E.,
vol. 35, pp. 453-462, July, 1947.

12 C, L. Pekeris, “Asymptotic solutions for the normal modes in
the theory of microwave propagation,” Jour. App. Phys., vol. 17,
pp. 1108-1124; December, 1946.

13 C, L. Pekeris, “Perturbation theory for an exponential M curve
in nonstandard atmospheric conditions,” (C) op cit., pp. 185-190.

1 G, G. Macfarlane, “The application of a variational method to
the calculation of radio wave propagation curves for an arbitrary
refractive index profile in the atmosphere,” Proc. Phys. Soc., vol. 61,
p. 48; July, 1948, .

15 D, E. Kerr, “Theory of propagation in a horizontally stratified
atmosphere,” (A4) op. cit., chap. 2, pp. 27-144.
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thousands of feet is likely to be an important phenom-
enon, especially at meter wavelengths. The phenom-
enon is likely to occur especially in connection with
what meteorologists call a “subsidence” inversion. The
phenomenon occurs in quite a persistent form in certain
areas of the world, two of which are the coast of Cali-
fornia and the coast of New South Wales.

Reference 16 is a description of the distribution of
temperature, humidity, and refractive index experienced
in practice off the Southern California shore.® Radio
results in the region have been described also.!” Typical
signal records for low and high reflecting layers are
shown in Fig. 5, together with a condensed log of
field-strength (Fig. 3) over a 90-mile link over sea-
water along the California coast, showing the depend-
ence of field on layer height. Frequencies used were 52
mc, 100 mc, and 547 mc. Theoretical reflection coeffi-
cients from a layer having a plausible distribution of
refractive index with height (“Epstein” layer) are shown
in Fig. 2.

A description is given by Price of experiments show-
ing reflection from an elevated layer off the coast of
New South Wales,” and the ray theory of refraction in
such a layer is developed to show that regions of shadow
could develop which might interfere with detection of
aircraft by coastal radars. For a general discussion of
ray tracing see Section VI (A) of this guide.

Some statistical results concerning the occurrence in
anticyclones of the type of elevated layer that is of im-
portance in radio communication are to be found in
reference!'s.

A description?!? of the semi-permanent elevated duct
covering practically the whole of that part of the world
which is subject to trade winds is based on upper-
atmosphere observations of the research ship “Meteor”
in the Atlantic Ocean.

D. Angle of Arrival

Variations in tropospheric refraction give rise to
changes in the angle of arrival of radio waves amount-
ing rarely to more than a small fraction of a degree.
Measurements of the angle of arrival may be checked
with expectations based on observed index of refrac-
tion profiles. On the practical side, stimulus for these
measurements arises from two typical types of ques-
tions. (1) What is the largest microwave antenna which
can be used on a relay path without causing fading due
to the fluctuations of the angle of arrival comparable
with the antenna beam width? (2) What is the ultimate
angular accuracy which can be hoped for in the fire-con-
trol radar, as set by the unavoidable fluctuations in the
angle of arrival through the atmosphere?

Horizontal angle of arrival measurements are rela-

18 (C) op. cit., “Meteorology of the San Diego transmission experi-
ments,” pp. 202-206.

17 |, B. Smyth and L. G. Trolese, “Propagation of radio waves in
the troposphere,” Proc. I.R.E., vol. 35, p. 1199; November, 1947,

18 S, Pettersen, P. A Sheppard, C. H. B. Priestley and K. R.
Johannsen, “An investigation of subsidence in the free atmosphere,”
Quart. Jour. R. Mel. Soc., vol. 73, p. 43; 1947.

1 (C) op. cit., “Analysis of ducts in the trade winds,” p. 223-225.

tively simple since it may reasonably be assumed that if
more than one wave component is present, like inter-
ference will occur over the antenna’s horizontal dimen-
sion. For the vertical-angle measurements, however,
more than a single wave component is commonly re-
ceived, causing a complex-wave front in the vertical
direction.

The studies of the angle of arrival have been con-
cerned with measuring the changes of angle as a func-
tion of meteorological conditions, the detection of
multiple-path transmission, the separation of wave
components for line-of-sight paths, and the measure-
ment of the angle of arrival of the refracted wave front
for nonoptical paths. As at lower ionospheric frequen-
cies, two experimental methods have been used: (1)
sharp-beamed antennas scanned mechanically in angle,
or (2) simultaneous-phase measurements on spaced an-
tennas. The first method is limited in the ability to fol-
low rapid variations; the second gives results in a form
difficult to interpret directly. The following papers?-22
illustrate the available data and methods.

The measurement of horizontal and vertical angles of
arrival were made on 13- and 24-mile paths using a
wavelength of 3.2 cm. The method employed was that
of rocking a 20-foot parabolic antenna with a beam
width of 0.36° in the plane of measurement through an
angle of +3/4° on either side of the “normal” angle of
arrival. The position of the peaks on a continuous-re-
cording chart was used to obtain the angle of arrival.

The 13-mile path was over rolling land and the ef-
fective reflection coefficient was found to be 0.18. The
longer path was partly over water and partly over land,
and the effective reflection coefficient was found to be
0.5. Very little horizontal change in angle of arrival was
reported except for an occasional horizontal shift of
angle up to 0.1°. Vertical variations were more com-
monly noted. On the 24-mile path, the direct ray was ob-
served to arrive as much as 0.35° above the angle asso-
ciated with standard atmospheric conditions.

Additional measurements of the angle of arrival on
the 13-mile path mentioned in the preceding paper were
made on a 3.2-cm and 1.25-cm wavelength. The 1.25-cm
measurements were made with a 20-foot metal lens
antenna with a beam width of 0.12°. A collector antenna
was 48.6 feet to the rear of the lens. The beam was
scanned by moving the lens up or down or sideways to
change the focusing on a collector antenna 48.6 feet to
the rear of the lens.

The horizontal-plane angular deviations were usually
absent, and never more than 0.03°. The vertical-plane
angular deviation varied from 0.04° to 0.11° relative to
the line of sight on both wavelengths considered. A gen-
eral correlation with measured index gradients was

20 \V, M. Sharpless, “Measurement of angle of arrival of micro-
waves,” Proc. I.R.E., vol. 34, pp. 837-845; November, 1946,

1n A, B. Crawford and \W. M. Sharpless, “Further observations
of the angle of arrival of microwaves,” Proc. L.R.E., vol. 34, pp
845-848; November, 1946. 0 b0

2 A W. Straiton and J. R. Gerhardt, “Results of horizontal micro-
wave angle-of -arrival measurements by the phase difference method,”
Proc. L.R.E., vol. 36, pp. 916-922; July, 1948. '
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found. The angles measured on the two wavelengths
agreed. .

Multiple-path transmission was noted on two clear,
calm nights. As many as four separate paths were noted,
with the highest angle 0.75°. It was proposed that these
additional paths were due to boundary layer reflections.

The horizontal angle of arrival of 3.2-cm radio waves
on a 7-mile path along a coast line was observed. The
principle employed was that of using the phase differ-
ence between the fields of two antennas separated
horizontally by 10 feet. Metcorological measurements
of the horizontal gradient of the index of refraction were
made at two points along the path and at three levels.

For 90 per cent of the measurements the angle of ar-
rival was shifted shoreward from the line of sight, with
angles of 0.015° or more existing 40 per cent of the
time. This horizontal shift was associated with the index
gradient which existed from the more moist and cooler
air over the water to the dryer and warmer air over the
land. A general correlation was observed between the
radio and meteorological measurements.

VI1I. LoBE STRUCTURE

The main feature of the field-strength distribution in
connection with propagation through the troposphere
above the horizon is the lobe structure formed by the
interference pattern between the direct and surface-
reflected waves, known as the Lloyd's mirror phenom-
enon in optics. During the war, contours of constant
field strength in a vertical plane through this interfer-
ence pattern became known variously as the “vertical
polar diagrams” or “vertical coverage diagrams.” For
VHF radar equipments in particular, the field-strength
contour corresponding to the minimum detectable signal
is a much better indicator of set coverage than the sim-
ple “line of sight” criterion of the preceding decade.
For a plane earth the lobe structure is especially simple,
since the minima separate the lobes at angles of eleva-
tion which are integral multiples of A/2k, where A is the
wavelength and & the antenna height. Over a curved
earth the vertical angular spacing is no longer uniform,
and the precise calculation of lobe boundaries becomes
rather tedious in practice because of computational
difficulties involved in finding the location of the reflec-
tion point on a curved earth. The first part of chapter §
(pages 377 to 404), and chapter 6 (pages 433 to 453) of
reference (C), as well as sections 2.1, 2.2, and 2.13 of
reference (4), give considerable detail concerning the
calculations, beginning with the elementary calculation
of the plane-earth approximation and proceeding to a
variety of sophisticated methods which have been de-
vised to circumvent the complications of the curved-
earth calculations. Very few of the thousands of experi-
mentally-determined radar coverage diagrams have
been published, but the following reference® gives some
indication of the extent to which the details of the

8 J, A. Ramsay, “The vertical distribution of radar field strength
over the sea under various conditions of atmospheric refraction,”
(D) op. cit., pp. 238-242.
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smooth-earth calculation are verified in practice. Section
X of this guide should be consulted for data which in-
dicates in a general way the effect of surface land or sea
roughness in reducing the reflection coefficient, and
thus moderating the depth of the nulls of the interfer-
ence pattern.

VIII. TiME AND SPACE VARIATIONS OF FIELD
STRENGTH

The enormous and sudden expansion of television and
FM broadcasting on VHF since the war and the pro-
posed extension to UHF have precipitated intense prac-
tical interest in certain propagation questions peculiar
to a broadcast service, especially for the purposes of fre-
quency-band allocations and station spacing. The ef-
fects of particular importance to broadcasting are: (1)
the effects of rough terrain and of urban locations on
the field strengths received in home locations in a
broadcasting station’s service area, compared with cal-
culations based on a smooth earth; (2) the tropospheric
interference fields produced well beyond the horizon by
a high-power broadcasting station capable of interfering
with another station on the same channel. With respect
to the rough terrain effect on VHF, the average depar-
ture of the median service area field from the conven-
tionally calculated smooth-earth field, and the statisti-
cal distribution about this median may be found for a
number of VHF broadcasting stations in eastern United
States in a report of the Ad Hoc Committee.?

Estimates of the shadow loss exceeded at a specified
percentage of locations behind a hill of known height
between the transmitter and receiving locations may be
found on pp. 29-30 of PROCEEDINGS.”® Some informa-
tion of comparative measurements in different types
of terrain at UHF as well as at VHF may be found in
the RCA Review® and PROCEEDINGS.?

A summary of all long-term recording up to mid-1949
of VHF time variable field strength, and average curves
deduced from these as to field strength exceeded 1, 10,
50 and 90 per cent of the time at various distances may
be found in an FCC report.? Statistical summaries of
later VHF recordings and of a few UHF recording may
be found in two other FCC reports.2?:3°

% K. A, Norton, M. Schulkin, and R. S. Kirby, “Ground wave
propagation over irregular terrain at frequencies above 50 mc,”
reference (C) to the report of the Ad Hoc Committee of the FCC;
June 6, 1949,

2 K. Bullington, “Radio propagation variations at VHF and
UHF,” Proc. I.R.E,, vol. 38, pp. 27-32; January, 1950.

% G. H. Brown, J. Epstein and D. W. Peterson, “Comparative
propagation measurements; television transmittersat 67.25, 288, 510,
and 910 megacycles,” RCA Rev., pp. 177-201; June, 1948.

¥ A. J. Aiken and L. Y. Lacy, “A test of 450 megacycle urban
area transmission to a mobile receiver,” Proc. I.R.E., vol. 38, pp.
1317-1319; November, 1950.

B E. W. Allen, W. C. Boese, and H, Fine, “Summary of tropo-
spheric propagation measurements and the development of empirical
VHF charts (revised),” FCC Report TID 2.4.6; May 26, 1949.

1 G. V. Waldo, “Summary of recent VHF tropospheric propaga-
tion measurements over southern and mid-western paths,” FCC
report TRR 2.4.8; June, 1950.

¥ H. Fine and F. V. Higgins, “Long-distance tropospheric
propagation in the ultra high frequency band,” FCC TRR report
2.4.10; October 13, 1950,
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One paper has appeared® which attempts to interpret
the unexpectedly high-tropospheric field strengths meas-
ured well beyond the horizon as being caused by scat-
tering from blobs in the atmosphere related to turbu-
lent fluctuations in the index of refraction. Formula
(2.23) gives the power scattered by the atmosphere
(7) per unit solid angle, (iZ) per unit incident power
density, (47¢) per unit volume, as a function of the scale
of turbulence, the mean square deviation of dielectric
constant from mean, the angle through which scatter-
ing takes place, an angle depending on polarization,
and the wavelength. Section 111 gives various approxi-
mations to the general formula. Difficulties arise in
applying the formulas because the volume integration is
sometimes difficult (7). Calculation is done in Section V
for beam communication using identical beam-widths
for transmission and reception, assuming no variation
with height of the scale of turbulence and the mean
square deviation of the dielectric constant from mean.
Agreement with observation appears possible in this
case. Knowledge of the scale of turbulence in the atmos-
phere and of the mean square deviation of dielectric
constant from mean is poor, especially so far as its
variation with height is concerned (47). A review of avail-
able information on this subject is given in Section I.

IX. ATTENUATION BY ATMOSPHERIC GASES AND
PRECIPITATION

The theory, methods of measurement, and experi-
mental values of the absorption of microwaves by
atmospheric oxvgen and water vapor are compactly
presented by Van Vleck and Purcell in chapter 8 of (4),
pages 646 to 671, along with references to post-war
measurements as well. Attenuation by precipitation
(clouds, rain, and snow) is reviewed both on the theo-
retical and experimental side by Goldstein in chapter 8
of (A), pages 671 to 692. A somewhat more extensive
account on the theoretical side and a summary of ex-
perimental values up to the end of the war is contained
in the article by Goldstein in (C), pages 269 to 284.

X. GROUND AND SEA ROUGHNESS

Roughness of the ground is of importance at suffi-
ciently short wavelengths both in communication and
in radar. It affects the reflection coefficient of the
ground, and in extreme cases may even lead to indirect
transmission paths. In the radar application surface-
roughness leads to echoes that may obliterate wanted
targets. -

Reference (C) contains material on the subject of which
the following specific items are typical. (Alternatively,
chapter 5 of reference (A4) discusses much of the same
material, and includes an attempt to interpret the
meaning of the measurements.)

Chapter 4, page 263, includes some information on
the effect of grass-cover on reflection from ground at a
wavelength of 9 cm. Magnitudes of reflection coeffi-

81 H, G. Booker and W. E. Gordon, “A theory of radio scattering
in the troposphere,” Proc. I.R.E., vol. 38, pp. 401-412; April, 1950.
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cients are quoted for both horizontal and vertical polar-
ization for angles of elevation up to 56.5°. The height
of the vegetation runs from 0 to 45 cm.

Chapter 4, page 267, gives information about the
magnitude of the reflection coefficient of 9-cm waves
(both wvertically and horizontally polarized) from
ground that has been artificially ridged. Angles of ele-
vation from 12 to 46.5° are considered, with the plane of
propagation along, across, and at 45° to the run of the
ridges. The ridge wavelength varied from 60 to 120 cm
and the ridge height from 5 to 15 cm.

Chapter 7, page 306, gives information about radar
clutter from sea and land surfaces on 9 and 3 cm for
vertical and horizontal polarization. On page 311 figures
are quoted for the ratio of scattering cross section of the
sea per unit are on 9 to that on 3 cm. Fig. 2 relates to
the time constant of sea-clutter at 9 and 3 cm.; Figs. 7
and 8 give similar information for ground clutter at 9
cm, wind speeds of 25 mph and 10 mph being involved
in these two diagrams.

Reference (A4) contains numerous references to these
topics of which the following are representative. On
pages 411 to 418 the theory of surface roughness is
examined qualitatively in terms of half-period zones
drawn about the reflection point. Pages 419 to 436 give
a summary of experiments and their interpretation
which lead to values of the reflection coefficient for vari-
ous land and sea surfaces. An extensive treatment of
both theory and experiment on sea echo and land clut-
ter is given by Goldstein on pages 481-587.

In an article by Davies and Macfarlane®? equations
(7) and (12) are approximate formulas for radar reflec-
tion from the sea surface applicable at angles of eleva-
tion small and large compared with 6§, defined a quarter
of the way down page 721. Results are expressed in
terms of a scattering coefhcient f(f) of the sea that de-
pends on angle of elevation 6. The dependence of f(6) on
wave height for A\=3 cm and 1.25 cm is given in Fig. 6,
on @ for A\=3 cm in Fig. 8 and on wind speed for A=10
cm in Fig. 10.

Practically all of the information on surface roughness
mentioned above concerns its effects on propagation
over optical paths, whether both radar or one-way ap-
plications. Recently a suggestion has been outlined by
Bullington that surface irregularities may be important
for understanding of the unexpectedly high-fiell
strengths from high-powered vhf transmitters well
beyond the horizon.®

XI. METEOROLOGICAL ECHOES

Chapter 7 (pages 588 to 640) in reference (4) gives a
comprehensive account of the subject, beginning with a
theoretical outline of the origin of meteorological
echoes from assemblages of water drops, and concluding
with a select but comprehensive illustrative photograph

2 H, Davies and G. G. Macfarlane, “Radar echoes from the sea
;l;l;f‘ais&t centimeter wavelengths,” Proc. Phys. Soc., vol. LVIII, p.

8 K. Bullington, “Propagation of UHF and SHF waves beyond
the horizon,” Proc. I.LR.E., vol. 38, p. 1221, October, 1950.
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of rain echoes on PPI tubes of microwave radars. For a
period after the war, echoes received from an optically
clear atmosphere within a few thousand yards of a
microwave radar were provisionally ascribed to reflec-
tion from abrupt discontinuities in the refractive index
of the troposphere, Crawford has published evidence
that many, if not all, such “angel” echoes must be due
to “insects.”® Thus angels have turned out sometimes
to be insects!

XII. VELOCITY OF PROPAGATION

A paper by Smith-Rose comprises a review of the
knowledge about speed of transmission of radio waves
under the practical conditions of certain applications
in which such knowledge is important.? It is shown first
that, for radio waves in a vacuum, their speed of trans-
mission is equal to the velocity of light, to within the
limits of experimental error. When waves of frequencies
in the neighborhood of 100 kc are propagated at a
height of a fraction of a wavelength above the earth’s
surface, their speed is reduced by an amount dependent
upon the electrical conductivity of the earth. For over-
land transmission, the speed is about 299,250 km. For
higher frequencies propagated at a height of several
wavelengths, the speed of the waves is determined by
the refractive index of the air, rather than by the prop-
erties of the ground. Since the refractive index de-
creases with the height of transmission, so does the
speed of the waves increase toward the velocity of light.
For example, centimeter waves propagated at heights
of a few hundred feet have been observed to travel at a
speed of about 299,690 km. When the waves are trans-
mitted between ground and aircraft flying at a height
of 30,000 feet (9,800 meters) this speed is increased to
about 299,750 km.

Essen® has recently proposed a new “most probable”
value for the velocity of electromagnetic -waves in

# A, B, Crawford, “Radar reflections in the lower atmosphere,”
I’roc. I.LR.E., vol. 37, p. 404; 1949.

# R, L. Smith-Rose, “The speed of radio waves and its impor-
tance in some applications,” Proc. I.R.E., vol. 38, p. 16; January,
1950.

# L. Essen, “Proposed new value for the velocity of light,” Na-
ure, vol. 167, pp. 258-259; February 17, 1951,
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vacuo, based on a weighted average of all the precision
measurements of this fundamental constant, both at
optical and radio frequencies. :

The pioneering work of Aslakson in the use of radio
navigation equipment for the measurement of the veloc-
ity of radio waves in the atmosphere is presented in
refs. 37-39. The 1949 paper®’ is a summary of the use
of Shoran for the measurement of geodetic distances,
and of improved values for the velocity of propagation
deduced therefrom. The 1950 paper®® concerns itself
with the effect of meteorological conditions in the
troposphere on the velocity, and the 1951 paper?® gives
the most recent results obtained with improved radio
equipment. The provisional recommended value for the
velocity in vacuo is 299,793.1 km/sec, which is 17.1 km
/sec higher than the value widely recommended before
the war for this very fundamental physical constant. It
would appear that post-war radio science may con-
tribute a new order of accuracy to the experimental
measurement of this fundamental constant of classical,
relativity, and quantum physics. Current views of
physicists about the “best” value for the velocity of
light, as well as for other related fundamental atomic
constants may be found in the Physics Review. 404
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An Experimental Study of Wave
Propagation at 850 MC”

JESS EPSTEINt, sENIorR MEMBER, IRE AND DONALD W. PETERSONY, ASSOCIATE, IRE

Summary—The prediction of area coverage of a broadcast sta-
tion is of prime importance. To do this requires the evaluation of the
effects of such factors as wave refraction, earth reflection, diffrac-
tion, and attenuation. The following paper describes an experiment
conducted at 850 mc which was undertaken to solve this problem.
We have concluded that useful predictions of wave propagation can
be made with free space theoretical field strength reduced by theo-
retical knife edge diffraction shadow loss and by suitable empirical
experience factors.

INTRODUCTION
I[N SELECTING the site and characteristics for a

broadcast transmitting antenna, the foremost con-
sideration is that of obtaining optimum coverage
in the area to be served. To effect a reasonable approach
to the problem, the engineer must be provided with a
means of predicting the coverage to be expected from a
* Decimal classification: R122. Original manuscript received by
the Institute, January 20, 1953; revised manuscript received Janu-
ary 27, 1953.

1 Radio Corporation of America, RCA Laboratories Division,
Princeton, New Jersey.

given antenna location when terrain characteristics are
known. This prediction requires a knowledge of radio
propagation together with the ability to evaluate such
well-known factors as wave refraction, earth reflection,
diffraction, and attenuation.

The goal of our study is to formulate procedures to
enable the prediction of field strength throughout a
broadcast service area. The achievement of such a goal
will depend upon the accumulation of experimental data
against which theoretical formulations can be checked.

We shall study propagation characteristics near the
upper edge of the uhf television band. We shall further
narrow the problem by limiting distances to 30 or 40
miles. This restriction usually will permit the variation
of field strength with time!? to be ignored.

1 G. S. Wickizer, “Field strength of KC2XAK, 534.75 mc re-
corded at Riverhead, N. Y.” (33 mile path). Proc. [.R.E., vol. 41,
p. 140; January 1953,

2 G. S. Wickizer and A. M. Bratten, “Propagation studies on

4;817, 474, and 2,800 megacycles.” Proc. I.R.1%., vol. 35, p. 670; July,
47.
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Fig. 1—The free space field strength of a one-half wavelength antenna as a function of distance for one kilowatt of radiated power,
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We shall describe an 850 mc¢ experimental project
aimed at obtaining some of the needed information.
Since propagation is related to the height of both trans-
mitting and receiving antennas, arrangements were
made to vary these factors. Provisions were made for
measurements along two quite different radials, one flat
and the other relatively hilly. The data obtained were
analyzed statistically to indicate the trend of the field-
strength median for a variety of receiving conditions.
An effort was made to separate and measure (a) loss
introduced by houses and trees, and (b) loss attributa-
ble to hills. A knowledge of the magnitude of these two
effects under known experimental conditions is required
to formulate a theoretical basis for calculating wave
propagation for known topography and surface condi-
tions.

ProOPAGATION THEORY

The simplest conceivable propagation occurs in free
space, either air of uniform density or vacuum. For a
given radiated power the field strength, Fig. 1, is inde-
pendent of frequency and varies inversely with dis-
tance. A simple mathematical analysis shows this.

The introduction of smooth earth and standard
atmosphere complicates the situation but still leaves it
in the realm of mathematical analysis. The complica-
tions may be described pieccemeal by first looking at
propagation over a patch of smooth earth small enough
to be treated as planar. Horizontally polarized uhf ra-
dio waves are reflected by smooth earth. For our pur-
pose, the reflection is like that which would be produced
by a perfectly conducting surface. The field strength at
any receiving point is thus a combination of two vector
quantities, the field from a direct ray added to the field
from an earth reflected ray. At 850 mc, this results in
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field strength which varies with distance as shown in
Fig. 2 in which field strength is calculated for a receiv-
ing antenna height of 30 feet. The relation between field
strength and antenna height at various distances is
shown by the interference patterns of Fig. 3.
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2—The received field strength as a function of distance for a
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Fig.

For distances too great to be treated as planar it has
seemed reasonable to treat the surface of the earth as a
sphere and calculate the diffraction around the spherical
surface. This has been done in a manner suitable for
engineering use but will not be required in our analysis.

The presence of atmosphere introduces refraction
since the air is more dense near the earth. This causes
the wave to bend toward the earth. So-called “standard
atmosphere” conditions prevail when the air is undis-
turbed by turbulence or stratification. It has been shown
that use of an earth’s radius equal to approximately 4/3
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two antennas for a given transmitting antenna height.
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true radius, in plotting profiles of propagation paths,
gives a satisfactory correction for this effect. It should
be pointed out, however, that “standard atmosphere”
may never exist along an entire propagation path.

Atmospheric complications include scattering, duct-
ing, super-refraction and probably other important
phenomena. All of these phenomena are functions of
weather conditions and, consequently, resulting field
strengths are subject to time varjations. These varia-
tions will usually be most important at the greatest dis-
tances to be considered for broadcasting but may be
important at any distance. Usually 30 miles may be
taken as an average distance within which time varia-
tions can be ignored.

We have scen that there are three simple theories of
propagation, namely, (a) free space, (b) smooth, per-
fectly conducting plane earth, and (c) smooth, per-
fectly conducting spherical earth. All assume sets of
conditions fixed in time. All are useful for certain prac-
tical 850 mc propagation situations. They are not at all
adequate, by themselves, for predicting TV broadcast-
ing propagation at this or other frequencies in the uhf
range.

The propagation theory which has been outlined
omits two important factors, (a) the loss introduced by
large obstacles in the propagation path and (b) the loss
from relatively local clutter on the earth’s surface near
the receiving site. For lack of more rigorously applicable
theory the large obstacles, that is hills, may be treated
as perfectly absorbing knife edges.3* The theory thus
derived yields shadow loss which increases with fre-
quency and fits experimental data well enough to be
useful. The effect of local surface clutter can hardly be
treated mathematically except on a statistical basis.
Therefore, empirical “experience factors” will be de-
rived for prediction of this loss.

REFERENCE
PLANE

POINT OF/
TANGENCY

g- TRUE EARTH RADIUS

Fig. 4—An idealized picture illustrating the various
possible transmission paths between P; and Ps.

An idealized picture of propagation which we shall
use is illustrated in Fig. 4. Transmission from P; to P,
may occur over ray paths P1OP3, P1R\OP;, PA\R\OR,P;

8 Kenneth Bullington, “Radio propagation above 30 mc,” Proc.
I.R.E., vol. 35, p. 1122; October 1947.

¢ Kenneth Eullington, “Radio propagation variations at vhf
and uhf,” Proc. L.R.E,, vol. 40, p. 27; January 1950.
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and P,0R,P,. Surface conditions at R, and R, will de-
termine the existence of all contributions to the field at
P, except that which came via P,0P;. The proximity of
a ray to the earth’s surface will also be considered to be
of importance in determining the weight given to the
experience factor. It is apparent that surface roughness
is extremely important in this propagation picture.

It will be helpful for our discussion to classify surface
roughness into three broad classes: (a) Hill and valley
features, (b) Buildings and trees, and (c) Fine degree
roughness, such as grass, farm crops, waves, etc. These
will be designated as first, second and third order rough-
ness. Any or all degrees of roughness may be involved
in a propagation problem.

LEVEL 4

LEVEL 3

f . s ; ( \'~ % = "

Fig. 5—A picture of the WOR 760-foot TV tower showing the loca-
tion of the four transmitting antennas used in the propagation
tests.

FIELD SURVEY

Field experiments were conducted in the summer of
1952 with apparatus installed on the WOR 760-foot TV
tower on the Palisades, jilst west of New York City
(see Figs. 5 and 6). Four horizontally polarized uni-
directional antenna arrays designated as levels 1, 2, 3,
and 4, were evenly spaced along the height of the tower.
The antennas (Fig. 7) are 48-feet long, have vertical
(half field) beam width of 1.6 degrees and horizontal
beam width of 92 degrees (Fig. 8). They are zig-zag
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Fig. 6—A maﬂ showing the location of the two radials [
along which the measurements were made,

\
=
FIELD INTENSITY

20 10 [ 10 20 30 40
ELEVATION ANGLE(DEGREES)
ELEVATION PATTERN

Fig. 8—The elevation and azimuth radiation patterns
of the transmitting antennas.

Fig. 7—A close-up of one of the uni-directional transmitting antennas Fig. 9—(left) Making the field tests.
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arrays with only six feed points per antenna. The result-
ing high gain of 20 db was necessary because of the low
transmitter power available. The transmitters were 10
watt, self-excited oscillators remotely controlled and
mounted at the antennas to eliminate costly and lossy
transmission lines. Because of the narrow vertical pat-
terns of the antennas they were tilted vertically to en-
able measurement on pattern maxima. This was also
done by remote control, with selsyns to convey accurate
angular posrtion to the operator.

Field observations were made in a car, Fig. 9, in radio
communication with the station operator. It was
equipped with a motor-driven, telescoping, 35-foot
mast installed periscope fashion in the roof. The mast
could be raised in 30 seconds, so field strength versus
height observations were easily and quickly made.

Two radial lines, which are shown in Fig. 6 and are
designated as west and southwest radials, were laid out
on the topographic map. The general character of first
order roughness can be seen from profiles plotted for
the radial lines, Fig. 10. The horizontal axis for these
profiles is tangent to the sea level elevation at the
transmitting antenna location. The sea level elevation
was plotted below the horizontal axis using 4/3 the

'9%0 L EVEL 4

699" — LEVEL 3

600r =——LEVEL 2

]
a0l —LEVELI

TRANSMITTING ANTENNA HEIGHT (FEET)

+200/
SEA LEVEL
-400 ‘% EARTH RADIUS
~600
el
40004
00 . LEVEL 4

800: . LEVEL 3
600r —~LEVEL 2

00t —LEVEL |
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true earth radius to allow for the refraction of “standard
atmosphere.” Similar profiles, Figs. 11(a) and 11(b), for
radial lines which pass through actual measuring sites
were used for a study of the measured data given in
Tables 1-7. When first order obstructions existed in
direct-ray paths, these profiles were used to obtain ob-
struction heights.

In the course of the survey it was observed that the
dependence of field strength upon receiving antenna
height was extremely variable. Since no functional rela-
tionship could be established to relate the variations, it
was decided to use the maximum field strength obtain-
able between ten and thirty feet rather than the value
for a fixed receiving antenna height.

SEcOND ORDER ROUGHNESS “EXPERIENCE FACTORS”

An effort was made along the southwest radial to ob-
tain a fairly homogeneous sampling of measurements in
a congested residential area. All measurements were
made with two story houses in the immediate fore-
ground along a portion of the radial (0 to 13 miles)
where first order roughness was negligible. There was
almost always increase of field strength with receiving
antenna height, because the antenna was elevated to a

LOCATION NUMBERS SHOWN
ON PROFILES

SOUTHWEST RADIAL

30 32 34 36 38 40 42 44 46
DISTANCE IN MILES

26 26 28

WEST RADIAL

~200}

TRANSMITTING ANTENNA HEIGHT(FEET)
N
8

-a00}

«600!

ELEVATION PROFILES

Fig. 10—A plot of the elevation profiles for the two radials shown on the map.

2a 26 28 30 32 & 36 38 40

\

22
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TABLE 1—LINE OF SIGHT LOCATIONS—SOUTHWEST RADIAL.

EREE LEVEL 1 - LEVEL 2 LEVEL 3 LEVEL 4
SPACE
LOCA- | DESCRIP- | DISTANCE FIELD MEASURED MEASURED MEASURED MEASURED
TION TION MILES | STRENGTH | FIELD “E:gg:w FIELD ME:gg:ED FIELD ME':ggg ED | FiELD ME:gg: ED
| db(uv/M, | STRENGTH db STRENGTH db STRENGTH db STRENGTH db
' Kw) db(uv/M) db(uv/M) | db(uv/M) db(uv/M)
55 C 1.5 | 99 101 -2 108 -9 105.5 | —6.5 102.7 | —3.7
56 C 2.3 | 95.2 87 8.2 | 91 4.2 95 6.2 94 1.2

Description—The letters A, B, and C are used to indicate the relative conditions of the immediate surroundings of the receiving point.
A—Clear, B—Semi-clear, and C—Dense.. = —lndicates'that measurements were limited by sensitivity of receiver. db(uv/m, K W)— Decibels
above one micro-volt per meter for one kilo-watt of radiated power.

TABLE 2—WEST RaADIAL.

LEVEL 1 LEVEL 2 LEVEL 3 LEVEL 4
FREE
L RRESCRIEY EDISTANCE i‘l;:ig MEASURED | yippuRrED | MEASURED | yp s gyppp | MEASURED | \opxcuppp | MEASURED [ yop, oo
Lex] oy MILES | srrExgTH | FIELD LOSS FIELD LOSS FIELD LOSS FIELD LOSS
db (yV/M , STRENGTH db STRENGTH db STRENGTH db STRENGTH db
KW) db(uv/M) db(uv/M) db(uv/M) db(uv/M)

5 A 3.4 92 95.7 -3.7 95 -3.0 95.7 -3.7 94.5 —-2.5
17 A 5.0 88.5 86.4 2.1 86.1 2.4 87.5 1.0 87.5 1.0
18 A 5.5 88 83.1 4.9 83.1 0.9 89 -1.0 86.7 1.3
21 A 8.0 84 17 7 83.1 ‘0.9 82 2.0 82.2 1.8
12 A 11.1 81.5 84.3 -2.8 82.5 -1.0 83.3 -1.8 83.5 -2.0

105 A 11.3 81.2 80.3 0.9 79.7 0.5 79.3 1.9 78.2 3.0
TABLE 3—CoONGESTED RESIDENTIAL LOCATIONS—SOUTHWEST RADIAL.
FREE LEVEL 1 LEVEL 2 LEVEL 3 LEVEL 4
SPACE 1 —|— —
LOCA- | DESCRIP- | DISTANCE | FIELD |MEASURED | MEASURED MEASURED MEASURED ]
TION TION MILES | STRENGTH | FIELD |MPFASURED | = pypy - | MEASURED | pypy - (MEASURED | poy b | MEASURED
db(uv/M, | STRENGTH L(c;ss STRENGTH Lgss STRENGTH LOss STRENGTH LOSs
KW) | db(uv/M) b | dbuv/M) b fdbgv/M)| b fdpuv/nr)|  db
57 C 3.3 92 69 23 76 16 77.5 14.5 85.0 | 7
58 C 4.7 89 73 16 87 2 92.2 - 3.2 95.5 —6.5
59 C 6.5 86.2 52 34.2 62 24.2 65.9 20.3 67.7 18.5
60 C 7.3 85.2 | 58.6 26.6 71 14.2 75.2 10 77 8.2
61 C 8.1 84.3 51.6 32.7 55.6 28.7 63 21.6 61.7 27.6
62 C 8.8 83.6 58.6 25 58.6 25 59 24.6 59.7 23.7
63 C 10.1 82.5 | 56 26.5 66 16.5 69 13 69 13.5
64 C ! 12.1 81 ' 54 27 60 21 61.5 19.5 59 22
TABLE 4—WEST RADIAL.
FREE LEVEL 1 LEVEL 2 LEVEL 3 LEVEL 4
SPACE |— — = ,
LOCA- | DESCRIP- | DISTANCE | FIELD | MEASURED MEASURED | MEASURED | MEASURED
TION TION MILES | STRENGTH | FIELD |MEASURED | = pypy - | MEASURED | pypypy | MEASURED | ooy o | MEASURED
db(uv/M, | STRENGTII LOSS STRENGTH LOss STRENGTH L(c;ss STRENGTH L(c;ss
KW) | db(uv/M) db [ b uv/M) db | gb(uv/M) b | db(uv/M) b
20 B 7.5 85 61.2 23.8 58.6 26.4 63.9 ' 21.1 60.1 24.9
22 C 8.8 83.5 57.7 25.8 64.2 19.3 66.3 17.2 66 17.5
16 B 9.75 82.5 42.5 40 42.9 39.6 46.4 t 36.1 | 48.7 33.8
15 C 10.3 | 82.2 66.1 16.1 69.1 13.1 73.6 8.6 ' 76.2 6.0
14 C 10.7 82 61 21 60.4 21.6 61.7 F20.3 62.3 19.7
13 C 11.2 ‘ 81.5 \ 61.7 | 19.8 59.6 21.9 | 61.8 l 19.7 | 62.3 19.2
TABLE 5—OPEN COUNTRY LOCATIONS—SOUTHWEST RADIAL
FREE LEVEL 1 LEVEL 2 LEVEL 3 LEVEL 4
SPACE —
LOCA- | DESCRIP- | DISTANCE | FIELD | MEASURED MEASURED MEASURED MEASURED
TION TION MILES | STRENGTH | FIELD |MEASURED | pppyp | MEASURED | pypypy |MEASURED | gy | MEASURED
db(uv/M, | STRENGTH LOSs STRENGTH | LOSS STRENGTH ngs STRENGTH L(c;ss
KW) |dbGv/M)|  db fghev/M) | db | db(uv/M) db(uv/M) b
76 A 14.1 79.5 67.3 12.2 74.9 4.6 80.2 -0.7 82.5 =3.0
77 A 15.3 78.7 62.1 16.6 67.4 11.3 75.1 3.6 78.3 0.4
66 B 16 78.4 63.1 15.3 64.5 13.9 67.1 11.3 70.0 8.4
78 B | 17.6 | 77.5 53.5 24 64.1 13.4 69.2 8.3 71 6.5
67 A 18.7 77 66.9 10.1 70.7 6.3 76.2 0.8 77.8 -0.8
79 B 20.4 76 71.8 4.2 76.2 -0.2 81.2 -5.2 78.7 -2.7
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TABLE 6
Suapowkp LocaTioNs—WEST RabpiaL

LEVEL 1 LEVEL 2 LEVEL 3 LEVEL 4

| [ |
| £S | £ | E2 S ‘ Es
- \ I (LR - -
5 B %M :% ' l & %M 2%
| 2 | s |%Ez|8Es|s |8 |8%z|s |s |gEsle |8 |gE=|g |8
8 £ 3 £he | 2he| & & Z5hS | = & 2R | & g &% he | & e
> & 2o | ooz | Baz| 3 2 a3z | a2 s 223 @ £ 293%| @ &

t n 4 & & Q 20
§ @ o | 832 | eS| 2%, 28, fa2 | S8 |58, | 383|228 =2 | <d2 | =8_.|28,
3| 4 | A% | 285 |5B5| 584|594 |4E5 (435|055 |555 (585|884 | 555|585 (88%
19 B 6.4 86.5 8.9 ' 27.6 | 24.5| 65.9 | 20.6 | 20.5 70.6 15.9 18.5 73.5 13.0 12.5
23 C 9.3 83 47.1 | 359 33 49 34 29 56.6 | 26.4 | 28 56.3 | 26.7| 27
117 A 9.9 82.5 77.1 5.4 81.8 0.7 85.6 | —3.1 83 -0.5
106 C 11.6 81 46.9 | 34.1 48 46.3 | 34.7 | 47 45.6 | 35.4 | 47 43.2 | 37.8| 47

7 C 11.7 80.9 33.1 47.9 | 48 32,7 | 48.3 | 47.5| 34.6 | 46.4 | 47 34 47.0 | 46
104 C 11.7 80.9 40.3 | 40.7 | 46 40.1 | 40.9 | 45.5| 40.4 | 40.6 | 45.5 | 40.2 | 40.8 | 45
8 C 11.9 80.6 58 23.0 1 29 58.2 | 22.7 28.5 | 58.7 22.3 28.5| 58.2 | 22.8| 28
107 A 11.9 80.6 47.5 | 33.5| 32 47.5| 33.5| 31.5| 44 37 31 42.5| 38.5| 30
9 C 12.1 80.5 27.7 | 53.3( 50 29 52 49.5 | 27 54 49.5 27 54 49
11 | A 12.4 80.4 48.8 | 31.7 | 32 47.5 | 33 31 48.7 | 31.8| 30 50.5 | 30 29
103 A 12.5 80.4 39 41.5 | 43 43.5 | 37 42 42.3 | 38.2 | 42 45 35.5 | 42
6 A 12.8 80.3 61.7 18.3 23 62.6 17.4 | 21.5 | 64.5 15.5 20 63.7 16.3 19
108 C 12.9 80.2 42.7 | 37.5 | 41 48.6 | 30.6 | 39.5| 45.6 | 34.6 | 38 50 30.2 | 36
10 A | 13.1 80.1 60.1 20.4 26 59.5 21 24.5 63 20.5 23 64 16.5 21
24 A 13.3 80.0 70.5 9.5 19 74.4 | 56 15 78.3 17 8 77.4 2.6 5
25 C 13.8 79.9 33.1 46.9 49 38.5 41.5 44 37.9 | 42.1 42 43 37 38
102 C 13.9 79.8 36 43.8 | 49 38 37.4 | 41 40.5 | 39.3 | 42 43 36.8 | 38
125 B 14.8 79.2 20* 20* l 20* 20*
32 B 15.3 79 23.2 | 55.8 | 49 25.4 | 53.6 | 48 28.9 | 50.1 | 48 30.3 | 48.7 | 48
31 B 16.4 78.5 44 34 38.5 | 48.1 29.9 | 50.9 [ 27.1 52.7 25.3
110 B 18.4 77.5 42.6 | 36.4 48.6 | 30.4| 33.5| 50.5| 28.5| 33.5| 52.6 | 26.4| 30.5
30 A 20.3 76.5 33.4 | 43.1 35.5 | 41.0 [ 41 35.5 41.7 | 34.8
111 A ] 21.4 | 76 49.1 26.9 31.0 53 [ 23.0 29 56.3 19.7 25 57.3 18.7 19
29 B 22.1 75.5 25.5 | 50.0 37.5 28.4 | 47.1 35.5| 33.6| 41.9| 31.5| 36.7| 33.8| 27.5
112 B 23.7 o2 51 24 25 55 20 21.5 60.3 44.7 12.5 64.9 10.1 12.5
113 C 24.5 75 20* 20* 20* 20*
114 B 24.8 714.9 37.8 36.7 36 44 30.5 34 48.5 26 26 51.8 22.7 26
26 B 25.0 74.8 11.5| 63 56.5 16.6 | 57.9 | 53.5 | 23.8| 350.7 | 45.5 | 27.3 l 47.2 | 44.5
27 B 27 74.1 21 53 56 26.6 | 47.4 | 52 31 43 40 36.7 | 37.3 | 39
28 A 28.6 73.8 19.1 53.9 | 39 28.5 | 44.5| 32 37 36 31 36.7 | 36.3 | 30
115 © 31.5 73.0 34.9 | 37.6 | 31 43.6 | 28.9 | 25 4.9 27.6 | 24.5| 44.9| 27.6 | 24
116 C 31.6 72.5 20* l 20* 20* 20*
Note: No correlation between computed and measured loss for locations 117 and 130.
TABLE 7
SHADOWED LOCATIONS—SOUTHWEST RADIAL
| I LEVEL 1 | LEVEL 2 I LEVEL 3 LEVEL 4
I o~ i ' = | m =
| 2| & I g | 5 5
5 84 | 2 : | 4
. e e - el a a ar=| 8 a al~la ez | | a
s | £ | 8 |£BZ|s52|§ |& |E8S|E (& |£EE|d |E |g8E 2 |&
5| E | Zp |aa3 |893|8, |B. |295|8a |Ex |B393|83, |E. |B93|3. |2
g 2 g4 | Lg3 5;5\53 28 | 28324 | F8,_ 233|238 |38 _|<83|29_ |28
S| B | &5 | 258 | 483\ 458|538| 555|488 080|8E5| 858|888 555|488 |88
81 B 22 75.7 63.4 12.3 64.7 11 68.6 7.1 70.6 5.1
68 A 23 75.3 72.0 3.3 76.6 | —1.3 76.5 1.2 75.0 0.3
80 B 23.3 75.0 54.2 | 20.8| 27 50.7 25.3 25.5 | 59.7 15.3 [ 23.5| 60.1 14.9 | 22
82 A 26.8 74.0 71.5 3.5 73.8 0.2 79.3 | —5.3 79.8 | —5.8
73 B 28.2 73.5 43 30.5 | 34 45.1 28.5 | 30 50.6 | 22.9 | 28 52.7 20.8 | 26
70 A 29.4 73.0 34 39 43 36.6 | 36.4 | 42 39.5 | 33.5| 41 45.5 | 28.0 | 40
74 C 32.6 72.2 37.9 | 34.3| 37 39.5 | 32.7| 35.5| 48 24.2 | 33.5 50.7 | 21.5 | 32
53 B 33.7 72.0 39 33 31 41.6 | 30.6 | 29.5| 44.5| 27.5| 27.5| 46.0 | 26.0 | 26
84 C 35.6 71.5 32.5| 39 34 36 35.5 | 32 39.8 | 31.7| 28 40.8 | 30.7 | 26
83 B 36.6 71.2 36.6 | 34.6 | 36.5| 38.6 | 32.6 | 3+4.5| 43.5| 27.7{ 30.5| 45.5| 25.7 28.5
75 B 37.6 71 53.4 | 17.6 17 57.5 13.5 16 61.5 6.5 13.0 | 68.4 2.6 11.0
72 A 38.5 70.7 56 14.7 15 61.6 9.1 13 65.5 SE2 5 67.0 ol 5.0
85 A 39.3 70.5 35.7 34.8 35 37.7 32.8 33 43.6 26.9 25.0 46.2 24.3 24
86 A 40.6 70.2 32.5 37.7 26 35.3 34.9 24 41.5 28.7 16.0 43.9 26.3 14
88 A 41.6 70.0 30.6 | 39.4( 36 36.6 | 33.4| 34 41.5| 28.5| 25.0 | 43.3| 26.7| 33
87 A 42 .4 69.9 31.6 38.3 37 34.6 35.3 35 39.8 30.1 24.0 | 40.8 29.1 22
51 B 43.4 69.7 26 43.7 44 32.6 | 37.1 42 38.5 31.2 34.0 | 42.0 27.7 30
89 B 44.7 69.6 24.6 ' 45 48 l 25.5 | 44.1| 46 30.1 | 39.5| 35.0 32.6| 37 33

NotE: No correlation between computed and measured loss for locations 81, 68, and 82.
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Fig. 11—Similar profiles for radial lines which pass through the actual receiving sites.
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Fig. 12—A statistical analysis of a fairly homogenous sampling of
m(:,jasurements in a congested residential area along the southwest
radial.

position above the worst second order obstruction,
namely the closest house. Maximum measured field
strengths for receiving antenna heights between 10 and
30 feet were used in an analysis of the data shown in
Fig. 12. The loss, which is plotted relative to free space
field strength, may be seen to be an inverse function of
transmitting antenna height. (Remember that level 4
denotes the highest antenna.) An analysis of similar
locations along the west radial is shown in Fig. 13.
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Fig. 13—A statistical analysis of residential area
measurements made along the west radial.

Another reasonably homogeneous sampling of meas-
urements was obtained in open country, again with
negligible second order roughness. A similar analysis,
made for these data, is shown in Fig. 14. This area was
farm country with open fields and occasional wooded
areas. Second order roughness was about the minimum
that can be expected for practical receiving sites. Only
scattered trees and very few buildings were visible.

From the analyses of Figs. 12 and 14 the “experience
factor” curves of Fig. 15 were derived. These consist of
median losses with respect to free-space field strength
plotted as a function of transmitting antenna height.

No attempt was made to obtain “experience factors”
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Fig. 14—A statistical analysis of the field strengths
made in open country along the southwest radial.

for other possible second-order roughness c&ditions.
For example, large apartment and office building areas
could be expected to yield quite different data. There is
also the possibility that other distance ranges would
yield different “experience factors.” This appears plausi-
ble since the amount of attenuation obtained at any
site should depend upon the angle of approach at receiv-
ing antenna. This is the angle between a ray from the
transmitting to receiving antenna and a tangalt to the
earth’s surface at receiving site. Attenuation for low

]
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Fig. 15—A plot of the median losses obtained from Figs. 12 and 14.
These will be referred to as “experience factors” and are used in
prediction analysis.

angles of approach should be greater than for high angles
since the path length through intervening obstacles is
longer. On this basis the “experience factor” curves
present the average effect of a range of angles of ap-
proach. It is believed that the data will apply to a large
percentage of cases encountered.

SHADOWED AREA PROPAGATION

Many shadowed receiving sites along both radials
were included in the field strength measurements.
These were grouped for analysis. The loss, referred to
free space field strength for west radial shadowed sites
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Fig. 16-—A statistical analysis of the measured field strengths for
shadowed receiving sites along the west radial.

is shown in Fig. 16 where it can be seen that transmit-
ting antenna height was a relatively small factor. The
shadow loss theory predicts that for deep shadowing
there will be less dependence on transmitting antenna
height than for light shadowing. With this in mind, the
shadowed sites for the southwest radial were analyzed
separately because the hills were smaller than west
radial hills. The analysis of Fig. 17 does show more de-
pendence on transmitting antenna height than the
analysis of Fig. 16 which included many examples of
deep shadowing.

Field strength prediction for each shadowed site was
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Fig. 17—A statistical analysis of the measured field strengths for
shadowed receiving sites along the south-west radial,
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made with methods to be described under Field
Strength Prediction. A comparison of predicted and
measured fields for all shadowed area data is given in
Fig. 18 in a prediction error analysis. This analysis indi-
cates that the effect of transmitting antenna height has
been quite well accounted for in the prediction, since
the points for the four transmitting heights are grouped
closely. Based on the Fig. 18 analysis for all shadowed
area data, an “expected prediction error” curve was de-
rived, Fig. 19. This shows the error of prediction as a
function of the per cent of the measurements.
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EXPECTED PREDICTION ERROR FOR
SHADOWED AREAS

Fig. 19—The functional dependence of the error of prediction
on the per cent of the numiber of measurements.

The prediction error for shadowed sites along the
Southwest radial is shown in Fig. 20. Comparison with
Fig. 18 shows the prediction with moderate shadowing
was as good as that including all shadow data.

LINE-OF-SIGHT PROPAGATION

A sclection of sites which topographic maps showed
lacked first order obstructions was made along both
radial lines. Visual examinations showed the sites to be
without second order roughness so that direct-ray paths
must have been completely line-of-sight. A tabulation
of these data, Tables 1 and 2, shows values close to free
space field strength. Included are sites in swamps, on
hill sides and hill tops. In several cases visibility was
not good enough to confirm that true line-of-sight ex-
isted.
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Fig. 20—A statistical analysis of the error of prediction
for shadowed sites along the southwest radial.



1953

~ @ 0w B

RELATIVE FIELD INTENSITY
e o [

Epstein and Peterson: An Experimental Study of Wave Propagation at 850 MC

605

10
X s U W N W A )(g N =
C g VA i— c a8
i F3
S 71— : w7 - —
Z o —H— \ 26— = 3 —
o « o - | I pur} |
‘E 5 LEVEL ! E's LEVEL 2
- — LOCATION NO $ w 1 LOCATION uo
Z 3 - - g3 —/
3 2k o2 = -
g i /
- L —
0 / / / / / / / / /
& 2w PG 22
RECEIVING ANTENNA nzncnnr:zn
o — 10
'g&\\\\v B 9\\\5x\\\\\ \
Z e A\ N\ £ g LN N N W WA \
z. - > £, AN
= | & \
Z & — | . z 6 > \ \ <
2 s— —— g s T V4
- s
M o LEVEL 3 o wtl” — 7 LEVEL 4
£ —f— LOCATIONNO § 2 3sf—f— / LOCATION NO.5
3 ol S . S0 i
2 77 g’
] — —_ —_ — —_— - —
4] ol
% 4 16 ® 20 22 24 26 26 3z iz 14 3z

RECEIVING ANTENNA HEIGHT (FEET)

[ 8 ] 2 24 26 28
RECEIVING ANTENNA HEIGHT (FEET)

Fig. 21—Field strength recordings indicating existence of an interference pattern.

[~ I )

L)

RELATIVE FIELD INT

. LN N W N N N
FANN NN N W WA
s N1/

- B

S LEVEL 4

5 : LocaTioN uo 2
7 / —/

24 26
RECEIVING ANTENNA HEIGHT(FEET)

28 30 32

Fig. 22—Field strength versus height recordings
made on Hill 1 (Fig. 23).

SURFACE ROUGHNESS EFFECTS

There is experimental evidence from WOR tower
measurements over swamp land on the west radial that
850-mc propagation can occur in nature in the manner
described by the relatively simple smooth plane earth
theory. Field strengths up to several db above the free
space theoretical field were obtained. Most of the 3.5
mile swamp path was covered with about 6-foot grass
and yielded interference patterns, Fig. 21, for the four
transmitting antenna heights which bear marked re-
semblance to smooth, plane earth interference patterns.
The nulls are not deep, indicating an effectively low re-
flection coefficient. There was no very significant dif-
ference (£ 1 db) in maximum values for the four levels
and the simple theory indicates none. The field strength
at a fixed receiving antenna height varied about +1 db
as the antenna was moved about. Two other facts are
also noteworthy. Recordings of vertical transmitting
antenna patterns at the swamp location looked like free
space patterns when recorded on either maxima or
minima of the interference patterns. Transmitting an-
tenna maxima, when aimed by vertical tilting toward
the receiving site, yielded maximum signal.

Interference patterns were observed beyond and atop
hills. These patterns confirm existence of propagation
as illustrated in Fig. 4. The interference patterns of
Fig. 22 were recorded on a hilltop at 13.3 miles on the
west radial. There was very little second order rough-
ness for several hundred feet down the slope of the hill
along the propagation path. The four transmitting an-
tenna heights yielded patterns so similar that transmit-
ting antenna height was obviously not a factor in de-
termining the field strength versus height relationship,
although it may have affected the magnitude of the
maxima. The geometry along the propagation path was
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such that the earth reflection must have occurred within
a few hundred feet of the receiving site, hill 3, Fig. 23.
The slope of the hill made it possible for the incident and
reflection angles of the reflected ray to be equal at a
point much closer to the receiving site than would have
been possible for a horizontal plane reflector. It is im-
portant to note that, in the absence of second order
roughness, an earth reflection from the valley bottom
could have produced an interference pattern at this
same site. However, the evaluation of this factor for
receiving sites is difficult, since the area responsible for
the earth reflection is not always easily determined.
Fortunately, the effect on propagation in comparison
to shadow and other losses is usually negligible.

HiLL ™ mec™s

*
HiLL 2
TRANSMITTER

-—

Fig. 23~—Profile along west radial.

Another field distribution recording (Fig. 24) on hill 2
(Fig. 23) at 11.9 miles shows field strength along the
radial line at a constant 10-foot height above a street.

EVEL 4 — SIMIL.
IECONDINGS FON DTNEN
HEIGHTS

S

RIDGE RO.

Fig. 24—Relative field strength on Hill 2 (Fig. 23) along a radial line
at a constant 10-foot height above the street.

DISTANCE —I800 FEET

BOWDEN RO.

A rather deep null occurred on the hill top and again
there was marked similarity of the recordings for all
transmitting antenna heights. In Fig. 25, field strength
versus height recordings on the hill top (at the location
of the above-noted null) are seen to be similar to re-
cordings from hill 3.

Hill number 1 (Fig. 23) also exhibited a vertical field
strength distribution resembling an interference pattern.
Again there was relatively little second order roughness
along several hundred feet of propagation path.

Numerous recordings of field strength versus height,
Fig. 26, throughout the valley between hills 1 and 3
showed distributions which seem to include interference
pattern effects. These examples, by their irregularities,
show evidence of second order roughness effects. Re-
cordings were made in open areas to minimize second
order roughness effects as much as possible.

An interesting example of a seasonal change of field
distribution from a third order roughness effect was
found adjoining a corn field. The field strength versus
height relations before and after harvesting the corn

PROCEEDINGS OF THE ILR.E.
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are shown in Fig. 27. An observation of this kind was
fortuitous since it suggests it may not be rare.

Two quite distinct reflection effects from objects be-
yond the receiving site are important. By far the most
common is reflected signal from near-by buildings. This
kind of reflected signal is almost always prominent in
residential areas. TV picture observations in residential
areas confirm the fact that such reflected signals usually
involve short enough path differences as to not seriously
impair the picture. These reflected signals are usually
quite constant with time although seasonal variations
of signal strength may result from nearby reflections if
foliage is involved as either reflector or obstacle. Stand-
ing wave patterns from nearby reflecting objects can
often be recognized. Reflected signals from hills beyond
the receiving site also occur. Such reflected signals have
been observed where direct signals were very low be-
cause of shadowing loss. There was quite rapid variation
with time and considerable vertical polarization al-
though the signal source was horizontally polarized. The
hills involved were wooded. Field strength recordings
along the radial line in the presence of this kind of re-
flected signal showed no standing wave where the aver-
age magnitude of reflected signal equaled the direct.
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Fig. 25~—Field strength versus height recordings
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Fig. 26—Field strength recordings versus height indicating presence of interference effects.

The relative importance of the various propagation
effects described cannot be accurately assessed. They
have been described because they are believed to be
components of a pattern which prevails for uhf propa-
gation as pictured for TV broadcasting. So many factors
are important that it seems safe to say that no terrain or
surface condition can be described as typical.

It is, therefore, evident that field strength prediction
for uhf TV broadcasting can hardly be either a precise
science or a fine art. It can be greatly refined as experi-
ence is accumulated. Theoretical methods evolved for
point-to-point communication can sometimes be used
for first order roughness effects. Useful “experience fac-
tors” can be procured for second order roughness ef-

fects. In some cases reflection coefficient measurements
may be desirable to determine the magnitude of third
order roughness effects where examination of terrain
indicates possible important earth reflection.

FIELD STRENGTH PREDICTION

The first object of a coverage prediction is to aid in
choosing the location for the transmitting antenna, both
as to geographical location and height above terrain.
Intimately involved in this choice are questions of an-
tenna gain, horizontal pattern shape and vertical pat-
tern shape. These are engineering aspects of what must
be fundamentally an economic problem.

What are the preliminary facts which will be required
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to make a useful prediction of coverage for a uhf TV
station? The best topographic information obtainable
in the form of Geological Survey maps is the first re-
quirement.® Three dimensional relief maps, when avail-
able, are also valuable.® Statistics on population dis-
tribution should be procured. Preferably, these data
should give a dynamic picture of population which
shows the trends so that an informed guess about future
requirements can be made. A visual survey of surface
conditions should be made to obtain a complete de-
scriptive picture of second and third order roughness.
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Estimated median field strength curves for lines on
the topographic map will be basic to the field strength
prediction. Tentative choices of transmitting antenna
location will be made after studying the topography and
population distribution. In all probability there will be
more than one likely location suggested by topography
and population distribution. A relief map and a tiny
light source’ placed at possible locations will give rough
indication of shadowed areas and materially assist in
making good choices. Usually a few strategically chosen
segments of radial lines for each choice of location will,
upon examination of field strength predictions, make it
possible to decide on the best choice.

After the transmitting antenna location has been
chosen, a complete coverage prediction can be made
where warranted. Careful choice of radial lines can mini-
mize the labor required. The median field strength data
will conveniently be presented as constant median
field strength contours if the topography is relatively

® A free folder describing topographic maps of the United States
Geological Survey cin be obtained from Geological Survey, Washing-
ton 25, D. C. Specify the area of interest when ordering.

s John Taylor, “UHF in Portland,” Broadcast News, Special Edi-
tion, October 1952.

TA tiny surgical lamp, the “Grain of \Wheat” bulb, can be ob-

tained from George P. Tilling and Son Co., 3451 Walnut Street Phil-
adelphia, Pa.
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Fig. 28—A nomogram for computing the shadow loss due to a
perfectly absorbing knife edge relative to free space field.

simple. The field strength exceeded in 50 per cent of the
area within a contour, or the median, may not be the
only desired picture of coverage. Field strengths ex-
cceded in other percentages can be roughly estimated
from the statistical analysis curves offered.

The field strength prediction will require the theo-
retical relations of Figs. 1, 28 and 29 and the “experience
factor” curves of Fig. 15. Fig. 1 is the free space field
strength used as a reference. Fig. 28 is a nomogram?®
from which to obtain shadow loss. Fig. 29 is a calculat-
ing chart for smooth plane earth theoretical field
strength.

A sizable measure of good judgment will be invaluable
in the use of theoretical relations and experience data
for prediction. Guides rather than hard and fast rules
are all that we can offer.

The shadow loss prediction is based on theory for a
perfectly absorbing knife edge. Quite obviously ordinary
hills are anything but knife edges, but experiments
have shown that the theory provides a good guess. The
nomogram of Fig. 28 can be applied to a profile to pre-

¢ This nomogram is similar to one published by K. Bullington in
the Proc. I.R.E., January 1950.
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Fig. 29—A calculating chart for smooth-plane-earth
theoretical field strength.

dict shadow loss between two points P, and P,. H is the
height of the shadowing obstruction above a line joining
the points. By making d; £d, the nomogram gives theo-
retical shadow loss that is in error less than +1.5 db.
This error comes from an approximation used in con-
structing the nomogram.

If there are successive shadowing hills, the shadow
loss for each hill can be estimated as shown in Fig. 30.
First draw line P,P; to obtain H, and the appropriate

Fig. 30—Application of shadow loss to successive hills.

distances for the loss of Hill 1; then draw line P,’P,’ to
obtain H; and the appropriate distances for the loss of
Hill 2. The sum of the losses so obtained will be used for
location Py’ with transmission from P,.

Sometimes it will be necessary to decide whether or
not surface roughness will permit an earth reflection. A
useful approximate criterion, known as Rayleigh’s cri-
terion of roughness, can be borrowed from physical op-
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tics. If & sin 6; <\/8, Fig. 31, the surface will be con-
sidered to be smooth. It will be seen that the smaller
the incidence angle, 8;, the greater the height of rough-
ness features, k, can be and the surface still be con-
sidered smooth. If the roughness criterion indicates
“smooth,” this means only that the surface may be
smooth, a condition which can be verified only by field
strength measurement. Because uhf wavelengths are
very small compared with second order roughness di-

%
-T,i AVERAGE HEIGHT OF
ROUGHNESS FEATURES
h

L REFERENCE PLANE

Fig. 31—A diagram showing the parameters involved
in estimating Rayleigh's criterion roughness.
mensions, the presence of such features along the path
will usually mean a “rough” surface and no carth re-
flection within the primary city area.

We will describe a prediction procedure for (a) a
primary city, (b) a surrounding rural area, and (c) a
secondary city. The transmitting antenna will be as-
sumed to be not over 1000 feet above surrounding ter-
rain and the distance will be limited to 30 or 40 miles.
Median field strengths will be derived. Time variation
will be assumed non-existent although this may be an
invalid assumption for highly shadowed areas unless
predictions are considered to be time medians.

(a) Most commonly the primary city area to be
covered will have second order roughness over the entire
length of radial lines to be examined. When this is true
the prediction for a radial line will start with free space
field strength of Fig. 1 as a reference. Along non-
shadowed segments of the line the prediction field will
be free space field strength reduced by the “experience
factor” for congested residential area of Fig. 15. If a ray
drawn from transmitting antenna to receiving site
shows shadowing, the prediction field will be the free
space field reduced by an “experience factor” and also
reduced by the shadow loss of Fig. 28.

One should use judgment in applying the “experience
factors.” It is believed that most of the data serving as
the basis for the “experience factor” curve for congested
residential areas represent partly obstructed propaga-
tion even for the highest transmitting antenna. This
comes about from the random building sizes found along
the radial. With favorable terrain and more uniform
building sizes the “experience factor” could be much
lower. Also predictions using “experience factors” may
be pessimistic for the lower uhf channels.

If the primary city area includes lakes or other large,
flat areas unobstructed by second order roughness it
will be desirable to determine if any important popu-
lated areas are in nulls of a possible interference pattern.

The field intensity over plane, smooth earth is

275,200 (6.92 X 1075 kb, f
E = sin y )
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where
hi=height of transmitting antenna, ft.
d =distance between transmitting and receiving an-
tennas, miles
h, =height of receiving antenna, {t.
E =field intensity, uv/m, KW E.R.P.
f=frequency, mc.
The values of d for which E is zero (the distances of the
nulls) can be found by equating

6.92 X 10-5 I h,f
d

If it appears likely that nulls will occur in undesirable
places, this can usually be obviated by changing &, or
selecting another transmitting location. The entire field
strength versus distance relationship for plane earth can
be quickly obtained from Fig. 29. To use this chart,
calculate K, which is the product of transmitting an-
tenna height (feet), receiving antenna height (feet), and
frequency (mc). Draw a horizontal line at the ordinate
K and a Db ordinate scale as shown in the example. The
field strength, referred to free space field, can be deter-
mined from the intersections of the sloping lines and
the horizontal line.

(b) Rural coverage can be predicted by using free
space field reduced by the open country “experience
factor” of Fig. 15 where there are no first order ob-
structions.

Shadowed areas will have field strength reduced from
the free space field by the shadow loss of Fig. 28. Ex-
perience indicates that the second order roughness loss
will be proportional to the length the ray path traverses
while in close proximity to second order roughness, from
the obstruction top to the receiving site. The maximum
value, obtained by extrapolating the open country “ex-
perience factor” to zero height, is about 20 db. This will
range down to a minimum which is seldom below 5 db.
The profile will enable one to determine how much of
the ray path lies close to second order roughness.

(c) The case of secondary city coverage will require
examination of intervening topography for prominent
hills or ridges. A shadowing feature can usually be ex-
pected to reduce field strength from the free space value
by the shadow loss of Fig. 28. The “experience factor”
loss will tend toward the higher values, because of
greater distances, than for the primary city. The im-
provement from transmitting antenna height that re-
sulted from greater clearance with height over second
order roughness probably diminishes as the ray ap-
proaching a receiving site becomes more nearly coinci-
dent with a tangent to the earth's surface.

A flat, smooth area between a shadowing obstruction
and the secondary city calls for examination of the
geometry for possible earth reflections. \When their
existence seems likely, the possible effects of such re-
flection can be anticipated from the plane earth field of
Fig. 29. Third order roughness will determine the actual
existence of such an earth reflection.

= 180°, 360°, 540°, etc.
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There is also the rather unlikely possibility of effects
from earth reflecting surfaces before an obstruction. It
appears prudent in such cases to rely on measurement
rather than prediction, since this kind of earth reflection
can theoretically account for field strengths which
range between zero and twice the free space value.

ConcLusIoN

[t has been well stated by the Joint Technical Advi-
sory Committee® that, “There are recurrent requests
from well-meaning planners or users of radio frequencies
that the outstanding facts of radio propagation be sum-
marized in a brief statement of, say, one page or a few
judicious sentences. This is impossible; nature did not
so arrange the facts.” We have examined some of the
facts and have offered some interpretations.

A field survey has been described which involves the
effects of wave refraction, earth reflection, diffraction
and attenuation. The data have been analyzed to show
the influence of these effects on the median field strength
along two radial lines. Both measurement and theory
show that the shadow loss for deep shadowing will be
less dependent on transmitting height than for light
shadowing. Experience factors have been obtained
which bracket the loss introduced by houses and trees.
A prediction of the field strength for the two radial lines
has been made. Analysis of the prediction shows the
amount of prediction error. Reduction of this error will
depend upon refinement in the theory of shadow loss
and the accumulation of more experience data. The re-
sults indicate that a useful degree of accuracy can be
accomplished with the methods described in predicting
the service area of a uhf broadcasting station.
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APPENDIX [—METHOD OF DETERMINING FIELD
STRENGTH

The procedure for determining the field strength in-
volved the use of a uhf receiver, a receiving antenna
of known power gain with respect to a A\/2 dipole, and
a signal generator of known input impedance. The block
diagram of this setup is shown in Fig. 32(a). This con-
sists of a calibrated signal generator having an input
impedance of 752, a corner-reflecting receiving antenna
of known power gain and internal impedance of 752, and
a receiver. The procedure for determining the field

» “Radio Spectrum Conservation”—Joint Technical Advisory
Committee, IRE-RTMA.
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strength is first to tune the receiver to the incoming sig-
nal, and then obtain an identical receiver reading from
the signal generator. For the conditions outlined the
relation between the signal generator voltage and field
strength is given by

=V

E= =
MG

(1)

where

E =Field strength in volts per meter

A =Wavelength in meters

G =Gain of receiving antenna with respect to a /2

dipole

V =Internal voltage of signal generator.

Generally V must be determined from the known
characteristics of a calibrated signal generator. Suppose
the internal impedance of the signal generator is R, and
we wish to convert this to a generator having an im-
pedance of R ohms by means of a perfect transformer.
The equivalent diagram is shown in Fig. 32(b).

FIELD STRENGTH MEASURING SET -UP

CALIBRATED
SIGNAL GENERATOR

- ,_____D RECEIVER

\'EQUAL LENGTHS OF 750MM
PCCEIVING COAXIAL LINE

ANTENNA

SIGNAL GENERATOR TRANSFORMER

(b)

Fig. 32(a)—Block diagram illustrating calibration procedure.
(b)—Equivalent circuit diagram of signal generator matching
transformer.

Examining the power relations we derive the following
equation
v,z Va?

—_—

4R, IR

|2 1/‘/FV
R—2 R,'

Hence the internal generated voltage of the modified
generator, having an internal impedance of R ohms, is
equal to 2 Vg volts. Substituting this for V in equation
(1), we have

so that

T R vV,

Epstein and Peterson: An Experimental Study of Wave Propagation at 850 MC
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APPENDIX 2. FRESNEL DIFFRACTION AT A
Kn~IrE EpGE

In computing the shadow losses due to hills we have
assumed that the hill could be represented by a per-
fectly absorbing knife edge. Although this is a very
rough approximation it does enable us to use the results
that have been developed for the knife edge case in op-
tics!® and permits the gross evaluation of the effect of
the variables involved. The geometry for the assumed
problem is shown in Fig. 33. The ratio of the field

d

INFINITELY LONG
KNIFE EDGE

Fig. 33—Geometrical figure illustrating parameters
involved in knife edge diffraction.

strength E at the receiving point R to its free-space
value is given by the standard Fresnel integral

E_ (_lﬂf e itx Iy,
2 -

E,
2(d d
[I/‘/g(l_-t,ﬁ
\d\d,

dlr d2 > ¢

where Vg =

dlv d2 > .

DIFFRACTED FIELD COMPARED
WITH FREE SPACE FIELD

Fig. 34—Diffracted field as a function of v.
(vo is a function of geometry and wavelength).

A plot of this ratio as a function of v, is shown in Fig. 34.
A nomogram which shows the effect of varying any of
the parameters has been shown in Fig. 28.

1 E, C. Jordan, “Electro-magnetic wavesand radiating systems,”
p- 572. Prentice-Hall, New York, N.Y.
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Amplitude Modulation (AM). Modulation in which the
amplitude of a carrier is the characteristic varied.

Angle Modulation. Modulation in which the angle of a
sine-wave carrier is the characteristic varied from its
normal value.

Note—Phase and frequency modulation are par-
ticular forms of angle modulation.

Angle or Phase of a Sine Wave. The measure of the
progression of the wave in time or space from a chosen
instant or position.

Note 1—In the expression for a sine wave, the angle
or phase is the value of the entire argument of the sine
function.

Note 2—In the representation of a sine wave by a
rotating vector, the angle or phase is the angle through
which the vector has progressed.

Baud. A unit of signalling speed. The speed in bauds is
the number of code elements per second.

Carrier. A wave suitable for being modulated.
Note—Examples of carriers are a sine wave, a re-
curring series of pulses, or a direct current.

Carrier Frequency. In a periodic carrier, the reciprocal
of its period.

H. S. BLACK, Past Chairman

J. G. KrEER, JR., Vice Chairman

D. M. Hill C. T. McCoy S. W. Seeley
H. Kohler L. A. Meacham H. E. Singleton
E. R. Kretzmer B. M. Oliver B. Trevor

V. D. Landon D. Pollack J. B. Wiesner
N. Marchand J. R. Ragazzini

Note—The frequency of a periodic pulse carrier often
is called the pulse-repetition frequency (prf).

Carrier-to-Noise Ratio. The ratio of the magnitude of
the carrier to that of the noise after selection and before
any nonlinear process such as amplitude limiting and
detection.

Note—This ratio is expressed many different ways,
for example, in terms of peak values in the case of im-
pulse noise and in terms of root-mean-square values in
the case of random noise. In special cases other meas-
ures of carrier and noise may be used, but their use
should be clearly stated.

Companding. A process in which compression is followed
by expansion.

Note—Companding is often used for noise reduction,
in which case the compression is applied before the
noise exposure and the expansion after the exposure.

Compression. A process in which the effective gain ap-
plied to a signal is varied as a function of the signal
magnitude, the effective gain being greater for small
than for large signals.

De-emphasis.
emphasis.

A process complementary to pre-

* Reprints of this Standard, 53 IRE 11.S1, may be purchased while available from The Institute of Radio Engineers, 1 East 79 Street, New York 21, N. Y., at
$0.50 per copy. A 20-per cent discount will be allowed for 100 or more copies mailed to one address.
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Demodulation. The process of recovering the modulat-
ing wave from a modulated carrier.

Detection. See Demodulation.

Detector (in Receivers). (a) A device to effect the
process of detection. (b} A mixer in a superheterodyne
receiver.

Deviation Ratio. In a ifrequency-modulation system, the
ratio of the maximum design frequency deviation to the
maximum design modulating frequency of the system.

Differentiator (Differentiating Circuit, Differentiating
Network). A transducer whose output wave form is the
time derivative of its input wave form.

Note—Such a network preceding a frequency modu-
lator makes the combination a phase-modulation
modulator; or, following a phase-modulation detector,
makes the combination a frequency-modulation detec-
tor. The ratio of output amplitude to input amplitude
of a differentiator is proportional to frequency, and the
output phase leads the input phase by 90°.

Discriminator. A device in which amplitude variations
are derived in response to frequency variations.

Expansion. .\ process in which the effective gain applied
to a signal is varied as a function of the signal magni-
tude, the effective gain being greater for large than small
signals.

Frequency Deviation. In frequency modulation, the
peak difference between the instantaneous frequency
of the modulated wave and the carrier frequency.

Frequency-Division Multiplex. A device or process for
the transmission of two or more signals over a common
path by using a different frequency band for each
signal.

Frequency Modulation (FM). Angle modulation of a
sine-wave carrier in which the instantaneous frequency
of the modulated wave differs from the carrier frequency
by an amount proportional to the instantaneous value
of the modulating wave.

Note—Combinations of phase and frequency modula-
tion are commonly referred to as “frequency modula-
tion.”

Frequency-Shift Keying or FSK. That form of fre-
quency modulation in which the modulating wave
shifts the output frequency between predetermined
values corresponding to the frequencies of correlated
sources.

Frequency Swing. In frequency modulation, the differ-
ence between the maximum and minimum design
values of the instantaneous frequency.

Gating. The process of selecting those portions of a wave
which exist during one or more selected time intervals
or which have magnitudes between selected limits.

Standards on Modulation Systems: Definitions of Terms, 1953
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Improvement Threshold. That value of carrier-to-noise
ratio below which the signal-to-noise ratio decreases
more rapidly than the carrier-to-noise ratio.

Instantaneous Companding. Companding in which the
effective gain variations are made in response to in-
stantaneous values of the signal wave.

Instantaneous Frequency. The time rate of change of
the angle of an angle-modulated wave.

Instantaneous Sampling. The process for obtaining a
sequence of instantaneous values of a wave. These
values are called “instantaneous samples.”

Integrating Network (Integrating Circuit, Integrator).
A transducer whose output waveform is the time in-
tegral of its input waveform.

Note—Such a network preceding a phase modulator
makes the combination a frequency modulator; or, fol-
lowing a frequency-modulation detector, makes the
combination a phase-modulation detector. The ratio of
output amplitude to input amplitude of an integrator
is inversely proportional to frequency, and the output
phase lags the input phase by 90°.

Intermediate Subcarrier. A carrier which may be modu-
lated by one or more subcarriers and which is used as a
modulating wave to modulate another carrier.

Inverse Limiter. A transducer, the output of which is
constant for input of instantaneous values within a
specified range and a linear or other prescribed function
of the input for inputs above and below that range.

Note—This term describes a device used generally to
remove the low-level portions of signals from an output
wave. It is sometimes used to eliminate the annoying
effects of cross talk in a system at the expense of some
distortion.

Keying. The forming of signals (such as those employed
in telegraph transmission) by the modulation of a
direct-current or other carrier between discrete values
of some characteristic.

Modulated Wave. A\ wave, some characteristic of which
varies in accordance with the value of a modulating
wave.

Modulating Wave. A wave which causes a variation of
some characteristic of a carrier.

Modulation. The process or result of the process where-
by some characteristic of one wave is varied in ac-
cordance with another wave.

Modulation Factor. The ratio of the peak variation
actually used to the maximum design variation in a
given type of modulation.

Note—In conventional amplitude modulation the
maximum design variation is considered that for which
the instantaneous amplitude of the modulated wave
reaches zero.
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Modulation Index. In frequency modulation with a
sinusoidal modulating wave, the ratio of the frequency
deviation to the frequency of the modulating wave.

Modulator. A device to cffect the process of modula-
tion.

Multiple Modulation. A succession of processes of
modulation in which the modulated wave from one
process becomes the modulating wave for the next.

Note—In designating multiple-modulation systems
by their letter symbols, the processes are listed in the
order in which the signal intelligence encounters them.
For example, PPM-AM means a system in which one
or more signals are used to position modulate their re-
spective pulse subcarriers which are spaced in time and
are used to amplitude modulate a carrier.

Percentage Modulation. The modulation factor ex-
pressed as a percentage.

Phase Deviation. The pcak difference between the in-
stantaneous angle of the modulated wave and the
angle of the sine-wave carrier.

Phase Modulation (PM). Angle modulation in which
the angle of a sine-wave carrier is caused to depart from
the carrier angle by an amount proportional to the
instantaneous value of the modulating wave.

Note—Combinations of phasc and frequency modu-
lation are commonly referred to as frequency modula-
tion.

Pre-emphasis. A process in a system to emphasize the
magnitude of some frequency components with respect
to the magnitude of others.

Pulse Code. (a) A pulse train modulated so as to repre-
sent information. (b) Loosely, a code consisting of
pulses, such as Morse code, Baudot code, binary code.

Pulse Code Modulation (PCM). Modulation which
involves a pulse code.

Note—This is a generic term, and additional specifica-
tion is required for a specific purpose.

Pulse-Duration Modulation (Pulse-Length Modula-
tion) (Pulse-Width Modulation). A form of pulse-time
modulation in which the duration of a pulse is varied.
Note—The terms “pulse-width modulation” and
“pulse-length modulation” are also used to designate
this system of modulation, but the term “pulse-duration
modulation” is preferred. :

Pulse Frequency Modulation (PFM). A form of pulse-
time modulation in which the pulse repetition rate is the
characteristic varied.

Note—A more precise term for “pulse frequency
modulation” would be “pulse repetition-rate modula-
tion.”

Pulse-Interval Modulation. A form of pulse-time modu-
lation in which the pulse spacing is varied.

OF THE LR.E. May
Pulse Modulation. (a) Modulation of a carrier by a
pulse train.

Note—In this sense, the term is used to describe the
process of gencrating carrier-frequency pulses. (b)
Modulation of one or more characteristics of a pulse
carrier.

Note—In this sense, the term is used to describe
methods of transmitting information on a pulsc carrier.

Pulse Position Modulation (PPM). A form of pulse-
time modulation in which the position in time of a pulse
is varied.

Pulse-Time Modulation. Modulation in which the time
of occurrence of some characteristic of a pulse carricr is
varied from the unmodulated value.

Note—This is a general term which includes several
forms of modulation, such as pulse-duration, pulse-
position, pulse-interval modulation.

Quantization. A process in which the range of values of
a wave is divided into a finite number of smaller sub-
ranges, each of which is represented by an assigned or
“quantized”) value within the subrange.

Note—*“Quantized” may be used as an adjective
modifying various forms of modulation, for example,
quantized pulse-amplitude modulation.

Quantization Distortion (Quantization Noise). Inherent
distortion introduced in process of quantization.

Quantization Level. In quantization a particular sub-
range, or a symbol designating it.

Quantization Noise. See Quantization Distortion.

Quantized Pulse Modulation. Pulse modulation which
involves quantization. '

Note—This is a generic term, including pulse num-
bers modulation and pulse code modulation as specific
cases.

Regenerative Repeater. A repeater which performs
pulse regeneration.

Note—Although this term carries the unfortunate
connotation of a repeater employing a regenerative, or
feedback, amplifier, its use in the literature has been
wide and specifically as given in this definition.

Sidebands. (a) The frequency bands on both sides of
the carrier frequency within which fall the frequencies
of the wave produced by the process of modulation. (b)
The wave components lying within such bands.

Note—In the process of amplitude modulation with a
sine-wave carricr, the upper sideband includes the sum
(carrier plus modulating) frequencies; the lower side-
band includes the difference (carrier minus modulating)
frequencies.

Side Frequency. One of the frequencies of a sideband.

Single-Sideband Modulation (SS, SSB). Modulation
whereby the spectrum of the modulating wave is
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translated in frequency by a specified amount either
with or without inversion.

Single-Tone Keying. That form of keying in which
the modulating wave causes the carrier to be modulated
with a single tone for one condition, which may be
either “marking” or “spacing,” and the carrier is un-
modulated for the other condition.

Subcarrier. A carrier which is applied as a modulating
wave to modulate another carrier.

Syllabic Companding. Companding in which the effec-
tive gain variations are made at speeds allowing re-
sponse to the syllables of speech but not to individual
cycles of the signal wave.

Synchronous Gate. A time gate wherein the output in-
tervals are synchronized with an incoming signal.
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Time-Division Multiplex. A device or process for the
transmission of two or more signals over a common
path by using successive time intervals for different
signals.

Time Gate. A transducer which gives output only during
chosen time intervals.

Two-Source Frequency Keying. That form of keying in
which the modulating wave switches the output fre-
quency between predetermined values corresponding to
the frequencies of independent sources.

Two-Tone Keying. That form of keying in which the
modulating wave causes the carrier to be modulated
with one frequency for the “marking” condition and
modulated with a different frequency for the “spacing”
condition.

A Survey of the Limits in DC Amplification”

C. M. VERHAGEN?

Summary—The influence of a cathode temperature change of
planar diodes and triodes is calculated with the help of extended
Langmuir tables. The possibility of compensation of this temperature
effect is considered. Two units with a common cathode sleeve show
no conclusive improvement in cancellation of the heater effect. The
disturbance voltage as a result of anode voltage changes is investi-
gated. Some new compensating circuits are presented, resulting in
dynamic and in-phase balance simultaneously for a single adjust-
ment. It is found that for all balanced circuits the stability demand for
the supply or auxiliary voltage is nearly the same. The change of tube
‘‘constants” with time and the relation between anode current and
flicker effect attenuation is investigated. It was observed that the
poorly defined position of the heater in the cathode sleeve seriously
limits tube stability.

I. INTRODUCTION
@VER A PERIOD of some twenty years different

circuits have been published showing methods

for reducing the effect of supply-voltage changes.
In order to investigate the operation of these, and
other unpublished circuits, the influence of supply-
voltage changes in these circuits will be investigated.
To compare these most easily, the cffect of supply-volt-
age changes will be expressed in an equivalent () input
voltage v,’, the subscript (x) giving the source of the dis-
turbance.

THE CATHODE TEMPERATURE
Its Influence

The investigation of the influence of the cathode tem-
perature makes it necessary to consider first the action

* Decimal classification: R132X R363.3. Original manuscript re-
ceived by the Institute, December 28, 1951; revised manuscript re-
ceived August 20, 1952,

t Electronics Div., Technical Physics Dept.,, of the Central
National Council for Applied Scientific Research in the Nether-
lands (T.N.O.)

in a parallel-plane diode in connection with the space
charge and the different escape voltages.!

In Fig. 1 these escape voltages together with the volt-
age minimum (Vm) caused by the space charge are
shown for two différent values of V2.
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Fig. 1—Influence of ¥4, on the Epstein minimum.

The internal-voltage difference Va' is given by

Va' = Va — ya + Vk. 1

In this, ¥k is the total escape voltage of the cathode.?
The influence of the space charge is given by the volt-

! The escape voltage is equal to the work function divided by the
electron charge.

t G. Herrmann and S. Wagener, “Die Oxydkathode I1,” Barth,
Leipzig, Germany; 1943/1944.
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age minimum (Epstein minimum) Vm.:
Vm = — VpIn Is/Ia, )

where Vyp=EkT/e.
Is can be given by

Is = AST? exp —Vk/Vr, 3)

where S is the cathode surface (cm?).
The value of Iz can be found with the help of the
Langmuir tables. Approximately, Ia can be given by

(Va' — Vm)3i?

Ja =233 X107t xS — - ———. (4)
(d — dm)?
The anode current is thus given by
ASTHN2
Va~ya+Vr In ->
Ta=2.33X106XS — - — ————  (4a)
d — dm)?

Hence the cathode-escape voltage (¥£) does not ap-
pear?® (sec Fig. 1 for two values of ¥£). The cathode-es-
cape voltage has an influence on d,; this influence, how-
ever, is small (see IV, The Change in Tube “Constants”
with Time).

When we neglect the influence of T on d,, we can find
the equivalent input voltage for a cathode temperature
change by differentiating the numerator of (4(a)) with
respect to temperature. This voltage is expressed as an
equivalent cathode-voltage change (vr’) giving the same
change in anode current as the given temperature

change.

oy T (1 AST? +2> -

v = n o J
! 11,600 Ia

In this formula 97’ is the exact expression for the re-
tarding-field region. Since in the space-charge region
several approximations were used, vy’ was calculated ac-
curately with the aid of the extended Langmuir tables
of Kleynen.t The anode voltages are calculated for 970°
and 1,000°K, and the differcnce divided by 30 (see Ta-
ble I).

TABLE 1

‘ vy’ (mv/degree centigrade)
Ia/S | 3—0.15 | d=0.25 | d=050 | 4=0.80
I mm | mm mm mm
Is=3and | 10 ma/cm?| 1.92 | 2.00 | 2.53 | 2.9
24 /em? 3maf/em?| 1.81 | 1.94 | 2.20 | 2.33
| 1mafem?| 1.765 | 1.88 | 2.07 | 2.28
Is=03and | 10 ma/cm®| 1.84 | 2.08 | 2.57 | 3.07
0.24/cm® | 3ma/cm?| 1.64 | 1.80 | 2.12 | 2.35
| lma/cm’l 1.58 | 1.70 | 1.92 | 216

? B. Gysae and S. Wagener, “Der einfluss des kontaktpotentials
auf die kennlinie von empfinger- und sendershren,” Z. Tech. Phys.,
vol. 19, p. 264; September, 1938.

¢ P. H. J. A, Kleynen, “Extension of Langmuir's tables for a plane
diode with a Maxwellian distribution of the electrons,” Philips Res.
Rep., vol. 1, p. 81; January, 1946.

§ In retarding-field region.
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It is necessary to introduce values for 4 and V& to
bring the results of Table I, in the retarding-field re-
gion, in agreement with (5).

There are, however, two lines of thought: one assum-
ing A constant (120 amp/cm? degree?) and Y% depend-
ing on temperature which makes for the chosen values
of Is a temperature correction for Table I of about
+0.7 mv necessary; the other assuming a much lower
value for ¥k(=1.0 v) and 4 between 10~! and 102, By
measuring vr’ on a diode we found results that were
within 5 per cent of the calculations based on ¥£=0.9 v
and 4 =0.10 amp/cm? degree* (Is=3 amp/cm?). By in-
troducing 4 =120 amp/cm? degree: and ¥Yk=1.5 v,
however, our measurements deviated by more than 35
per cent which is difficult to explain by errors in the
measurement. We therefore choose the former con-
stants. Because this choice has an influence on v’ that
is much larger than the experimental error, it is not im-
probable that more insight can be obtained in this mat-
ter by accurate measurements of vr’.

Introducing for 4 a value of 0.1 amp/cm? degree? in
(5) we find

Ia
v’ = {1.76 -~ 0.2 log _S} mv/degree centigrade, (Sx)

where Ia/S is in ma/cm?.

Next we investigate the relation between a change in
heater power and the resulting change in temperature.

Assuming a simplified tube structure where the con-
duction losses are given by K3(Tk—~To) and the radia-
tion losses by K\(Tk*— To*) (Tois the temperature of the
surrounding air), we calculated dWk/Wk Tk/dTE for
several values of

KTk — To)

Ki(Tk* — To*)

(see Table 11). In these calculations K; is assumed to be
independent of temperature.® The value of K, depends

TABLE [I
&s(Tk—To) . dWkTk l dTo
il A =2
Ki(Tk=To% | WkdTk I dTk
04 ‘ 3.26 | 6.7
0.5 3.14 5.8
0.6 3.04 5.1
0.7 2.94 [ 4.5
0.8 2.85 4.1
1.0 3.5

2.71 {

strongly on the accuracy with which the cathode fits
into the mica spacers. It is therefore not improbable
that for small cathodes (Wk 1 to 2 w) the ratio

Kz(Tk - TO)

KTk — Tob)

¢ R. Champeix, “Pyrometrie optique des cathodes 3 oxyde mesure
gg pouvoir et massif spectrale,” Le Vide, vol. 3, p. 469; July/Septem-
r, 1948,
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has a value between 0.5 and 1.0 with an average value
of 0.7.7 In accordance with the measurements of Lie-
bold,® we assume for dWk/Wk Tk/dTk an average value
of 3.0.

To express a change of heater voltage as an equiva-
lent input voltage we must lastly find the relation be-
tween changes in heater voltage and the subsequent
changes of heating power. Generally the heater current
source has an internal resistance Ri (see Fig. 2). Con-
sidering this and introducing dRf/dW W/Rf = p, we find
that

i
dh /eo = 2N /EO-—;{’_—R{ . (6)
; Ri + Rf
A R
W
Re
Eo  WE :§

]

Fig. 2 —Heater supply with internal resistance.

At the nominal heater voltage we found with a bridge
method, p=0.24. Let T=1,000°K and insert for this
temperature the value found for W/dW dT/T, then

dT = 2/3.0eo/ E et 7
= 2/3.0eo/ Ev Ri — Rf )
1—-024 —— =
Ri + Rf

Inserting several values for Ri/R; we can calculate dT
(see Table III). Inserting an arbitrary constant k&, the
following results:

v’ = vr'al = koeo/ Fo. (8)
From (7) and (8) we find that
k 2/3.0 1O 1 8
= 11'2/3.0 - - — volt.
Y Ri— g O 6@
| = O
Ri+ Rf

Child® measured for Ri<R; a temperature change of
52.5° for a relative-heater-voltage change of 10 per cent
whereas from Table I1I we find 54°.

TABLE III
Ri>>Rf | Ri=Rf Ri<KRf

dT | 0.88 eo/Eo 10* de- | 0.66 eo/Eo 103 de- | 0.54 eo/Eo 10° de-

gree gree gree

We must further consider the changes in voltage drop
caused by IaARox, where ARox stands for the change in

7 Information received from W. Nijenhuis of N. V. Philips’ Gloei-
lampenfabrieken, Eindhoven.

8 G. Herman and S. Wagener, “Die Oxydkathode II,” p. 66,
Barth, Leipzig, Germany; 1943-1944.

* M. R. Child, “The growth and properties of cathode interface
layers in receiving valves,” P, O. Elec. Eng. Jour., vol. 44, p. 176;
January, 1952,
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resistance of the oxide layer with temperature. This
change ARox has two components, a bulk resistance
change ARéx and, if an interface layer is formed (see
The Change in Tube “Constants” with Time), an inter-
face resistance change ARisx. With data from the meas-
urements of Child,? and Metson!® the resistance change
of the oxide layer with interface, for an “old” tube
(60,000 %) at a temperature of 1,000°K is found to be
Rox = —0.60 ohm cm?/°C,
Assuming the same value for

ARox T
Rox AT

for new tubes, the resistance change will be much lower
because both the bulk and interface resistance increase
during life. The values in Table I have to be increased
by the values found above, which means that the value
of ko increases with life. An increase of at least 5 per cent
has been observed in our measurements over a period of
200 hours.
We now have to find the equivalent input voltage for
a cathode temperature change in a triode. The anode
current in a triode, when we include the initial electron
velocity, is given by
2.33 1078 Sg3/2 AST?
¢ (d _ d;n)2 {ng |Pg + Ve ln "E—

AST? |32
Ia |, ©

Vak — ya + Vr In
+ - —-
n
where!!
1
oL /s
M dﬂk

This results in the equivalent circuit of Fig. 3. As a

ES

i Ya
—.____;.O*_
Ys

. AST®
Vel
. ™n 'a

Fig. 3—Internal tube voltages.

change in cathode temperature causes oﬁly a varia-
tion in — Vr In AST?/Ia (compare (5(a)) with Table I)

1 G, H. Metson, S. Wagener, M. F. Holmes and M. R. Child,
“The life of oxide cathodes in modern receiving valves,” Proc. IEE,
part III, vol. 99, p. 69; March, 1952,

. " W. Dahlke, “Gittereffektivpotential und kathodestromdichte
einer ebenen triode unter beriicksichtigung der inselbildung,” Tele-
Sfunken Zeit., vol. 24, p. 213; December, 1951.
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to a first approximation, the temperature change will,
for the greater part, enter as a voltage change in series
with the cathode. From (8) and (3(b)) follows

o' = 1/ u/(u+ Doy = 1/o w/(1 + ) koes/ EJ,

where ef/Ef =eo/ Eo for RiKRf.

In this expression the “island” effect'? has been neg-
lected. This effect, however, is small for tubes with a
sharp cut-off when the desired anode current is ob-
tained with the lowest anode (screen) voltage permissi-
ble to prevent grid current. A detailed discussion and
measurements of this effect on k¢ is given by Kessler."?
In order to obtain an idea of the magnitude of %, from
four different tube types, samples of 10 tubes each, the
average k and the standard deviation, SAk were meas-
ured.!

The first group of the ECC40 contained only new tubes,
which were measured after an ageing period of 100 hours.
All other tubes had been in use previous to this measure-
ment. The small spread (6 per cent) found in the values
of k of the ECC40 tubes is probably due to their same
premeasurement treatment. To check this, the same
measurement was done on a batch of used tubes of the
same type ECC40, which showed a spread of the same
magnitude (14 per cent) as found in the other types. A
further confirmation was found in a second measure-
ment of the spread from the type EF42 (see Table IV)
in which new tubes were used, when the relative stand-
ard deviation SAk/k,v was observed to be 6.8 per cent.

TABLE IV
Tube type | baveren | S5k /baveres| Condition
EF42 1.22v 16% | Vgk=150 v, Ia=5 ma
EF40 (as triode) 1.29 v 16% | Vak=150v, Ia=1ma
ECC40 1.20v | 6%; 14%  Vak=150v, Ia=1 ma
E90CC 199, | Vak=150 v, Ia=1 ma

1.44v

These differences are probably caused by the increase
of k due to the increase in resistance of the interface
layer and oxide bulk with life.

COMPENSATION OF THE CATHODE TEMPERA-
TURE EFFECT

The effect of a heater-voltage change can be partly
compensated. The amount of compensation that can be
obtained is directly dependent on the accuracy with
which a compensating voltage, v.’, approaches the value
of the disturbing voltage. The equivalent input voltage
for a cathode temperature change and its compensating
voltage are a function of time:

2 Ibid., p. 92.

13 G, Kessler, “Der einflusz der heizung auf den kathodenstrom,”
Arch. Elektrolech., vol. 39, p. 601; January, 1950.

K “Vacuum Tube Amplifiers,” Rad. Lab. Series No. 18, McGraw
Hill Book Co. Inc., New York, N. Y.; 1948.
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o' — v = o/F\(t) — v, Fs(t).
For t=« both Fi(t) and F.(t) are one. By adjusting
v.=9,, compensation for r= « can be obtained
o — o' = o' {Fy(t) — Fa(0)}.
The form
{F\(t) — Fa(1)}

is zero for t=0 and ¢{=, and will have a maximum
value 3 at t =, (see Fig. 4).

An example of compensation is given by Ellenwood
and Sorrows,!s who obtain the time function Fs(¢) for the
compensating voltage by an integrating RC network.

Ef

L4
AG
0

i

o

T
T
T
T

{riv-r}] L

—_—t

Fig. 4—Influence of different time constants in a
compensation circuit.

For directly heated filaments a good compensation
can be obtained, because the change of heater voltage
appears as an immediate change of the average grid-
cathode voltage and as the voltage 7,'. The sign and
magnitude of the immediate voltage change depends
on where' the negative side of the anode supply is con-

Ep

fpe

Vi

-<
«

€L
Ef=
+

Fig. 5S—Compensation circuit of a directly heated cathode.

nected to the heater (see Fig. 5). The graph of Fig. 6
gives the relation between (z,"—9,’) and the position of
the connection. When Ef and thus e, are too low to com-
pensate for v/, the compensating voltage can be in-

% R, C. Ellenwood aud F. E, Sorrows, “Cathode heater compen-
sation for stabilized d.c. power supplies,” Jour. Nai. Bur. Stand., vol.
43, p. 251; September, 1949.
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creased by increasing Ef and bringing a resistance in
series with the heater.'$'7 This method is very effective,

1L |
12
1]
%10 |
(m¥)
8 DLL 21
6 of /Bf = 4,0 x 1073
Vek = 150 V. Ia = 1 mA.
sgok = 105 V. Ig, = 0.5 mA-
4 Ef = 2,8 Volt.
2
0 . n n_ . .
0,2 0.l 0,6 0.8 1.0

P

Fig. 6—Compensation as a function of the anode supply to
filament connection.

especially when an accumulator is used for the heater
supply, because only slow changes of Ef will occur,
which makes the residual disturbance (B8) negligible.
Miller'® used as a compensating voltage the v, of an
auxiliary tube in the circuit of Fig. 7. When the values
of & of both tubes are different, the anode current Ia

Iai’ % Vo <1:_c_.
J

gmy

™
|

Fig. 7—Miller compensation circuit.

Vi T

R>

Ep

Ep

2

can be made independent of a change in heater voltage
by adjusting R,.

ARz/Rk =Ak/k where ARz = Rz - l/g”h

From our experience it was found that the adjustment
of R. is time consuming and that after the adjustment is
made compensation will be lost again due to changes in
k with time. Though B will be small for this circuit, this
will limit its performance when compensation is ob-
tained. To find this limitation Ak/k and the relative
residual disturbance B were measured for two tube
types (EF42 and 12SC7) in a modification of the Miller
circuit. The results of measurements on 20 new tubes,
type EF42, are given in Table V. During these measure-
ments it was found that { Fi(t) — Fy()} depends upon
whether temperature is increasing or decreasing.

In calculating and measuring 8 a step function was
used. In a practical design we must take into account the

16 J. C. M. Brentano, “The measurement of ionisation currents by
three electrode valves,” Nature, vol. 108, p. 532; December, 1921.

17 L, A, Turner and C. O. Siegelin, “An improved balanced cir-
cuit for use with electrometer tubes,” Rev. Sci. Instr., vol. 4, p. 429;
August, 1933,

18 S, E. Miller, “Sensitive d.c. amplifier with a.c. operation,” Elec-
tronics, vol. 14, p. 27; November, 1941,
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maximum occurring e;/Ef. This maximum relative
heater-voltage change, however, will seldom occur in a
time short compared with ¢,.. In our laboratory we found
that taking into account for 8 half of the values meas-
ured with a step function covered nearly all of the
changes occurring in the supply line.

TABLE V

EF42 (as triode)

Vak=150 v, Ja=1 ma

Rav= 1.22v

ﬂnv=4-87
SAk/ku= 6.89 2

bnay=195.4 sec

12SC7 (systemns of different envelopes)

Vak=150 v, Ia=1 ma

ﬂ-v=3.l%
bmgy=5.7 sec

Bay= 1.39 v
SAk/kw= 9.5%,

12SC7 (systems of the same envelope) Vak=150 v, Ja=1 ma

Bv=2.3%
bnay=24.7 sec

kav= 1.39v
SAk/k.w=10.6%

It was thought that by using double tubes with a
common cathode sleeve, such as the 12SC7, it would be
possible to find smaller values for 8., and SAk/k.y, as
compared with units with thermally separated cathodes.
To investigate this, the same measurements done on the
type EF42 tubes were done on 10 new tubes of the type
12SC7. The first measurement was on two similar units
in different envelopes, in the second measurement two
units of one envelope were compared. The results show
that SAk for units in the same envelope, with the same
cathode sleeve, is 12 per cent higher compared with units
from different envelopes, while B,y is 25 per cent lower.
Since number of tubes was limited, results are not con-
clusive, but significant improvement is improbable.

NEGATIVE FEEDBACK OF CATHODE CHANGES

By using a current-dividing grid in a tube with two
or more grids, voltage amplification can be obtained.
The current to be divided can be kept constant by feed-

¥

g-—-
=l

Vi l Rk
Ik

——

Ep

Fig. 8—Current feedback in current dividing tube.

back; this feedback will to a first approximation have
no effect on the mutual conductance of the current-di-
viding grid. Hence the anode current controlled in this
way will only be slightly dependent on the cathode tem-
perature. In a tetrode the screen grid has such a current
dividing action, see Fig. 8.!* We find for a small change

19 See reference, footnote 15, p. 465
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of the cathode voltage (v/"), by neglecting the influence
of the screen grid voltage on Ik, that

ixr = gm/(1 + gmRE)v,’.
Let ta=1:Ta/Tk(Vgsg1/ Vag constant) and gmRE> 1, then
ie = 1/RE Ia/Th /.

The same effect can be obtained by placing the feedback
resistor in series with the space-charge grid. With an
appropriate tube construction, an anode current can be
drawn with a very small screen-grid voltage and small
screen-grid current. The screen grid with its current-
dividing action can then be used as a control grid with
a relatively high mutual conductance

< dla )
= gMgiy.
3nggx Ik

The equivalent input voltage for a heater-voltage change
will be

'0/' Ia

vy @iy = —— — -
gmdi,,Rk Tk

This circuit will give the same attenuation for cathode-
current changes regardless of the cause of the change
(temperature, escape voltage or increase of the resist-
ance of the oxide layer).

A cathode-voltage change also has a small influence
on the current division. By this action the already at-
tenuated cathode-voltage influence can be cancelled
over a limited cathode-voltage region as shown by
Miiller and Diirichen,* Bousquet,? and Gray.?

Because no tubes are available with the above men-
tioned construction, and having the other desired
properties for sensitive dc amplifiers, no measurements
were done to test this arrangement. The construction of
such a suitable tube will greatly diminish the difficulties
encountered in sensitive dc amplifiers.

THE INFLUENCE OF SUPPLY AND IN-PHASE
VOLTAGES

After calculating the influence of cathode tempera-
ture changes we shall now investigate the influence of
anode or screen-grid supply-voltage changes for several
circuits.

Calculating the anode-voltage change v, caused by
supply voltage Eb for the circuit of Fig. 9 we find that

va, = es Ri/(Ri + Ra).

Dividing vs, by the amplification, we find the equivalent
input voltage v'.

v’ = — es/u Ri/Ra = — ey/Eb Ia/gm(Ra + Ro)/Ra, (10)
where Ro = Vak/Ia.

20 F. Miiller and W. Diirichen, “Zur frage der nullpunktstabilitit
von elektrometerrshrengeriten,” Phys. Zeit., vol. 39, p. 657; Septem-
ber 15, 1938.

n A, G. Bousquet, “Random emission compensation,” Gen. Rad.
Exp., vol. 48, p. 2; May, 1944.

2 See reference, footnote 14, p. 465.
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Eb
Vo

Fig. 9—Single-tube circuit.

To decrease the influence of e, a bridge circuit can be
used, as in Fig. 10. When the circuit is dynamically bal-
anced

[(Ra/Ri = R,/R,) and Vi = 0],

we find that
Vo = Eb Ra/(Ri + Ra) 2~ Kt
0= I a 1 a .
Ro + Ra
Ry
Ep
R,

Fig. 10—Bridge circuit with single tube.

If a voltage source of the opposite sign is introduced in
series with Vo, both balances are obtained.? If the bridge
is statically balanced (Ra/Ro=R,/R;) we find that

v’ = vos/A = es/Eb Ia/gm{ Ro/Ri — 1}. (11)

From this we see that the influence of the supply voltage
decreases when R{ approaches the value of Ro. The ratio
Ro/Ri, for a triode with fixed bias (battery), is always
greater than 1. If a cathode resistor Rk, is used for bias
without decoupling in a tube with a constant g, the
ratio

Ro + Rko
Ri 4+ (1 4 p)Rko

will be nearly 1. Ro’ and R¢' represent the static and
dynamic resistance between the anode and the negative
side of the cathode resistor.*® A disadvantage of this
method is that a decrease in amplification results. This

Ro'/Ri' =

# V. Soller, “One-tube balanced circuit for d.c. vacuum-tube am-
plifiers of very small currents,” Rev. Sci. Instr., v. 3, p. 416; Aug. 1932.
# M. M. Levy, “Balancing of Electrical Bridge Circuits Contain-
ing Nonlinear Elements,” U. S. patent 2,440,282; Nov. 20, 1943.
% See reference, footnote 9, figs. 11, 13. *
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decrease is caused by an apparent increase in internal
resistance equal to (14p)RkE, (also see Fig. 23).

We will look further at two circuits in which the ratio
Ro’/R#’ can be made exactly 1. For these circuits we will
also investigate the possibility of making Ro’/Ri’ much
smaller than 1, because this will mean a simple method
for obtaining voltage, or current, stabilization.

Ep

Fig. 11—Current feedback with positive grid-cathode voltage.

If a value of Rk greater than that necessary for giving
the desired bias is selected, thus Rk > Rk, and if the ex-
tra negative voltage is opposed by a positive grid voltage
by means of a battery (see Fig. 11), the ratio Ro’/R¢’ can
be made exactly 1, or smaller.

Ro + Rk
Ri+ (1 + w)RE
Letting Ro+Rko=Ri+ (1+p)Rko, multiplying and di-

viding by Ia, and assuming Vak+Ege>>Vgk, we find
that

Ro'/Ri =

1 + Vak/Eg

(12)

Fig. 12—Turner compensation circuit for a triode.

In the circuit of Turner® in Fig. 12 the internal resist-
ance will have a negligible increase, resulting in normal
amplification. In this circuit Ri"” can be made infinite
and even negative. When we calculate the anode-cur-
rent change for a change in supply voltage e; and desig-

% |.. A. Turner, “On balanced d.c. amplifying circuits,” Rev. Sci.

Instr., vol. 4, p. 665; December, 1933.
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nate (1—u Rk/R)=A, assuming this nearly zero, and
further letting u>>1, we find

i, = esA/(Ri + Ra + pRE) or

Ri" = ey/ia = (Ri + Ra + uRE)/A. (13)

By adjusting R/Rk =u, A will become zero or negative,
and thus the ratio Ro”’/Ri" also.

It is clear from the foregoing circuits that a bridge
circuit with one tube can be statically and dynamically
balanced simultaneously. Because of the decrease in
mutual conductance of a tube with time, the dynamic
balance must be checked occasionally. Another disad-
vantage of using one tube in a bridge circuit is that no
decrease in the effect of a cathode-temperature change
will be obtained. By applying two tubes in a bridge cir-
cuit, a partial cancellation of the cathode-temperature
effect will be obtained, and there will be a chance that
the dynamic resistance of both tubes will change by the
same amount. If both tubes are exactly alike, there will
be static and dynamic balance, furthermore the heater
effect of both tubes will cancel out. It is, however, dif-
ficult to select such tubes because of spread in &, 4 and

TABLE VI
EF42 Ia=2 ma— Vak=140 v, EF40 JIa=1 ma— Vak=80 v
Type l ” : gm(ma/v) Ri (k)
EF42 | 70.0 (14.2%) l 4.19 (15.5%) 16.7 (3.1%)
EF40 | 35.6 (4.4%) | 1.56 (3.6%) 22.9 (3.7%)
; Rz’(kn) [ Veo (v) Veff (v)

EF42 | 73.7(6.7%) | —1.36( 0.30) | +0.41 (0.17)
EF40 | 81.3(8.2%) | —1.63(0.12) +0.36 (0.14)

gm (see Tables IV, V and VI). We therefore calculate
the influence of anode supply voltage changes and de-
rive from this result the spread to be allowed for a given
equivalent input voltage.

Ep

Fig. 13—Bridge circuit with two tubes in series.

Artzt?" has published a bridge circuit in which the two
tubes are connected in series (See Fig. 13). We denote
w1—pe=Au, (u1+p2)/2=p, and so forth. The dynamic

17 M. Artzt, “Survey of d.c. amplifiers,”

Electronics, vol. 18, p.
112; August, 1945.
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resistance of a tube Ri+4(1+p)Rk we designate as Ri’
(see Fig. 23) and R,=R,+AR. For the influence of e
we find

v’ = es/2u{ARi"/Ri' — AR/R,}

= ey/Eb Ia/gm'{ARi'/Ri' — AR/R,}(Ro’/Ri"), (14)

where Ro’/R1’ is nearlv 1. From Table VI we can read
directly the value of ARi’/Ri’ to be expected for the
given tube types, when the circuit is statically balanced
by adjusting Rk. We thus find that for some selection
(70 per cent acceptable) the relative difference AR:’'/Ri’
is approximately 8 per cent. We can calculate that the
influence of a heater-voltage change in this circuit is

v' = ke/Ef{Ak/k + Au/u — ARI'/Ri'}.  (15)

Thus tube pairs with both a tolerable v’ and v,/ must be
selected, or v/’ can be made zero by adjusting ARi’ by
means of Rk, or Rk, the resulting dynamic unbalance
(v’'#0) being compensated for by adjusting AR as in
(14). The static balance has then to be obtained by a
third adjustment in the circuit following this stage.

I
M ,Ri.é IJ

o N
e vo pz)Ril

Vi

Fig. 14—Bridge circuit with two tubes in parallel.

A different circuit for two tubes in a bridge is given
by Brentano'® (see Fig. 14). The influence of e is given
by

vs'=es/n Ri/(Ri+ Ra){ARa/Ra—ARi/Ri}
=e¢s/Eb Ia/gm{ARa/Ra

—ARi/Ri}(Ro+ Ra)/(Ri+ Ra).  (16)

Contrary to the foregoing circuits, this one can amplify
symmetrical input signals. Before we further investigate
the sensitivity of such balanced circuits for supply-volt-
age changes, we will first consider a new requirement.
This requirement is high discrimination, in case we
want to measure floating voltages.

FLOATING MEASUREMENTS

When a voltage between two points, 4 and B (Fig.
15), has to be measured, and neither of these points is
grounded, there will generally be some difficulties due to
ground- or third-electrode (C) currents when electron
tubes are used for this measurement. Improvement can
often be obtained by using an amplifier with a symmet-
rical input (Fig. 16); for generality we assume the am-
plifier is not grounded. Let the input voltage on each
grid be v;; and v;, respectively, then we can separate

PROCEEDINGS OF THE I.R.E.
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these into two components,?® an in-phase component
p p

vi,0 v;,=(v;,+v;)/2, and an out-of-phase component

Vil Vi =10y, — ¥y,

e o Za+Zy
VO Zpe 22y

Fig. 17—Voltage source with symmetrical output.

When e’ =ne)’’ in case e/ —e)'’, and/or Z;#Z,,
balance can be obtained by adjustment of Z;/Z;. This
leaves only the in-phase input voltage for which Fig. 15
may be changed in Fig. 17.

The sensitivity of the amplifier for in-phase grid
voltages can be defined as the ratio of the peak to peak
values of the inphase to out-of-phase input voltage, each
voltage producing the same magnitude of output

1% F, Offner, “Balanced amplifiers,” Proc. I.R.E,, vol. 33, p. 202;
March, 1945.
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voltage. We designate this ratio as the discrimination
(D) of the amplifier, D =v;,/v,’. The in-phase balance or
discrimination of the circuit of Fig. 16 is given by

1/D=v,'/v,
= {Au/u+Ri/(Ri+Ra) {ARa/Ra~ARi/Ri)}. (17)

The discrimination can be made infinite, when the ratio
Z./Zs (see Fig. 18) is adjusted in such a way as to cancel
the result of the in-phase input voltage v,” of the ampli-
fier.29% Another method is the adjustment of Ay in
(17), thus making the right-hand part zero. The grid
cathode voltage range, for an infinite D, is, however,
limited by the difference in curvature of both tube char-
acteristics.

After some calculations we find for the difference volt-
age between the anodes when the curvature is taken
into account

(iq = G114k, + al2vzykl cr oy Ugky = Ugky
= V sin wl, a1, — @3 = Aag,, and so forth).
%o = Ai,Ra = Ra/4 V{284,V + (4Aay + 3Aa3V?) sin ot

— 2Aa,V cos 2wt - - - }

Making (17) zero, the term {4Aa,+3Aa;V?} vanishes.
Neglecting the dc component and dividing by the ampli-
fication (aiRa),
v, = v/A = ~ 1/2V/a,{AasV cos 2t - - - }
1/D = 1/2 Aay/a, V - - - .

(18)
(18(a))

Hence the output voltage will contain only higher har-
monics of v;,. When v,’ is still too large and point C in
Fig. 15 is grounded, v;, can be decreased in case the cur-
rent (e2+e;)/(Zc+Zg) is smaller than ey/Zc, by not

Fig. 18—Circuit for in-phase voltages.

grounding the amplifier (see Fig. 18). By application of
negative feedback to the in-phase input voltage, v,’ can
still further be decreased as will be shown.

For large values of D we find for the influence of
heater-voltage changes that

o = v, — v, = ke/Ef{Ak/k}. (19)

» ], F. Toennies, “Differential amplifier,” Rev. Sci. Instr., vol. 9,
p. 95; March, 1938.

® H, Goldberg, “Bio-electric research apparatus,” Proc. I.R.E.,
vol. 32, p. 330; June, 1944,
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The Feedback of In-phase Grid Voltages

By applying feedback the allowable in-phase input
voltage increases for a given discrimination D, An in-
phase feedback circuit has been given by Offner® (see
Fig. 19). We find for D:

D v, 1 { Ay Ra + Ri
- v, - AgmRa | u Ri
ARu AR
= ——.} . (20)
Ra i

>
—

=

EZala

7 =

Fig. 19—Anode-gride in-phase feedback.

Hence by means of a suitable amount of amplification,
A, of the feedback amplifier, the value of v, can be kept
as low as desired. A feedback amplifier can be used, or
the in-phase amplification of the first, and if necessary,
further stages of the dc amplifier itself can perform this
function. Disadvantages of this circuit are, that the
grids are not at ground potential and, further, that the
feedback of this circuit depends on the ratio Z«(Zs) to
{Zc+Za(Zb)} (see Fig. 18), which makes the feedback
dependent on the output resistance of the voltage source
to be measured. The influence of the supply voltage in
this circuit is given by

vy’ = es/gmRa{Au/u + ARa/Ra — ARi/Ri}
= es/Eb Ia/gm{dgm/gm
+ ARa/Ra}(Ra + Ro)/Ra. (21)

Comparing this result with the value of v’, found for a
symmetrical amplifier without feedback (16), shows that
no improvement is obtained.

By using a large common cathode resistor, together
with an extra supply voltage (Ek) to counteract the dc
drop across this resistor, we obtain a negative feedback
(Fig. 20) that does not have the disadvantages of the
circuit of Fig. 19.2® The introduction of this negative
voltage, Ek, however, gives rise to a new disturbance
voltage caused by a change e;. It can be shown, however,
that by taking the correct precaution the voltage
changes e, and e, (see Fig. 20) can be thought of as a
single disturbance voltage, e;, combined with an in-
phase grid voltage. The latter is not harmful when the
discrimination of the amplifier is made large. To show

8 F, Offner, “Push-pull resistance coupled amplifiers,” Rev. Sci.
Instr., vol. 8, p. 20; January, 1937.
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this we separate € and e; into two components:

er = (ex + €)/2 4+ (er — €b)/2 and
er = (e + €)/2 — (er — e3)/2.

We designate (ex—es)/2 =e, where ¢, has the same in-
fluence as v;,, so long as a change of ¢, only changes the
average grid voltage. This means that point O in Fig.
20 should only be used for fixing the grid potential.
Random changes of Ek and Eb can thus be thought of
as an in-phase voltage e,=(ex—es)/2, together with a
supply-voltage change e.=ex4e,.

We can calculate the equivalent input disturbances,
v’ and v’ for changes in Eb and in Ek (see appendix):

es Ap 2Rk
vb' = ( > (22)
2ngk Ri
!'= A Ri 4+ Ra)/Ri
W= o T {Au/u(Ri + Ra)/
— ARi/Ri+ ARa/Ra}. (23)
The sum of #:" and v/, for ex= —e,=¢,, gives the influ-
ence of ¢, or vy,
v;
v, = —— {Au/u(Ra + 2RE + Ri)/Ri
2gmRkE
— ARi/Ri 4+ ARa/Ra}. (24)

This formula we also find in “Vacuum Tube Ampli-
fiers,”? but the influence of Ra is there neglected. The
complete formula is given by Parnum.® In his paper the
relation of (24) with those giving the influence of the
supply voltages is not, however, presented. The influ-
ence of e, is given by the sum of v, 4w/, for e, =er =¢€,/2,

Jp— Ra — 2Rk + Ri)/Ri
W= emRE {Au/u(Re + Ri)/Ri
— ARi/Ri + ARa/Ra}. (25)
A
W SR, 1 2R,, t
Vo _—l—_}jaoRi! Eb
Ee

1,
z : A
ch' k Ep

Yy _

Fig. 20—Cathode-gride in-phase feedback.

With (19), (24), (25), influence of supply-voltage
changes in circuit of Fig. 20 is completely described.
t We shall now investigate the influence of the value of
Rk on the discrimination. By increasing Rk the value of

# See reference, footnote 9, p. 448.
# D, H. Parnum, “Transmission factor of differential amplifiers,”
Wireless Eng., vol. 27 p. 125; April, 1950.
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v, approaches a limited value, not zero, given by

lim v, = v, Au/u’ (24(a))

Rk—=
This shows that (even by neglecting the nonlinearity of
the characteristic) the discrimination can never be in-
finite when Ay is not zero. This finite value is due to the
influence of v’ on v,’, because

— esAu/u’.

(22(a))

lim vb’

Ri—w
We see that the choice of a large value of Rk has only a
limited effect in decreasing v,’.

When we are able to make the discrimination infinite
(vy’ zero) in the circuit of Fig. 20, by adjusting Au/u in
the right-hand part of (24), a large value of Rk will be-
come important in reducing the effect of supply-voltage
changes. This can be shown by inserting the so found
value of Ap/p in (25):

vg,

{Ap/u(Ra + Ri)/Ri — ARi/Ri+ ARa/Ra}.

4gmRk
Since for large values of gmRE Au/u is very small, the
first term can be neglected, giving

v/ = e,/Et Ik/2gm{ARa/Ru

— ARi/Ri}Rk,/RE Et/Ek, (25(b))

where Rk, is the static resistance of the cathode resistor
and Rk its dynamic value.

By using a linear Rk(Rk./Rk=1), v, depends only on
the ratio Et/Ek which has a minimum value of 1. When
using a separate supply Ek together with a linear R, its
influence is given by

v’ = ex/Ek Ik/2gm {ARa/Ra — ARi/Ri}.  (23(a))
L ¥
i Yol T
//\ . = 7

VIk L.
—r, /
| T
7 Ek

Fig. 21—Cathode-grid in-phase feedback with a pentode
as cathode impedance.

The use of a pentode as a cathode resistor?® decreases
Ek/Ik=Rk, for a given dynamic RE(RE>>RE,), see
Fig. 21. In this way we can obtain a value between 1/20
and 1/30 for Rk,/Rk.

For the equivalent input voltage for a disturbance e,
when the right-hand part of (21) is made zero, we find



1953

after some calculations that

o'y = €gqu/ Egok 1k/2gm{ARa/Ra — ARi/Ri}. (26)

We see that the stability requirement is the same as for
(23(a)), but the voltage that must have this stability
is lowered by a ratio Rk/Rk,.

If the screen grid is supplied from point O (see Fig.
21), as given in most publications,® the desired effect
for in-phase grid voltages is obtained. The screen-grid
voltage, however, and thus Ik, will vary with Ek and
for this reason the balance for in-phase grid voltages
(v:,+v:,)/2 will not coincide with the balance for
¢,=(ex—es)/2. When not a separate supply for Egk is
used, this would result in an extra balance condition
except when the screen grid is connected directly to
+ Et through a series resistor. The stability requirement
for e,/Et will then be given by (26), with e./Et instead
of e,,g/Egzk.

In cases where the stability demand of (26) is diffi-
cult to attain, a modification of the circuit of Turner®
can be used as shown in Fig. 22. The screen-grid current

Fig. 22—Turner compensation circuit for a pentode.

of the cathode pentode must then be thought of as the
anode current of the triode of Fig. 11. This screen-grid
current can be made independent of supply-voltage
changes e;. The influence of changes in the screen-grid
voltage on the current division can be compensated
for by slightly readjusting the compensation condition
(#9109 =R1/R3). Then the anode current is independent
of supply-voltage changes, e, and the tube behaves as a
pentode for changes of Rk. In this circuit a new dis-
turbance source, Eh, is introduced, however. For the
influence of a change e, we find after some calculations
that

w = ex/Eh Ik/2gm{ARa/Ra — ARi/Ri}p  (27)

The value of p was measured on the EF40 and EF42
and found to be between 1.2 and 2.0 (Vgko=—13 v,
Ik=18 ma, Ia =6 ma). The stability requirement for
Eh is hence nearly the same as found for Ek (linear
RE) or Egsk. The value of Eh is, however, much smaller,
and no current is drawn, making the application of
Weston cells possible. The sensitivity of this circuit for
changes in the cathode-grid circuit (microphonics,
cathode temperature) is not negligible (ex for a given
v)’); the same applies to the circuit of Fig. 21.
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Another circuit in which a high dynamic resistance is
obtained by means of current feedback was given in
Figs. 11 and 12. This circuit can, for a tube with a
high u, have the same ratio of dynamic to static re-
sistance as found with the pentode, but it allows
a much higher disturbance level e, for a given v, .
The stability demand for Eg is again the same as for
Ek, E 2k, and Ebk in the circuits of Figs. 19, 21, and 22.

From the foregoing calculations it is clear that an
increase of Rk decreases v,’, but will only decrease the
disturbance for a given relative supply-voltage stabil-
ity ei/Et if the voltages mentioned above (Ek, Egak,
Eh or Ego) are not taken from this supply voltage Et,
but are taken from a separate voltage source. This sep-
arate source, however, must-have a stability as given
by (23(a)), (26), or (27). .

We will finally calculate the increase in the portion of
the tube characteristic over which the same value of D
can be obtained when a common cathode resistor with
a high dynamic value is used compared with the circuit
where no in-phase feedback is applied (Fig. 16). For
an in-phase grid voltage the circuit of Fig. 20 can be
looked on as a cathode follower with both tubes in
parallel. For such an amplifier we find when 2RE>>(Ri
+ Ra) that

Vo = v.‘,/(l + ).
Combining this with (18) we find

v,/ =1/2 Aax/a{ [V/(14p)]2 - - - |,
1/D=v,'/vi{)=1/2 Aag/a,{V/(1+#)2 e ),

(18(b))
(18(c))

where V stands for the in-phase alternating voltage
between (D, E) and O see Fig. 20). Hence the improve-
ment for a large value of Rk will be (1-+u)%.* Because
D depends on V, it is necessary to give the amplitude
of the in-phase grid voltage by stating the discrimina-
tion.

In the circuit of Offner, shown in Fig. 19, the de-
crease of v’ or v, by adjustment of Ap or AR: is less
effective because of the change in Ri with time,.

We can now compare the sensitivity of the different
circuits for supply-voltage changes. It is seen that one
circuit is far inferior to the others (the single-tube circuit
of Fig. 9) and another circuit is far superior to the
others (25(b)). It must be remembered however, that
for this case a Au adjustment is needed, and that, be-
sides the supply voltage Et, an auxiliary voltage Ex is
needed with the same stability demand as given for the
other circuits. It is seen that a high value of specific
conductance (gm/Ia) is important to keep the dis-
turbance low. This value increases with decreasing Ia,
especially in the retarding-field region if the grid does
not lose control by over parts of the cathode surface
“island effect.”’? Working in the retarding-field region
means, however, a low mutual conductance which
makes the attainment of a large bandwidth difficult, and
gives a higher value of shot noise. Tubes with a high
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absolute and specific mutual conductance are nearly
always microphonic. These limitations make the choice
of suitable tubes difficult.

Compensation of Tube Differences

In Fig. 23 several ways are presented in which the
triode tube constants can be altered externally, without
making connections to the grid. The latter is important
if the compensation is to be independent of resistance
changes of the voltage source to be measured. We can
look upon each of these circuits as being another tube
with different constants as given under the circuit.

o
Ri ' Ri+(1+wRk | Ri+Rii |
om | 3 I S 3m
LU Ri+ (I +wuRke | Ri+RL |

Fig. 23—Change of tube constants.

Only in the last circuit is the amplification factor (u)
changed.??.3.3 [n Fig. 20 the important requirement for
decreasing disturbance caused by supply-voltage changes
and in-phase grid voltages is u compensation.

A disadvantage of all known compensation circuits is
the disturbance of static balance when the compensat-
ing resistors are adjusted (Rko, R7’, or R). This can be
prevented by bringing these resistors in such a circuit
that there is no dc drop across the resistor when there is
static balance and no input voltage. A solution of the
above problem for the circuit of section IV of Fig. 23 is
given in Fig. 24. With the proper choice of R; and R,

:

Va.'J_ Va, Eb
CP%
Rk I
o— Ex

Fig. 24— balance without reaction on static balance.

the necessary range for maximum difference in u can be
obtained. By use of this circuit, in-phase balance
(v,’=0) can be obtained (see Fig. 24); by choosing a
common cathode resistor, Rk, with a large dynamic re-
sistance, dynamic balance is also obtained. Hence by

# C, Williamson and J. Nagy, “A push-pull-stabilized triode volt-
. meter,” Rev. Sci. Instr., vol. 9, p. 270; September, 1938.
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adjusting R, the two balance conditions can be fulfilled
simultaneously. A circuit that gives an external dy-
namic balance (v,’=0) is given in Fig. 25, where R, is
a nonlinear resistance (a#f8). For static balance
(Va,= Va,) there will be no voltage drop across Ri+R,’
and R,+R,’ if Va=akFE!l. Thus the adjustment of dy-
namic balance will not disturb the static balance. Let
the voltage change across the tubes, caused by a change
e:, be ye,. Then we find a voltage change of (y—f)e;
across the voltage dividers R+ R,’ or R;+R,’. By ad-
justing R; a voltage difference betwecn both voltage di-
viders can be obtained that cancels the out-of-balance
voltage between the anodes.

Etter)
TR R{ Ry R,TTZ__
/N /\
Ry x Eq(aer)
Ry

Fig. 25—Dynamic balance without reaction on static balance.

TuBE CONSTANTS
Static Balance

It is important that the adjustment for static balance
does not interfere with the other balances. The use of
batteries is, however, unpractical (load of voltage di-
vider). By adjusting a cathode or an anode resistor,
static balance can be obtained. These adjustments,
however, affect the other balances by changing the tube
constants (Fig. 23). The effect can be decreased by
introducing an auxiliary current through the static
balancing resistors (Fig. 26) that is many times

Fig. 26—Static balance for a triode bridge with decreased
reaction on other balances.

greater than the cathode current k. With this arrange-
ment only a small difference in the position of the taps,
(AR), is needed to obtain static balance. If pentodes are
used, the balancing voltage-difference can be applied
between the screen grids while the anode current acts
as the auxiliary current as shown in Fig. 27. The re-
sistance changes are, in Fig. 26, (I/Ia+1) or in Fig. 27,
(2Ia/Iga+1) times smaller than before. The infAuence
on in-phase or dynamic balance will be decreased by the
same amount. The stabilizer tube T to keep the auxil-
iary current constant does not appear in the circuit of
Fig. 27 because changes in Ik are already kept small
for other reasons previously mentioned.
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The Spread in Tube Constants

From the investigation of the influence of supply-
voltage changes it was seen that the disturbances de-
pend mainly on the difference in tube constants. To
obtain an idea of the differences that can be expected,
the value x,y and the standard deviation (SAx/x. in
percentage or SAx in volts) were measured for two tube
types. The internal resistances were measured with a
fixed bias on the grid Rz or with undecoupled cathode re-
sistor. The voltage Veff stands for Vgk-Vak/u. All
tubes measured were aged for at least 200 hours.

ARW
AP =R

- —==
131 I,,2
—\—/ N
//\ - /\
b

Fig. 27—Static balance for a pentode bridge with decreased
reaction on other balances.

Keeping in mind that the results are not conclusive
due to the limited number of sample tubes (10), we
found a definite correlation between the spread in p
and Vgk when the spread in p is large. For a constant
value of Ro(Vak/Ia) the spread in Rf will be smaller
than it is for u or gm. When tubes with a high value of
gm are operated with a relatively low anode current
we can expect a large spread in p and gm. For obtaining
static balance with a small anode current and bias an
adjustment range of plus and minus 0.35 v will be
sufficient.

Changes With Time

It is important to know how constant the tube char-
acteristics remain during tube life. This is especially
true when it is desired to compensate a balanced ampli-
fier. We will investigate the possibility of anode cur-
rent changes in a plane diode due to internal changes
of the tube. The value of Ia is given by Langmuir® as
an infinite series, which shows that Ia depends upon

anode-cathode voltage Vd—Vm, | cathode temperature T%,
anode-cathode distance d, emission current Is.

The escape voltage Ya for molybdenum is 4.2 v. If,
however, barium is evaporated onto anode, escape volt-
age will be changed,® and thus value of (Vi— Vm).

% |, Langmuir, “The effect of initial velocities on the potential
distribution and thermionic current between parallel plane elec-
trodes,” Phys. Rev., vol. 21, p. 419; April, 1923.

® H. B. Michaelson, “Variations of grid contact potentia! and as-
soci(z)lted grid currents,” Jour. Frank. Inst., vol. 249, p. 455; June,
1950,
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Rothe?” found by measurement of (¥k—ya) on 15

" tubes type REN 904 (Telefunken), for a cathode tem-

perature of about S00°K, values between —0.5 to
—1.4 v. Assuming ¥£=1.0 v we find ya=1.9+0.5 v.
This is in good agreement with the values obtained by
Lukirsky,®® who found for a monomolecular Ba layer a
value of 1.5 v, increasing to a constant value of 2.0 v
when the layer thickness is more than a double-molecu-
lar layer.

The evaporation of Ba from the cathode depends
strongly on its temperature, decreasing nearly ten
times for a temperature decrease of 50 degrees C.

In our measurements (with temperature control)
tubes were stable (drift <100 uv/10 hr) after the tubes
were aged at the nominal heater voltage for about 100
hours. By ageing at the working-heater voitage, for
which we chose 90 per cent of the nominal value, no
change in drift (>100 pv/hr) was observed after an
ageing period of 150 hours.

Except for tubes with a very small distance d be-
tween cathode and anode the value of d will stay constant
during the life of a tube, if it is not severely shocked.

Changes of Tk can be caused by changes in surround-
ing temperature (70). By assuming a simplified tube
structure (as done previously) we can obtain a relation
between changes in surrounding air temperature (d70)
and subsequent changes of cathode temperature (dTk)
(see Table 11). Because Ko(Te—To)/Ki(T*— To*) may
have a value between 0.5 and 1.0 the difference between
dTk/dTo of two tubes can be 1/3.5—1/5.8=0.11. As-
suming an equivalent input voltage of 2.5 mv/°C we
can expect a maximum equivalent input voltage in a
balanced amplifier of 275 pv/degree. We measured on
such a stage with tubes type EF40 values between 50
and 250 pv/degree. Peirson®® found with common
cathode tubes (12SC7) in a balanced amplifier a tem-
perature dependence of 100 to 200 uv/degree.

Cathode-temperature changes can also be caused by
spontaneous changes in heater resistance or position.
By recording the output of a dc amplifier we observed
changes (step function) probably caused by changes of
the heater position or resistance. These changes ob-
served with some tubes of the EF40 type have an
equivalent input amplitude between 20 and 300 pv and
a rise time of about 10 seconds. By simultaneously ob-
serving the output voltage and heater resistance, we
found a definite relation between both changes. By
using tubes with special heaters (as will be discussed)
the above mentioned changes were never observed.

Besides sudden heater changes, some heaters show a
slow change with time, perhaps caused by recrystalliza-
tion of the tungsten heater wire. The influence of these
changes can be kept small by supplying the heater

37 H, Rothe, “Untersuchungen iiber den gitterstromeinsatzpunkt
bei verstiarkerrohren,” Telefunken Zeit., vol. 13, p. 45; July 1932.

38 P, 1. Lukirsky, A. Sosina, S. Wekshinsky and T. Zarewa, “Ver-
suche iiber die eigenschaften der atomschichten,” Zeit. fur Phys., vol.
71, p. 306: August 29, 1931. :

3 D, H. Peirson, “A D.C. amplifier using an electrometer valve,”
Electronic Eng., vol. 22, p. 48; February, 1950.
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from a voltage source with an internal resistance Ri{
equal to Rf:
dW/W = AR/Rf — TR
Ri+ Rf — p(Ri — Rf)
where dW/W is the relative change in heater power, p
as given in (6) and ARf the spontaneous resistance
change.

A change in Is can occur {or a change in Yk. This can
be caused by loss of Ba through evaporation or by
poisoning. For cathode temperatures not higher than
1,000°K evaporation is small and will not limit the life
of modern receiving tubes.'® The increase of ¥k by
poisoning depends on the amount of gas that is ab-
sorbed by the cathode and will be low if tubes are care-
fully manufactured and used.'® The influence of a
change in ¥k in a diode in the retarding-field region is
zero because Ia does not depend on ¥k, except when the
area sizes with constant Yk are small and the interac-
tion between the electrons of the different constant ¥
areas cannot be neglected.

If in the space-charge region the value of ¥k changes,
a change in d., (see Fig. 1) results. This will change Vak
if Ia is kept constant. With the help of the extended
Langmuir tables given by Kleynen® the equivalent
input voltage was calculated, as accurately as the
tables are given, for several values of d and Ia/S.

(28)

TABLE VIl

l(Val— Via) — (Vi — ‘I’kz)l =Vak:—

Ia/S in ma/cm?

Vak;=v¥ in mv

1 3

d (mm) - — — ———
1,000° | 970° | 1,000° | 970° | 1,000° | 970°

0.15 0.0t | — 03| 53| —6.3]|-19.4] =231

025 | =207 | =33 | =97 -11.5| -26.8 | —32.1

050 | =59 | — 7.3 | —15.6 | —19.1 | —=39.6 | —46.5

0.8 | —8.6 | —10.8 | —20.7 | —24.1 | —51.7 | —61.0

1 Vi, and Vs in retarding-field region.
? V4, in retarding-field region.

The emission changes for which table VII was calcu-
lated were from 2 amp/cm? to 0.2 amp/cm?® for T
=970°K (A¥Y%k=192.5 mv), and from 3 amp/cm? to
0.3 amp/cm? for T=1,000K (A¥%=198.5 mv). The
equivalent input voltage for a change in ¥k in the
space-charge region is according to these calculations not
zero—contrary to the statement of Gysae and Wag-
ener.?

Due to chemical reaction between the oxide layer
and the nickel sleeve an interface layer will sometimes
result.®0# This layer seems to grow during the first half
to two years of the life of a tube (continuous use),*
and then stay constant at a value of about 40 v ¢cm?.
The shift which results from this resistance can be kept
low by selecting a small value for the specific anode
current.

® W, Liebold, Thesis, University of Berlin; 1941,

aA, Exsenstem, “Some electrical propreties of an oxide cathode
interface,” Phys. Rew., vol. 72, p. 531; September 15, 1947.

aC.C. Eaglesﬁeld “Life of valves with oxide-coated cathodes,”
Elec. Comm., vol. 28, p. 95; June, 1951,
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Besides the slow changes in ¥k during the life of a
tube, Yk will change continuously around some average
value. This appears at the output of the tube as a noise
called flicker effect. It is probable that these changes can
be treated as the very slow changes previously de-
scribed. This perhaps explains the results obtained by
van Wijngaarden.®® He found that the flicker effect
decreases greatly with a decrease in anode current, and.
approaches a constant low value in the retarding-field
region.

Changes in dn will not only change Ia but will also
change the mutual conductance. The relative d. change
depends on the change in Is and the ratio Is/Ia. A
low value of Je and a high value of d will result in a
relatively small change in gm for a given change in Is.
In a well-designed tube, working under proper condi-
tions, the change in Is during life will be small.

Nearly all the drop in gm observed in life tests for
tubes with long life (>10,000 hr) can be explained by
the increase of resistance of the interface layer in the
oxide coating.'?!® The drop in mutual conductance will
be decreased when a low value of gm/S is chosen and
electrode potentials are selected such that the “island
effect”? is small.

Shock Stability

For sensitive amplifiers not working under laboratory
conditions mechanical and acoustical insensitivity is an
important characteristic. The results of shocking tubes
can be divided into three effects.

The first effect is commonly referred to as micro-
phonics. Tubes with low microphonics can bechosen
from recommended types, or by selection (by testing)
from a number of tubes. The latter method is unsatis-
factory, however, for practical reasons. The equivalent
input voltage v’ of a given tube is, for relatively low
anode currents, in most cases proportional to Vb/u
where Vb is the undecoupled part of the anode (screen)
supply voltage and p is (Ve /dVa)ie for triodes or
(OVou/0Vosi)re, for pentodes Measuring the tube
types EF40, E80F and CFS0 (all low microphonic)
EF42 (video amplifier) (all Philips) and VR56
(Rogers) we found the results outlined in Table VIII.

TABLE VIII
EF40 E80F CF50 EF42 | VRS6(EF6)
Number of
tubes tested S0 13 8 9 420
Smaller than | | ‘
10.mv | 50 13 8 |
3. mv 46 | 13 7 | 2
1.0mv | 46 { 10 5 0 166
0.3 mv 3 | 2 2 25
0.10 mv | 0o | 0 0 8
0.03 mv | i i 2

“J. G. van Wijngaarden, “Low Frequency noise m electron
tubes,” Thesis, Vrije l%mversxtext, Amsterélam i,uly,

4 W. Graftunder und H. Rothe, Prmznpxelle Untersuchungen
iber das Klingen von Verstirkerrshren,” Telefunken Rohre 2, vol. 36,
p. 147: March 6 and November 8, 1936.
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The measurement results are the equivalent input
voltages (v.') measured from peak to peak when the
tubes are shocked. The shocking of the tubes in all the
measurements to test shock stability was done by tap-
ping the tubes with the fingernail. Though the shock
given with this method is not clearly defined, better
defined methods make the use of special apparatus
necessary, which makes the checking of a tube outside
the laboratory difficult. The VR56 is not a low micro-
phonic tube type, but the results are given as an exam-
ple of the possibilities of tube selection within a given
type.

The effects in the second group are the results of
more or less permanent changes in electrode positions.
Changes in the anode current, produced by the above
effect, are accompanied by changes of the mutual con-
ductance and/or amplification factor. These changes
were measured with a General Radio vacuum-tube
bridge type 561-D. The results of this measurement on
3 tubes of the following types, connected as triodes are
outlined in Table IX.

TABLE IX

(ARi/Ri)uax

RiGk)

| vak |Iama)| u | (Ou/ieas
EF42 140 v 2 70 0.5% 17 1.29,
EF40 80 v 1 36 <0.15%, 23 <0.29,

The anode-current changes falling in the third group
are slow changes, as the result of a change in cathode
temperature when the tube is shocked. Contrary to
spontaneous changes, these are impulse-like. The change
in cathode temperature can be the result of changes in
the heater resistance by “cold” deformation, by re-
crystallization, or by a change in the heater position
within the cathode sleeve. The latter cannot be the
only cause, however, because changes of heater re-
sistance when the tube was tapped were also observed
in directly heated tubes and in metal filament in-
candescent lamps. For these measurements the tubes
were directly soldered in the circuit, and as all heaters
of the measured tubes were spot welded to the base
pins, bad contacts were ruled out. By putting a tube of
the type E80F in a sensitive dc amplifier, with the
heater in a Wheatstone bridge, it was observed that by
tapping the tube a change of heater resistance of 0.1
per cent was accompanied by a change of cathode
temperature equivalent to about 1 mv input. Table X

Verhagen: A Survey of the Limits in DC Amplification

629

of less than 100 uv. No spontaneous changes were ob-
served with these special tubes.
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APPENDIX
let

Riv 4+ (1 + w)RE + Ray
Riz+ (1 + p2)RE + Ras =
_R}_{(f‘"l + l?ek + e_b} - Rl’{(#z + ey + eb}

(1 + w)REk = RY,
R, and (1 + u)Rk = R,

Rl;

" =

"R\R; — R/R,
o Rl et e = R+ Derct )
: Ri\R; — Ry/Ry

Assume e;=0. Then

€b

{AuRERa; + ApRERay

Vo = —— p
RiR: — R/R,

+ ARiRa — ARaRi}
R\Ry — RYRy =~ (Ri + Ra){Ri + Ra + 2(u + 1)RE},

gives result of some measurements on the equiva- ., _ Ri  jAw 2Rk
lent input voltage (slow changes) when the tubes were b *Ri 4+ Ra+2(u+ 1D)RE\ . Ri
shocked. L/aR: AR
In some tubes type E80F the heater wire was wound + = (___f _ __‘f)} .
on a ceramic cylinder which gave, when tapped, changes u \ Ri Ra
TABLE X
Tube type EF40 ESOF 12SC7 | UAF42
Number of tubes tested ! 12 [ 5 ' 8 [ 4
Heater resistance cold 5Q 3.3 12692 1269
Thickness of complete heater with insulation 0.43 mm 0.76 mm 0.70 mm | 0.31 mm
Internal diameter cathode sleeve 1.20 mm 0.95 mm 1.05 mm 0.72 mm
Average of maximum change of each tube 1.3 mv | 0.7 mv 0.25 mv 0.4 mv
Maximum change of all tubes 2.5 mv [ 1.7 mv 0.5 mv 0.8 mv
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Letting 2Rk= Ri+Ra and p>>1 we find

, e {Au 2Rk}
v = - _— .
’ 24mRE\ »  Ri

(22)
Let €,=0, then
v~ ———— ———{— ApRa? — AuRaRi

2

+ ARiRa(1 + p) — ARaRi(1 + p)},
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(# + 1) Ri
uw=e
p /Ri+ Ra+ 2+ 1)RE
{ Ap Ra+ Ri ARa ARi}
p+1 Ri Re  Ri
Letting 2RE>>Ri+Ra and u>>1 we find
e Ap Ra+ Ri ARa AR{
M= — {— — — } (23)
2gmRE \ u Ri Ra Ri

Theory of the Large Signal Behavior of Traveling-
Wave Amplifiers*

A. NORDSIECK{

Summary—We present results of calculations on the amplifica-
tion, phase distortion, and harmonic content in an idealized traveling-
wave amplifier when excited to levels beyond those for which the
device behaves linearly. The idealization consists mainly of neglect-
ing the action on the electron beam of radio-frequency fields due
to the space charge in the beam. The limiting efficiency and the
phase distortion are given for various values of the beam-to-circuit
coupling parameter and of the electron injection velocity. The rela-
tive harmonic content of the beam is given to the fifth harmonic
frequency, inclusive. The calculations were performed by numeri-
cally integrating the equations of motion of typical electrons entering
the tube at equal intervals of initial phase. Most of the numerical
work was done with IBM equipment, some with desk calculators,
and in one case, on the Bell Laboratories relay computer. The results
are presented almost entirely graphically, and the reader is referred
to figures in main body of the paper for quantitative information.

I. INTRODUCTION

HE “SMALL SIGNAL” or linear theory of the
Ttraveling wave amplifier has been treated by

several authors.!=® They find that if the squares
and products of ac quantities are neglected, so that the
equations become linear in these quantities, there is a
particular wave whose amplitude increases exponen-
tially along the tube provided the electrons are injected
into the tube with initial speed in a certain range near
the phase velocity of the electromagnetic wave in the
circuit. If the tube is long enough and the input signal
strong enough, this wave is not a “small signal” every-
where in the tube and the linear theory does not apply.

* Decimal classification: R339.2XR132. Original manuscript re-
ceived by the Institute, June 29, 1952; revised manuscript received
December 2, 1952, This work was done before the author left Bell
Telephone Laboratories in 1947. No effort has been made to bring
the references up to date.

1 University of Illinois, Urbana, Il

! Kompfer, Hatton, and Ashcroft, British Admiralty Report
C.V.D. Cl. Misc. 40; January, 1945,

* Bernier, Ann. Radioelect., vol. 2, pp. 87-101; January, 1947.

3 Pierce, Proc. LL.R.E,, vol. 35, pp. 111-123; February, 1947,

4 Chu and Jackson, Report No. 38, M.I.T. Research Lab. of
Electronics, Cambridge, Mass.; April, 1947.

8 Blank-Lapierre, Lapostolle, Vogue, and Wallauschek, Onde
elect., vol. 27, pp. 194-202; May, 1947.

¢ Schulman and Heagy, RCA Rev., vol. 8, pp. 585-611; Dec. 1947.

Nevertheless, it is interesting to know how the ampli-
tude and phase of this “large-signal” wave change as
one procecds along the tube, since the tube may find
important uses in the fields of broad-band power ampli-
fication, amplification plus limiting in frequency modu-
lation, and harmonic generation. The calculations re-
ported here were undertaken to answer the questions:
(a) What is the limiting power level for various values
of the beam-to-circuit coupling parameter and of the
injection velccity? (b) How much phase distortion is
introduced by driving the tube beyond its linear range
of power output? (c) How rich in harmonics is the
electron stream when the tube is driven hard? In all of
the calculations it is assumed that there is only a single
driving frequency present, so that the question of inter-
modulation is untouched. Probably the most serious
approximation made in the work is the assumption that
the electrons are accelerated by the electric ficlds of
the circuit only, not by the fields of neighboring elec-
trons (neglect of space-charge forces). No satisfactory
way has been found to include these space-charge forces
in the calculations without an unwarranted increase in
labor. Thus the results are strictly applicable only to
very small experimental beam current densities; how-
ever, it is felt that at all beam current densities used in
practice the only serious effect of the space-charge
forces is to reduce the high-harmonic content of the
beam below that calculated.

The set of equations to be solved contains 1) the equa-
tions for the instantaneous fields in the circuit or trans-
mission line and 2) the equations of motion of the eclec-
tron streain. 1) Consists of ordinary transmission-line
equations, except for a distributed generator which is
the electron stream. The transmission line is taken to be
loss-free, or more precisely, its loss is assumed small
compared to the electronic small-signal gain, and is
therefore neglected. Assuming a fixed finite loss would,
it is believed, have made the results of less general
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interest. In 2) the force on an electron is taken to be
the instantaneous field at the electron due to the trans-
mission line. The equations 2) may be written in two
ways, either by regarding the electron stream as a fluid
with a given density and velocity at every point along
the tube, or by following a typical set of electrons in
their motions. It was found very early in the course of
the calculations that the second of these choices must
be used because electrons overtake one another at or
even considerably before the point along the tube where
the limiting power level is attained. The first choice is
clearly inadequate if overtaking occurs since the velocity
of the fluid at a point is then not unique. This circum-
stance does not cause an increase in the labor of solving
equations, but docs complicate the problem of connect-
ing our equations with published small-signal equations,
for in these latter the fluid point of view is used.?

We use the same dimensionless coupling parameter C
as defined and used by Pierce’ and also the same di-
mensionless parameter b to specify the injection ve-
locity.? Since all our results are functions of these two
parameters, it may be well again to define them here.

C’ = (E’uo’/Zw’P) (10/4V0)1

where E is the peak longitudinal electric field at the
beam due to the wave propagating in the circuit, o is
the radian radio frequency, %o is the electron injection
speed, P is the power carried by the wave, and V,/I,
is the direct-current beam impedance. Thus C is the
real cube root of, essentially, a ratio of a circuit char-
acteristic impedance to the beam impedance; b=(u,
~—v9)/Cuo, where uo and C are defined above and v is
the phase velocity of the wave in the absence of a
beam. Thus a positive (respectively negative) value of b
means average electron speed greater (respectively less)
than the phase velocity of the circuit wave in the ab-
sence of a beam. Note, however, that the phase ve-
locity of the increasing wave in the presence of the
beam is always less than the average electron speed.
In the calculations the dependence of the behavior
on C is handled as follows: We show that for CK1 we
may neglect certain terms in the equations and by in-
troducing reduced variables make C disappear entirely
from the equations. Thus we can treat all small values
of C simultaneously. This suffices for comparison with
most experimental work since it is very difficult in
practice to make C as large as, for example, 0.1. The
question of how small C must be for our “small C”
results to apply is then answered by a separate single
calculation in which the above-mentioned terms are not
neglected. The dependence of tube behavior on b, i.e.,
injection speed, is handled by solving the equations six
times over for as many chosen numerical values of b.
All but one of the calculations are performed on the
assumption that all electrons of a given initial phase ex-
perience the same field, as would be the case if the
beam were an infinitely thin pencil on the axis of the

1 Pierce, op. cit., eq. (19).
$ Ibid., eq. (44) and (48).
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transmission line or an infinitely thin cylindrical shell
coaxial with the line. Experimental practice is almost
always far from this limiting case, but if the value of C
used in the theory is the experimental value for the
actual tube in question, determined from the small-
signal gain or in some other equivalent way, we may
say that the theory is treating the average electron of
each initial phase, i.e., neither the most strongly nor the
most weakly accelerated one. In any case a check on
errors introduced by this assumption is provided by
again making a separate single calculation in which a
beam of finite diameter is simulated by dividing beam
into two equal parts and assuming that one part experi-
ences an accelerating field twice as large as the other.

For every integration of the equations a fixed nu-
merical value of the power level had to be assumed at
the point in the tube (called z=0) where the integration
was started. This level was in all cases chosen just
large enough so that the nonlinear terms in the equa-
tions were 5 per cent as large as the linear terms at
2=0. The initial conditions at z=0 were taken to be
those of the pure increasing wave of the small-signal
solution. Conditions at points 2<0, i.e.,, on the input
side of the point of starting the integration, are given
by the analytical formulas of the small-signal theory.
For comparison with experimental operation of a tube
of fixed length and variable input power, one must pick
a segment of fixed length /=2,—2 out of this mathe-
matical model, with 2 at the point corresponding to
the experimental input power, and read off the graphs
the voltage amplitude and phase at z.. This interpreta-
tion is valid only if ! is large enough so that when the
tube is limiting at 2, the small-signal theory still applies
for some distance beyond 2.

In Section II the working equations are derived, and
in Section III the results on high-level amplification and
phase distortion for various values of the injection
speed are presented. Section IV deals with the two
special calculations for finite C and finite beam diame-
ter, respectively. These are done for the single value
1.5 of b. Section V presents the results concerning har-
monic content of the beam.

I1. DERIVATION OF THE WORKING EQUATIONS

Let the longitudinal radio-frequency electric field at
the beam be dV(z, t)/d2, where z is the distance along
the tube. Then the differential equation for V is

v 44 %

— - v =0l —

1
a? 922 ar? M

where vy is as defined above, Zyis the circuit characteris-
tic impedance E?u¢?/2w*P which enters the definition
of C, and p(z, t) is the instantaneous linear charge
density of the beam. To determine the behavior of p,
on the other hand, we have the equation of motion of an
electron in the form

d% e dV

dr m 0z )
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The connection between the orbits which are solutions

of (2) and the linear charge density which appears on

the right of (1) is the following: Let 20 be the position

of an electron at ¢=0 so that the solutions of (2) have

the form z=f(¢, 2o). Then if we consider all those elec-

trons whose initial positions lie in the range 2, to 2o

+dsz, we have on account of conservation of charge

3)

0
p(z, )dz = p(z, &) Ia—f dzo = p(20, 0)dzo;
20

or if 2o is taken to be the initial end of the tube, where
the beam enters unmodulated, and if the beam current
there is Iy so that p(z0, 0) = Io/u0,

I
P(Z, I) =
1o

920

4
5, (4

¢

Here the relation z=f(t, 2) is thought of as inverted
or solved for zoiz0=g(¢, ). There is a mathematical
complication in connection with (4) when electrons over-
take one another since %, is then not a single-valued
function of 2. That is, electrons arriving at the point 2
at the time ¢ may have had several different positions
%o at £t =0. Equation (4) has then to be modified by re-
placing the quantity ]az.,/az] by the sum of its values
for all branches of the multivalued function 2, For-
tunately, the numerical calculations are most readily
made in terms of 2, as independent variable (see (6)
and (11’) below). Since 2 is always a single-valued func-
tion of 2y, the complication, provided it is understood,
is not at all troublesome.

At large-signal levels the quantity p will be rich in
harmonics even if the tube is excited with a single fre-
quency, as it is in all the cases treated. The transmission-
line amplitude will however be essentially all at funda-
mental frequency because Zo becomes small at frequen-
cies double the design frequency and higher (E*u¢?/2w?P
decreases rapidly with increasing frequency)?® and be-
cause v, which is independent of frequency over the
fundamental band of frequencies, will generally depend
on the frequency at harmonic frequencies. Therefore, we
neglect all but the fundamental frequency component
on the right of (1). This permits us to represent V(z, ¢)
in terms of just two functions of z, both slowly varying,
namely an amplitude and a phase. Except for this cir-
cumstance, the calculations which extend over approxi-
mately 50 to 100 complete cycles, would have been much
too long to undertake.

We introduce reduced independent variables,

w2
y=C— ()
%o
20
q’o =w— (6)
%o

and reduced dependent variables defined by

* Ibdd., fig. 10.
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z
¢Ew(——1) - 0(y) ©))
%o
Zoly
V(s t) = T A(y) cos & (8)
7
g = —w[fb(y, ®o) + 6(y)] + uut (9)
dz

dt

¥ is distance along the tube in electrical radians, times
C(vo/uo); ® is the actual instantaneous phase of the
fundamental frequency wave in the circuit, as we see
from (8); but if 2 is the coordinate of an electron, then
® is also the phase of that electron with respect to the
wave. A(y) is a reduced RF voltage amplitude; in
terms of A the power in the circuit at the point y is
(V*/Z6)aw=2CA%I, V.

In terms of these variables we may now rewrite (1)
and (2). The right side of (1) is, in keeping with the dis-
cussion above, to be replaced by its fundamental fre-
quency part, which is

w2, 2z
o[sin d>f dd’ sin &’
0

™

32}7(3’, q’,)
ap’r

9%
30"

2x
[sin d>f d®’ sin ®'p(y, ')
0

2r
+ cos tbf dd’ cos &’
0

w?veZy

™

2r
+ cos d:f d®’ cos <b'p]. (11)
0

The last equality follows from two integrations by
parts. Equation (11) can be further simplified by use
of (4), which in the reduced variables reads

1

, 1+ 2C¢

d Py

Io
99

Iy

p(y, ®) = )
Expression (11) finally becomes (neglecting 2Cq com-
pared to 1)

w2 o100 . 2% .
— ——— | sin d>f d®, sin d(y, &)
0

Yo

2r
+ cos d)f d®, cos (b], (1)
0

and is valid in this form, whether or not there is a mul-
tiple stream condition (overtaking). The left side of (1)
takes the form

sin -2 —
dy

de
—cos & -2 (b + —>A:|[1 + 00},
dy

wZZoIovo'[ dA

%o

(12)
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where terms of relative order C have not been written
out. Neglecting these terms for the time being and
equating coefficients of sin &, respectively cos &, in
(11") and (12) gives the two working equations for the
amplitude and phase of the signal in the circuit (conse-
quences of (1) ):

dA(y)  —1 [

dy 21!' 0
de 1

dy * 2w A(y)

d®, sin ®(y, Po) (13)

fh d®o cos P(y, Do). (14)

In order to re-form (2) in terms of the reduced vari-
ables, take the time derivative of (10) and combine it
with (2) and replace d/dt by (dy/dt)(3/3y).

dy 9 , P ;1%
2o %90y, ) __ e 9V (15)

dy m dz

3 Zo1
2WC%mo|14-2Cq] 2= 4 & 22
dy m Cug

A(y) sin #[14+0(C) . (16)

Now ¢ never becomes as large as 0(1/C), even at limit-
ing power level, so that for small C we may approximate
this by

a‘I(}’, q)o)

= A(y) sin ®(y, o).
dy

(17)
The factors on both sides of (16) cancel because of the
definition of C* and the relation +2eVo=mu,®. In order
to get the last of the four working equations, take the
time derivative of (9) and combine it with (10):

uo dy[ 9  df
uo[1 + 2Cq] =—¢:E[E+d-—y:|+uo (18)
ad do
2C1loq = Cuo[I + chl[;— + d-—y] (19)
y
Id(y, ® dé
920 B _ B oy ). (20)
ay dy

To summarize, (13), (14), (17), and (20) are used
to calculate 4(y), 0(y), ¢(y, o) and $(y, ®s). They do
not contain the parameter C and are approximations
valid for C«K1 and for all values of ¥ which are of inter-
est (namely as far as the value of y at which 4 is a
maximum and somewhat beyond). At y=0, the point
of the tube where the integration is started, 4, d8/dy,
q(0, ®,), and ®(0, ®,) are taken from the small-signal
increasing wave and the equations are integrated nu-
merically in the direction of y increasing. The interval
in &, is taken to be w/8, i.e., sixteen electrons of equally
spaced initial phase are treated. The interval in y is
taken to be 0.2 and third differences are effectively taken
into account. A(y) reaches its maximum at y=6 to
y=11, depending on the value of b.

The small-signal solution of our equations, which is
needed to determine the initial conditions for the in-
tegration, is found as follows: Assume
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do
A(y) = Aee®v; — =28
dy
g = — yAee*¥ cos (Bg — By + ) (21)
P = P + By — 2edoev sin (& — By + ),
where, a, 8, - + -, { are constants, then substitute into

the working equations and retain only terms of the
lowest order in A,. This gives just enough relations to
determine the six constants o, 8, - - -, { in terms of the
parameter b ((17) and (20) each provide two relations
since they must hold identically in ®,). After some cal-
culation these relations take the form {=2§=2 tan™!
a/(—B); e=v*=1/(a®+B?), where a and § are roots of

(ja + B)*(a + B+ b) = 1. (22)

The real and imaginary parts of this equation are
Pierce’s equations (49) and (50); our «, 8, b are his
x, ¥, b, and we have zero circuit loss so that his d=0.
We contemplate only that solution of (22) for which
a>0 (increasing wave). Then for any chosen b the
expressions (21) are explicitly calculable, except only
that the value of 4, must be decided upon. This value
is chosen.so as to limit the term 2¢, on the right of
(20), to 5 per cent of the value of the other term d6/dy,
at y=0. The largest nonlinear term in any of our equa-
tions is then limited to 5 per cent or less of the cor-
responding linear terms.

. . —_ . +
| DF POWER Sl L1

Fig. 1—RF voltage amplitude versus distance along
tube. Parameter: injection speed.

ITI. RESULTS FOR AMPLITUDE AND PHASE FOR
SMmaLL C

The amplitude A(y) as a function of y for the six
values of b:b=-—1.0, 0, 0.5, 1.0, 1.5, and 1.75isshown in
Fig. 1. Since the RF power in the circuit at the point y
1s given by 2CA%I,V,, the physical meaning of the or-
dinate scale is evident. The numerical values of b were
chosen for the following reasons: By reference to Pierce’s
Fig. 2, we see that the small-signal gain per unit y

10 Jbid., fig. 2.
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(our a, his x) increases slowly as b increases from nega-
tive values, becomes a maximum at »=0, and goes to
zero at b=1.87. The limiting power for negative b is
small, as expected, because the electrons are injected
too slowly; therefore, this region is of less practical
interest and only one negative value of b is treated. The
region b=0 to b=1.87 is of great interest since & de-
creases there while the limiting power is expected to
increase with increasing b. Therefore, this region is
covered by five calculations. The one calculation for
b=01is carried far enough beyond the point of maximum
A to exhibit a subsequent minimum and the beginning
of a second region of increasing 4. This oscillatory be-
havior of A after its first maximum, while probably of
little practical interest, is predicted quite generally by
the theory, as one can verify by studying the behavior,
with increasing y, of the curve of ¢ versus &.

2A%Max, ——

Fig. 2—Maximum efficiency versus injection
versus injection speed.

The results of the calculations substantiate the guess
that the limiting power increases with b as far as b=1.75.
In Fig. 2, 24%.x is plotted versus b in order to
illustrate this point, with the curve of & versus b in-
cluded for comparison. The small circles indicate the
calculated points. Fig. 2 suggests that large-signal am-
plification may take place for 521.87 even though
small-signal amplification is not possible (a=0).

The information of Fig. 1 is displayed over again in
Fig. 3 on a decibel scale, with the zero of the scale fixed
at CIoVe. These graphs illustrate a point relating to
the initial departure of the radio-frequency voltage
from the small-signal law of exponential increase, i.e.,
relating to initial compression or expansion. We see
that for 5<1.0 there is initial compression while for
b>1.0 there is initial expansion. It can be shown ana-
lytically that if the nonlinear terms in the equations are
taken into account approximately they predict initial
compression for 5<1.06 and initial expansion for
b>1.06." Therefore, we have a cross-check between the
analytical and the numerical predictions.

1t L. R. Walker, unpublished Bell Telephone Laboratories Memo-
randum No. 47-150-16.
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The phase of the radio-frequency signal at various
points in the tube is given by the graphs of Fig. 4.
We plot not 8 but the amount by which @ differs from
its small-signal value By. The actual signal lags behind
a corresponding small signal by A§=8y—0(y) radians at
the point y.
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Fig. 3—RF power versus distance along tube,
Parameter: injection speed.
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Fig. 4—RF phase (relative to small signal phase) versus distance
along tube. PParameter: injection speed.

The curves of Fig. 3 and Fig. 4 are somewhat decep-
tive in one respect: they give a false idea of how far
along in the tube the electron stream behaves linearly.
One may describe the situation the other way round and
say that the voltage amplitude increases exponentially
and the phase retains its small-signal value relatively
far beyond the point where the electron stream ceases
to conform to the small-signal solution. To illustrate
this point we give the values of y at which overtaking
sets in: they are y=6.0, 4.8, 4.5, 4.9, 5.9, and 8.9 at
b=-1.0, 0, 0.5, 1.0, 1.5, and 1.75, respectively. The
compression and phase distortion at these values of y
are seen to be generally very small. The author believes
that intermodulation disturbances would set in much
earlier, i.e., at smaller y or lower power output.
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IV. FiniTE BEAM DIAMETER AND FINITE C
FOR b=1.5

The single value 1.5 of b was chosen for the more la-
borious calculations designed to check the effect of
finite beam diameter and finite C because the limiting
power is quite high at this value of b and is attained,
at the same time, with a reasonably short tube (« is
also large).

In order to treat the case of a beam of finite diameter,
in which some electrons are nearer the circuit than
others and hence experience stronger radio-frequency
fields, we imagine the beam divided into two parts of
equal direct current Iv/2, the radially inner part or
core (called beam number 1) experiencing, on the aver-
age, a field half as large as the outer shell (called beam
number 2). The ratio of the fields acting on the two
beams could of course have been assumed to have any
value; the value } was arrived at by taking the ratio of
the two average fields in a tvpical helical circuit used
in practice, on the assumption that the total beam
completely filled the interior of the helix. We treat the
two partial beams just as the whole beam was treated
in Section 11, by integrating the equations of motion of
16 typical electrons of equally spaced initial phase in
each beam. Thus the working equations corresponding
to (13) and (14) are modified by each having two terms
on the right, one term for each beam. The working equa-
tions (17) and (20), on the other hand, become double
in number, holding for ¢i(y, ®o) and ®;(y, ®o) where the
subscript 1 refers to beam 1 and again for g and ®;
referring to beam 2.

A complication occurs in the definition of the re-
duced variables since C enters these definitions, and we
now have two values of C, one for each beam. The C
chosen for defining the reduced variables is

10/2] 1/3
4V, ’

where Zy is the characteristic impedance, defined as
before, using the field acting on beam 1, Zo: similarly,
and I, is the total team current. This definition of C
makes the small-signal gain the same as that of a
single beam tube with the same C.

The working equations read

= [(zm + Zun) (23)

A1 pr _ .
—_—= ——f dd)o[%f, sin ®;(y, ®o)-+4f2sin tI)g]
dy 27 0
d 2 24)
—tb=— dd cos &;-+1f, cos P
d ), o[3f1 cos ®;+3fz cos &)
ad
= gi(y, ®o)=f:A(y) sin ®i(y, o)
¢ i=1, 2, (25)

a do
- @i(y) @0) = —_+2q-(3’; @0)
ay dy

where fi=13f: and f24-f2=2.
The results of this calculation are given in Fig. 5,
together with the single-beam results for b=1.5 for
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comparison. The effect of having the beam spread out
radially is evidently a considerable one, reducing the
limiting power by a factor of 0.66 and broadening the
maximum. The effects of reducing and broadening the
maximum are explainable on the basis that beam 2
stops supplying power to the circuit and starts absorbing
power from it at a different point y than does beam 1.
From the calculations these two values of y are 6.9
and >8.3, respectively. The phase lag is seen to be
comparatively little changed.
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Fig. 5—Comparison of RF amplitude and phase for 1-beam and
2-beam approximations. Injection speed b=1.5.

We turn now to the calculation for finite C, which is
again made for 5=1.5, and which was stimulated by the
question, What is the maximum efficiency (i.e., ratio of
maximum radio-frequency power to IoV,) at a value
of C which is attainable in practice but not small com-
pared to unity? We choose C=0.1 as such a value. Ac-
cording to the “small C” calculations of Sections II and
I11, the maximum efficiency should be 6.5 C=65 per
cent (see Fig. 2). This is a surprisingly high figure for
such a weak coupling between beam and circuit, and
we want to know how much this figure must be cor-
rected on account of C being finite.

If one derives the working equations for finite C fol-
lowing exactly the steps of Section II, the correction
terms in the resulting working equations are numerous
and complicated. It is found worth while in this case to
use a somewhat different set of variables, as follows:
Equation (9) constitutes a transformation to a co-
ordinate system moving with the actual wave; for the
present purposes we transform instead to a co-ordinate
system moving at the constant speed vo, which is the
phase velocity in the circuit in the absence of electrons.

In place of (5) to (10) we have

wz

y=C—
Vo

(59
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w2
b0 = — (6"
Uo
4
¢Ew(——0 )
Yo
Zol, .
Viz t) = G [61(y) cos ¢ — ux(y) sing] (8
5= 2 6(y, ¢o) + vl (9"
w
-— = vol] + C‘W(y, ¢o) l, (10,)
and in place of (4’) we have
Iy| 0¢0 1
: _ e . 4[[
p(3 &) 3| 1+ Cw (4"

After considerable calculation one finds the following
working equations:

day(y) __2 _sin ¢(y, ¢o) (13"
dy 0 1 + Cw(}’, ¢0)
das(y) _ fh " cos ¢(}’v ®o) (147
dy 9 1 + Cw(y9 ¢0)
a
— [t + Cw(y, ¢0) ]2 = l:(«h +C —-—) sin ¢
9y
+ (a, - C——l) cos ¢] 179
dy
2 ‘w(}’, ¢0)
pu— 20[
ay¢(y,¢) 14 Cw (20")

This is the simplest form of the equations valid for ar-
bitrary C. There is evidently still substantially more
labor involved in integrating these than in integrating
the “small C” equations. The quantities 4(y) and 6(y)
of Section II are related to ai(y) and a.(y) by

44(y) = [a:%(y) + a2(y) ]2
tan (—0(y) — by) = ax(y)/ar(y).

Results of the integration of the “finite C” equations
(13%), (14"), (17'), and (20’) for C=0.1 and b=1.5 are
shown in Fig. 6, together with the infinitestimal C re-
sults for the same injection speed for comparison. The
limiting efficiency turns out to be 53 per cent as com-
pared with the 65 per cent extrapolated from the in-
finitestimal C calculation, a gratifyingly small decrease.
The behavior of the phase is actually improved by the
increase in C.

A rough analytical formula may now be given for the
maximum efficiency as a function of b and C. For small
C the maximum efficiency is quite closely (2.75+42.425)C
from Fig. 2. For finite C we multiply this by a factor
(1—g(®)C), where g(1.50)=1.85 as determined by the
calculation just described. If we ignore the unknown de-

(26)
27

OF THE I.R.E. May
pendence of g on b, we get
max efficiency = (b, C)

= (2.75 4 2.425)(C — 1.85C?). (28)

This formula represents a rough upper limit to prac-
tically attainable efficiencies because, among other
things, the finite beam diameter effect (beginning of
this section) is neglected in it.
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Fig. 6—Comparison of RF amplitude and phase
for very small C and for C=0.1.

V. Harmonic CONTENT OF THE ELECTRON STREAM

We may expect the harmonic content of the electron
current to be considerable in the traveling-wave ampli-
fier at large-signal levels, as in all velocity-modulation
tubes. Rather crude information on this harmonic con-
tent is available as a by-product of the calculations
described above. The information is crude for at least
two reasons: The subdivision of the range of ®, into
only sixteen parts makes the computation of the higher
Fourier coefficients inaccurate; and space-charge forces,
which we have neglected entirely, may be expected to
smooth out the high concentrations of charge which
occur at points of “overtaking” and which contribute
considerably to the large values of the higher-order
Fourier coefficients in our treatment. Therefore, the
results presented in Fig. 7 must be regarded as order-
of-magnitude results only and as overestimates.

The waveform of the electron current in the tube at
the point y is given by

L) = pta ) 2 = 1| 22| (29)
=p(z, 1) — = I|—|.
R FFY
The Fourier expansion of this current wave is

I,() = 2 iacosnd + D j.sin nd. (30)

R nel
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N

H

b=1.75

Fig. 7—Harmonic content of electron stream. Curves are labelled with #.

Hence the magnitude of the #t* harmonic component of
the beam current at the point y in the tube is (for
n>0).

2r

- 1
() = VTG = u[(—

m™Jo

1 por 2m1/2
+ (—f ddy sin nd)) ] .
s 0

Since ®(y, ®,) was already calculated it was a com-
paratively minor chore to calculate the ¢.. In formula
(29) we must again understand that if ®, is a multi-
valued function of & the sum of the magnitudes of
d®Po/0® for all branches of the function must be taken.
Formula (31) on the other band is valid without modi-
fication even where overtaking has occurred.

In Fig. 7 we plot ¢./I, versus y for n=1, 2, 3, 4 and
for the six injection velocities treated. ¢, is shown for
only two values of the injection velocity since it is not

2
d®dy cos n <I>>

(31

of special interest. ¢; was also calculated but has not
been included in Fig. 7 in order to avoid too much con-
fusion of the curves; it behaves qualitatively like ca.

By way of general qualitative conclusions from the
data of Fig. 7, we observe that all the harmonics up to
quite high order (including n=35 at least) have first
amplitude peaks, of the order of unity, together near
the point along the tube where overtaking begins (com-
pare the values of ¥ for initial overtaking as given near
the end of Section III). Thereafter, the harmonics
fluctuate irregularly between zero and approximately
unity.
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CORRECTION

A. J. Simmons, author of the paper, “A Compact
Broad-Band Microwave Quarter-Wave Plate,” which
appeared on pages 1089-1090 of the September, 1952
issue of the PROCEEDINGS oF THE L.R.E., has brought
the following correction to the attention of the editors:

A term is missing in equation (2a) which appears in

column two on page 1089. Correct equation should be

By B
{1 = cos 28] — sin 28] — }—r- sin 8!, cos Bl
0 0
BB N
+ v sin Bl sin Bl,".
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The Germanium Diode as Video Detector®

WILFRID B. WHALLEY{, SENIOR MEMBER, IRE, CARMINE MASUCCI}, ASSOCIATE, IRE AND
NORMAN P. SALZ{, MEMBER, IRE

Summary—Methods are discussed for measuring those chatac-
teristics of a germanium diode which are important in video-detector
application. Some of the measuring techniques described were de-
signed for rapid production-line checks. A theoretical analysis of the
operation of the crystal diode as a video detector is presented. The
forward and back conductances have been assumed constant over
the range of operation, and loads with both small and large time con-
stants have been considered.

INTRODUCTION

URING THE RESEARCH on fundamentals of
television receivers and associated circuit design
the many advantages of using germanium crys-
tal diodes as video detectors were once again realized.!
The germanium diode is particularly suited to video-
detector application because of its high forward con-
ductance, implying low losses, and its low intrinsic
capacitance and high back resistance, giving good wide-
band operation. The absence of a filament in this type
of diode eliminates one source of ripple voltage, and
since the element is small, it can be wired into a circuit
as easily as an ordinary resistor.

MEASUREMENTS OF GERMANIUM
D1opE PROPERTIES

To determine the suitability of a germanium diode
for video-detector application, measurement may be
made of the following.

1SOLATING

RESISTOR
4T
SISNAL GEN. ~
400 CvCLE L | vV V VN —0
70 % AM CRVETAL VERTICAL INPYT
100¢ OF 0SCILLOSCOPE
78 uNOER o

LOW IMPEOANCE o TEST are| Y

ouTeuT
GENERATOR SET =

AT 40 MC,

Fig. 1—Circuit for measurement of dynamic efficiency.

A. Dynamic Efficiency as Video Detector

The arrangement shown in Fig. 1 is used to measure
the “dynamic efficiency” of the diodes for video detec-
tion. A measurement made in this manner is the most
important specification of the 1N60 diode since it simu-
lates actual use as a video detector. A constant input
signal, 1.8 rms, is fed into the crystal under test. This
signal is 70 per cent amplitude modulated at 400 cps,

* Decimal classification: R362.1 X R538. Original manuscript re-
ceived by the Institute, May 26, 1951; revised manuscript received
October 29, 1952.

¢ ;f( Physics Laboratories, Sylvania Electric Products Inc., Bayside,

! W. B. Whalley, “Simplification of television receivers,” Sylvania
Tech., vol. 111, pp. 9-12; January, 1950; Proc. I.R.E., vol. 38, pp.
1404-1408; December, 1950; Proc. IRE (Australia), vol. 13, pp.
99-103; April, 1952.

and the output measured on an oscilloscope. If the out-
put voltage does not fall within certain prescribed lim-
its, the crystal is rejected.

B. Current Values at Specified Voltages

A measurement of the back current, Is, which corre-
sponds to a fixed voltage across the crystal may be made
with the circuit shown in Fig. 2. When the voltmeter, V,
is connected as shown, the voltage drop across the am-
meter is negligible compared with the high voltage drop
across the crystal. Acceptance limits for Iy may be
marked directly on the ammeter.

i<

TEST cRYSTAL

+

SATTERY

O o

i

Fig. 2—Circuit for measurement of back current.

The forward current, Ir, (again at some fixed voltage)
may be measured with a similar circuit with the crystal
reversed. In this case, however, the voltmeter is con-
nected directly across the crystal since the current flow
in the meter is small compared with that in the high-con-
ductance crystal.

XEYING resy
CRYSTAL CRYSTAL
VARIAC I I I
g—h T * ]

VERTICAL
INPUT

"o v. OF SCOPE  yomizonTaL

INPUT
60~ oF score
Ac

6.3V
FILAMENT
TRANSFORMER

Fig. 3—Circuit for measurement of forward and back
characteristics.

C. Back and Forward I-E Characteristics

For a rapid check of the static crystal characteristics
a 60-cycle sweep test, using the circuit shown in Fig. 3,
was devised. The test crystal is shown in position for
checking the linearity of the back characteristic. For
checking the forward characteristic the keying crystal
is short-circuited and a much smaller load resistance is
used.

Oscilloscope pictures would be similar to curves in
Figs. 4 and 5. Voltage applied and gain of oscilloscope
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Fig. 5—Typical oscillogram sketch of dc forward characteristics.

Fig. 4—Typical oscillogram sketch of dc back characteristics. B+ (REGULATED)
r2 [rogiow_sgav o
el ot
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Fig. 6—Germanium-diode back characteristic comparator.

are set for portion of static characteristic which is of
interest.

For rapid automatic checking of static crystal char-
acteristics, the diode to be tested may be inserted into a
balanced amplifier bridge for comparison with a stand-
ard diode and suitable acceptance—rejection limits set.
A circuit for this type of measurement is shown in Fig. 6.

D. Diode Capacitance

The static crystal capacitance can be measured with
the circuit shown in Fig. 7. The purpose of the battery
with its necessary by-pass is to maintain a measurable
value of Q. The procedure is as follows: With the point
A disconnected, the coil is resonated and the capaci-
tance reading recorded; point 4 is reconnected and the
coil resonated again by means of the variable capacitor
of the Q meter. The difference in capacitance readings
is the effective cold (nonconductive) capacitance of the
crvstal under test. For a production check, acceptance
limits on samples may be set for this quantity.

E. Demodulation Linearity of Diode as Video Detector

To obtain a measure of the linearity of the crystal as
a demodulator, the circuit shown in Fig. 8 was designed.

The resultant picture on the oscilloscope would be a
curve varying in linearity, depending on the character-
istics of the crystal under test.

StUbY OF DYNAMIC PERFORMANCE

\WVhen crystal diodes are used as second detectors in
TV receivers, experience has shown that, under the con-
dition of constant input signal level, a normal over-all
response characteristic of the IF amplifier will be ob-
tained only with crystals having the proper character-
istics. A qualitative measure of the effect of different
crystal characteristics on an IF amplitude response
curve can be obtained with the circuit shown in Fig. 9.

The IF amplifier is aligned to give the standard re-
sponse curve with a bogey crystal. This response curve
is shown in Fig. 10(a). Fig. 10(b) and (c) show response
curves obtained with crystals having, for example, an
undesirable characteristic in the back direction resulting
in improper loading and detuning of the last IF stage.

Fig. 11 is a circuit arrangement for determining quan-
titatively the effect of varying signal voltage? upon the

? It should be noted that in a well-designed receiver having good
AGC the signal level at the input to the second detector is constant.
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response curve of a single IF tank circuit with a ger-
manium diode and usual video load. The signal gener-
ator is initially set at 40 mc. The tank circuit is tuned
to resonance at this frequency, with the voltage at point
A maintained at 2.5 volts rms. When this voltage is
changed to 0.6 volt rms the tank circuit is observed to
be no longer in tune. The frequency and output level
of the signal generator are now varied until the tank
circuit is again in resonance with the voltage at point 4
maintained at 0.6 volt.

FIXED HIGH &
CoiL

bl
'
: O METEA TERMINALS

| (Q METER TUNEOD TO 40 MC)
1

|

|

1

|

r — BATTERY

i

TEST CRYSTAL

Fig. 7—Circuit for measurement of diode capacitance.

CRYSTAL
UNDER TEST

4T K
e ANMN—S 0
SIGNAL GENERATOR
SET FOR 4O M | 0 o T vERTIcAL wom,
INPUT INPUT
-t OF 3COPE oF
8 vt score

EXTERNAL
M00. SOURCE

400 CYCLE
70 % Am

Fig. 8—Circuit for measurement of demodulation linearity.

TESY
CRYSTAL

SWEEP
QENERATOR
SET FOR IF
FREQUENCY

IF sTRIP VERT.  HOR.

INPUT  inPy

8 wuf oF OF
| SCOPE 3
. L ]

Fig. 9—Circuit for measurement of “IF” response curve.

{ STAGGER TYUNED)

This change in the resonant frequency of the tank
circuit with signal level is caused by a change in the in-
put capacitance of the detector circuit. This is primarily
due to the effective ac resistance of the crystal diode
changing with level and coupling more or less capaci-
tance back to the detector input circuit.

A variation of the above method would be to replace
the fixed-frequency generator by a sweep generator set
at 40 mc with a 10-mc sweep.

PROCEEDINGS OF THE I.R.E.
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A marker generator is used to mark the center fre-
quency of the response curve. With this circuit arrange-
ment the generator center frequency is held constant.
If a measure of the capacitance change in the detector
circuit is desired, C may be varied to bring the center
frequency of the tank back to its original frequency as
the signal level is changed. The change in C represents

]

'
]
10
K
VTVYM

]

L-o

VERY. INPUT

TO SCOPE
L —-9

SONAL
GENERATOR
AM MOD.
400 ~
CARRIER
FREQ 40 MC.

.

Fig. 11—Circuit for determination of input impedance of
detector circuit.
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Fig. 12—Equivalent circuits for Fig. 11,

the change in the input capacitance of the detector cir-
cuit with change in signal level. In addition, the actual
values of C, and R,, the equivalent input capacitance
and input resistance as shown in Fig. 12, may be deter-
mined by the following procedure:

Disconnect the detector from point 4 in Fig. 11 and
tune C for maximum voltage. Set the voltage at point
A at the desired level for the measurement. The grid
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voltage which corresponds to this level is recorded as
ea. Point 4 is then reconnected and the capacitance
C across L, is decreased until the tank is in resonance.
The voltage at point 4 is held at the desired level by
changing the grid voltage to e, while the tank is kept
in resonance. The resultant change in C is equal to
C.. R;can be determined by means of the following
formula:
R,
R, = —

&
2

€1

where R, is the resonant impedance of the tank with
point A disconnected. If R, is determined by the
usual methods, the grid voltage may be calibrated in
terms of R:. Once R, and C; are known, the effective
values of R and C of the crystal itself may be deter-
mined if desired.

THEORETICAL ANALYSIS

In the analysis which follows a solution will be pre-
sented of the idealized case of a crystal of constant for-
ward and constant back resistance operating into a
known dc load resistance which is by-passed for the IF
frequency. This solution is presented in universal curves
which specify the rectification efficiency and the detec-
tor-circuit input resistance as functions of the constants
of the crystal and its load. A figure of merit is developed
for the crystal as a video detector which is indicative of
the performance obtainable with a given crystal. Uni-
versal curves are presented which give this figure of
merit as a function of the constants of the crystal and
its load. The influences of the capacitance of the diode
and the incomplete by-passing of the fundamental of
current are discussed under the assumption that volt-
ages of frequencies higher than first harmonic do not ap-
pear at the output.

A. Rectification Efficiency and Input Resistance with
Loads Having Large Time Constants

The first approach to the video detector problem uses
the circuit of Fig. 13 and assumes:

1. The driving voltage is a cosine wave from a zero
impedance source.

2. The crystal forward conductance, Gr, and the back
conductance, Gg, are constant over the range of opera-
tion.

3. The load voltage is pure dc. The efficiency of rec-
tification, p, is defined by

Vo @Ry
p=—=——=cosl, (1)
vV, LR,

so that
Rl 1 Io 1 10
s == —. (2)

cos @ I,
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In Fig. 13, the voltage V, across the crystal is
V.= Vy(cos x — cos 6). (3)

The dc and the fundamental frequency relationships

Res 6 f
Roz2bs i /’/’IV'GFV

Vicos x Co==R

| LS

w
/ . \<,G‘V.(cosx-cos o]
——y °

\—‘—-g" v,(cos x-cos o)

/{’ﬂ =
v

Fig. 13—Operation of video-detector-circuit large time
constant load.

&

3
V {cos x -¢c05 ©)
1
o

are easily found from the usual Fourier spectral analysis
to be as follows:

Iy = ———[pr (cos x — cos @)dx

+ GBf ‘(cos X — CoS o)dx:l

=— [(Gp — Gp)(sin 8 — 6 cos ) — Gpr cos 8},
and, since To=Go Vo,
Go + Gs tan 6 — @
= : 4
GP - GB ™

Turning now to consideration of fundamental fre-
quency,

2V, ¢
I =— pr (cos x — cos 6) cos xdx
T 0

+ GBf (cos x — cos 6) cos xdx:l
[

V. .
= — [(Gr — GB)(8 — cos 0 sin 6) + Gpr].
s

Whence

I —-G 20—sm20 +21rG
e =1 (Gr — GB)( n 26) ns)
Vl 27!'
Equation (4) is an expression® which implicitly deter-
mines 0 (and thus p) as a function of the circuit con-
stants Go, Gr and Gp. From a knowledge of 6 and these

3 A form of this equation firstappeared in Sylvania Memorandum
“On the Rectification Efficiency of, and the Circuit Loading Due to
a Crystal Detector,” by A. A. Grometstem April, 1950.
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Fig. 14—Detector-circuit input resistance as a function of back
resistance, for constant-load resistance.
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Fig. 15—Efficiency of rectification as a function of back
resistance, for constant-load resistance.

circuit constants the detector-circuit input resistance,
R,=1/Gy, may be determined by (5).

To determine the relative importance of the circuit
parameters under ordinary circuit operation, the above
equations may be rewritten in several forms, two of
which are presented below.

SET 1

Normalized with Respect to Load Resistance
(for Varying Back Resistance)

R, 2(tan0—0+7r)
R, (2 tan 6 — sin 20)(R0/Rp) + (26 - sin 20 — 27)
p = cos @

RE (Rp/Ro)(taﬂ 0—6+ 11’)

Ro tané — 6 — WRr/Ro

Ri/Ro and the rectification efficiency p can be plotted
as functions of R,/Ro, with R;/R, as a parameter. The
two families of curves are shown in Figs. 14 and 15. If
the forward resistance is taken as variable, then the fol-
lowing equation results.
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Fig. 16—Detector-circuit input resistance as a function of 'W}v s p
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Fig. 17—Efficiency of rectification as a function of forward

resistance, for constant-load resistance. r
A. .
SET II . w & “

Normalized with Load Resistance (for
Varying Forward Resistance)
R, 2(tan 8 — 6)
Ro  (Ro/Rs)(2 tan 0 — sin 26) + (20 — sin 26)
p = cos @
Rp (RB/Ro)(tan 6 — 0)

Ry (tan 6 — 0) + 1r(1 + RB/Ro) jﬂ% i

*
Figs. 16 and 17 show the input-resistance ratio and the

rectification efficiency as functions of the forward-t:e-
sistance ratio with Ry/R, as parameter.

B. Figure of Merit—Pure Resistance Loading of Tank
Circuit

The relative importance of the factors derived wnll Be
considered in the application of the crystal to the com~ )
mon detector circuit. g‘i“‘ '

It is assumed that the input tank circuit to the last f:y
IF stage has been designed and that a suitable last IF
tube has been chosen. By virtue of amplifier action, a
given voltage appears at the IF amplifier grid. The de- -
sired bandwidth of the last IF plate circuit is assumed, g’
known from prior considerations. The best crystal for +* 2%

g

s l'
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Fig. 18—Germanium-diode figure of merit as a function of
back resistance.

tl;le application, all other things being equal, is the one
.,{. g{hich will produce the maximum output voltage in a
" gtven load over the required bandwidth. The output
capacntance of the last IF tube, C, dictates the choice
of coil. In general, to obtain the desired IF bandwidth
. itwould be necessary to “tap in,” so that the detector
ci‘r(:uxt is responsible for the entire loading.
*+The mlpedance of the last IF tank circuit at resonance
is n2R,, where #n is the turns ratio and R, the detector-cir-
cuit input resistance. The plate voltage developed is
GmEan?R, and the voltage across the detector input cir-
cyit is GwE,nR,. Hence the dc output voltage is
Gj,.E,mR,p, and grid-grid gain =
dc output at video amp gnd

— = GmnRp. (6)
eak ac input to last IF grid

The turns ratio is given by

- -1___
H = /‘/— .
R.Cko

Substituting in (6),

. 3 Gm
(P\/Rl)
w e v/ Co,
¢4 grid-grid gain = i —~

e /‘/ (tube ment) (crystal: ment)
bandwidth

Since pv/R, is a positive quantity and the load resistance
is assumed to be fixed, it is more convenient to define the
crystal figure of merit as

¢ = 20 iy O
o Ro
T\".Pf;l)'Sically', the crystal figure of merit

e dc power out of dnode

ac power into diode
L

This figure of merit is plotted for varying back and vary-
ing forward resistance in Figs. 18 and 19, respectively.

1
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Fig. 199—Germanium-diode figure of merit as a function of
forward resistance.

C. Rectification Efficiency and Input Resistance with Di-
ode Capacitance and Small Time Constant

The above concepts must be extended if the input
impedance of the detector circuit is not a pure resistance
i.e., if the capacitance of the crystal diode is included or
the load capacitor is not a perfect.by-pass. The following
assumptions lead to a first-order solution of the prob-
lem.

1. The driving voltage is a cosine wave from a zero
impedance source.

2. The forward conductance, G;, and the back con-
ductance, Gs, are constant over the range of opera-
tion.

3. The load voltage is dc plus the fundamental fre-
quency component; the load capacitor (unreal-
istically) is assumed to be a perfect by-pass to all
higher frequency components.

The circuit of Fig. 13 may be used if the capacitance
C. is considered to be across the diode and V; cos (x—
appears with the dc, Vi, as the voltage across the load.
The voltage across the diode is then given by

Vey=Vicos v — Vycos (x — @) — Vo

= V[cos (x + B) — cos 0'], (8
where
/Y V
V=V 1/1+(,>—2~,cos¢,
V1 Vl
[ V/ sin @
B = tan™! ]
Vy— V, cos ¢
Vor , Voi/Vy
—_—— =008 =
14 N\
/‘/1 +<‘-’1) -2 ‘lcoscb
_ Ve
P v,

It will be observed that (8) differs from (3) in the foi-
lowing respects:
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(1) the amplitude has been multiplied by a factor,
(2) there is an advance in phase, and
(3) the angle of flow is now 6’ instead of 6.

Neither the difference in amplitude nor the difference
in phase will have any bearing on the effective ac diode
resistance under the assumptions of linear forward and
back conductance. Therefore,

tan 8’ — ¢’

Go + GB
Gr—Gy  «
2
" (Gr — Ga)(20 — sin 20') + 24Gp

A comparison of these equations with (4) and (5)
shows that Ry’, the effective ac resistance of the diode,
is equivalent to the input resistance R, in the case of a
completely by-passed load. Thus, for the case in point,
once R, is known, the input resistance and input capaci-
tance are easily calculated by standard ac methods. The
rectification efficiency then becomes,

A e
p = COS —} - — } COS
V, Vi

where V;/V, is the ac voltage transfer characteristic and
¢ is the phase angle of the load.

'

D. Figure of Merit Tank Circuit Loading Not Purely Re-
sistive

If the detector circuit represents capacitive loading
on the tank circuit, the figure of merit given above must
be modified. Once the detector-circuit input resistance
R, and the input capacitance C, have been determined,
then:

anl Wo

= = —)

Xro Aw

1
L <Co + ) = —
wo’
where C, is the input capaC1tance of the detector c1rcu1t
Thus the turns ratio is given by
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n. =

1 - AwRIC, —
= /1 — AwR ().
AwRCo

Substituting in (6), as above,
Gn — S
T (pvV RivV1 — AwR\C))
0
Vs '

Thus the crystal figure of merit with a capacitive detec-
tor input circuit is ¢. =¢(1 —AwR,C,). Therefore, under
normal circuit operation, we cannot develop as high a
voltage at the detector-circuit input in the presence of
input capacitance as in its absence,

grid-grid gain =

CONCLUSION

A number of experimental methods have been de-
scribed for measuring the basic crystal-diode parame-
eters. In addition, methods were described for measur-
ing the detector-circuit input parameters which may be
of interest in television receiver engineering.

Also, it was found that for a constant input signal
level, the shape of the IF response characteristic will not
depend on the back resistance of the crystal if the latter
is above a certain minimum value. If the signal level
changes, the effective ac resistance of the crystal will
change because of the curvature of the diode character-
istic. As a result of this change in resistance the detec-
tor-circuit input impedance will vary, and may detune
the last IF stage and change its bandwidth.

A crystal figure of merit was developed for the spe-
cific application of video detection. Universal curves
were presented which define germanium diode perform-
ance under the assumptions of constant forward and
back conductance, zero-impedance driving voltage gen-
erator and high susceptance load.
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CORRECTION

Aaron D. Bresler, author of the paper, “On the Ap-
proximation Problem in Network Synthesis,” which
appeared on pages 1724-1728 of the December, 1952
issue of the PROCEEDINGS oF THE L.R.E., has brought
the following correction to the attention of the editors:

Equation (6), which appears in column one on page
1725 and which reads

812 = Bafs =

(a® -

ﬂa [a_*_%]ht
H—= , 6
)ﬂ2 o (0)

should be replaced by (6a) and (6b) as follows:
B1? = B2fs = (a? —- })

ol

(6a)

(6b)
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An Experimental Investigation of the
Corner-Reflector Antenna®
EDWARD F. HARRIS{, ASSOCIATE, IRE

Summary—This paper describes an experimental investigation,
the purpose of which is to provide a fund of radiation-pattern design
data for the corner-reflector antenna. The configuration is varied
both in the angle between the plane sheets and the spacing from
apex to dipole.

Measurements are shown for corner angles from 30 to 270 de-
grees and for corner to dipole spacings of 0.1 to 3 wavelengths. Both
H-plane and E-plane radiation patterns are shown for each configura-
tion employing semi-infinite sheets. Certain specific corners are in-
vestigated for the effects on pattern of finite side lengths, side
heights, and of the substitution of spines and grid construction for
the solid sheets. Good correlation is found between calculated and
measured patterns for the cases that may be handled by the method
of images. Sets of integrable patterns are shown further to correlate
measurements with gain calculations.

INTRODUCTION

HE USE OF SURFACES to reflect and focus

1 electromagnetic energy seems to have had gen-

eral application early in the radio art.!* Work of
a theoretical nature on radiation pattern and imped-
ance characteristics of the corner-reflector configuration
has appeared in the literature. Of particular interest is
the work done by Kraus.? He has applied the method of
images and has shown calculated data for several corner
angles. Moullin has run additional experimental data
on wide angles and large spacings.*

The majority of design data given in the literature
concerns only beam width and power gain, with little
information given on actual radiation patterns. There is
little concerning applications that require patterns hav-
ing special characteristic shapes. The principal use of
the corner reflector has been to produce a maximum of
radiation in the direction of the bisector of the corner
angle. This single-lobe condition is termed the first order
mode, but as the spacing S is increased the directional
pattern begins to show multiple lobes, the condition
which determines the higher order modes of operation.
The higher radiation modes may exhibit large forward
gain with narrow main lobe and small side lobes, as
well as zero forward gain and two or more secondary
lobes in the structure. However, these higher modes

* Decimal classification: R325.71. Original manuscript received
by the Institute, May 23, 1952. Presented at the 1952 IRE National
Convention, New York, N. Y.

1 President, Mark Products Company, Chicago, IIl.

1S, G. Brown, “System of Wireless Telegraphy,” U. S. Patent No.
741,622; October 20, 1903.

2 F. Schroter, “Short Wave Aerial,” U. S. Patent No. 1,830,176;
November 3, 1931.

3 J. D. Kraus, “The corner reflector antenna,” Proc. I.R.E., vol.
28, p. 513; November, 1940.

4 E. B. Moullin, “Radio Aerials,” Oxford at the Clarendon Press,
L.ondon, England; 1949,

having special characteristic shapes may find good ap-
plications in fields such as direction finding and multiple
coverage needs.

It is the purpose of this paper to present a series of
experimentally determined patterns to show in a sys-
tematic manner the variations in radiation patterns of
the corner-reflector antenna. Small increments in pa-
rameters are taken to bracket the entire range of prac-
tical operation of the device. The patterns shown rep-
resent relative electric field intensity at a large distance
from the antenna for any direction in the plane of meas-
urement, and should be useful in the preliminary design
of a corner-reflector antenna having specific pattern
characteristics.

HORN UNIT
| TEST L - TUNER
o -+ ANTENNA ' BOLOMETER
DETECTOR
LY
2K4l
J- TOWER
— S
— 4
i/
POLAR RECORDER —
14

-TOWER CONTROL &
SERVO CABLE

Fig. 1—Experimental setup for measuring antenna patterns.

The measuring techniques were straightforward; the
experimental setup is shown in Fig. 1. It was desired
to make these measurements in a frequency range for
which the antenna dimensions would be of conven-
ient size. A wavelength of 10 centimeters corresponds
to approximately 4 inches. The mounting fixture and
aluminum sheets had side dimensious of 16 by 24
inches, thus making the sides 4 by 6 wavelengths-
values which approximate semi-infinite sheets for the
measurements involved. The mounting fixture was con-
structed of wood and arranged to index the aluminum
sheets at 10-degree intervals.

In an investigation of this nature it is imperative that
automatic means for recording the polar radiation dia-
gram be employed since the quantity of data taken
would make manual plotting impractical. In addition
it is highly desirable to obtain the increased pattern
resolution which only an automatic polar recorder can
provide.
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REsuLTs AND CONCLUSIONS

The experimental pattern data appear in Figs. 8 to
24 toward the end of this paper. Fig. 2 shows the an-
tenna configuration and co-ordinate system. As in the
horn type of antenna, the most useful radiation patterns
of the corner-reflector antenna are those in the two
principal planes, usually designated by the terms E-
plane and H-plane because they are parallel to the
electric and magnetic field intensities, respectively. The
patterns shown are the original patterns taken on the
polar recorder and assembled and photographed to pro-
vide the plates.

8=0°

$=270°
8=90°

$=0°
8=90°
Fig. 2—Antenna and co-ordinate system.

Several interesting trends may be observed by close
examination of the H-plane patterns. For any particular
corner angle, for example, 8 =60°, the magnitude of any
particular set of minor lobes relative to a major lobe
may be traced from its origin. At a spacing S=1.4 wave-
lengths the single-lobe condition is still in existence, but
at 1.5 the first set of minor lobes begins to appear. Con-
tinuing, somewhere between 1.5 and 1.6 wavelengths
spacing the amplitudes of the two minor lobes and the
major lobes become equal, and through a series of spac-
ings during which the minor lobes grow larger in rela-
tion to the major lobe, at S=1.8 wavelengths the cen-
ter lobe has entirely disappeared. It is this growth of
secondary lobe structure that represents the higher or-
der modes of operation and is responsible for the divided
characteristic of the beam at larger spacings. Fig. 3
is an empirical set of curves which depicts the region
over which the spacing may be carried for any particu-
lar corner angle in order to maintain first order mode of
operation. The data for the preparation of these curves
were obtained from direct observation of the measured
patterns.

Figs. 4 and § are curves of the radiation resistance of
a driven half-wavelength dipole versus spacing for the
180, 90, 60, and 45 degree corners. Figs. 6 and 7 are
curves of the forward gain versus spacing for the same
cases. These curves are the result of calculations. The
information contained in these curves is intended for
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general evaluation of the corner-reflector antenna in
that it complements the pattern data and provides gain
and impedance values as a guide in the selection of pat-
terns.

In an effort to extend the method of the corner re-
flector beyond the case of the flat sheet, reflector angles
of 210, 240, and 270 degrees were investigated. An im-
mediate application of this material may be seen from
inspection of the patterns of the 270° reflector with
spacings around 0.3 wavelength. This configuration pro-
vides a perfectly uniform distribution of radiated field

2.0 T
1.5 —-
2
= .O ——
©
z
]
]
w
=
z 05 .
»
l
o } | } —1
(o] 50 100 150 180

CORNER ANGLE -DEGREES
Fig. 3—Region of first order mode of operation.

over 180 degrees of azimuth. Beyond this the field drops
rapidly to zero. At greater spacings the pattern becomes
elongated, and finally multilobes appear. For services
requiring coverage diagrams of 180 degrees this is a use-
ful device and might conceivably be mounted at the cor-
ner of a building in order to take full advantage of
structural conditions.

It is of interest to investigate methods of tilting the
main beam off the center line of the corner angle. Fig.
21 shows the effects on pattern of setting the dipole 15
and 25 degrees off the center line as the apex to dipole
spacing is varied. In the 15° case the beam is single
lobed for small spacings and the tilt condition begins to
appear at 0.5. This tilt is in a direction opposite to the
offset of the dipole, and the maximum angle of about
15° occurs at S=0.6 wavelength. Beyond this the beam
becomes multilobed. At a spacing of 1.0 wavelength a
single tilted lobe reappears at an angle of about 20 de-
grees in the direction of the dipole offset. At greater
spacings the break up becomes severe, and the opera-
tion is no longer practical. In the 25° offset operation is
similar, except that the second single lobe condition oc-
curs around 1.5 wavelengths, with a deflection some-
what greater than before. Designs utilizing two dipoles
in lobe switching applications are possibly using this
property of the 90° corner reflector. However, the effects
of the passive dipole were not investigated.



1953 Harris:
2 150
H «
x |
8 1 P
z PR
hd b o
» 100 ! ‘| .
» - ’
3 i g & [ N o~ PR
« g % ! < Y > Be180*
z ] ! So5 Y 4 o
° 4 ! [ 1) i ~-c 890
o ! X
; £99 ] ' 1‘
=1 8 LA
< ! M
[ 3 1]

1/

1 ’,

o T T T T T T T ¥ T ¥ T T

0 3 4 6 .8 10 12 t4 L6 (8 20 22 2.4 2.6 28 3.0

SPACING ‘S WAVELENGTHS

Fig. 4—Radiation resistance of driven \/2 dipole versus spacing for
8=90° and g8=180°.

130

100

RADIATION RESISTANCE * OHMS

T T T T 7 T T T 1
1.2 L4 16 1.8 20 22 24 26 28 30
SPACING - S WAVELENGTHS

T T
o 2 4 6 8 10

Fig. 5—Radiation resistance of driven A/2 dipole versus spacing for
8=45° and 8=060°.
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Fig. 6—Gain versus spacing for 8 =99° and 8 =180°, direction ¢ =0°,
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(Below)—-EXPERIMENTAL PATTERN DATA REPRODUCED DIRECTLY FROM THE ORIGINALS AS
TAKEN ON THE AUTOMATIC POLAR ANTENNA PATTERN RECORDER
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Of practical interest is the operation of the array us- ternsas taken with semi-infinite shcets. When the length
ing spine construction in place of solid sheet reflectors. of the reflector is reduced to 2 wavelengths there is a
Fig. 22 shows several cases of spine construction. The tendency to fatten some of the lobes and to lose the defi-

first set using 0.1 wavelength spine spacing and a 6- nite minimum (S—1.0). However, the agreement is still
wavelength reflector substantially reproduces those pat- quite good. When the spine spacing is increased to 0.2
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Fig. 16—120° corner, E-plane, Sy-variable.

wavelength the patterns hold up quite well, but when
it is further increased to 0.3 wavelength there is quite
an increase in radiation through the reflector sheets, al-
though the main lobes hold up well. The last set of pat-
terns shows the condition of the 0.1 spine spacing and
reflector length of 1 wavelength. The 1-wavelength re-
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Fig. 17—180° corner (flat sheet), H-plane, Sy-variable.

flector seems capable of maintaining the pattern at
spacings as large as 0.6 wavelength, and although the
general shape of the pattern is recognizable at greater
spacings, the diffraction around the reflector is so great
as to make for very poor operation.

The sets of space patterns shown on Figs. 23 and 24
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Fig. 18—180° corner (flat sheet), E-plane, Sx-variable.
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Fig. 19—210° and 240° corner, H-plane, Sx-variable.
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Fig. 20—270° corner, H-plane, Sx-variable.

afford a check on the accuracy of measurements. The
calculated gain values for the 90° corner fed with a half-
wavelength dipole are 9.8 db for S=0.5 wavelength
spacing and 12.8 db for the 1.5 wavelength spacing.
From planimeter readings of pattern areas and the
proper summation the gains as calculated from meas-
ured space patterns are 9.88 db and 13.1 db. respec-
tively. The correlation is good considering that the
equipment must remain perfectly stable over the period
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Fig. 21—90° corner, H-plane, \/2 dipole located off bisector,
Sa-variable.
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of a run of the set of space patterns. The measured gain
of a half-wave dipole at 1.0 wavelength from the apex
in a 90° corner is 12.36 db in the direction of the main
lobes. A full-wavelength dipole was substituted for the
half-wave driven unit in the 90° corner and gains of
10.46 db and 14.8 db were measured using 0.5 and 1.5
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Fig. 23—90° corner, Es-component; space patterns as functions of ¢,
taken out at 10° intervals.
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Fig. 24—90° corner, Eg-component; space patterns asa function of ¢,
8 taken at 10° intervals.

wavelength spacings, respectively. All gain figures are
expressed relative to a half-wave dipole.
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Optimum Patterns for Endfire Arrays*
R. H. DUHAMELY{, ASSOCIATE, IRE

Summary—The optimum design methods of Dolph and Riblet for
the broadside array with an odd number of elements have been
modified so that a common design procedure may be used. This
procedure was then extended to the endfire array with an odd num-
ber of elements. A comparison of the optimum and other designs
for endfire arrays is then given.

INTRODUCTION

N THE DESIGN of a linear array to produce a
]:[ beam pattern, it is quite important that the beam

be as narrow as possible and the side lobe level be
quite low. During recent years many papers have ap-
peared on the problem of designing a linear array to pro-
duce a specified pattern. Specifically, the synthesis of
the optimum pattern for a broadside array has received
considerable attention. Dolph! devised a method of
synthesizing an optimum pattern for a broadside array
of isotropic elements spaced a half-wavelength or
greater. Riblet? later extended Dolph’s method to in-
clude an array with an odd number of isotropic elements
for which the spacing is less than a half wavelength. An
optimum pattern is defined as a pattern for which the
beam width is a minimum for a given side lobe level or,
on the other hand, the side lobe level is a minimum for a
given beam width. The optimum patterns are obtained
from the Tchebycheff polynomials and hence will be re-
ferred to as either an optimum or a Tchebycheff pat-
tern. An important and necessary property of the Tche-
bycheff pattern is that the side lobes are all equal. In a
recent paper, Sinclair and Cairns® have considered broad
side arrays of non-isotropic sources. They established
the mathematical conditions which the optimum poly-
nomial must satisfy and gave approximate methods for
deriving this polynomial. They also outlined a method
of synthesizing the optimum pattern for a broadside
array with an even number of isotropic sources when the
element spacing is less than a half wavelength. Thus, the
broadside array has received a rather complete treat-
ment.

Although various designs for endfire arrays have been
published, the optimum design has not been given. The
currents in a uniform endfire array are phased so that
the waves from each of the sources arrive in phase in the

* Decimal classification: R125.1 X R325.113. Original manuscript
received by the Institute, June 25, 1952; revised manuscript received
October 17, 1952.

t Dept. of Electrical Engineering, University of Illinois, Urbana,

1 C. L. Dolph, “A current distribution for broadside arrays which
optimizes the relationship between beam width and side lobe level,”
Proc. LLR.E., vol. 34, no. 6, pp. 335-348; June, 1946.

?H. J. Riblet, “Discussion of Dolph's paper,” Proc. L.R.E.,
vol. 35, pp. 489-492; May, 1947.

3 G. Sinclair and F. V. Cairns, “Optimum patterns for arrays of
non-isotropic sources,” TrANsacTiONs IRE, PGAP-1, pp. 50-61;
February, 1952.

direction of the main beam at large distances. Hansen
and Woodyard* demonstrated that the gain of an end-
fire array could be increased by phasing the currents so
that the waves do not arrive strictly in phase in the di-
rection of the main beam. Later, Schelkunoff® obtained
an improved design by utilizing the correspondence be-
tween the pattern of an array and the value of a com-
plex polynomial on the unit circle. The improved pat-
terns were obtained by equi-spacing the nulls of the
polynomial on an appropriate arc of the unit circle. In
the following, the optimum pattern for an endfire array
with an odd number of isotropic sources spaced less than
a half wavelength will be derived in a manner similar to
that used by Riblet. This design yields a slightly better
pattern than Schelkunoff’s with the added advantage
that direct control of the side lobe level is obtained. In
order to obtain the optimum pattern for an endfire ar-
ray with non-isotropic elements or with an even num-
ber of isotropic elements it would be necessary to resort
to the techniques set forth by Sinclair and Cairns. Al-
though there is a great difference in the mathematical
techniques between the optimum designs for an odd and
an even number of elements the differences between the
resulting patterns and current distributions will be
minor,

The optimum design method for the broadside array
will be reviewed, then extended to the endfire array, and
finally, the optimum design will be compared with other
designs for endfire arrays.

BROADSIDE ARRAY

The optimum design methods of Dolph and Riblet for
the broadside array will be modified so that a common
design method may be used for either a broadside or an
endfire array with an odd number of elements.

~a -
0+ 0 0 00 0 + + + = .« 0

-N =2 -t O 1 2 N

Fig. 1—Schematic broadside array of 2 N+1 elements
having a spacing of d.

Consider the array shown in Fig. 1 with 2N 4-1 ele-
ments with a spacing of d. Let the current in the #’th
element be given by

I, = Ad,eina (1

*W. W. Hansen and J. R. Woodyard, “A new principle in direc-
tiosnal antenna design,” Proc. I.R.E., vol. 26, pp. 33-346; March,
1938.

§S. A. Schelkunoff, “A mathematical theory of linear arrays,”
B.S.T.J., vol. 22, pp. 88-107; January, 1943.
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where A,=A_, and the 4.,'s are all real. The progres-
sive phase delay from left to right is given by a. For a
broadside array «a is set equal to zero. This results in an
in-phase symmetrical current distribution. However,
the quantity a will be retained in the following since the
equations will then hold for both the broadside and end-
fire arrays.
The space factor of the array is given by

N
Sonpr = D €ncd o cOS nY (2)

ne=0

where ¢, is equal to one for #=0 and is equal to two for
n#0 and

Y =pdcos¢d — a 3)

This is simply a finite Fourier series with only cosine
terms. It will be necessary at this point to review some
of the properties of the Tchebycheff polynomials, from
which the optimum patterns are derived. A polynomial
of order N is defined by

Twn(z) = cos (N arc cos 3),
Tx(z) = cosh (N arc cosh z),

ls=1 @
|z| > 1 (3)

To write as a polynomial in 2, it is only necessary to let
@ =arc cos 3, substitute in (4) and expand cos N® in
terms of powers of cos 8. Although (4) is valid only for
| 2| =1, the resulting polynomial in z holds for all z. Us-
ing Dwight,® (4) becomes for n>1

Tan(z) = 2 Azg"s™ (6)
q=0
T?n»«l(z) = Z Azq_lz""lzzq—l (7)
q=1
where
(.2 (=1)2u(n + ¢ — 1)12%2!
Agg?m = - Rt L S
’ 29)!(n — 9!
—1)2n — DN(n + g — 2)122e1
Azq,_lz”"‘l = —( - )_(____)_(_.‘q )__ .

(2¢ — DI(n — g)!

T(z) is shown in Fig. 2. Notice that T(z) crosses the
2 axis four times and that it oscillates between 1 and —1
for Izl <1. Also for 2>1, T4(2) eventually increases at a
rate proportional to 2% In general T x(z) would increase
at a rate proportional to 2V for 2> 1 and would cross the
z axis N times.

The optimum properties of the Tchebycheff polyno-
mial are applied to the broadside array in the following
manner. The Tw(z) polynomial is used with 2N +-1 ele-
ments and the transformation

z=acosy + b (8)

is used so that as ¢ varies from 0 to #/2 to m, z varies
from —1 to 2o to —1. For d <\/2, it follows that

¢ H, B. Dwight, “Tables of Integrals and Other Mathematical
Data,” equation 403.3., MacMillan Co., New York, 1947,
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Zo+1

20 cos Bd + 1
1 — cos Bd

cos ﬂd -1

a = 9
if d=)\/2, then the minimum value of cos ¥ (which is
equal to —1) is substituted in (9) in place of cos 8d. We
then have for d2\/2

Z0+ 1 z 1
d=— b= (10)
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8 3
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Fig. 2—Graphical construction of optimum pattern from T poly-
nomial for a five-element array with d 2\/2 using z =z, cosy/2.

AL

Te(Z)

<

A

A

i
£

————————— ._—'—_ -
|
Lo |  VISIBLE
OF y

2r

v 7\
R
==

Zso cos¥+b

l——ﬁd——l

Fig. 3—Graphical construction of optimum pattern from T, poly-
nomial for a five-element array with d>\/2 using z=a cos y+b.

Figs. 3 and 4 give a graphical representation of the
transformation from the Tchebycheff polynomial to the
Tchebycheff pattern for the two cases. Although the
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above transformation for d>\/2 is different than that
given by Dolph, it leads to the same result. Dolph ap-
plied the T.x(z) polynomial for 2N+1 elements and
used the transformation z2=32, cos ({/2). Dolph’s trans-
formation is illustrated in Fig. 2. The equivalence of the
two methods may be understood by comparing Figs. 2
and 3, both of which are for five element arrays. The
advantage of using the above transformation, equation
(8), is that it is not necessary to distinguish between the
design methods for d=\/2 and d <\/2. Also the same
type of transformation will be used for the endfire array.
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Fig. 4—Graphical construction of optimum pattern from T: poly-
nomial for a five-element array with d<X/2 using z=a cos ¥ +b.

Notice in Fig. 4 for d <\/2 that there are very large
lobes just outside the visible range of y. These large in-
visible lobes represent large quantities of stored energy
in comparison with the radiated energy which in turn
signifies that the antenna efficiency will be reduced. This
type of array is termed a super-gain array. If spacing is
much less than a quarter wavelength, the low efficiency
may then limit practical applications of the array.

The value of 29 determines the maximum value, R, of
the main beam which in turn determines the side lobe
level. If either the side lobe level or the position of the
first null is specified then 2 may be found as shown be-
low. For a constant side lobe level the beam width is de-
creased and the directivity gain is increased by increas-
ing the order of the Tchebycheff pattern, N.

From (4), it is seen that nulls of Tx(2) occur when

2k — D
N

Then using z=a cos ¥+b, the nulls of the Tchebycheff
pattern are found to occur when

cos m(2k — 1)/2N — b
Y = + arc cos [vw 1~r( = 2/ — :I

9 o oo

arc cos z; = k=1,2,.---, N

(1)
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In a similar manner, Tx’(¥) =0 whenever
cos TK/N — b
¥r = 1 arc cos ————]
a
E=1,2---,N—1 (12)

For the broadside array ¥ =8d cos ¢.
If the side lobe to main beam ratio is chosen as 1/R
then Tx(z) =R and from (4)

z0 = cosh [(1/N) arc cosh R]. (13)

Thus a, b, and the positions of the side lobes and nulls
may all be determined once the value of g, is known.

If, on the other hand, the first null ¢, is specified, then
from (3), (9), (10) and (11) it follows that

1 + cos (1r/2N)(1 — cos ﬂd), — cos (ﬂdrcos )

(14)
cos (Bd cos ¢} — cos Bd

sy =
where cos fd is replaced by —1 for d >\/2.

From the above considerations it is evident that once
the values of N and z, are specified, the Tchebycheff pat-
tern is uniquely determined. The problem of determin-
ing the current coefficients 4, may be accomplished
easily after expanding the Tchebycheff polynomial into
a finite Fourier series. This is done in Appendix I and
the result is

N
Tw(acosy 4+ b) = I CoN cos nyp

ne=0

(15)

where the C.¥’s are functions of @ and b. Then by equat-
ing (2) to (15) it is seen that’

A = Co¥/e,. (16)

For d2\/2, it will be noticed that a and b are inde-
pendent of Bd. This means that the required element
currents are independent of frequency as long as d =\/2.
As Bd approaches 27(d—\) major lobes will appear in
the pattern at ¢ =0 and ¢ ==. Thus, the element spacing
is usually restricted to be less than a wavelength for
broadside arrays.

For d <\/2 the required element currents are func-
tions of Bd. Hence, the pattern for an array with fixed
currents is optimum only at the frequency for which it
is designed.

Riblet? proved in his paper that of all the polynomials
(whose coefficients may be real or complex) of degree N,
T~ alone possesses the following optimum properties:
(a) if the side lobe level is specified, the distance to the
first null is minimized; (b) if the first null is specified,
the side lobe level is minimized. Let us now apply these
polynomials to the endfire array.

ENDFIRE ARRAY

The optimum design procedure for an endfire array
with an odd number of elements is carried through in the
same manner as that for the broadside array with a few

7 "T'his method of evaluating the 4,'s is equivalent to, but different
than that used by Dolph.
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minor changes. The most important difference is that
the progressive phase delay is no longer zero. As before,
the space factor is given by

N

52N+1 = Z €A, COS n\b

n=dd

(17)

where Y =0d cos ¢ —a. The A,’s must always be real
for the optimum patterns because the coefficients of the
I'chebycheff polynomials are real.

Now the element spacing for an endfire array must be
somewhat less than a half wavelength to insure that a
second major lobe does not appear. For 2N+1 ele-
ments, the optimum patterns will again be derived from
the Tchebycheff polynomial of order N. Thus it will be
necessary to use a transformation of the type z=a cos ¥
+b. The required transformation is illustrated in Fig.
5. The unknown parameters may be determined from
the following conditions. At y =0, 2= —1 and at ¢ =0,
z=2,. At ¢ =180°, we must have z=1. These conditions
yield the following three equations

—1l=a+0d (18)
zo=acos (fd —a) + b (19)
1=acos (Bd+ a)+0b (20)

from which a, b, and « may be determined. Doing this,
we have

~ (20 + 3) — 2 cos Bdv/2(z + 1)

1 = — 21
‘ 2 sin? pd (21)
b=—1—a (22)
20 — 1
a =sin™? ——— (23)
2a sin Bd
20 + 34+ 2a
a = cos™! — - - (24)
2a cos Bd

The angle « is usually located in the fourth quadrant.
If the side lobe level is specified, then the parameter 2,
is determined according to equation (13). The positions
of the nulls and the secondary maxima may be calcu-
lated from (11) and (12). The inverse problem of deter-
mining 2o when the first null is specified is not so simple.
It is a rather complicated procedure to solve for g, for a
given value of the first null, ¢,. It is felt that it would be
simpler to determine z, by a “cut and try process.”
That is, choose several side lobe levels and then find the
positions of the corresponding first nulls by means of
(11). Then an accurate guess could be made in choosing
a side lobe level which would give the desired position of
the first null.

The source currents are determined in the same man-
ner as for the broadside array. As an example, consider
a seven element array with d=\/4 for which the T,
polynomial will be used. Let the side lobe level be 20 db
down. Then from (13)

20 = cosh (1/3 arc cosh 10) = 1.5408.
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Then substituting in (21) to (24) we obtain

= — 2.2705, b = 1.2705, a= — 6.8°

Using Appendix II, the pattern as a function of ¢ is
given by
Ts(¥) = — 43.69 + 72.28 cos ¢ — 39.30 cos 2y
+ 11.70 cos 3¢.

By equating this to (2) and using (1), the source cur-
rents are

Iy = — 43.69

I = I_* = 36.14/6.8°

I = Is* = — 19.65/13.3°
Is = I_s* = 5.85/20.4°

where the * denotes the complex conjugate. The pat-
tern for the array is shown in Fig. 6. Also included are
patterns for other designs which will be discussed in the
next section.
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RANGE
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Z=0 cosy+b

Fig. 5—Graphical construction of optimum pattern from T,
polynomial for a five-element endfire array with d=»x/4.

A bi-directional endfire pattern may be easily ob-
tained by a slight modification. From Fig. 5 it is appar-
ent that a major lobe would occur at both ¢ =0 and
¢ =180° if the progressive phase delay is set equal to
zero. The required transformation for an optimum bi-
directional endfire pattern may be determined from the
following conditions. Aty =0,2= —1and at¢$ =0, z=g,.
Then with the transformation g=a cos ¢+b, where
Y =pd cos ¢, it is found that we must have

8.+1

b %0 + cos Bd
cosﬂd-—l’ '

1 — cos fd
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The remainder of the design procedure is identical to
that for the broadside array.

CoMPARISON OF ENDFIRE DESIGNS

In the following we shall compare the patterns and
source currents for several different designs for a seven
element array with quarter wavelength spacing. Con-
sider first the uniform endfire array for which the mag-
nitudes of all the source currents are equal and the pro-
gressive phase delay e is equal to 8d. The space factor
is then
sin 2N + 1)y/2

N
Sans1 = D €nCOS Y = —
n=0

or
_ sin (7y/2)
" sin (¥/2)

where ¢ =m(cos ¢—1)/2 for quarter wavelength spac-
ing. This pattern is shown in Fig. 6. The nulls of this ex-
pression occur when

(25)

It will be noticed that only three of the nulls appear in
the visible range of Y whereas the optimum pattern has
six nulls.
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=== UNIFORM ENDFIRE
w===— HANSEN AND WOODYARD
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Fig. 6—Comparison of endfire designs for seven-element
array with quarter wavelength spacing.

Hansen and Woodyard* devised an improved endfire
design for an aperture by letting the magnitude of the
current distribution across the aperture be constant and
then choosing the progressive phase delay constant, «,
such that the gain of the aperture was maximized. They
found that if the total phase shift across the aperture
was about 7 plus 2r times the width of the aperture in
wavelengths, then the gain is maximized and is in-
creased by a factor of about 1.8 over that for the usual
endfire design. For an array, the corresponding phase
difference between adjacent radiators would be about
w/(M —1) radians greater than 8d where M is the total
number of radiators. Thus, for the seven element array
we have
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T

— = o
a = fd + —-————M = 120
The space factor is again given by (23) except we now
have y=w(cos ¢—4/3)/2. The resulting pattern is
shown in Fig. 6. The first side lobe has a relative magni-
tude of 0.42 which may be undesirable for many appli-
cations. However the first null occurs at 39° whereas the
first null was at 65° for the uniform endfire array. Notice
that four nulls appear in the pattern now. Goward,®
using a pattern synthesis method introduced by Wood-
ward,? proposed a method for reducing the side lobe
level of the Hansen and Woodyard design for the con-
tinuous aperture and thus increasing the gain. However,
the application of this technique to an array is rather
nebulous.

Let us now consider Schelkunoff’s design for the end-
fire array. It will be convenient to move the origin in
Fig: 1 to the last element on the left and renumber the
elements from 0 to 2N. The space factor is then

2N
Sansr = 2 Aneind,

(26)
ne=0
Then by letting a =8d, we have
2N
Song1 = Z Anzt (27)

ne=0

where

2 = elV = gifd(cosd—1)

Thus, the space factor is given by the value of the com-
plex polynomial on the unit circle defined by |z| =1.
The polynomial may also be written as the product of
its factors.

N

Sonver = Ao [ (2 — a)

n=l

(28)

The a.’s are the zeros of the polynomial. As ¢ varies
from 0 to w, ¢ varies from 0 to 28d. Viewed in the com-
plex plane (see Fig. 6) z moves in the clockwise direc-
tion from z=1 to 2= —1 for quarter wavelength spac-
ing. Schelkunoff’s design consists of equi-spacing the
nulls of (28) in the active range z. Thus, for the seven
element array, the space factor is

[}
S; = As [ (z — e-itnri®)),

nu=l

(29)

The positions of the zeros are shown in Fig. 6. The re-
sulting pattern is shown in Fig. 7. Notice that the side
lobes are quite low and that the beam width is approxi-
mately the same as that for the Hansen and Woodyard
design. The source currents are obtained by expanding
(29) into the series form given by (27).
! F. K. Goward, “An improvement in end fire arrays,” Proc.
I.E’.E., Kart I1I, vol. 94,“pp. 415-418; November, 1947,
P. M. Woodward, “A method of calculating the field over a

plane aperture required to produce a given polar diagram,” Proc.
I.E.E., part I1IA,.vol. 93, pp. 1554-1558; March-May, 1946.
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For the uniform endfire array, the zeros are equi-
spaced on the complete unit circle, which accounts for
the presence of only three nulls in the visible portion of
the space factor.

Z=-1

ACTIVE RANGE OF Z

Fig. 7—Disposition of null points for an endfire array with
nulls equispaced in active range of 2 for d=\/4.

The optimum pattern is also shown in Fig. 7. Since
the side lobes are of different magnitudes, it is difficult
to compare the optimum pattern with the pattern ob-
tained using Schelkunoff’'s method. This latter pattern
has its first null at 48 degrees and a maximum side lobe
28 db down. If the optimum pattern had been chosen to
have a side lobe level of 28 db then the first null would
be at 44.5 degrees. On the other hand, if the optimum
pattern had been specified to have the first null at 48
degrees, then the side lobe level would be 31 db down.
Thus the optimum design offers a slight improvement
over Schelkunoff’s design. The improvement is due to
two factors. First, in contrast to Schelkunoft’s design,
the side lobes of the Tchebycheff pattern are all equal.
Secondly, an extra side lobe appears in the Tchebycheff
pattern. That is, the sixth null occurs at ¢=164°
whereas the sixth null in Schelkunoff's design occurs at
¢ =180°. Thus it is apparent that an improvement of
Schelkunoff's technique may be obtained by rotating
the zeros on the unit circle a slight amount in the coun-
terclockwise direction. This would introduce an extra
side lobe in the visible pattern. An important advantage
of the optimum design is that direct control of the side
level is easily obtained.

So far, we have compared only the patterns for the
various endfire designs. Table I gives the relative source
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currents required for the different designs. In each case
the currents are chosen so that the field strength in the
direction of the main beam is the same for each design.
The currents for Schelkunoff’s and the optimum designs
are quite large in comparison to the currents for the
uniform endfire design. Thus, the increase in gain will
be accompanied by a reduction in the antenna efficiency,
bandwidth, and radiation resistance. For the case where
the beam width for the optimum pattern is the same as
that for the equi-spaced null pattern, there is only a
slight difference in the source currents. Note that the
“taper” of the current magnitudes for each of the opti-
mum designs is roughly the same and is given approxi-
mately by 1.0: 0.8: 0.4: 0.1.

As the gain is increased, it is also necessary to estab-
lish the source currents with greater precision. This be-
comes a serious problem in the design and construction
of the array. For example, with the optimum design No.
1 shown in Table I, the source currents would have to
be accurate to within 0.1 per cent of the maximum cur-
rent in the array in order to keep the side lobe level
within one db of the desired value. On the other hand,
it is difficult to obtain accuracies better than about 10
per cent in actual designs. Thus, at first thought, the
optimum design procedure appears to be of academic
interest only. However, it may be utilized as described
below.

The major effect of errors in the current distribution
is an increase in the side lobe level. Use was made of an
electro-mechanical antenna pattern calculator at the
RCA Laboratories at Princeton, N. J. in order to illus-
trate this effect. With this calculator it is possible to es-
tablish the currents with an accuracy of roughly five per
cent of the maximum current in the array. When the
calculator was set up for the optimum design No. 2, the
pattern shown in Fig. 8, was obtained. Notice that the
maximum side lobe is only 12 db down whereas the
theoretical level is 31 db down. With the optimum de-
sign No. 1 set up on the calculator, the main lobe was
barely distinguishable from the side lobes. Also included
in Fig. 8 are the patterns for the optimum designs
No. 3 and No. 4 as obtained from the calculator. The
maximum side lobes are 20 and 26 db down for the No.
3 and No. 4 designs as compared to the theoretical val-
ues of 52 and 63 db respectively. Thus, the errors in the

TABLE 1

RELATIVE SOURCE CURRENTS AND PATTERN CHARACTERISTICS FOR VARIOUS ENDFIRE DESIGNS FOR A LINEAR ARRAY OF SEVEN ELEMENTS WITH
QUARTER WAVELENGTH SPACING. THE BEAM WIDTH IS THE ANGLE BETWEEN THE HALF-FIELD INTENSITY POINTS ON THE PATTERNS. THE OTHER

CURRENTS ARE OBTAINED BY THE RELATION I_,=1I,*

Beam Side lobe Progressive Current magnitudes
: level in phase delay ——M—————
width :
in degrees Io I I, I

Uniform 99 13 90 1.0 1.0 1.0 1.0
Hansen and Woodyard 57 7.4 120 1.82 1.82 1.82 1.82
Schelkunoff 53 28 165 13.05 10.63 5.50 1.42
Optimum No 1 42 20 173.2 30.58 25.30 13.75 4.10
Optimum No 2 52 31 166.3 14.31 11.58 6.05 1.63
Optimum No 3 67 52 150.8 5.751 4.554 2.153 483
Optimum No 4 78 63 4.272 3.370

141.6

1.512
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source currents result in an increase in the side lobe level.
Hence, for applications where a reduction of antenna
bandwidth and efficiency could be tolerated, an array
could be “over designed” in order to avoid the stringent
requirements on the precision of the source currents.
That is, if a 20 db side lobe level was desired, then the
array would be designed to have, maybe, a 50 db side
lobe level. The resulting pattern although not optimum
would still be a decided improvement over the uniform
endfire pattern. To illustrate the difference, a pattern
for the same physical array as above with a progressive
phase delay of ninety degrees and the same taper as
above for the optimum design is included in Fig. 8.

T
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Fig. 8—Patterns plotted by an electromechanical pattern calculator
for the various optimum designs listed in Table I.

It should be realized that as the side lobe level is de-
creased, the beam width increases and hence the gain
and the supergain effects are diminished.

ACKNOWLEDGMENTS

The major portion of this work was performed at the
University of Illinois while the author was a member of
the Radio Direction Finding Research Group which is
sponsored by the Office of Naval Research. The author
is indebted to Dr. E. C. Jordan of the University of Illi-
nois and Dr. G. H. Brown of the RCA Laboratories
Division for valuable comments on the problem.

APPENDIX I

If z2=ax+b(x=cos ) is substituted in (6) and (7)
and use is made of the binomial expansion

no[m
(ax + b)™ = Z(k)(ax) b

k=0

then

n 2¢ 2q
Tan(x) = 2. 2, A,.h( )(ax)"""b"
¢=0 k=0 k
n 2¢—1 2 _1
Tan-a(%) = 2 ZAzc 1! ( qk )(ax)”““‘b"

qe=1

where

(30)

(3)=3e=n
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By regrouping the terms and substituting for the 4's
the following equations are obtained.

= Z quz';xz., + Z Bag_ ?nx2e!

q=0 q=1

'1',,.(x)
31)

n—1

Z B, 2v iyt 4 Z Bagtn a2

q=1 q=0

7'2n—l(x)

where
n _1 u—p2 1722p—142¢( )2
Bagte Z_( ) n(n+p 1)2P—b e gl

p— (n — P)'(ZP - 29)'(29)'
(=1)"22n(n + p — 1)1221p2—on

qu_lZn ot
= (= P)U2p — 29+ 1)1(2¢ — 1)!
X g%!
By 1! = Z (—1)"_"(2” - 1)(" + - 2)'22"_2b2("_'°)
- (n — P)2p — 29)1(2¢ — 1)!
X gle1
Bg, 21 ( l)"“l’(2n — 1)(r + p — 2)12272
J = -—_

(n — p)U(2p — 2¢ — 1)!(29)!

X b2lra—1g2¢

p=g+1
(32)
Thus, the Tchebycheff polynomial is expressed as a

power series in x=cos Y. Now substitute the expan-
sions!®

1 2 e 2p
2 = L= —
cos?? e §0 5 (m) cos (2p — 2m)y
1 2= /2p—1
cost! Y = pywr §o< ” )COS (2p — 2m — 1)y
=1 for p—m=0
where ¢,_,,
=2 for p—ms==0
into (31), regroup terms and obtain
N
Tw(¥) = D C.N cos ny (33)
ne=0
where
C!qzn =] f-q- 3 thﬂ( 25 )
2 4mq 287M\s — ¢
" Bo 1 f2s — 1
Cyq1?" = — ( )
o= 222 s—yq
(34)

5 B,

Cag ™) = Z

_12”_l (25 — l)
- 222 s—yq

fq a—1 Bz.zn—l< 25
C,qzn—l _= )
2 = 2201 s —q

1 Hobson, “Plane Trigonometry,” Cambridge University Press,
pp. 280; 1918. b g Y
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The expressions (32) may be substituted for the B's
above if desired. Thus, the coefficients of the Fourier se-
ries for Tx may be evaluated by using (32), (33) and
(34). This is an exact finite Fourier series representation
of TN.

For small values of N, it is a simple task to evaluate
the C,"'s in terms of a and b. However, if N is doubled
the labor is quadrupled so that for large N (such as 20
or more) the procedure is quite laborious. For large N
it would probably be easier to use numerical methods of
Fourier analysis.

Appendix 11 gives the C,V's in terms of @ and b up to
N=8.

APPENDIX II
The Fourier coefficients for the Tchebycheff patterns,

T2 to T's are given below.
T pattern

Co? = — 1 4 a*+ 2b*
Cy? = 4ab
(2 = a?
T, pattern
Co® = — 3b + 4b® 4 6ba®
C® = — 3a + 12b% + 3a®
Cq? = 6ba®
Cad = a? .
T, pattern
Co* = 1 — 8b% + 8b* + 24a%? + 3a* — 4a?
Ci* = — 16ab + 32ab® + 24a%
Cyt = — 4a? + 24a?? + 4a*
Cs* = 8a%
Cét = at
Ts pattern
Co® = 3b — 2063 + 16b% — 30ba? + 8b%? + 30a'b
C\* = 5a — 60b% + 80b'a — 15a® + 120b%?® + 10a*
Ca% = — 30ba? + 80b%? + 40a*d
Ci® = — 5a* + 40b%? + Sab
Css = 10a%
Ce® = a®
Ts pattern
Co® = — 1 + 1852 — 48b* + 32b% + 9a? — 144b%*

+ 240b%a? — 18a* + 180b%* 4 10a®
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'

C.® = 36ba — 192b% + 192b%a — 144ba* + 480b%c?
-+ 120ba®

Cs% = 9a® — 144b%* 4 240b*a® — 24a* + 240b%a* + 15a*
Cs = — 48ba® + 160b%2 + 60ba®
C# = — 6a* + 60b%* + 6a*
Cs® = 12ba®
Ce® = a®
T'7 pattern
Co®” = — 7b 4 56b% — 112b° 4 64b7 4+ 84ba® — 560b%a’
+ 672b%? — 210be* + 840b%* 4 140ba®
Ci7 = — 7a + 168b% — 560 + 448b%a + 4203
— 840023 -+ 1680b%a® — 70a® + 840b%a® + 3547
C," = 84ba® — 560b%a? 4 672b%? — 280bat
+ 1120b%* 4 210ba®
C," = 140® — 280b%3 + 560b%®.~ 35a% + 420b%®
+ 214’
Cy = — 70ba* + 280b%* 4 84ba®
Cy' = — Ta® + 84b%® + 707
C¢ = 14ba®
C7=d
Ts pattern

Co® = 1 — 32b% 4+ 160b* — 256b° 4 128b% — 16a?
+ 480b%a? — 1920b*® + 1792b%? 4 60a*
— 1440b%* + 3360b%a* — 80a® + 1120b%°® +4 35¢°

C* = — 64ba 4+ 640b% — 1536b°a + 1024b%a -+ 480ba?
— 3840b%3 + 5376b%a® — 960ba® 4 4480b%a®
+ 560ba’

Co* = — 16a? + 480b%a? — 1920b%a? + 1792b%* 4+ 80a*
— 1920b%a* + 4480b%a* — 120a® 4 16805b%¢*
+ 56a®

Ca* = 160ba® — 1280b%® + 1792b%?* — 480ba®
+ 2240b%"® + 336ba’

Ci¢ = 20a* — 480b%* 4 1120b%a* — 48a®
+ 672b%"® + 28a®

Ce® = — 96ba® + 448b%° + 112ba?
Ce® = — 8a® 4 112b%°* + &at

C:® = 16ba’

Cs® = a*

CR2ESFTO
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'The Response of a Tuned Circuit to a Ramp Function®
MURLAN S. CORRINGTONT, SENIOR MEMBER, IRE

Summary—The responses of a series-loaded parallel-tuned cir-
cuit to a linearly increasing driving force and to ramp functions with
various times of rise have been computed. Curves are given to show
the effect of various rise times of the ramp function on circuits with
Q's of 0.5, 1, 2, 4, 8, and .

INTRODUCTION
THE RESPONSE of a tuned circuit to the unit-

step function is known and can be readily calcu-

lated by the usual operational methods. In many
practical problems it is of interest to know how much
the transient is changed if the driving force rises to the
final value in a finite time rather than in zero time. This
driving force will be called a “ramp function,” and is
shown by the line O4B of Fig. 1. It can be obtained by
the addition of straight lines OAC and DE. Line DE,
which starts at the time axis, has the same slope as
OAC but the sign is negative. Since the two slopes are
equal and opposite, the sum, 4B, will have zero slope
beyond point 4.

/
/
/
/
/
/
7 a
S ‘A T B
Q. I
7 ! 18
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0 N TIME
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Fig. 1—Ramp function.

Ramp functions are fairly common in electronic cir-
cuits. The high voltage power supplies in television
receivers are usually driven by a sawtooth with a short-

* Decimal classification: R141.2. Original manuscript received
by the Institute, August 18, 1952.

1 Home Instrument Dept., RCA Victor Division, Radio Corpora-
tion of America, Camden, N. J.

return time. This waveform can be analyzed as the sum
of a slow rise with periodic ramp functions superim-
posed. The effect of the return time on the peak voltage
developed across the tuned circuit is determined by the
transient response of the tuned circuit to a ramp func-
tion. Inductance-controlled deflection circuits use
similar waveforms, and the same theory applies.

When a rectangular aperture is used to scan a sud-
den transition from black to white, the output is a ramp
function. Other applications occur in dual standard
color receivers where the retrace time of the horizontal
sweep must be different for the two line frequencies.
Similar problems occur in pulse delay networks and in
blocking oscillators.

\
/

Fig. 2—Tuned circuit.

THEORY

The impedance of the tuned circuit of Fig. 2 is given
by

_1 7p+2a )
C (p+a)?+p8
where
. R _ wo
= TR,
o LR 2{1 1}
e e @ 40
and
ot = — = a? 4 2
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Let the driving force be wotU(t), where U(t) is the
unit-step function. The Laplace transform of the driving
force is wo/s?. The transform of the system response to a
linear increase of current is

s+ 2a __wo{ﬂz—&x’ 1
C s’{(s+a)’+ﬂ’} - C l(a? + 892 s
2a 1 g2 — 3a?

wo

(2

S . S —
(@ + 8 (s + ot +6°
Using transform pairs 1.101, 2.101, 1.3031, and 1.301,

respectively, of Gardner and Barnes,' the system re-
sponse becomes

a? — 3ap? 1 }

_L‘{l "
esponse = 3l ==+ —
resp c

1 12
—(1——)e“ti®®cos|{1— —) w
% Q"

- (_4362‘__1/10):78_wm sin (1 - é)"’wo,} .

The cases Q =1 and Q =} must be evaluated separately.

L 2
Ve e ) o

3)

Response =
when Q=1.

75
Response = 1/ el {20t — 3 + (wot + 3)eo} ©)

when Q=3.

Let the time of rise, OD of Fig. 1, be 7={/w,. This
means that the rise time is expressed in radians of a
cycle at the resonant frequency of the tuned circuit.
For example, wer =7 means that the ramp function
reaches the end of the rise, point 4, in a period of time
corresponding to one-half cycle at the resonant frequency
of the tuned circuit.

The response of the system to the linear function OC
of Fig. 1 is given by (3), (4), and (5). Similarly, the
response to the function DE is given by the same equa-
tions but delayed in time by an amount 7. When the two
results are subtracted, and the difference divided by wer
to normalize to unity, the response to the ramp function
is obtained. The response of the system to a unit step
of current, 7=0, can be obtained by differentiating
equations (3), (4), and (5) with respect to wef.

1 M. F. Gardner and J. L. Barnes, “Transients in Linear Sys-
tegms," John Wiley and Sons, New York, N. Y., vol. 1, pp. 338 fi;
1942,
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The curves of Fig. 3 show the response of the tuned
circuit to the linearly increasing function wetU(t). For
low values of Q the transient approaches the dotted
steady-state curve very rapidly. All curves start out
as a parabola at the origin. The critically damped case
corresponds to Q =14, and in this case the response ap-
proaches the steady-state curve asymptotically without
oscillation. When Q—«, there is no damping and the
response is an undamped cosine wave.

60
5.8

J / i /
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o
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\JE Response
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Fig. 3—Response to linearly increasing function.

The response to a unit-step is shown by Fig. 4. The
critically damped case, Q =1}, is the highest Q which does
not oscillate about the steady-state value. In each case
the steady-state value is 1/Q. All curves start out with
unit slope at the origin. As Q— =, the response be-
comes an undamped sine wave.

The curves of Figs. 5 to 10, inclusive, show the effect
of various times of rise of the ramp function on the
tuned circuit, as a function of the circuit Q. The parame-
ter wor is the time of rise of the ramp function in radians
at the resonant frequency of the tuned circuit. In all
of these curves it will be noted that the curve shape is
not appreciably affected if the time of rise is less than
one radian.
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CONCLUSIONS sweep waveform corresponding to the retrace time, the

The responses of a tuned circuit to a linearly increas-
ing driving force, to a unit-step function, and to ramp
functions with various rise times have been derived as
a function of the circuit Q. In most applications the rise
time need not be much less than that corresponding to
one radian at the resonant frequency of the tuned cir-
cuit. In a high-voltage power supply in a television
receiver, which is excited by the part of the horizontal-

maximum voltage will be developed when the retrace
time is less than a quarter cycle at the resonant fre-
quency of the tuned circuit in the power supply.

In circuits which use a damper tube across the tuned
circuit the first positive swing of voltage will be as
shown by these curves, but the rest of the curve, start-
ing with the negative excursion, will be removed by the
rectifier.
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Revised Specifications for Field
Test of NTSC Compatible Color
Television*

Listed below is the full text of “Revised
Specifications for Field Test of NTSC Com-
patible Color Television” recently approved
by the National Television System Com-
mittee. These specifications differ in certain
particulars from those announced by the
NTSC on Nov. 26, 1951. The changes were
made to improve the performance of the sig-
nal with respect to compatibility and quality
of color reproduction.

These specifications will be used by
Panels 15, 16, and 17 of the NTSC in a
comprehensive field test of the signal which
will be inaugurated shortly.

It is hoped that technical personnel will
want to comment on the field test transmis-
sions. Comments on reception of the signal
should be sent to the undersigned.

REVISED SPECIFICATIONS
Test Spectfications—Group I

1. The image is scanned at uniform
velocities from left to right and from top to
bottom with 525 lines per frame and nom-
inally 60 fields per second, interlaced 2-to-1.

2. Theaspect ratio of the image is 4 units
horizontally and 3 units vertically.

3. The blanking level is fixed at 75 per
cent (+2.5 per cent) of the peak amplitude
of the carrier envelope. The maximum white
(luminance) level is not more than 15 per
cent nor less than 10 per cent of the peak
carrier amplitude.

4. The horizontal and vertical synchro-
nizing pulses are those specified in Section
3.682 of Subpart E of Part 3 of the FCC
Rules Governing Radio Broadcast Services
(as amended April 11, 1952; effective June 2,
1952), modified to provide the color-syn-
chronizing signal described in Spec. 21
(Group 11 of these specifications).

5. Increase in initial light intensity cor-
responds to a decrease in amplitude of the
carrier envelope (negative modulation).

6. The television channel occupies a
total width of 6 mc. Vestigial-sideband
amplitude-modulation transmission is used
for the picture signal in accordance with the
FCC Rules cited in Spec. 4, above.

7. The sound transmission is by fre-
quency modulation, with maximum devia-
tion 25 ke, and with pre-emphasis in ac-
cordance with a 75-usec time constant. The
frequency of the unmodulated sound carrier
is 4.5 mc + 1000 cycles above the frequency
of the main picture carrier actually in use at
the transmitter.

8. The radiated signals are horizontally
polarized.

9. The power of the aural-signal trans-
mitter is not less than 50 per cent nor more
than 70 per cent of the peak power of the
visual-signal transmitter.

Test Specifications—Group 11
10. The color picture signal has the fol-
lowing composition:
En = Ey' + {Eg’ sin (vt + 33°)
+ E;’ cos (wt + 33")]
where
Eq’' = 0.41(Ep’ — Ey') + 0.48(Eg’' — Ey')

PROCEEDINGS OF THE I.R.E.

Ey = — 0.27(Eg’ — Ey') + 0.74(Eg’ — Ey’)
Ey’ = 0.30Er’ + 0.59E¢’ + 0.11Ep’
The phase of the color burst is
sin (wé + 180°).

Notes: For color-difference frequencies
below 500 kc, signal can be represented by

E, = Ey’' + %m[m(Eﬂ —Ey)smwl

+ (Egp' — Ey’) cos wt] § .

In these expressions the symbols have
the following significance:

E,, is the total video voltage, corresponding
to the scanning of a particular picture
element, applied to the modulator of the
picture transmitter, 0

Ey’ is the gamma-corrected voltage of the
monochrome (black-and-white) portion
of the color picture signal, corresponding
to the given picture element.

ER’, Eg’, and Eg’ are the gamma-corrected
voltages corresponding to the red, green,
and blue signals intended for the color
picture tube, during the scanning of the
given picture element.

Eq’ and E;’ are the two gamma-corrected
orthogonal components of the chrom-
inance signal corresponding respectively
to the narrow-band and wide-band axes.

w is 2x times the frequency of the chromi-
nance subcarrier. The phase reference of
this frequency is the color synchronizing
signal (see Spec. 21 below) which cor-
responds to amplitude modulation of a
continuous sine wave of the form
sin (wt+180°) where ¢ is the time.

‘T'he portion of each expression betwecn
brackets represents the chrominance sub-
carrier signal which carries the chrominance
information.

It is recommended that field-test receiv-
ers incorporate a reserve of 10-db gain in the
chrominance channel over the gain required
by the above expressions.

11. The primary colors referred to by
Egr’, E¢’, and Eg’ have the following chro-
maticities in the CIE system of specification:

x y
Red (R) 0.67 0.33
Green (G) 0.21 0.71
Blue (B) 0.14 0.08

12. Color signal is so proportioned that
when chrominance subcarrier vanishes,
chromaticity reproduced corresponds to
[lluminant C(x=0.310, y=0.316).

13. Gamma correction is such that the
desired pictorial result shall be obtained on
a display device having a transfer gradient
(gamma exponent) of 2.75. The equipment
used shall be capable of an overall-transfer
gradient of unity with a display device hav-
ing a transfer gradient of 2.75. The voltages
Ey', Er’, Eg’, Eg’, Eq¢’, and E;’ in the ex-
pression of Spec. 10, above, refer to the
gamma-corrected signals,

14. The color subcarrier frequency is
3.579545 mc +0.0003 per cent with a maxi-
mum rate of change not to exceed 1/10 cycle
per second per second.

15. The horizontal-scanning frequency
is 2/455 times the color-subcarrier fre-
quency. This corresponds nominally to
15,750 cycles per second (the actual value is
15,734.264 +0.047 cycles per second).

16. The bandwidth assigned to the
monochrome signal Ey’ is in accordance with
the FCC standard for black-and-white
transmissions, as noted in Spec. 6.

17. The bandwidth assigned prior to
modulation to the color-difference signals
Eq’ and E/' is given by Table I.

TABLE 1
Q-channel bandwith
at 400 kc less than 2 db down
at 500 kc less than 6 db down
at 600 kc at least 6 db down

I-channel bandwidth
at 1.3 mc less than 2 db down
at 3.6 mc at least 20 db down

18. Ey', Ex', Eo', Ea', Eq', and El' are
all matched to each other in time to within
+0.05 usec. This is a tentative tolerance to
be established definitely later.

19. The overall-transmission bandwidth
assigned to the modulated-chrominance sub-
carrier shall extend to at least 1.5 mc below
chrominance-subcarrier frequency and to at
least 0.6 mc above chrominance-subcarrier
frequency, at an attenuation of 2 db.

20. A sinewave, introduced at those
terminals of the transmitter which are
normally fed the color picture signal, shall
produce a radiated signal having an en-
velope time delay, relative to 0.1 mc, of zero
u sec up to a frequency of 2.5 mc; and then
linearly decreasing to 4.3 mc so as to be
equal to —0.26 usec at 3.579545 mc. The
tolerance on all these delays shall be +0.05
usec relative to the delay at 0.1 mc.

21. The color synchronizing signal is
that specified in Fig. 1.

22. The field strength measured at any
frequency beyond the limits of the assigned
channel shall be at least 60 db below the
peak carrier level.

0008~
bo-zsn MAX
1430, "AN
[- A1 X MA)(

Fig. 1—Revised specifications for field test of
NTSC compatible color television.

NoTEs

1. Radiated-signal envelope shall corre-
spond to the modulating signal of above
figure, as modified by transmission char-
acteristics of specification number 6.

2. The burst frequency shall be the fre-
quency specified for the chrominance sub-
carrier. The tolerance on the frequency
shall be +0.0003 per cent with a maxi-
mum rate of change of frequency not to
exceed 1/10 cycle per second per second
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3. The horizontal-scanning frequency shall

be 2/455 times the burst frequency.

4. Burst follows each horizontal pulse, but
is omitted following the equalizing pulses
and during the broad vertical pulses.

. Vertical blanking 0.07 to 0.08V.

6. The dimensions specified for the burst
determine the times of starting and stop-
ping the burst, but not its phase.

. Dimension “P" represents the peak-to-
peak excursion of the luminance signal,
but does not include the chrominance
signal.

W. R. G. BAKER, Chairman

National Television System Committee
General Electric Company

Electronics Park, Syracuse, New York
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* Received by the Institute, February 11, 1953,

Note on the Iterated Network and
Its Application to Differentiators*

The author would like to offer the follow-
ing alternative proof of the formula for a
power of a matrix given recently by Pease,!
and to point out some variations in the lit-
erature in the definitions of the functions
used.

This proof is based on Sylvester's the-
orem? giving for a polynomial P(4) of a
matrix A, of order m and with eigenvalues
Attt ey

II ot -4

aviy

ZP(») Tosm )

ary

In the case in which P(4)=A4",

. Ilor-4

apiy
Ar = § A oo —n 2

srér

P(4) =

I, of course, is the unit matrix of order m.

Since, in the present case, the matrix is
that of a 4-terminal, m=2, and the eigen-
values are

A = }{on + o
+ V(an + 62)*/4 — (an622 — aman)}
=x4+VPE -1, &)}

and

IMN=x—B-1. )

The a's are elements of 4, x =an+an/2,and,
since 4 is unitary, auan—anan=1. Insert-
ing (3) and (4) into (2),

e N4 M-
R Y A=\
A — A4 — (W — )]
< )4 = (x L.
A=\

Equations (3) and (4) make this

* Received by the Institute, September 15. 1952,

t M. C. Pease, “The iterated network and its ap-
plication to differentiators,” Proc. L.R.E., vol. 40,
p. 709 June. 1952.

A, Frazer, W. J. Duncan and A. R, Collar,
'Enementary Matrices,” Cambridge University
Press, p. 78 et seq.; 1947.
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V=) —(s— V71 D,
2j/1—x?
VPN (AT
2jv/x1—1

The Tchebycheff function U,(X) has
been defined inat least two different ways.34
If one takes the “equal ripple” function

Ar=

I. (6)

Un(x) = sin n arccos x

= zi {x+ vt =T
-J
7 e LI

and its modification
Una*(x) = \/_Ii%v [¢:3)
then
At = AUn*(x) — IUas*(®).  (9)
On the other hand, the notation
sin n arccos x
V1 —at
@EHVATD == VFE 1)
- 25— a0
makes the formula
A™ = AUn(x) — TUn (%) (11)

in agreement with Pease’s formula (11)
H. L. ARMSTRONG
National Research Council
Ottawa, Canada

Un(x)=

3 W. Klein, “Tschebyscheffsche Funktionen,” Arch.
Sir I;lcklrolech vol. 39, p. 647; 1950.

_van der Pol and T. J. Weijers, *Tchebycheff
polynorma.ls and their relation to circular functions,
bessel7 8t’urlxguons and Lissajous figures. Physica, vol.
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Electronics—How Shall It Be De-
fined?*

Words and terms require definitions. A
single word is desirable, such as house,
locomotive, mountain. But often a definite
thing or concept cannot be expressed by one
word, such as machine screw, connecting
rod, drill press. Each such thing requires two
words.

The object of any definition is to define.
Webster's Unabridged Dictionary has the
following to say:

“Define: to state explicitly, clearly.

Definition: limitation, setting of limits, a
word or group of words expressing the es-
sential nature of a person or thing.”

Hence, the object of any definition is to
separate the term from all other terms so
that the reader obtains a clear, definite idea
of the thing which the term covers. A certain
amount of narrowness is a necessary part of
any good, clear definition—as narrow as
needed to avoid confusion.

Other examples from Webster's Un-
abridged Dictionary are:

Locomotive: “A self-propelled engine or
vehicle, specifically, a steam engine mounted
with its boiler and accessories on a truck or
trucks, designed to run on gaged rails, for
hauling cars, wagons, etc., and includes

electric, gasoline, compressed air and steam.”

Note. 1 notice that it does not include all
self-propelled vehicles, such as automobiles,
bicycles, motorcycles, motorboats.

Wagon: “A kind of four-wheeled vehicle,
especially one used for carrying freight or
merchandise.”

Razor: “A keen-edged cutting instru-
ment used in shaving one's hair.”

General use is not always the true cri-
terion. Witness the word “potentiometer” as
applied by newcomers into the electrical
field. Fortunately, we were able to stand-
ardize on the word “voltage divider” because
that device was not a meter, it did not
measure anything, but did enable the user to
adjust a voltage as desired.

Thus it follows that in defining “elec-
tronics” we should favor the narrow region
of wording, rather than the broad, inclusive
wording. The latter usage spreads the
meaning over such a wide field that the
reader will not know what “electronics”
really means.

A glossary is not for the man who has
grown up in the business and is familiar with
all its terminology. It is for the young man
just entering engineering who really desires
to learn.

“Electronics” should not be defined
broadly by the ultimate service which it
renders to mankind, but by what it really is.
We define a machine screw, a nail, a data
file, an iron pipe, by what it really is, not by
its large usefulness in our civilization.

Though electronic devices are used in
telephony, yet the overwhelming percentage
of telephone connections uses no electronics.
The granular carbon transmitter, local bat-
tery and common battery transmission of
the voice, the manual and automatic switch-
ing of telephone lines all use electricity as it
was known before electronics arrived.

The above are the reasons why I urge
that there be adopted some definition like
the following:

Electronics is that branch of science and
technology in which the electron nature of
electricity is important, such as the con-
duction of electricity through gases, semi-
conductors, or in vacuo.

ARTHUR BESSEY SMITH

Automatic Electric Laboratories, Inc.
1033 West Van Buren St.

Chicago, Ill.

* Received by the Institute November 17, 1952,

Electronics*

Herein is a definition of electronics pro-
posed by Dr. Imre Molnar to replace
70.05.005.

Electronics is that branch of science and
technology which relates to the propagation
of electricity when the electronic theory of
matter is required to explain phenomena
satisfactorily; and which relates to devices
and systems where the application of such
principles is predominant.

IMRE MOLNAR
1033 W. Van Buren St.
Automatic Electric Co.
Chicago 7, 111

* Received by the Institute, December 26, 1952.
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Redefining Electronics*

Everitt’s intention was to orient the
direction of thought connected with the
term “electronics,” and he succeeded in
doing this.! But when he attempted to de-
limit the field of reference, his proposition
suffered a curious transposition in concept,
and thereby becomes difficult to justify.

“Fundamentally,” he says, “electronics
is interested primarily in extending man's
senses in space. . . .” And he later qualifies
this concept by stating formally, “Elec-
tronics . . . deals primarily with the sup-
plementing of man’s senses and his brain
power. . .

The technique of television or any other
electronic device does not involve any in-
tegration of man's sensing equipment with
the device. Certainly there is extension in-
volved in what is achieved with electronic
equipment. Any supplementation which oc-
curs, however, is related to the information,
rather than the sense organs to which it is
presented.

The concept of “the supplementing of
man's senses” is the point of transposition,
It involves an inference which leaps over
natural logic, and perhaps was intended to
do so because the case of the word “chival-
ry” is cited. Conceptual continuity is logical
even in this case when one realizes that
chivalry is a symbol chosen to represent a
mode of human behavior.

It is therefore suggested that definition
of electronics might follow these lines:

Electronics is the science of free elec-
tron behavior, particularly as it refers to
the control of electron movement in con-
ductive materials when used to imple-
ment specific purposes, such as tele-
communication, servomechanisms, com-
puters, and generally in contrivances
which utilize phenomena associated with
movement of free electrons in a con-
ductive medium.

RaLrH E. SPENCER
2830 Hemlock St.
Vancouver 9, B. C.

* Received by the lnstitute. August 25, 1952,
'W. L. Everitt, *Let us redefine electronics,”
Proc. I.R.E., vol. 40, p. 899; August, 1952,

Comment on Spencer’s Redefinition
of Electronics*

Spencer?! has raised questions which are
most appropriate in connection with my
suggestion that a broader concept of elec-
tronics, common in the thinking of most
engineers, be recognized in some form such
as my proposed definition. At most I should
be accused only of verbal extrapolation, of
taking into account not only our present
concept in the use of the word “electronics,”
but also the rate of change of this concept
during the past ten years. If my definition is
believed generally to be too broad for the

* Received by the Institute, September 9, 1952.
1 R. E, Spencer, “Redefining electronics.” Proc.
L.LR.E., vol. 41, p. 668, this issue.
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word “electronics,” then we will need to
coin a new word to fit the important con-
cept described by my definition. Personally,
I would have preferred the word “communi-
cation,” but I must admit that common
usage has developed this word in still an-
other direction, including, as it does, such
media as newspapers, books, and even public
transportation, and not being generally ac-
cepted as applying to the transmission of
information for the use of machines.

I cannot agree that “the technique of
television . . . does not involve any in-
tegration of man’s sensing equipment with
the device.” Television standards must, and
do, fit conditions dictated by the acuity of
the eye, its persistence of vision, its response
to flicker, and in the case of more recent pro-
posals, the way in which the eye observes the
whole gamut of colors in nature. Only thus
can the maximum useful information be
transmitted in a given bandwidth. Similarly,
other electronic systems, presenting in-
formation to the human senses or to ma-
chines, must consider in their design the
nature of the receptors which make use of
the signals. The control of electron move-
ment is only a part of the complex picture.

W. L. EvErITT
College of Engineering
University of Illinois
Urbana, Ill.

Redefining Electronics*

In a recent issue Everitt attempts a re-
definition of the word electronics.t It is ad-
visable, in lexicography, to attempt the
difficult task of world-wide standardization,
so perhaps a comment may be ventured from
this country.

It is a pity that the examples Everitt
chooses of words with changing meaning
both fall outside the scientific field. The
effort should always be made from the out-
set to achieve precision and permanence in
scientific terminology. If “gravity” meant
something different to us from what it
meant to Newton, or if Benjamin Franklin's
“lightning” was now taken to include, say,
cosmic rays and the aurora borealis, mutual
understanding would be greatly hindered.

The proposed new definition of elec-
tronics is altogether too wide. It is, in fact,
almost synonymous with instrumentation,
and if adopted, some new word would be
needed when it was required to distinguish
between pneumatic instrumentation and
what is at present called electronic instru-
mentation. Moreover, such a definition
would seem to exclude any thermionic tube
intended for power generation rather than
information handling.

While it may be granted that the old
definition quoted is too narrow, I would con-
tend that the only broadening necessary con-
cerns the state of the electrons involved. If,
instead of limiting them to flow through a
gas, we include in electronics any device in
which electrons travel otherwise than along
normal conductors, then I maintain that

* Received by the Institute, October 15, 1952,
'W, L. Everitt, “Let us redefine electronics,”
Proc. LLR.E,, vol. 40, p. 899; August, 1952,

the definition has been brought up to date
without stretching it beyond current usage.
B. E. NOLTINGK

Wraystone, Wray Park Road

Reigate, Surrey, England

More on the Delay Multivibrator*

I had analyzed the delay multivibrator
circuit! and my results were essentially simi-
lar to those obtained by Keith Glegg.?
There is a difference, however, in the expres-
sion for the plate current of the first tube
during the pulse, and consequently in the
one for the duration of the pulse. My result
is

1
wen[2]
and
1
1—R—+R,,, R
CRg log. ;X+ il &
T ) (e
where

x =the ratio of the potential of the first
grid to the supply potential of Vs,

Ry’ =Rg+Rp:+Ry,,
a=Rp+Rp,+(u+1)Rs,

and other symbols have the same meaning
as in Glegg's paper. On expanding (2) in
power series and equating the coefficient of
x? to zero, we obtain the condition for
linearity as

2R _ﬁ) @)

a Rz'

It is interesting to note that the co-
efficient of x? as obtained in the above ex-
pansion becomes identical with that obtained
by Glegg, if

RL,=R.(1+

Riy = R 1)
o o R R,’) [@s+ DR: + 2R, ]
3Ry — 2Ry

Both these conditions, however, require Ry,
to be negative.

On the assumption that the change in
the grid potential of the second tube during
the pulse is small compared to V, (an essen-
tial condition for linearity), I was able tc
obtain an additional relation between R,
and Ry, vi.,

u+1
I

Ry, = R )
as a condition for greatest linearity.

A full derivation of these expressions
may be found in footnote reference 1.

Y. D. ALTEKAR

Radiation Laboratory

Meteorological Office

Poona, India

* Received by the Institute, January 11. 1953,
1Y, D. Altekar, “A method for obtaining the
products of two variables or squares of variables elec-

;Tsmclaalb Jour. Sci, Ind. Res., vol. 10B, pp. 237-
K. Gle “Cathode coupled multivibrated opera-
tion,” Proc. RE vol. 38, pp. 655-658; June, 1950.
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Helical Winding Slow-Wave Struc-
tures in Exponential Line Pulse
Transformers*

Pulse transformers using sections of ex-
ponential transmission line have been de-
scribed by Schatz and Williams.? Where
appreciable transformation ratios or pulse
lengths of more than a few musec are in-
volved, the line sections required have re-
sulted in structures which are frequently
unwieldy and difficult to fabricate. At-
tempts to increase the ratio of electrical
length to physical length by using solid or
liquid dielectric materials have met some
success,? but the improvements attainable

Fig. 1—Exponential-line section pulse transformer
consisting of tapered helix and cylindrical outer
shell, together with integral hydrogen-thyratron
pulse generator,

* Received by the Institute, September 26, 1952.

The work described was supported in part by
the Office of Naval Research under Contracts NR-
200(00) and N7 onr 30306.

1 E, R. Schatz and E. M. Williams, *Pulse tran-
sients in exponential transmission lines,” Proc.
I.R.E., vol. 38, pp. 1208-1212; October, 1950.

1E. M. Williams and E. R. Schatz, “Design of
exponential line pulse transformers,” Proc. LLR.E,,
vol. 39, pp. 84-86; January, 1951,
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Fig. 2—Left, input pulses; right, output pulses; for test of experimental helical-line pulse transformer

The transformer is terminated in a resistive load of 1590 ohms, its

are limited, and, furthermore, the slow-wave
system in which capacitance per unit length
is increased is one of undesirably low im-
pedance level. Studies have recently been
made of pulse transformers suitable for use
at the high impedance levels requiredin
magnetron pulsing service; slow-wave struc-
tures using shielded helices of varying pitch
have been found suitable for this service.
This note describes an experimental pulse
transformer of this type.

The helical winding exponential line
pulse transformer consists of a coaxial struc-
ture comprising a constant diameter cylin-
drical outer shell and helical inside con-
ductor. The inside conductor is of constant
diameter and varying turn density. Fig. 1
shows the disassembled parts of an experi-
mental unit together with the pulse gen-
erator, a hydrogen thyratron, mounted at
the low impedance end of the pulse trans-
former. An integral assembly of pulse gen-
erator and transformer is generally necessary
in mpusec systems to insure sufficiently
broad-band characteristics in the coupling.3

The effect of transformer parameters on
performance is readily computed,? taking
into account the variation in ratio of elec-
trical length to physical length along the
tapered helix. The accurate determination or
design of the helix parameters is, however,
very difficult.

Expressions for inductance and ca-
pacitance per unit length of a uniform
shielded helix are available,* to be sure, but
these expressions have been derived without
inclusion of such disturbing factors as wire
size, end effects, and the dielectric constant
of supporting forms. Susskind has made ex-
perimental measurements of shielded helix
parameters over a very limited impedance
range’ The experimental transformer de-

1 J. B. Woodford, Jr.. and E. M. Williams, “The
initial conduction interval in high-speed thyratrons,”
Jour Appl. Phys.,vol.23, pp. 722-724; July, 1952.

«F. M. thxps. “A note on the inductance of
screened single-layer solenoids,” Proc. I.E.E., vol. 96,
Pt. 3, pp. 138-140; 1947,

e haractensnc im|
TV Eng., vol. 2, p. 26;

nce of shielded coils.”
arch, 1951.

output

scribed was, therefore, designed to ap-
proximate specifications using Susskind's
data.

Since the wave velocity along the helix
axis is a function of helix turn density, it is
necessary to vary continuously the physical
impedance flare coefficient in order to obtain
the uniform electrical flare coefficient neces-
sary for application of earlier analytical ex-
pressions for pulse response. Calculations
for this purpose are most readily carried out
for a transformer using a series of uniform
physical flare sections; the effect of small
variations in flare coefficient along the line
length should not be marked.

The physical constants of the experi-
mental transformer of Fig. 1 are as follows:

Physical length 1.81 meters
Electrical length 21.7 meters
Impedance ratio 290/1590 ohms

Shape factor ct/e=1+0.014A¢

At =pulse duration in musec
with evir =233,
The factor ct/e permits the calculation of
the output voltage with specified input
voltages. For instance, with an input pulse
of 10 musec rise time the ratio of output
to input maximum voltage, computed by su-
perposition methods,*? is 0.96X 1/1590/290,
or 2.22. Fig. 2 shows test input and
output voltage traces for the experimental
transformer under this condition. The ex-
perimental results are obviously in good ac-
cord with predicted performance.

In the experimental transformer de-
scribed there has been achieved a reduction
in physical length to approximately 8 per
cent of that required for a simple air di-
electric coaxial structure. Further work is
underway to determine the maximum re-
alizable size reduction in a pulse trans-
former of this type.

J. KukeL

E. M. WiLL1aMS

Department of Electrical Engineering
Carnegie Institute of Technology
Pittsburgh 13, Pennsylvania
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35,642

New York City was the Mecca of the
radio engineering world March 23 to 26
when 35,642 engineers and scientists gath-
ered from all parts of the world for the 1953
IRE National Convention, making it the
largest engineering meeting ever held. The
Waldorf-Astoria Hotel, Grand Central Pal-
ace, and Belmont Plaza were filled with
members and guests who had come to see a
“Preview of Progress,” theme of the conven-
tion's technical sessions and exhibits.

The record-shattering attendance (7,000
more than in 1952), the smoothness with
which the convention was run, and the
wealth of technical information presented in
the 221 technical papers and 405 exhibits—
all added up to the most successful national
convention ever held by the Institute.

The convention opened on Monday
morning, March 23, with the Annual Meet-
ing of the Institute at which William R.
Hewlett gave the principal address. In spe-
cial ceremonies commemorating the birth of
the Institute, bronze plaques were presented
to Alfred N. Goldsmith and John V. L.
Hogan, who together with Robert H. Mar-
riott (deceased) founded the IRE in 1912,
This was followed by the presentation of
special pins to the nine surviving Charter
Members of the IRE: P, B. Collison, Lee de-
Forest, Lloyd Espensheid, Alfred N. Gold-
smith, Frank Hinners, John V. L. Hogan,
Greenleaf W. Pickard, Emil J. Simon, and
Arthur F. Van Dyck; all of whom were

day evening symposium on “Electronics in
Flight,” sponsored jointly with the Institute

Central Palace, and Belmont Plaza, covered
virtually every phase of endeavor in the
radio-electronics field (as reported in the

of the Aeronautical Sciences, during which a

IRE CHARTER MEMBERS

Eight of the nine surviving Charter Members of the IRE honored durmg specnal ceremomes at the Annual
Meeting of the Institute, Standing (left to right): Charter M s P. B. oyd Espensheid,
Alfred N. Goldsmith, and Frank Hinners; President James W. McRae; Charter Membera John V. L. Hogan,

present except Lee deForest.

TECHNICAL SESSIONS

The four-day program of technical pap-
ers, held at the Waldorf-Astoria, Grand

General scene of the Annual IRE Banquet in the Grand Ballroom of the Waldorf-
Astoria Hotel. Recipients of Fellow Awards for 1953, lined up behind speakers’ table,
are being introduced by Toastmaster Zarem,

March issue of PROCEEDINGS). Of the 43
technical sessions, all but three were organ-
ized by IRE Professional Groups, reflecting
the rapid growth of this important activity.

Highlight of the program was the Tues-

Peerenboom,

E. K, Gannett, Administrative Editor; and J. W

Left to right—Dr. A, N. Goldsmith, Editor; C. A. Wiese, R.
George Banta Publishing Co.; G. W. Bailey, Executive Secretary;

distinguished panel of experts discussed the
mutual problems of electronic engineers,
aerodynamic engineers, and operational peo-
ple in the aircraft industry.
Group-sponsored symposia were held on

F. Gehner and C. A
. McRae (seated), President.
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a wide variety of topics, such as nucleonics,
digital computers, wide-band amplifiers,
television broadcasting, instrumentation,

AT ANNUAL MEETING

Beow—B;
man of the

ity control. The program was rounded out
with sessions on antennas, electron devices,
circuit

theory, communication systems,

Greenleaf W. Pickard, Emil J. Simon, and Arthur F. Van Dyck. Seated: William R. Hewlett, principal

speaker; Donald B. Sinclair, 1952 IRE President; W.

R. G. Baker, Treasurer; and George w. Bailey,

Executive Secretary. The ninth Charter Member, not present is Lee deForest,

microwave equipment, mobile communica-
tions, and acoustics. The symposia were
complemented by regular sessions on such
timely subjects as transistors, information
theory, engineering management, and qual-

Some of the more than 35,000 interested spectators at the 1953

medical electronics, airborne electronics,
radio telemetry, remote control systems,
audio, and broadcast receivers. All told, the
comprehensive program covered the fields of
activity of 18 Professional Groups.

IRE Convention crowd around exhibitors’ booths

at Grand Central Palace.

. Gen. David Sarnoff (eenler) chair-

of RCA and principal
the Annual Banquet, receives the n
lished Founders Award from President J ames W
McRae, while John M. Miller (right), winner of
the Medal of Honor, looks on.

kerat

Above—William
R. Hewlett, who
acted as the
principal speaker
at the Annual
Meeting of the
Institute.

CONVENTION RECORD

An important innovation of this year's
convention is the publication of the Con-
VENTION RECORD oF THE I.R.E., containing
all available papers presented at the con-
vention. As reported in detail in the April
issue (page 554), the Record will be pub-
lished in 10 parts, divided according to sub-
jects, approximately two months after the
convention. Paid members of Professional
Groups (as of April 30) will receive the Part
pertaining to the field of their Group free of
charge. Copies may be purchased, while
available, from the Institute of Radio Engi-
neers, 1 East 79 Street, New York 21, N. Y.
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