
onvention Record 
of the  R E Rt h. 

1954 NATIONAL CONVENTION 

Part 1 
Antennas and Propagation 

Iowan 

JUL f 1954  e l--

L tli1111 

SESSIONS ON . 

Antennas and Propagation I — General 

Antennas and Propagation II — Microwave Antennas 

Antennas and Propagation III 

Antennas and Propagation IV — Symposium:  UHF Television — Boom 

SPONSORED BY 

IRE PROFESSIONAL GROUP ON . 

Antennas and Propagation 

Presented at the IRE National Convention, New York, N.Y., March 22-25, 1954 

Copyright 1954, by The Institute of Radio Engineers, Inc., 1 East 79 Street, New York 21, N.Y. 

or Bust 

The Institute of Radio Engineers 



TV< 
t6 A-J 
6L  

Additional Copies 

Additional copies of 1954 Convention Record Parts may 

be purchased from The Institute of Radio Engineers, 
1 East 79 Street, New York 21, N. Y., at the prices 
listed below. 

Part Title 

1  Antennas & Propagation 
2  Circuit Theory 

3  Electron Devices & Component 
Parts 

4  Electronic Computers & 
Information Theory 

5  Aeronautical Electronics 
& Telemetry 

6  Audio & Ultrasonics 

7  Broadcasting & Television 

8  Communications & Microwave 

9  Medical & Nuclear Electronics 

10  Instrumentation & Industrial 
Electronics 

11  Engineering Management & 
Quality Control 

Sponsoring Groups 

Antennas & Propagation 
Circuit Theory 
Electron Devices 
Component Parts 
Electronic Computers 
Information Theory 
Aeronautical & Navigational 
Electronics 

Radio Telemetry & Remote Control 
Audio 
Ultrasonics Engineering 
Broadcast Transmission Systems 
Broadcast & Television Receivers 
Communication Systems 
Microwave Theory & Techniques 
Vehicular Communications 
Medical Electronics 
Nuclear Science 
Instrumentation 
Industrial Electronics 
Engineering Management 
Quality Control 

Prices for Members 
(M), Libraries (L), 

Nonmembers (NM) 

M  L  NM 

1.25 
1.25 
1.50 

3.00 
3.00 
3.60 

3.75 
3.75 
4.50 

1.50  3.60  4.50 

1.50  3.60  4.50 

1.50  3.60  4.50 

1.50  3.60  4.50 

1.50  3.60  4.50 

1.50  3.60  4.50 

1.25  3.00  3.75 

1.00  2.40  3.00 

15.25  36.60  45.75 

Responsibility for the contents of papers published in 
the Convention Record of the I. R. E. rests solely upon 

the authors, and not upon the IRE or its members. 



CONVENTION RECORD OF THE I.R.E. 

1954 NATIONAL CONVENTION 

•-• 

PART 1 - ANTENNAS AND PROPAGATION 

TABLE OF CONTENTS 

Session 30: Antennas and Propagation I - General  
(Sponsored by the Professional Group on Antennas and Propagation.) 

Empirical Approximations to the Current Values for Large Dolph-Tchebyscheff Arrays   
  Louis L. Bailin, Robert S. Wehner, and Ivan P. Kaminow  3 

Gain Pattern of a Terminated-Waveguide Slot Antenna by an Equivalent Circuit Method   
  Leopold B. Felsen  10 

A Four Slot Cylindrical Antenna for VOR Service   Andrew Alford and R.M. Sprague  12 
Trapped Wave Antennas   Herman Ehrenspeck, Werner Gerbes, and Francis J. Zucker  25 
Scattering of Electronagnetic Waves by Wires and Plates  J Weber  31 

Session 37: Antennas and Propagation II - Microwave Antennas  
(Sponsored by the Professional Group on Antennas and Propagation.) 

Reflections in Nicrowave Antennas and Their Harmful Effects 
Surface Matching of Dielectric Lenses 
Double Parabolic Cylinder Pencil Beam Antenna 
  Roy C. Spencer, F. Sheppard Holt, Helen M. Beauchemin, 

Diffuse Radiation in Pencil Beam Antennas   
Theoretical Gain of Flat Microwave Reflectors 

  Peter W. Hannan 
E MT 

39 
Jones and S.B. Cohn  46 

and John L. Sampson  54 
David Carter  60 

  D.R. Crosby  71 

Session 142: Antennas and Propagation III  
(Sponsored by the Professional Group on Antennas and Propagation.) 

Isotropic Variable Index Media.  .  W 0 Puro and K.S. Kelleher  76 
The Characteristics of a Vertical Antenna with a Radial Conductor Ground System   
  James R. Wait and W.A. Pope  79 

Some Information Theory Aspects of Propagation Through Time Varying Media . .Joseph Feinstein  87 

Comparative 100 MC Measurements at Distances Far Beyond the Radio Horizon   
  Albrecht P. Barsis  98 

The Measurement of the Polarization of Radio Waves Reflected from the Ionosphere at Non-Vert-
ical Incidence  G T Inouye  108 

Session 49: Antennas and Propagation IV - Symposium: UHF Television - Boom or Bust  
(Sponsored by the Professional Group on Antennas and Propagation.) 

FCC Rules and Propagation Data   E.W. Allen  116 
Propagation in the UHF-TV Band (Abstract)   J.W.Herbstreit  120 
Overcoming the Line-of-Sight Shibboleth with the Air and High Power  • • . Thomas J. Carroll  121 
A Comparison of Antenna Problems at UHF and VHF TV   Lloyd O. Krause  126 

1 Nng 



. 

. 

.. 



EMPIRICAL APPROXIMATIONS TO THE CURRENT VALUES FOR LARGE DOLPH -TCHEBYSCWEFF ARRAYS 

Louis L. Bailin, Robert S. Wehner, and Ivan P. Kaminow 
Hughes Research and Development Laboratories 

Culver City, California 

Abstract 

The demand for radar antennas exhibiting a 
narrow beam and low side-lobes has led to the 
development of the so called Dolph-Tchebyscheff 
array which optimizes the relationship between 
beamwidth and side-lobe level.  Unfortunately, 
however, the calculation of the excitation co-
efficients for the Tchebyscheff array is quite 
time consuming and tedious for arrays with a large 
number of elements.  The present paper describes 
a simple approximate method for calculating long 
Tchebyscheff arrays which cuts the calculating 
time by 95 per cent for a 40 element array and 
which does not increase in complexity with the 
number of elements in the array.  Furthermore, 
sample calculations indicate errors of only 3 or 
per cent in the excitation coefficients which 

is tolerable for most practical arrays.  In addi-
tion, the paper contains a table of all the co-
efficients for Tehebyscheff arrays computed in 
the course of antenna development at the Hughes 

Aircraft Company.  The table contains the exact 
excitation coefficients and the gain values rela-
tive to the corresponding uniform array. 

Introduction 

It has been shown by C. L. Dolph  1that the 
far field radiation pattern for a broadside linear 
array which optimizes the relationship between 
beamwidth and side-lobe level is given by a 
Tchebyscheff polynomial.  Such a pattern has many 
features which are desirable for radar applica-
tions.  However, to produce this pattern, it is 
necessary to determine the excitation coefficient 

at each radiator from formulas which become more 
and more tedious as the number of radiators in-
creases.  One purpose of this paper is to present 
a table of all the current values for Dolph-
Tchebyscheff arrays which have been computed by 
various analytical formulas in the course of 
antenna development at Hughes Aircraft Company 
(see Table I).  A second purpose is to present 
an empirical method (for determining the approxi-
mate excitation coefficients for large arrays) 
which reduces the calculating time by about 95 
per cent for the example described at the end of 
this paper.  Although this method will not yield 
the accuracy in both the coefficients and the 
corresponding radiation pattern that can be ob-
tained from the analytical formulas, the results 
will be given simply and the accuracy will be 
sufficient for most practical antennas. 

The Approximate Method 

1 4 Dolph1 and others2 9 9 have presented exact 
analytical methods for determining the Tcheby-
scheff coefficients.  Experience has shown that 
as the number of elements increases (say, greater 

than 24), the analytical methods become impracti-
cal because of their complexity.  Thus, it be-
hooves the array designer to devise a method for 
quickly and easily arriving at a current distribu-
tion which will approximate the Dolph-Tchebyscheff 
distribution.  Such a method, of course, leads to 
some deterioration of the optimum pattern.  None-
theless, the accuracy of the approximation can be 
made better than the accuracy with which the  de-
sired distribution can be effected in the actual 

array. 

3 

In an effort to devise a method for approxi-
mating the Dolph-Tchebyscheff currents, we con-
sider the element excitation currents as a func-
tion of their location on the array.  Thus, when 
all the currents are normalized to unity at the 
center of the array (for an even number of ele-
ments an interpolated value is used), and the 
radiators are equally spaced along a normalized 
array length, -14ixtikl; the current distribution 
is symmetrical about x  0 and decreases monotoni-
cally away from the center except for the end ele-
ments which increase discontinuously.  This is 
shown in Figure 1 for a 20 db array of 12, 24, 48 
elements; in Figure 2 for a 30 db array of 12, 24, 
48 elements; in Figure 3 for a 35 db array of 66 
elements; and in Figure 4 for a 40 db array of 12, 
24, W, 144 elements*. It is evident that in each 
case, the continuous curve which passes through 
the discrete excitation coefficient points does 
not change appreciably from 24 to 48 elements. 

in the case of the 40 db array there is very 
little c'lange from 48 to 1114 elements.  Therefore, 
we may conclude that the "envelope" or limiting 
curves are independent of the number of elements 
for arrays of more than 2h elements and given 
side-lobe level.  From another point of view, it 
can be said that Figs. 1, 2, and it indicate that, 
for arrays larger than 24 elalents, a discrete 
:rray can be approximated by a continuous array 
(or vice versa) having a similar aperture distri-
bution (excluding end elements). 

To derive an empirical expression 
envelope curves* , we consider an even 

x given by 
f(x) = ax4 hx2 c, 

and fit this function to the envelope curve at 
three points (x=0, 0.5, 1.0) as shown by the 
cross marks on the solid curves in Figures 1, 2, 
3, and it. The apprordmntion is fairly good, al-
though marked deviations occur for the lower 
side-lobe cases.  However, if the square root of 

Etd element amplitudes greater than unl.ty are 

not shown. 
An analytical expression, in terms of a com-
plex Dessel function, for the envelope curves 
has been derived independep,tly by G. J. van 

der Maasit and T. T. Taylor''. 

for these 
function of 

-!;-* 

(1) 



the envelope curve is plotted and the resulting 
envelope fitted by 

g(x) =  + Bx2 + C  (2) 

at the same three points, then excellent agreement 
is obtained through the range of x except for the 
end points.  The approximation is shown in Figures 
1, 2, 3, and 4 by the cross marks on the dashed 
curves. 

Fortunately, the associated coefficients, A, 
B, and C, for the polynomial approximation are re-
lated simply to cosh  r, where r is the main beam 
to side-lobe voltage ratio.  It is apparent that, 
for a normalized envelope curve (g(0) = 1.0), 
C = 1 and B is always negative.  A plot of cosh-l r 
versus the value of the polynomial coefficients, 
A and B, is presented in Figure 5 and serves to 
indicate the relationship between side-lobe level 
and the coefficients.  Empirical formulas for A 
and B can be written as follows: 

A = 0.0861 cosh-l r - 0.228; 

-B = 0.225 cosh-l r - 0.240 
(3) 

The current amplitude distribution along a 
20 db, 30 db, 35 db, or 40 db Tchebyscheff array 
c an  be found directly from the curves of Figures 
1, 2, 3, and 4, respectively.  Similar curves for 
intermediate values of side-lobe level can be com-
puted with the aid of the coefficients of Figure 
5, i.e., the square root curve, g(x) = Poe4+Bx2+1, 
can be plotted and squared to give the normalized 
amplitude distribution (envelope curve).  It has 
been pointed out previously that this envelope 
curve is independent of the number of elements 
(greater than 24) in the array so that practi-
cally any long Tchebyscheff array can be computed 
from Figure 5 except for the excitation of the 
last element. 

The excitation coefficient for the last ele-
ment cannot be found from the envelope curve be-
cause the amplitude distribution is discontinuous 
at the ends of the array.  Simple exact analytical 
expressions for the excitation of the last element 
in terms of the excitation of the next to last 
element can be dvived from the equations  of 
Dolph]. or Stegen). The expressions are: 

2 
Zo 

IN = IN_i 

(2N-1)(202-1) 

Zo2 
IN = IN- 1   

2N (z02-1) 

where 

for 2N elements, 

for 2N+1 elements; 

 1/M  1/M 
Zo = 1 [(r+4r2-1)  + (r- f ) 

or 
1 Zo = cosh (--- cosh-l r), 

(4) 

(5) 
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and M is one less than the number of elements in 
the array. 

If adequate tables are available, the second form 
will be easier to handle. 

Example: 

Suppose that we wish to find the currents 
for a 38 element 30 db Tchebyscheff array.  The 
steps follow: 

T.  From Figure 5 or equation (3) we find the 
values of A and B for r = 31.62 (30 db) --
A = 0.130, B = 0.690 -- and plot the curve 
g(x) = 0.130x4 - 0.690x? + 1, as shown in 
Figure 6(a). 

2.  Then we square the g(x) curve to obtain the 
current distribution curve (envelope curve), 
I(x) = g2(x), as shown in Figure 6(b). 

3.  Now divide the abscissa of (b) into 37 (one 
less than the number of elements) equal parts 
with 38 marks, as in Figure 6(c). These marks 
indicate the positions of the elements along 
the normalized array length.  For an odd 
number of elements, one of the marks will 
occur at the center of the array. 

4. We can read directly from the curve, (c), the 
values of current at each element except for 
the end elements.  The values read from the 
curve at x = + 1.0 are extraneous.  The I(x) 
curve need not be plotted; the excitation 
currents of elements at the positions x, de-
fined in paragraph 3, can be determined by 
substituting for x in the equation for I(x). 

5. To find the excitation for the end elements, 
we calculate Zo from equation (5) and apply 
equation (4) 

Z o2 
119  = 118  ,  (2N = 38), 

37(Z02-1) 

where 118 has been found in Step 4. For 
this case Zo = 1.0062895* , Il& = 0.238, and 
119 = 0.515.  These actual current values 
differ from the values given in Table I by 
a constant multiplier (the normalizing factor 
is 1/2.493). 

A comparison of actual current values (from 
Table I), normalized to unity at the center of 
the array, and normalized approximate current 
values (calculated as indicated above) for the  ' 
38 element 30 db array is given in Table II. 
For this calculation the curves were not actually 
drawn:  g(x) was calculated for values of x 
corresponding to radiating elements as described 
in paragraph 4 and then g(x) = I(x) was found. 
The error for the approximate method is greatest 

* Note that Zo must be calculated to a large 
number of places to maintain a given accuracy 
since spme significant figures will be lost in 
the (Z04 - 1) term. 



near the ends of the array but is less than 3 per 
cent at the next to last and last elements*.  The 
approximate calculating time (with an electrically 
driven desk calculator) for the more accurate 
method is 20 to 30 hours, whereas, for the approxi-
mate method, the calculating time is about one 

hour. 

The space factor gain of this (or any dis-
crete linear non-supergain array) can be calculat-

ed from the relations 

G2N = Gul 

and 

N-1 
(  2 Ik+1)  
k=0 

N-1  2 
N(  Ik4.1 ) 
k=3 

for 2N elements 

2 
(I0 + 2 n Ik)  

k=1   
02N+1 = Gu2 •  N 

2141 (102 + 2 Z I ') 
k=1  1k) 

(6) 

for 2N+1 
elements, 

2d.2N  2d.(2N+1) 
where Gu -  and G112    are the 

1 
gains of the corresponding uniform arrays.  The 
gain calculated from the actual currents is .876 
G1119 and the gain determined from the approximate 
currents is .878 Guy  The value G given in Tables 
I and II is G2N/Gu or G211,1/Gu, the gain relative 
to the equivalent uniform array. 

* Similar checks for a 33 element 25 db array, a 
66 element 35 db array, and a 14/1 element 40 db 
array indicate errors of less than 5 per cent 
for the end elements. 

Ina fir 

the Central Group of Mathematicians of Hughes 
Aircraft Company. 

Table I  

Current Values for Dolph-Tchebyscheff Arrays  

Contents 

No. Elements 
-db 

Side-Lobe Level 

4  20 
6  30 
7  20 
8  28, 30, 32 
lo  25 
12  20, 30, 40 
16  32, 36 
18  25 
24  20, 30, 40 
33  25 
38  30 
140  36 
48  20, 30, 40 
66  35 
144  140 

4 Elements  

20 db 

6 Elements 

30 db 

References Ik 
k  Ik  k 

1.  C. L. Dolph; "A Current Distribution for  1  6.34467  1  15.97290 
Broadside Arrays Which Optimizes the Rela-  2  3.65532  2  10.92129 
tionship Between Beamwidth and Side-Lobe  3  4.72224 
Level", Proc. I.R.E., Vol 34, pp. 335-3h8,  Zo =  1.54043 
June 1946.  r  =  10  Zo =  1.364048 

G  =  .93255  r  =  31.62278 
G  =  .83991 

2.  D. Barbiere; "A Method for Calculating the 
Current Distribution of Tchebyscheff Arrays", 
Proc. I.R.E., Vol 40, pp. 78-82, Jan. 1952. 

3. R. J. Stegen; "Excitation Coefficients and 
Beamwidth of Tchebyscheff Arrays", Proc.I.R.E., 
Vol 41, pp. 1671-1674, November 1953. 

4. G. J. van der Maas; "A Simplified Calculation 
for Dolph-Tchebyscheff Arrays", J. Appl. 
Phys., Vol 24, p 1250, September 1953. 

Ic 

7 Elements 

20 db 

Ik 

5. T. T. Taylor; "Dolph Arrays of Many Elements",  0  3.76820 
Hughes Aircraft Company Technical Memorandum  1  3.45054 
No. 320, August 1953.  2  2.61588 

3  2.04944 

Acknowledgement 
Zo =  1.12704 

The authors wish to acknowledge the con-  r  =  10 
puting services of Mrs. Annabelle Cordova and  G  =  .95082 
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28 db 

Ik 

1  9.411472 
2  7.753466 
3  5.116790 
4  2.837067 

Zo = 1.160635 
r =25.11887 
G =  .862324 

20 db 

Ik 

1  2.09821 
2  1.98542 
3  1.77354 
4  1.48752 
5  1.16013 
6  1.49518 

Zo =  1.03725 
r = 10 

.96428 

1 
2 
3 

14 

6 
7 
8 

Zo 

8 Elements  

30 db 

Ik 

12.19580 
9.90250 
6.32654 
3.19794 

1.1806586 
31.62278 
.841612 

10 Elements 

25 db 

1  5.0500 
2  4.54167 
3  3.64306 
14  2.55344 
5  1.99461 

Zo 1.07971575 
17.782794 
.904804 

12 Elements  

30 db 

Ik 

8.12761 
7.43902 
6.20007 
4.64892 
3.06107 
2.14609 

1.07190 
31.62278 
.85284 

16 Elements 

32 db 

7.81 
7.50 
6.73 
5.70 
4.55 
3.37 
2.28 
1.86 

1.042880 
39.81072 
.840 

32db 

Ik 

15.76045 
12.61676 
7.809191 
3.624265 

1.201956 
39.81072 
.822562 

29.29670 
25.95992 
20.21841 
13.57260 
7.531420 
3.141817 

1.11826 
100 
.75976 

36 db 

Ik 

13.19830 
12.43593 
11.01836 
9.13899 
7.04060 
4.97075 
3.13961 
2.15322 

1.0524605 
63.09574 
.799355 

18 Elements  

25 db 

Ik 

1  2.74792 
2  2.66535 
3  2.50596 
4  2.28072 
5  2.00480 
6  1.69616 
7  1.37397 
8  1.05695 
9  1.45099 

Zo =  1.02213846 
17.782794 
.921175 

214 Elements  

20 db  30 db  40 db 

k  Ik  Ik  Ik 

1  1.01822  3.9901  14.5769 
2  1.00528 

2.. ;59 

3  3.9080 
3.7478 4  .97977 
3.5173 
3.2274 

5  .94242 
2.8918  10.8317 6  .g16271 9.2731 

7  .77128  2.5256  7.62242 

8  :219:65 1:7616  6.07028 9 

1.52416403:  1.3991  4.58229 
10  3.26402 

2.15811 11  1.0614 12  .467/5 
1.14504  1.83112 

Zo =  1.0084801  1.016298  1.026655 
r = 10  31:M g  100 
G =  .94044  .77191 

33 Elements 

25 db 

Ik 

0  1.14730106 
1  1.4666424 
2  1.14476607 
3  1.4164483 
4  1.3736270 
5  1.3200464 
6  1.2567533 
7  1.1849740 
8  1.1060732 
9  1.0215286 

Ik 

10  .9328810 
11  .8417027 
12  .71495607 
13  .6579695 
14  .5683664 
15  .4820701 
16  1.2199843 

Zo =  1.0062314 
r = 17.782794 
G =  .919856 
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1 
2 
3 
4 
5 
6 
7 
8 
9 
lo 
11 

38 Elements  

30 db 

Ik 

2.49199 
2.47178 
2.43221 
2.37382 
2.29722 
2.20441 
2.09746 
1.97766 
1.84679 
1.70799 
1.56401 

12  1.41622 
13  1.26664 
14  1.11879 
15  .97510 
16  .83613 
17  .7o359 
18  .5755o 
19  1.26063 

zo  =  1.0062895 
r  =  31.62278 
G  =  .87665 

40 Elements  

36 db 

k  1k  k 
---

1  5.182363  13 
2  5.135927  14 
3  5.044040  15 
4  4.908665  16 
5  4.732775  17 
6  4.520148  18 
7  4.275316  19 
8  14.003356  20 
9  3.709761 
10  3.400315 
11  3.080970 
12  2.757645 

Zo 
r  = 

48 Elements 

20 db  30 db 

k  Ik 

1  .49995 
2  .49842 
3  .49536 
4  .49080 
5  .48478 
6  .47732 
7  .46849 
8  .45834 
9  .44694 
10  .43437 
11  .142071 
12  .40606 
13  .39051 
14  .37416 
15  .35712 
16  .33949 
17  .32139 
18  .30293 
19  .28423 
20  .26538 
21  .24651 
22  .22772 

1k 

2.436042 
2.121467 
1.818732 
1.532093 
1.265176 
1.020841 
.801212 
1.348897 

1.00770345 
63.09574 
.81739 

40 db 

Ik  Ik 

1.96412  7.19977 
1.95430  7.14943 
1.93479  7.04964 
1.90581  6.90211 
1.86770  6.70939 
1.82092  6.47475 
1.76601  6.20216 
1.70361  5.89614 
1.63444  5.56169 
1.55927  5.20417 
1.47895  4.82916 
1.39437  4.44232 
1.10643  4.04933 
1.21606  3.65569 
1.12418  3.26668 
1.03173  2.88717 
.93958  2.52162 
.34859  2.17395 
.75957  1.34749 
.67325  1.54493 
.59032  1.26832 
.51138  1.01905 

48 Elements (Conttd)  

20 db 

1k 

30 db  4o db 

Ik  Ik 

23  .20911  .43693  .79787 
24  1.09993  1.20045  1.34718 

20 = 1.002029  1.003895  1.006361 
r = 10  31.62278  100 
G =  .85821  .87718  .78280 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 

1 
2 
3 
14 

6 
7 
8 
9 
10 

12 
13 
114 
15 
16 
17 
18 
19 
20 
21 

66 Elements 

35 db 

Ik 

2.73787 
2.72927 
2.71214 
2.68661 
2.65286 
2.61117 
2.56184 
2.50525 
2.44182 
2.38875 
2.29635 
2.21538 
2.12967 
2.03985 
1.94653 
1.85035 
1.75197 
1.65202 
1.55115 

Ic  Ik 

20  1.45000 
21  1.34917 
22  1.24926 
23 1.15083 
24 1.07115 
25  .96050 
26  .86955 
27  .78198 
28  .69815 
29  .61837 
30 31  .54293 
32  .47203 

.40585 
33  1.18698 

1.00264 

= 56.2 811r9 G = 

144 Elements  

40 db 

Ik 

2.3727 
2.3709 
2.3673 
2.3619 
2.3548 
2.3458 
2.3351 
2.3226 
2.3085 
2.2927 
2.2752 
2.2561 
2.2355 
2.2132 
2.1895 
2.1643 
2.1377 
2.1097 
2.0804 
2.0499 
2.0181 

k  Ik 

22  1.9852 
23  1.9512 
24  1.9161 
25  1.8801 
26  1.8432 
27  1.8055 
28  1.7669 
29  1.7276 
30  1.6877 
31  1.6472 
32  1.6062 
33  1.5647 
34  1.5229 
35  1.4807 
36  1.4383 
37  1.3957 
38  1.3531 
39  1.3103 
40  1.2676 
41  1.2249 
42  1.1824 
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144 Elements (Contld)  

40 db 

k  Ik  k  Ik 
_ 

/43  1.11400  60 .49987 
44  1.0989  61   .46918 
45  1.0562  62   .43943 
46  1.0148  63  .41365 
47  .97385  64 .38285  
48 

.9839134  65 .35606  49  66  .33024 
50  .85398  67  .30544 
Si  .81518  68  .28165 
52  .77704  69  .25886 

.73959 53  70  .23708 
54 

: 76226:184  71  .21631 55  72  1.1031 
56  .63180 
57  .59749  Zo = 1.000687 
58  .56405  r =100 
59  .53150  0 =  .78938 
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Table II  

Comparison of Actual and Approximate Current 
Values for 38 Element 30 db Tchebyscheff Array 

g(x)  g2(x)=I(x)  II (x)  

•  .130x'h -.690x2+1 (Approx) (Actual)  

-  0  1.000  1.000  1.000 
1 .027  1.000  1.000  .9996 
2 .081  .996  .991  .9916 
3 .135  .988  .975  .9755 
4 .189  .976  .952  .9523 
5 .243  .96o  .921  .9214 
6 .297  .94o  .884  .3841 
7 .351  .917  .841  .8411 
8 405  .390  .793  .7934 
9 .459  .860  .740  .7409 
10  .513  .827  .685  .6851 
11  .567  .792  .627  .6274 
12  .621  .753  .567  .5680 
13 .675  .713  .5o8  .5082 
14 .729  .670  .449  .4489 
15 .783  .626  .392  .3911 
16  .837  .580  .327  .3353 
17  .891  .534  .285  3%  .2824 
18 .945  .488  .238 error .2308 
19 1.000  -  0.515  0.5007 
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GAIN PATTERN OF A TERMINATED - WAVEGBIDE SLOT ANTENNA BY AN 

EQUIVALENT CIRCUIT METHOD 

by 

Leopold B. Felsen 

Microwave Research Institute 
Polytechnic Institute of Brooklyn 

Brooklyn 1, N.Y. 

Summary 

The terminated - waveguide slot antenna 
consists of a slot cut in the wall of a waveguide 
terminated in a known load.  The gain pattern of 
such a slot is a function of tie waveguide termin-
ation and may change markedly for different load 
values.  The slot field can be regarded as com-
posed of two independent field types arising from 
sy metric and antisymmetric electric field exci-
tations of the slot, respectively; the relative 
intensities of the two excitations depend on the 
waveguide termination.  Each of these constituent 
fields has its own characteristic radiation pat-
tern, and the total gain pattern is obtained by 
superposition.  The determination of the consti-
tuent slot fields from which the radiation fields 
may be computed is an extremely difficult task. 
it is desirable, therefore, to employ a technique 
which enables one to find the radiated field as a 
function of the incident field in the waveguide 
without a detailed knowledge of the slot field. 

If the slot radiates into a half-space 
(i.e., the slot is contained in an "infinite" 
baffle) the radiated fields are analyzed very con-
veniently in terms of spherical transmission line 
theoryl, which considers  the half-space region to 
be a spherical waveguide representable by a number 
of non-uniform, spherical trans mission lines.  For 
many small slot configurations it may be shown 
that a single spherical transmission line suffices 
to represent approximately the far fields radiated 
by a symmetrically and by an anti-symmetrically 
excited slot.  Thus, the half-space is represented 
approximately by two spherical transmission lines 
propagating the appropriate spherical modes, and 
the slot is viewed as a network coupling the feed-
ing waveguide with the half-space region.  If the 
equivalent circuit parameters of the slot are 
known, the far spherical mode voltages and currents 
for a given waveguide excitation and termination 
may be computed by simple network calculations, 
and the radiated fields determined directly by 
modal synthesis. 

The specific configuration considered here 
is a symmetric rectangular E-plane slot radiating 
from the broad face of a rectangular waveguide 
propagating the dominant mode (Fig. 1).  From 
field-theoretic considerations it can be shown 

that the approximate four terminal-pair equiva-
lent circuit for the slot is that shown in Fig.2. 
The values of the lossless network parameters in 
Fig. 2 can be expressed in terms of those of the 
lossy two terminal-pair equivalent circuit in 
Fig. 3, where the slot is considered as a lossy, 
radiating structure in the waveguide (see Eqs. 
(1)).  The latter circuit may be obtained either 
theoretically (by a variational procedure ) or 
from measurements in the rectangular guide.  The 
network in Fig. 2 reduces to that in Fig. 3 when 
a matched termination (free space characteristic 
impedance: R=X/) 13, relative to input guide) is 
connected to terminal pairs 3 and 4.  Wi th the 
ratio of the currents 13/14 calculated for a 
given load, modal synthesis yields the simple 

expressions for the gain pattern given in Eqs. 
(2). 

Although the above theory is valid for 
small slots its most useful application is for 
larger slots which can radiate a substantial 

amount of power.  Measurements taken on a large 
slot terminated in a variable reactance have 
shown reasonable agreement with theory. 

Computation of Network Parameters  

X a 1  2 

X1  h2a + X: 4. X b 

2 X2 = Xa - X1 

n12 - Ra 

R.t 2  2 
Ra + Xa 

2  2 1/X, 
n2 

a 

(1d) 

X = free space wavelength, X = guide wavelength. 

All network parameters are ngrmalized to the 
characteristic impedance of the rectangular wave-
guide. 
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Computation of Gain Patterns  

A 

-1 + 

- cos 28 + 

13 

II 

2 

13 
2 

sin 29, y = 0 plane  (2a) 

sin 26 ; 2 Re (-4) sin 8 , 
14 

y  0, x = 0 plane  (2b) 

H = magnetic field, r  radial distance from slot 
center (ri)>D. 1), 6 . polar angle measured from 
axis (see Fig. lb), A - constant parameter. 
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A FOUR SLCT CYLINDRICAL ANTENNA FOR VOR SERVICE 

Andrew Alford and R. M. Sprague 
Andrew Alford Consulting Engineers 

Boston, Massachusetts 

Summary. This antenna was originally developed 
for the Air Navigation Development Board under a 
U. S. Navy contraot.  Four equally spaced longi-
tudinal slots in the wall of a cylindrical cavity 
constitute the radiating elements.  The four slots 
are energized by three independent feeders in such 
a way that one circular radiation pattern and two 
figure of eight patterns are obtained.  When the 
antenna is used in conjunction with a goniometer, 
a rotating limaoon pattern results.  Intercoupling 
among the feeders is very low.  The antenna is 
7 feet high, 15 inches in diameter and weighs 
110 pounds.  The antenna may be readily tuned with 
the aid of a calibration chart to any frequency 
between 108 no. and 118 no.  Experience with a 
number of installations shows that the overall 
course errors are around  1.5 ° although the 
antenna error itself can be kept down to about 
one half of this value.  The design of the antenna, 
flight teats and the several sources of course 
errors are discussed in detail. 

Introduction 

A Visual Omnidirectional Range (VOR) system 
affords an aircraft a direct reading visual indi-
cation of the true bearing of the range station 
as seen from the aircraft.  This is accomplished 
by transmitting two signals, one whose phase does 
not vary with azimuth, and a second whose phase 
varies linearly with the azimuth angle.  From a 
comparison of the relative phase of these two 
signals, the true bearing can be determined. 

In present day VOR stations these two sig-
nals are transmitted on the same carrier frequency 
which is usually between 112 mc. and 118 no.  The 
constant phase signal is generated by amplitude 
modulating the carrier by a 9960 cyole subcarrier, 
which in turn is frequency modulated by a thirty-
cycle signal.  The carrier, modulated in this 
manner, is radiated equally in all directions of 
the azimuth.  This thirty-cycle signal, as received 
by a double detection (AM-FM) receiver, is in the 
same phase at all points of azimuth.  The variable 
phase is generated by radiating a rotating figure-
of-eight pattern.  The RF phase in one lobe of 
this pattern is the same as that of the carrier. 
The RF phase in the second lobe of the figure-of-
eight pattern is opposite to that of the carrier. 
If each lobe of the pattern is a true cirole and 
the pattern is rotating at a thirty-cycle per 
second rate, the carrier as received in an air-
craft will be effectively amplitude modulated at 
a thirty-cycle rate and the phase of this thirty-
cycle will vary linearly with the azimuth angle. 

The rotating figure-of-eight pattern can be 
generated in two ways: 

(a)  An antenna radiating a figure-of-ei 6ht 
pattern can be rotated at 1800 RPM, or 

(b)  Two stationary figure-of-eight patterns 
at right angles to each other can be modulated in 

time quadrature at thirty cycles by means of a 
goniometer, so that a single rotating figure-of-

eight pattern results.  The present antenna is of 
the latter type. 

In the development of this VOR antenna, 
the following points were considered to be partic-
ularly important: 

(a) The antenna should radiate only pure 
horizontal polarization, so that bearing errors 
and attitude effeots introduced by even small 

amounts of ve rtical polarization would be avoided. 
(b) The antenna should be inherently accu-

rate, possessing primary patterns which would 
result in small bearing errors. 

(c) The antenna should be a compact unit 
that can be shipped in a crate, bolted in place, 
and placed into operation by connecting three 
oables. 

(d) The antenna should preferably contain 
no rotating parts. 

Fig. 1 shows two views of the antenna, the first, 
with the protective radomes in place; and the 
second, with the radomes removed. 

General Design 

Method of Feed 

Metal cylinders with one or more longi-
tudinal slots have been used in the past to pro-
vide several types of radiation patterns.  If a 
potential is applied across a slot by means of a 
coaxial line wa,ose inner and outer conductors are 
connected to the opposite side of the slot, cur-
rents flow around the slot.  When the slot is 
relatively narrow in terms of the wavelength, 
vertically polarized radiation caused by vertioal 

components of the currents substantially cancels, 
while horizontally polarized radiation results 
from the horizontal currents across -the top and 
bottom of the slot. 

When there are two slots on opposite sides 
of a cylinder and both are similarly excited but 
in phase opposition to each other, a figure-of-
eight pattern is radiated.  When there are four 
equally spaced slots, two figure-of-eight patterns 
at right angles to each other can be had by excit-.-
ing alternately, now one pair of opposite slots, 
then the other pair of opposite slots.  If all 
four slots are excited so that the horizontal 

currents associated with all four, are in the same 
direction a pattern omnidirectional in azimuth 
results. 

A sketch of a four-slot antenna is shown in 
Fig. 2, View A.  Four slots 1, 2, 3, and 4, are 
cut in the cylinder, equally spaced around the 
circumference.  The diameter of the cylinder is 
chosen to be approximately 0.15 wavelengths, as 
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the beat compromise between two factors.  A oylin-
der of too large a diameter results in a deviation 
of the lobes of the figure of eight patterns from 
true circles.  A oylinder of too small a diameter 
would reduce the radiation resistance of the slots, 

making impedance matching difficult. 

The feeding method is depicted in view b of 

Fig. 2, in which a developed or spread open view 
of the interior of the cylinder  is shown.  Four 
200 ohm open wire lines 11, 12, 13, 14, using the 

inner surfaces of the cylinder as ground return, 
are terminated across slots 1, 2. 3, and 4, each 
in the same direction.  Approximately a quarter 
wave from the slots, these four lines are connected 
to a single 50 ohm coaxial line 21.  Power fed to 
line 21 will then excite each of the four slots 
equally, producing a continuous field around the 
cylinder, resulting in an omnidirectional radia-
tion pattern.  Substantially no reflection is 
introduced at the junction of line 21 with lines 

11, 12, 13 and 14. 

Two 100 ohm coaxial lines 15 and 17 are 
terminated in opposite directions across slots 1 
and 3.  Approximately a quarter wave from the 
slots, these two lines are connected to a single 

50 ohm coaxial line 19.  Power fed to line 19 
excites slots 1 and 3 in phase opposition, result-
ing in a figure-of-eight radiation pattern with 
nulls in the directions of slots 2 and 4.  In a 
similar manner, slots 2 and 4 are fed by lines 16 
and 18, producing a second figure-of-eight pattern 

displaced ninety degrees from the first.  Essen-
tially no reflection is introduced at the junction 

of line 19 with lines 15 and 17, or line 20 with 

lines 16 and 18. 

The feeding arrangement is such that no 
bridges or other isolating means are required to 
eliminate cross talk among the three sets of 
feeders.  A potential applied across line 19 
results in equal but opposite potentials across 
lines 11 and 13.  The waves started by these 
potentials along lines 11 and 13 cancel at the 
junction of lines 11, 13 on the line 21.  There-
fore, assuming perfect symmetry no signal can be 
transmitted from line 19 into line 21.  Similarly, 
no signal is transmitted from line 20 into line 21. 
Py the law of reciprocity no signal is transmitted 
from 21 into 19 or into 20. 

The two sideband feeders 19 and 20 are also 
isolated from each other.  When slots 1 and 3 are 
energized by a potential applied to line 19, equal 
potentials of the same sign appear on both sides 
of slot 2.  Similarly, the potentials appearing 
across slot 4 are also equal end of the same sign. 
Therefore, no potentials are produced across lines 
16 and 17, so that no signal is transmitted from 
line 19 into line 20 or vice versa. 

The length of each of the branch feeders 15, 
16, 17, and 18 is approximately a quarter wave-
length at the  mean frequency in order that the 
lines will present a high impedance across the 
slots to potentials from feeder 21.  Similarly, 
each of the lines 11, 12, 13, and 14 is a quarter 

wave length long at the mean frequency in  order 

that all lines will present a high impedance 
across the slots to potentials from lines 19 and 

20. 

The above described method of slot excita-

tion, while well suited to an antenna of this 
type, is not the only one that could be used. 
For instance, in Fig. 3, slots 1, 2, 3, and 4 
are fed by only one line per slot, respectively 
by lines 11, 12, 13 and 14.  Lines 11 and 13 are 
ponnected to terminals 21 and 23 of a coaxial 
bridge 5.  Lines 12 and 14 are connected to ter-
minals 22 and 24 of a similar coaxial bridge 6. 

When a potential is applied to terminal 25 
of coaxial bridge 5 two equal but opposite poten-
tials are produced at terminals 21 and 23. Slotsl 
and 3 are then excited in phase opposition and a 
figure-of-eight pattern is produced. When a poten-
tial is applied to terminal 27 of Bridge 5 equal 
potentials in the same relative phase are procbced 
at terminals 21 and 23. Slots 1 and 3 are then 
excited the same relative phase. Bridge 6 has sim-
ilar properties. Terminals 27 and 28 are connected 
to the referanoe feeder. When a potential is 
applied to this feeder all four slots are excited 
in the same relative phase resulting in a circular 

radiation pattern. Terminals 25 and 26 are ccnnect-
ed to the sideband output terminels of the goniormAen 

The Two Modes in the Cavity 

Beoause of radiation through the slots, the 
inside of the oylinder behaves like a lossy cavity 
in which two different types of modes can be 
excited.  The mode of, say, Type I is excited by 
either of the two sideband feeders.  The mode of 
Type II is excited by the reference feeders. 
When the reference feeder is energized the lines 
of eleotrio field are distributed as shown in 
view A of Fig. 4.  The cylinder is then in effect 
divided into four equal parts indicated by the 
imaginary partitions shown in view A of Fig. 4 by 
the dotted lines.  The cross sectional area of 
the effective cavity back of each slot is there-

fore one quarter of the cross sectional area of 
the cylinder.  When one of the sideband feeders 
is energized the electric lines of force are 
distributed as shown in view B of Fig. 4.  In 
this case, the effective cavity behind each slot 
is much larger than in the previous case.  There-
fore, the "cut off frequency" for the Type II 
mode shown in view A of Fig. 4 is substantially 
higher than the "cut off frequency" for the 
Type I mode shown in view B.  If a lossy cavity 
is operated near or below it ebut off frequency" 
the distribution of voltage —0- along a slot is 
of type -IP= we sio(3x+,y) where  is the 
distance along a slot and ocd3, ar are constants. 
P voltage distribution of this kind is illustrated 
by view C in Fig. 4.  When a cavity of this type 
is operated well above its cut off frequency the 
voltage distribution is approximately sinusoidal 
as shown in view D of Fig. 4.  The dimensions of 
the antenna are such that the cut off frequency 
of the Type II mode must be artificially lowered 
to avoid exponential distribution of the refereme 
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signal along the slots.  This latter oondition 
would be undesirable for the following reasons: 

(a) With an exponential or 
distribution of voltage along the 
tion resistance is low making the 
frequenoy sensitive. 

a semi-exponential 
slots the radia-
impedanoe too 

(b) Unless both the reference and the side-
band feeders are connected at the exaot centers of 
the slots, the center of radiation for the side-
band signal is not' at the same height as the center 
of radiation for the reference signal, because the 
sideband distribution along the slot is approxi-
mately sinusoidal with the voltage maximum at the 
oenter of the slot, whereas the reference voltage 
distribution is unsymmetrical. 

Antenna Tunine 

If four short circuiting bare were symmet-
rically placed across each of the four slots at 
some distance from say the bottoms of the slots, 
the eleotrioal length of each of the slots would 
be shortened by equal amounts, and the slots would 
be "tuned" to a higher frequency.  If, instead of 
short oircuiting bars, equal finite inductanoes 
were placed across the slots, the tuning frequency 

would also be raised, to an extent depending on 
the values of the inductances.  If, in lieu of 
inductances, equal finite capacities were placed 
across the slats, the electrical slot length would 
be increased and the tuning frequency would be 
lowered.  Thus several means are available to tune 
the antenna over an appreciable frequency range. 

The tuning of each slot separately would 
involve a lengthy operation, and would result in 
pattern dissymmetry unless relatively complex 
measurements were used to control the operation. 
A method of tuning all slots simultaneously and 
symmetrically, for both reference feeders and side-
band feeders, is shown in the sohematio diagram of 
Fig. 6.  By cross connecting opposite pairs of 
slots, the impedance placed between the opposite 
pairs is effeotively placed across each slot. 
Cross connections of this type are made both at 
the top as well as at the bottom of the loading 
fins.  The two cross connecting means will be 
referred to as "tuning bridges" or simply "bridges". 
Both views in Fig. 6 are intended to show the same 
set of fins cross connected by the same tuning 
bridge.  View A indicates the polarities of the 
potentials which exist when only the sideband 

feeders are energized.  View B shows the distribu-
tion of potentials when only the reference feeder 
is energized.  In both cases the plus and the minus 
signs refer to the polarities of the potentials. 
The numbers are used to identify the fins. 

When the sideband feeders are energized, the 
junctions of the cross connecting conductors, shown 
as circles in the diagram, are at zero potential. 
The lengths of the cross connecting conductors 
determines the value of the inductance shunted 
across the slots of opposite polarities.  The 
length of these orosa connecting conduotora can be 
varied by sliding the cross connecting assembly 

(bridge) up or down.  Slide bar extensions to the 
fins are provided upon which the bridge rides. 

When the reference feeder is energized, 
the lengths of the cross oonneoting conductors is 
immaterial beoause they cross connect fins at equal 
potentials.  The capacitance between the two sets 
of the cross conneoting conductors (capacitance 
between the two concentric circles in the diagram) 
is the parameter that can be used to control the 
impedance presented to the reference feeders. 
Thus, there are two independent adjustments, one 
which has an effect only on the impedance presented 
to the reference feeder.  One adjustment is made 
by translating the tuning bridge.  The other adjust-
ment is accomplished by moving a plunger which 
varies the capacitance between the two sets of 
cross connecting conductors in the bridge.  The 
nature of these impedance controls is such they 
allow one to tune the antenna to any frequency 
within its operating range without disturbing the 
symmetry of the radiation pattern. 

The lower and the upper bridges are provided 
with graduate scales which enable one to clamp the 
bridges at various positions which correspond to 
different frequencies.  A calibration chart pro-
vided for each individual antenna gives the proper 
settings of the bridges for any frequency between 
108 no. and 118 no.  The variable condenser con-
sists of a stationary cylinder and a movable con-
centric metal plunger.  The capacit ance oan be 
varied by moving the plunger.  The upper as well 

as the lower bridge is provided with a variable 
capacitor of this type.  Both plungers are gradu-

ated.  The plunger in the upper bridge is adjusted 
only when it is desired to change from the 108 mo. 
- 112 inc. band to 112 no. - 118 mc. band or vice 
versa.  The calibration chart gives proper settings 
of the plungers for the frequencies in operating 

range of the antenna.  Experience shows that the 
retuning of the antenna from one frequency to 
another can be done in something lees than an 
hour.  This operation may be performed in the 
field by relatively unskilled personnel.  It is 
not necessary to make either impednace or pattern 
measurements. 

When the slots are tuned by means of the 
condenser in the lower bridge, the impedance 
presented to the feeder at the junction of the 
four open wire lines is around 45  0/ 12.5 ohms. 
Therefore, a small shunt capacity of the proper 
value can be used to match the reference feeder. 
rho required value of this capacity remains 
sufficiently constant over each half of the oper-
ating band.  Standing wave along the four indiv-
idual br anch lines feeding the slots does not 
exceed 1.25 to 1. 

The four coaxial lines feeding the slots 
with the sideband power are not connected directly 
across the slots.  On the contrary, the inner 
conductors are terminated in fixed series induct-
ances.  The value of these inductances is suoh, 
that when the slots are correctly tuned by the 
lower bridge, the impedance at junction of each 
pair of slot feeders is around 75 14 0 ohms. 
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A small shunt capacity of the proper value boated 
three-eighths of a wavelength from this junction 
toward the generator, is used to match the feeder 
to the 52.5 ohm line.  Five values of this capacity 
are required to cover the frequenoy band of 106 to 
118 megacycles.  It is noted that the matching 
problem is relatively minor because the feeding 
arrangement is suoh that without any matching the 
SSR even along the br anch feeders is under 1.5. 

Details of Construction 

In Figures 7, 8 and 9 are shown out away 
drawings of the antenna.  Fig. 7 shows the lower 
third, Fig. 8 the center third, and Fig. 9 the 
upper third.  In the lower section, the support-
ing structure can be seen.  The mast A-7215 passes 
through the hubs of two heavy wheel like castings 
separated by the outer shell A-7214.  The two side-

band cables W-7201 and W-7203 from the goniometer, 
enter the antenna through the supporting mast and 
terminate in Tees P-7201 and P-7202.  To these 
Tees are connected matching stubs W-7209 and W-7218. 
To the same Tees are connected cables V-7212 and 
W-7221.  Cable W-7212 feeds coaxial lines 7.-7214 

and W-7215 which are connected to one pair of 
opposite slots.  Cable W-7221 feeds coaxial lines 
W-7223 and W-7224 which are connected to the other 

pair of slots.  Cable IS-7206 is the reference 
signal cable.  It is normally connected to the 
modulation eliminator.  This cable is carried up 
inside the cylinder between the slots and is 
co nnected to the four individual feeders supplying 
the reference signal to the four slots.  For 
mechanical strength, four 1/8 inch thick fiber 
glass strips, similar to A-7209, are bolted across 

the slots. 

In Fig. 8 can be seen the sideband feeders 
W-7214, W-7215, W-7223 and W-7224.  The inner oon-
ductors of these lines terminate in the series 

inductance sections V-7216, A-7217. A-7225 and 
W-7226.  The four sets of loading fins are visible 
in this drawing.  Extending downward from the 
bottom of the loading fins are the eight calibrated 
slide bars E-7207 through E-7214 on which the 
tuning bridge E-7204 rides.  When this bridge is 
moved downward the inductance across the slots is 
increased.  The calibrated coaxial condenser C-7206 

is used to adjust the impedance presented to the 
reference signal feeder. 

Four heaters such as HR-7202 and HR-7203 
are arranged symmetrically close to the inside wall 
of the cylinder.  They provide up to 1250 watts 
dissipation for sleet melting.  Trimmer condensers 
C-7204, C-7205, C-7206 and C-7207 aoross the center 
of each set of fins are used to compensate for manu-
factur ing tolerances in the fin spacings.  They are 
adjusted at the factory and locked in place. 

In Fig. 9 can be seen the main reference 
cable W-7206, the stub W-7227, and the four "open 
wire feeders" W-7228, W-7229, W-7230 and W-7231, 
each terminated across one of the slots.  The upper 
bridge, C-7207, used for changing from the (108 mo. 
- 112 mo.) band to the (112 mo. - 118 mc.) band is 
also shown.  The top casting provides a support for 
a DME. 

The antenna is designed for 40 G vertical 
shook, and winds up to 160 miles per hour.  The 
coaxial lines are hermetically sealed.  All joints 
in the upper 2/3 of the antenna structure are 
also sealed.  Gasketed radomes are provided over 

each of the four slot openings. 

The seams in the shells of the early models 
of the antenna were not sealed and drain holes 

were provided to dispose of the small amount of 
water that might be driven through the seams by 
wind.  Experience showed that when water was 
driven in,some of it tended to cling in the form 
of droplets to the inside surfaces of the loading 
fins, causing an inorease in capacitance between 
pairs of fins.  This change in capacitance resulted 
in bearing errors sometimes as high as  3°. By 
sealing the seams in the upper 2/3 of t e antenna 

this trouble was eliminated. 

While heaters are provided for sleet 
removal, experiments show that about 1/2 inch of 
ice, even when deposited on only one side of the 
antenna, produces a bearing error of about 0.4°. 
A 1/4 inch coating accumulated during a sleet 
storm resulted in something lees than 0.2°. 

Approximately 125 watts of heater power is 
used continuously in Liberia in order to retard 
growth of fungus.  This is believed to be in 
accordance with the now more less standard prao-
tioe followed in tropical climates. 

Antenna Adjustments  

Upon assembly, the antenna is accurately 
bal anced by means of the trimmer condensers 
installed in the loading fins.  These trimmers 
are adjusted so that the nulls of the two figure-
of-eight patterns are separated by 180 degrees. 
The input impedances looking into the sideband 

feeders are then measured at several frequencies 
in the frequency range in order to check the 
fundamental symmetry of the antenna.  Radiation 
patterns are also taken at these frequencies. 
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The seoond operation is the tuning calibra-
tion.  The antenna is checked over the entire 108 
to 118 megacycle band, being tuned to unity stand-

ing wave ratio at each of the test frequencies. 
From this data is drawn a calibration curve. 
Between the calibration points the standing wave 
ratio does not exceed 1.2 and is usually less than 

1.1. 

After the calibration has been completed, 

the antenna is ready to be installed in the field 
with no further operations than bolting in place, 
connecting three cables, and phasing of the carrier 
feeder. 

In Fig. 10 is reproduced a pattern as 
recorded on a polar reoorder.  Each lobe is just 
ninety degrees wide at the three db points, and 
one hundred twenty degrees wide at the 6 db points. 
This is as it should be for true oiroles.  The 
power levels of the four lobes are equal within 
.1 db.  The interseotione of the figure-of-eight 



patterns are spaoed by ninety degrees  0 °. The 
referenoe pattern deviates from a circle by  .2db. 

In Fig. 11 is a family of figure-of-eight 
patterns.  These patterns were obtained by connect-
ing both sideband feeders to a goniometer, and 

recording patterns with the goniometer settings of 
0, 22.5, 45, 87.5 and 90 degrees.  These patterns 
were obtained with the antenna tuned to the fre-
quency at which the patterns were recorded.  A 
similar family of. figure-of-eight patterns shown 
in Fig. 12 were recorded with the antenna deliber-
ately tuned to a wrong frequency so that a stand-
ing wave ratio of 4.7 existed on the sideband 
feeders.  No appreciable inorease in bearing error 
is apparent in spite of the 4.7 SIR along the side-
band feeders.  This corresponds to a detuning of 
1.65 megaoyoles.  Thus, it is apparent that the 
antenna may be operated over a considerable band 
without retuning, although such operation is not 
recommended. 

Figure 13 shows the vertically polarized 
oomponent of radiation.  In this figure the larger 
figure-of-eight is a recording of the normal hori-
zontally polarized radiation.  The smaller figure-
of-eight pattern shows a record of the vertically 
polarized component.  This record was obtained by 
turning the reoeiving antenna through 90° and eller 

increasing the power by 30 db (1000 to 1).  The 
vertical component is 36 db below the horizontal 
component. 

Counterpoise Effeots  

A study of the effect of the counterpoise 
was made with the aid of microwave models.  The 
data obtained from this study serves to dhow that 
a counterpoise of too small a diameter has the 
effeot of increasing the size of the "cone of 
confusion" shove an antenna.  In Fig. 14 is 
recorded the vertical pattern of the reference 
radiation of a model antenna mounted so that its 
center was 0.4 wavelengths above a counterpoise 
one wavelength in diameter.  A deep well occurs 
above the antenna, as expected.  In Fig. 15 is 
recorded the vertical pattern of the sideband 
radiation under the same conditions as in Fig. 14. 
Here, radiation at 90° above the horizon is only 
10 db below the maximum of the lobe.  The counter-
poise seems to be radiating under these conditions, 
the amount depending on the proximity of the count-
erpoise to the antenna,  then the counterpoise is 
placed even closer to the center of the antenna. 
The sideband radiation direotly upwards may be 
only several decibels below the main lobe. 

Currents are induced in the counterpoise by 
the reference radiation are ciroular.  If the 
counterpoise is also circular, no current paths 
are interrupted, regardless of the size of the 
counterpoise.  The radiation pattern of circular 
currents has a well along the axis of symmetry. 

Tests were conducted to determine the 
counterpoise size for substantially no sideband 
radiation at 90° above the horizon.  Fig. 16 shows 
the radiation pattern in the vertical plane for 
the sideband field with the co unterpoise increased 
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to two wavelengths in diameter.  There is no 
field dirootly above the antenna.  tith a co unter-
poise 1.5 wavelengths in diameter, radiation 
straight up is still very low.  then the antenna 
is to be used in conjunction with a counterpoise, 
it is reoammended that it be placed 0.4 wave-
lengths (from its center) above a counterpoise at 
least 1.5 and preferable two wavelengths in dia-
meter.  Under such conditions, the "cone of con-

fusion" should be very small. 

Flight testa made at Friendship Airport,at 
Baltimore, Maryland showed that tho antenna mount-
ed above a round counterpoise 9 feet in diameter 
(approximately one wavelength) produced a cone of 
confusion which was only a fraction of the width 
of the cone produced by a standard CAA 5 loop VOR 
near Baltimore. 

Some installations in which a counterpoise 
35 feet in diameter was used resulted in what 
seemed to be a complete absence of the cone of 
confusion at least when flown in some aircraft. 
There is also some evidence that a VOR installa-
tion which has no cone of confusion may appear to 
have one when flown in an aeroplane equipped with 
some types of receiving antenna installations. 

The field from the antenna is very small in 
oomparison with the field in the directions along 
the ground.  It is, therefore, likely that objects 
or irregularities of ground in the vicinity of the 
antenna may reflect sufficient field in the upward 
direction to override the very small primary 
signal at high angles above the horizon.  The 
result of such reflected siclials would be to 
produce a cone of confusion that could not be 
reproduced if the VOR installation were moved to 
another spot at the same airport or to some other 
site. 

Flight Tests  

One of the earliest models of this antenina 
was lent by the Air Navigation Board to the Air 
Transport Association for flight tests at Friend-

ship Airport, Baltimore, Maryland.  A demonstra-
tion of experimental TVOR equipment, using this 
antenna, was held under the auspices of the Air 
Transport Association on March 5, 6 and 7, 1952. 
Fig. 17 is a photograph of the experimental instal-
lation being prepared for the tests. 

Atlantic Division representatives of the 
CAA made theodelite controlled flights, with 
Mr. Ceorge Luecker as the observer.  Five flightk 
were made around the station, all at a constant 
distance of five miles, at various altitudes 

corresponding to vertical angles above the horizon-
tal ranging from 3.26 degrees to 12.79 degrees. 
On Fig. 18 are recorded three representative 
flights.  The three different flight altitudes 

correspond to vertical angles of 3.26, 8.10, and 
12.79 degrees.  A portion of the last flight record 
was interrupted in the vicinity of 100 degrees 
because of poor visibility.  The error curves for 
all three plots track quite well, and each shows 
errors around plus or minus one and one-half degrees. 



The predominant error is of the single cycle type 
which, as explained in the appendix to this paper, 
is suspected to be due to 30 cps amplitude modula-
tion of the reference signal caused by small non-
linearity in the experimental transmitting equip-

ment. 

Flight checks of later installations made 

mostly at airports confirm the early data obtained 
at Baltimore.  Although later antennas were sub-
stantially more accurate than the early models, 
the overall bearing errors observed in flight 
check remained about the same (except in a few 
cases where  1° bearing errors were observed). 

It is likely that a substantial portion of the 
overall error measured in a flight test is caused 
by factors independent of the antenna.  For exemOs 
site errors or single cycle errors due to 30 ops 
modulation of the reference signal, goniometer 
errors and others may well mask the bearing errors 

due to the antenna itself. 

In all flight checks the aircraft attitude 
effects were found to be very small (approximately 
the thickness of the needle as observed on the 
standard cross pointer instrument) showing that 
the vertical component of the field radiated by 
the antenna is sufficiently low in comparison with 
the horizontal component. 

APPENDIX 

Some Sources of Bearing Errors  

The following discussion is believed to be 
applicable to VOR Stations in general, not only to 

those using the antenna described in this paper. 
It is noted that most of this discussion is equall$ 
applicable to antennas using rotating dipoles. 

(1) Deviation of the primary pattern from a figure 
of eight having perfectly ciroular lobes. 

The ma gnitude of the bearing error intro-

duced by a given deviation of the lobes of the 
figure-of-eight patterns from true circles can be 

calculated as follows: 

Let the EA figure-of-eight pattern be 
described by function 0 (9).  Then the N-S figure-
of-eight will be given by 0 (90-0). 

The signal at time  t in direction 9 is 

=  (0) cos ce,  + ç(90*-0)sir'wt 

0 (6) + 02(90 ° — (9) 

where if  the bearing error. 

tan p (90 .-  61) 

('t9 

Cos(cot-0 

In the ideal case when the lobes of the 
figure-of-eight patterns are perfect circles 

69) = cos 0 

95 (go  =  e9 

so that the bearing error is zero. 

In the general case when the lobes are not 
perfect circles the error vs. azimuth curve has 
four complete cycles. 

(2) Non-Linearity in Transmitting Equipment. 

One-cycle errors can be produced by the 
presence of thirty-cycle amplitude modulation of 
the carrier signal.  Such modulation changes the 
phase of the space modulation produoed by the 
rotating figure-of-eight in such a manner as to 
cause one-cycle error.  The original source of this 
thirty-cycle modulation of the carrier is probably 
the tone wheel or its equivalent.  The 9960-cycle 
frequency modulated suboarrier has been observed 
to be also amplitude modulated by as much as five 
to ten percent at a thirty-cycle rate.  If a slight 
non-linearity exists in the transmitting equipment, 

partial rectification takes place resulting in 
thirty-cycle amplitude modulation of the reference 

field. 

Let the reference field be 

= cos (Of fl ÷ Cr. G 05  t  50.1 

where  a-. = modulation factor due to the spur-
ious 30 cycle si gnal 

modulation frequency .)( 2ir 

. modulation phase (could have almost 
any value) 

The sideband field from one figure-of-eight 

*it azimuth 9 is 
5, = no cos GO t coj &.CojLt t 

where  177 =  modulation factor (usually 0.3) 

0 == azimuth angle 

The sideband field from the seoond figure-of-eight 

is 

.52 rn coS cOt• cOS  smAt 

The total signal T at azimuth angle 0 is then 

T = -SR + 5, + 
cos wt p-i- 0- COS (4 t 1)4) 

Pr') C 05 ( 6, -4t)3 

The envelope E of T is then 

E  = I  C 05 (A t  $t)i- rn C05 01 -A 0 
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This expression may be transformed into the follow-
ing form 

E  

where  a r. 0 COS(0 1-50 4- rl) 

and the bearing error  p is given by 

t an p  1/45-jr)  re -1- 50  
cos (e t_ 

p) 

The maximum value of error p is at the 
azimuth angles which results in 

given 

0-
coS  fk)  rri 

The maximum value of the bearing error is 
by 

t qv, r,ax o-
÷  r r)  / 77 

Cr-

Example:  Let rin.. 0.3 which is the usual value. 
Assume that the undesirable amplitude modulation 
of the carrier by the spurious 30 cps is 1.5%. 
Then 

: .015 

A value of6 degrees is the bearing error obtained 
under such conditions.  It is noted that a bearing 
error of this type would be obtained with an 
absolutely perfeot antenna.  Single cycle errors 
of this origin are often assumed to be caused by 
antennas. 

(3) Inequality of lobes in one of the two figure-
of-eight patterns. 

In Figure 19 are shown two figure-of-eight 
patterns.  The maxima of the two lobes in, say, 
the North-South pattern are equal to each other 
and each is equal to unity.  The lobes in East-
Viest pattern are assumed to be unequal; the maxi-
mum of one lobe is 1 - CC  , the maximum of the 
other lobe is 1 / CC . The nulls defined in the 
East=hest pattern are at azimuth angles 4(90°+i ) 
with respect to the line  joining  the max ma. 

lAhen C4 is a small fraction, angle OL is also 
small.  This state of affairs is observed when a 
small fraction of the power supplied to one of the 
two sideband feeders is radiated in the form of 
omnidirectional reference pattern because of some 
lack of symmetry. 

Under such conditions at azimuth  0 the 
total side band field 1r  (from both figure-of-
eight patterns) is given by 

[(care 4-00cosAtil- SPI&SiniN 0 

X'  C.Jt 

This expression may be transformed into the 
following form 

F-=10 co5 (e  - p) 

in which  t  is the bearing error.  Uhen this is 
done it is found that 

ran g  s 
I -I- tar ca%. 0 

The maximum value of tan t  is 

The polar equation of the figure-of-eight 
pattern with unequal lobes is 

-_,.-.  --I- cos 0 

The nulls /7 =42 occur when coSt9 = --Ck 
If we let e=  , it is found that 

a= Sie7 

If this value of CC  in terms of 9. 
is substituted into the expression for the maxi-
mum value of EF  it is found that tan  t = 
tan 1. which means that /3 =y . Moreover the 
maximum value of error occurs at the same azimuths 
as the nulls of the figure-of-eight pattern with 

unequal lobes.  Error of this kind, when plotted 
against azimuth results in a single cycle curve. 

(4) Inequality of the Two Figure-of-Eight Patterns. 

Let it be assumed, as shown in Figure 20, 
that the amplitude of the North-South figure-of-
eight pattern is "a" while the amplitude of the 
1!;ast Aest figure-of-eight pattern is "b".  Then 
the sideband field at azimuth 9 is 

f= = C054.) t (a ccu e caszlt -l-
b  e S/P) t) 

This expression may be transformed into the follow-
ing form 

F=  

where t is the bearing error.  It may be shown 
that 

ran 13_, 0- 99 r e  
(/ q) lan 26? 

Where q = 
The maximum value of error occurs when 

te2r7 6 
9 

The maximum error is given by 
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tan fi 
z ArT 

(5) Course Error Caused by Mis-phasing of Sidebands. 

When the two figure-of-eight patterns are 
not radiated in the same RF phase, a small bearing 
error results.  Consider the case where the RF 
phase of one figure-of-eight is delayed 0 electri-
cal degrees behind the carrier, while the RF phase 
of the second figure-of-eight is advanced the same 

amount.  The total field T is then 

7-  
(ee t  co) S;PI  t SiA7 #51 

The envelope of T 
-12 

E =  ft + cos 95 cos (2,t - (9)_1 + 

rr?' Sit7  C 05 2 t  t  j 

By expanding E into a series it is found that the 
bearing error p is given by the following approxi-
mate expression. 

tar, #  "n2 p 9 29 ( //, 4 est 

Fig. 1 
The four slot VOR antenna with (a) protective 
radomes removed, and (b) protective radomes 

in place. 

It is noted that this is a four cycle error. 

Examples  assume that the modulation factor 
M  =  0.2, and that the total phase error is 
20 = 18°. The maximum course error is found to be 

only 0.016 degrees. 

(6) Course Error Caused by Mis-phasing of the  

Carrier. 

If the two figure-of-eight patterns are in 
the sane RF phase, but carrier pattern phase is in 
error by 0 electrical degrees, the total field is 

T = Si"? ( 44.) t +  r'2 sir; cvf cos6 t cos et 

f.v) s I," cot sm  t sin e 

The envelope reduoes to the form 

E = Et+ z rn cos .0 cos (e -21  + 

(ER  

E  )+ m cos,/ cos (9 -At) 

Terms involving (1-cos 0) 2 and higher powers of 
(/-Cospt9 have been neglected.  Thus, as long as 
(i_c051 0) is a very small quantity, which it 
usually is, there is practically no bearing error. 
The only effect is a change in the percentage of 

modulation. 
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Fig. 2 
A spread open view of the four slots, showing the 
method of exciting the slots for both the reference 
patterns and the two figure-of-eiyht patterns. 
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Fir. 3 
A spread open view of the four slots, 
showing an alternate method of slot 
excitation employing bridges. 

vit  C 0 

Fir. 4 
Cavity modes of type I and type II 
and voitape distribptions along 

a slot. 

Fig. 5 - A slot loaded with fins. 
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Fig. A - Cross cannections between fins. 
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Fig. 7 
Cutaway drawing of the lower third 

of the antenna. 
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Cutaway drawing of the center third of the antenna. 

F . 10 
Primary patterns of the antenna, showing the 
reference pattern and the two figure-of-eight 

patterns. 

Fig. 9 
Cutaway drawing of the upper third of the antenna. 
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Fig. 11 
Antenna patterns obtained with the side band 
feeders connected to a goniometer set at 22 1/2 

degree intervals. Feeders matched. 

sr(Ftfir. 
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Fig. 12 
Antenna patterns obtained with the side band 
feeders connected to a goniometer set at 22 1/2 
degree intervals. Antenna detuned 1.7 megacycles. 
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Fig. 13 
Vertically polarized component of antenna 

radiation. 

Fig. lh 
Vertical plane pattern of the reference field with 
the antenna center placed 0.h wavelengths above a 

counterpoise one wavelength in diameter. 

9. 

Fig. 15 
Vertical plane pattern of the sideband field with 
the antenna center placed 0:h wavelengths above a 

counterpoise one wavelength in diameter. 
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Fig. 16 
Vertical plane pattern of the sideband field with 
the antenna center placed 0.4 wavelengths above a 

counterpoise two wavelengths in diameter. 

Fig. 17 
The experimental TVOR installation at Friendship 

Airport, Baltimore, Md., March 5, 1952. 
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Fig. 18 
Theodelite flight checks of the Friendship 

Airport experimental TVOR installation at three 
representative vertical angles. 



Fig. 19 
Course error caused by inequality of the lobes 
of one of the two figure-of-eight patterns. 
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Fig. 20 
Course error caused by inequality of the two 

figure-of-eight patterns. 



TRAPPED WAVE ANTENNAS 

Herman Ehrenspeck, Werner Gerbes and Francis J. Zucker 

Air Force Cambridge Research Center 
Cambridge, Mass. 

SUMMARY 

The question is first raised as to how 
a 'trapped  wave radiates, and what beam 
shapes it can produce.  The results are com-
pared with the radiation fields produced by 
conventional antenna apertures. 

A flu sh-mounted type of antenna is 
discussed which utilizes waves trapped in 
single and multiple dielectric layers.  The 
calculated mode characteristics are in very 
good agreement with experimental results. 
By means of phase and amplitude control, it 
should be possible to design such antennas 
with a great variety of beam shapes in azi-
muth and elevation. 

HOW DOES A TRAPPED WAVE RADIATE? 

A surface wave is one which propagates along 
an interface between two media.  If the surface 
wave is slower than light, it carries most of its 
energy within a small distance from the inter-
face, and will not radiate unless a discontinuity 
impedes its progress.  We can therefore speak of 
it as a guided, or 'trapped' wave.  Its phase 
fronts are perpendicular to the interface (see 
Fig. 1), while the amplitude decays exponentially 

upward. 

The general theory of surface waves has been 
described elsewhere.1 Here we are concerned with 
the manner in which a surface wave radiates,.and 
with the types of pattern it can produce.  We 
will also discuss phase control on dielectric 
sheets, as a prerequisite for beam shaping in 
practice. 

At first sight the expression 'trapped wave 
antennas' appears like a contradiction in terms. 
How can a wave be 'trapped' and radiate at the 
same time?  To explain this, we consider an in-
finitely long unshielded waveguide (dielectric 
slab or corrugated surface.)  One or more trapped 
modes will propagate along it.  They do not radi-
ate as long as the guide is uniform.  If the 
guide is cut short, however, to form a finite slab, 
then a radiation pattern is set up.  This means 
that the existence of an electromagnetic far-field 
is somehow connected with the missing parts of the 
infinite surface.  As usual, the far-field pattern 
is obtained by integrating over the tangential E 
or H field along the slab surface.  Choosing the 
origin of coordinates in the center of the slab, 
and paying attention only to the limits of inte-
gration, we note first that 

r  = 0 
-OD 
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(no radiation).  This implies, however, that 

-d/2  d/2  d/2  -d/2  00 f  0, or I  _ f 
-d/2  d/2  -d/2  -co  d/2 

In words:  the radiation pattern of the finite 
slab is equal in magnitude and opposite in phase 
to the pattern of the two semi-infinite slabs 
which have been cut away. 

We can shuffle the limits of integration in 
another way, more useful than the first: 

d/2  d/2  -d/2 

_d, 2 _a. _... 
(see Fig. 2). ,This shows that the finite-panel 
pattern can be regarded as a superposition of the 
patterns of two semi-infinite panels, with origin 
at -d/2 and d/2, respectively.  The two panels 
are fed out of phase by the time it takes the 
trapped wave to travel from -d/2 to d/2, plus a 
delay of /7" occasioned by the phase-reversal of 
the shorter semi-infinite slab (minus sign in 
front of the last integral).  To obtain maximum 
radiation in the end-fire direction, this phase 
delay must be compensated for by choosing d ap-
propriately.  We are merely restating here in 
physical terms the well-known Hansen - Woodyard 
condition, for which a number of pseudo-explana-
tions have appeared in the literature from time 
to time. 

It also appears from Fig. 2 that the far-
field pattern of the longer semi-infinite slab 
could be obtained alternatively by integrating 
over a vertical plane through d/2 (vertical plane 
through -d/2 for the shorter semi-infinite slab). 
In this plane, the phase is constant and the 
amplitude decreases exponentially away from the 
Slab (it is trigonometric within the slab).  The 
radiation of the finite slab is therefore due to 
its two transverse planes of discontinuity.  As 
before, the radiation from the plane through d/2 
is delayed by the slow-travelling surface wave. 
In addition, we have the phase reversal for the 
aperture distribution in the plane through -d/2, 
because, just as before, we are supposed to 
subtract the (-d/2)-pattern from the (d/2)-pat-
tern.  Physically speaking, we might say that the 
phase reversal is due to the different nature of 
the field discontinuities at -d/2 and at d/2:  in 
the first aperture the trapped wave is being set 
up, while in the second it is being terminated. 
At any rate, it is the front and the back end of 
the trapped wave which radiates, and there is no 
continuous leakage of energy along the slab sur-
face itself. 



We cannot go much further in our physical in-
terpretation of the manner in which a trapped wave 
radiates.  There seems to be little point in draw-
ing lines of power flow from the finite slab to 
its far,-field, since the impossibility of localiz-
ing energy in a Maxwellian field leads to an in-
finite number of power flow pictures, all equally 
correct. 

WHAT BEAM SHAPES ARE OBTAINABLE  

FROM TRAPPED WAVE ANTENNAS? 

Dunbar has shown2 how to utilize travelling 
wave antennas for beam shaping.  By suitable am-
plitude and phase control, it is possible to 
obtain shaped beams (such as csc2) as well as pat-
terns with deep nulls.  Dunbar's design equations, 
as he himself noted, break down when the phase 
velocity of the travelling wave is less than that 
of light.  This means that our trapped wave anten-
nas are excluded from Dunbar's analysis.  The 
question therefore arises as to the beam shapes 
obtainable from trapped wave antennas, and as to 
the variety of these beam shapes when compared to 
the faster-than-light travelling wave antennas. 

Integration3 over the semi-infinite slab of 
Fig. 3 reveals that the radiation pattern due to 
a trapped wave is elliptic, with front-to-back 
ratio given by (c + v)/(c - v).  This assumes that 
the transition from slab to free space is made 
gradual enough to give rise to a negligible re-
flected wave.  If an appreciable reflected wave 
does exist, its pattern will also be elliptic, but 
with reversed front-to-back ratio and a maximum 
amplitude equal to the incident wave amplitude 
multiplied by the reflection coefficient.  In what 
follows, we shall omit this reflected wave pat-
tern.  Combining the two semi-infinite slab pat-
terns according to the prescription in Section 1, 
we find by simple algebra that the finite slab 
pattern is of the conventional sin x/x form, with 
the added observation that the envelope of its 
polar plot is sti ll the ellipse of the semi-in-
finite panel, doubled in amplitude but with the 
same front-to-back ratio. 

Comparison with faster-than-light travelling 
waves shows (see Fig. 4) that the pattern of the 
semi-infinite antenna is now hyperbolic, with one 
branch of tne hyperbola mirror-imaged about a 
vertical axis through the phase center.  This re-
sults in a pattern infinity in the direction of 
the emerging main beam.  The infinity disappears 
as soon as two hyperbolae are added (with suitable 
phase difference) to constitute a finite-aperture 
pattern.  The conventional sin x/x polar plot 
emerges again, this time with hyperbolic envelope, 
and with maxima in the direction of the envelope 
infinities.  The limiting case of v * c results 
in a parabolic envelope, and applies to broadside 
arrays. 

The stationary phase points which play an 
important part in Dunbar's analysis correspond to 
real angles of emergence for the main beam, and 
therefore do not appear in the far-field integral 
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for trapped waves.  This suggests that a far 
greater variety of beam shapes is obtainable from 
fast-wave apertures than from trapped wave anten-
nas.  To achieve a prescribed radiation pattern 
it is necessary to vary the phase in the aperture 
so that the main beam emerges at a calculable 
real angle from each point on the antenna.  This 
cannot be done for slow waves, since their angle 
of emergence is imaginary. 

The situation is not quite as dark as it 
seems, for three reasons.  To begin with, the 
pattern of a trapped wave antenna is always ac-
companied by the direct radiation of its feed. 
If the transition from waveguide to dielectric 
slab is sudden, as in Fig. 5, this feed radia-
tion can be suppressed some 15 db or more below 
the energy transferred to the slab, and the total 
pattern is therefore essentially sin x/x.  If, on 
the other hand, a wavegnide horn is used with 
gentle flare and large aperture to effect as 
gradual a transition to the open surface as pos-
sible, then the trapped wave appears to originate 
at minus infinity and the resulting pattern is el-
liptic.  Putting it another way, the direct feed 
radiation is increased so as to fill in the deep 
nulls of the finite slab pattern, until in the 
limit the feed radiation exactly cancels the field 
due to the rear surface of discontinuity of the 
trapped wave, leaving us with the pattern of a 
semi-infinite slab.  This shows that shaped pat-
terns are in principle obtainable from trapped 
wave antennas. 

The second reason is that the extent of the 
ground plane in which the trapped wave antenna is 
embedded can be utilized to influence the total 
pattern.4  Utilizing this method in conjunction 
with control over the direct feed radiation, Dr. 
M. Ehrlich5 succeeded in building a trapped wave 
antenna with excellent csc 2 pattern. 

The third, and most important reason for op-
timism is based on the idea of phase and amplitude 
modulation along a trapped wave antenna.  The 
first man to experiment with such an antenna was 
G.E. Mueller,° although he did not analyze it from 
our present point of view.  Fig. 6(a) illustrates 
his dielectric rod loaded with periodic disks of 
high dielectric constant.  The disks bind their 
trapped wave so closely that its amplitude is 
negligible compared to the amplitude of the 
trapped wave on the rod itself; the disks are 
then spaced in such a way that the in-between 
sections of dielectric rod radiate in phase to 
yield a broadside pattern.  Generalizing Mueller's 
idea, we may examine the far-field integral of any 
periodic phase and amplitude modulation, and soon 
discover the presence of one or more stationary 
phase points of the type utilized by Dunbar.  In 
a recent conversation, Dr. J.C. Simon? mentioned 
to one of us that he approached this problem via 
the Fourier spectrum of the modulated phase func-
tion which, when properly chosen, contains one of 
more lines corresponding to phase velocities 
faster than light.  The decisive point is that 
Dunbar's beam shaping methods are now seen to be 
applicable to modulated trapped wave antennas, 
which therefore exhibit a wealth of pattern 



potentialities equal to that of the fast-wave apen-
tures and the unmodulated trapped wave antennas 

combined. 

The antenna of Fig. 6(a) contains sharp dis-
continuities which cause reflections and high 
side lobes.  To avoid these difficulties, the 
gentler modulation shown in Fig. 6(b) is proposed. 
This figure shows a dielectric slab above a metal 
sheet, first in longitudinal cross-section, and 
then from above.  The periodicity in any given 
cross-section is so low that the resulting pattern 
would be multi-lobed.  It will therefore be neces-
sary to stagger the cross-sections in the manner 
shown and thus cancel the extraneous lobes.  We 
hope to test such a "washboard" antenna in the 

near future. 

PHASE CONTROL ON DIELECTRIC SHEETS  

It is clear from the foregoing that success 
in beam shaping with trapped wave antennas rests 
on the possibilities of phase and amplitude con-
trol.  This requires, first of all, a knowledge 
of the TE and TM modes in slabs and multiple 
layers.  The modal properties are usually deter-
mined by solving a transverse eigenvalue problem, 
which can alternatively be expressed 89 a trans-
verse resonance condition.  We decided, however, 
to carry out the modal anal7sis by a new method, 
due to one of us (W. Gerbes).  It introduces the 
Laplace transform to permit application to ar-
bitrary pulse shapes propagating along the slab, 
and uses matrix notation to allow for an arbi-
trary number of layers.  Only plane sheets have 
been considered thus far. 

Figures 7 to 10 deal with the properties of 
the lowest TE and TM mode in a slab of thickness 

spaced at a height 2-  above a perfectly  con-

ducting ground plane.  A given phase velocity can 
be realized in an infinite number of ways.  If we 
start with a slab directly lying on metal, we can 
keep the phase velocity of a TM mode constant by 
raising the slab off the surface and increasing 
its thickness at the same time, until at very 
large distance from the ground plane it is twice 
what it was to begin with.  To keep the phase 
velocity of a TE wave constant, the slab would 
have to lose in thickness as it is raised upward. 

The dotted line in Figs. 7 and 8 gives those 
values of slab and air-gap thickness for which 
the phase velocity is the same in the TM and the 
TE mode.  These are therefore the geometric con-
figurations for which a dielectric trapped wave 
antenna can be elliptically polarized.  If both 
modes are excited with equal strength, the re-
mu ting polarization is circular.  Fig. 9 shows 
the conditions for elliptic polarization once 
more, and illustrates furthermore that the mode 
velocities are always restricted within a band 
terminated by the velocity of light on one side 
and by the free propagation velocity in an in-
finitely large dielectric slab on the other. 

A large nu mber of data were taken by one of 
us (H. Ehrenspeck) to verify the theoretical pre-
dictions of mode characteristics.  The excellent 
agreement shown in the right half of Fig. 10 is 
typical of the results.  The worst deviations ob-
tained are those shown in the left half of the 
figure.  They occur when the slab lies directly 
on the metal surface, and are due to the minute 
but non-negligible air gaps still between them. 
A simple error calculation was made, with the 
result that a good fit was obtained for an average 
air gap thickness as indicated on the figure. 

When more than one slab is used, the number 
of different geometrical structures corresponding 
to a single phase velocity increases further. 
Fig. 11 shows three possible configurations 
(drawn to scale), all yielding the same phase 
velocity.  The general formula for multiple 

layers is as follows: 

th 1 = 

where 

and 

t  h 14:6  — ri-1 I   

1  et•  E  tktol' E L 

4, 1, 

—  4.c,;(1)  t hip tilp_tho 

th v = tanh ikv?; 

(k is the transverse wave number), 

= 6kt4f44 ., 

and where the layers are numbered in ascending 
order.  The fo rmula for TE modes looks much the 
same, except that the tanh on the left-hand side 
is replaced by a coth, and that all dielectric 
constants are replaced by permeabilities. 

Fig. 12 illustrates a number of the points 
which we have been making.  It is the phase and 
amplitude plot of a dielectric slab placed on a 
large ground plane.  The slab is indicated in 
black on the bottom of the picture, with the feed 
horn being just beyond the right-hand margin.  The 
phase fronts are perpendicular to the slab near 
its surface, while the amplitude contours are es-
sentially parallel and very densely packed due to 
the exponential decay (5 db per line).  The slight 
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wiggle in the amplitude lines comes from a small 
reflected wave.  The strong discontinuity on the 
left is due to the slab end.  As a result of the 
very smooth transition from waveguide mode to 
trapped wave, the only disturbance in the vicini-
ty of the feed is a group of amplitude islands on 
the extreme right which are some 35 db below the 
field intensity at the slab surface.  The length 
of the antenna is such as to satisfy very nearly 
the Hansen - Woodyard condition for maximum gain: 
this can be seen by following the radiation from 
the region of the source, across the dielectric 
slab (where its phase is seen to interfere with 
the phase of the trapped wave), and into the main 
lobe region which begins on the extreme left and 
in which the original phase fronts align them,-
selves quite well with the phase fronts arising 
at the terminal discontinuity. 

To sum up, then, we might say that the pro-
cess of radiation from trapped wave antennas 
seems well understood at the present time, that 
some of the basic information required for phase 
and amplitude control is now at hand, and that 
the introduction of phase and amplitude modula-
tion along a trapped wave antenna should provide 
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Fig. 1 
Phase front contours of a metal-clad 

dielectric antenna. 
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us with beam shapes suitable for a great variety 
of applications. 
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SCATTERI M OF ELECTROMAGNETIC WAVES BY WIRES AND PLATES 

U. S. Naval Ordnance 

Abstract 

J. Weber 
Laboratory, White Oak, Maryland 

and 

University of Maryland, College Park, Maryland 

The scattering of electromagnetic waves 
by wires and plates is discussed, particularly 
with reference to new polarization components 
which appear.  The problem of scattering of 
radiation by a rectangular plate, for arbitrary 
angle of incidence, and arbitrary direction of 
polarization,is solved.  The problem of scatter-
ing by wires is formulated in terms of the current 
distributions on the wire when center driven, and 
when driven as a receiving antenna.  A relation 
between the magnitude of the input impedance of 
a center driven wire and the scattering proper-
ties of the wire is given.  The use of simple 
sinusoidal current distributions is shown to give 
good results for the scattering of wires of length 

less than a wavelength. 

The scattering properties of a wire are 
shown to provide a method for precisely measuring 
the magnitude of the input impedance of a center 
driven wire.  This avoids the unknown impedance 
usually associated with measurements on a center 

driven wire. 

Introduction  

Experiments have shown that certain re-
ceiving antenna sites have the property of 
changing the polarization of incident electro-
magnetic waves.  In order to study these effects, 
we have calculated the scattering of electro-
magnetic waves by plates, and wires. 

Consider a wire ab upon which linearly 
polarized electromagnetic waves are incident, 
with the direction of polarization given by the 
vector E, the component of the electric field 
vector E parallel to ab will excite ab and the 

scattered fields will 
have components perpen-
dicular to E. 1E  Figure 1 

a  The cross polarization scattering of 
plates can be understood from the following 
model.  Imagine that a conducting paraboloid of 
revolution is excited by a dipole, as shown in 

Figure 2. 

Figure 2 

The direction of the currents induced in 
the paraboloid is shown by the arrows.  In the 
forward direction the polarization of the radi-
ation is the same as that of the dipole, because 
the cross polarization field from element A is 
cancelled by that of element A'.  Suppose we re-
move the entire paraboloid except element A. 
Then we still have currents induced in A with 
direction shown in Figure 3. 

Figure 4 

Q ‘.A 

Figure 3 

If the element A is of the order of a 
wavelength on a side or larger and remains 
oriented in a direction tangent to the parabo-
loid, the radiation scattered in the direction 
of the paraboloidal axis will be large.  This is 
because the maximum of the diffraction pattern 
can be expected to be in the direction of the 
specular reflection angle.  It will be shown 
later that this is so. 

Scattering of Electromagnetic Waves by Plates 

Consider a rectangular conducting plate 

oriented as in Figure 4. 

II  „.. . 
r •,  

„ 
- 

- 

ONCOMING RAY 
IN XY PLANE 

To simplify the calculation it will be 
assumed that the plate is rectangular in shape 
and lying in the ya  plane, with the origin at 
one edge of the plate (Figure 4).  The oncoming 
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electromagnetic wave will excite currents in the 
plate.  The radiation due to these currents will 
now be calculated. 

If we are interested only in field com-
ponents which vary as i= ,where r is the dis-
tance from the plate, then the electric field 
components E.  and Ef  at point P can be shown 

to be given' by 

where 

where 
and 

Es =  422 -4 N on-  8 

E of = —  N 

(1) 

(2) 

= Nrcose cos cf /V..(...v-o 6 4k4i  (3) 

tk/* 4.41 e 

and 12  are the coordinates of point P 

J  c(A (4) 

\./ 

In (4) J is the surface linear current density on 
element dA of the plate. h." is the distance be-
tween dA and point P.  J is a complex vector 
whose phase accounts for the difference in phase 
of the currents in the plate as a result of ex-
citation by an obliquely incident wave. 

If, for instance the wave normal of the 
incident wave is in the xy plane and makes an 
angle ( with the x axis, then the wavefront 
arrives at a point whose coordinate is -t-y sooner 
than at the origin.  The difference in distance 
(Figure 4) is y sin  y . The difference in phase 
is  (14A.u.01 0E)::Ite r.:m r A  where +It= "I= 

A 
a r 

-1-") 

(5) 

Let us now consider the field scattered from the 
plate, at large distances. 

In this case it is known that a good 
approximation is the relation r"zr--v-Iceo / 
where r' is the radius vector from thT origin 
to dA and 4  is the angle between  1- and r-' . 
It can be readily shown  that 

Cog V = c.eo  coo 6 $ 1-  e  co.(9-9') 
(6) 

where 8 and (1( are the angle coordinates of P 

and 90' are the angle coordinates of dA. 
In this case fi'r f  for all points on the plate. 

From the boundary conditions at the surface of a 
perfect conductor, we _know that the value of J 
is given by j FIxamy where tir is the 

tangential component of the incident magnetic 
field H at the plate and ic  is a vector of 
unit length normal to the plate.  The tangential 
electric field at the plate is zero.  In order to 
calculate the scattered field at point P it is 
only necessary to consider the tangential com-
ponents at the plate.  Then, combining expressions 
5 and 6 we obtain 

b  ste a 

0  - Si 

t-‘ (..tr4Eit i 

r r  es. rpm, J  .(443 

°14J 41".  (7 ) Z 

"v( ((  4 " 9 

With these substitutions the integral becomes 
b 

tuf o° ) 

cb_ (8) 

_ 
N 3mArh-

Carrying out tte integration, we obtain 

aIRA   

LET 

(9) 
(4teL.- cue)( k.. [4..0 a...if 4- 44..irj) 

=  Ccr4 e  = Jb (  + 

( 414.1  tt)t 
A  / 

If the field vector H makes an artitrary angle 
b with the 01..  axis the component  of H paral-

lel to the ;).  axis is hi* = H --
The component of E parallel to the y axis is 

H  H 
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(10) 

where HT is the tangential component of H at the 

plate.  Now a unit normal to the plate is given by 
since the plate is perpendicular to the 

x axis. 

Now 

= 

= a A H (+÷":°-̀)(4"c3--J- 41(-(.4)+,-It (44mi €.4-1 0.3 

where we have set A = ab, A is the area of the 
plate. 

No (fv„  - Ait 

t '1/4)4 cv.1 
Making use of (11) we obtain 

No =EA H 

= &11(  TL 

1,49 4.60F - 4.6A (..1r4.8.1 

The scattered field components E0 and E  are 

given' by: 

Ee Ne E  - v-1'N I°  

Inserting the values of P40  and  
simplifying and making use of the relation 

taor we obtain 

Ee 7-491woo 44.1 

(12) 

Where: 

E0 and E  are the Q and  components of 

the scattered fields. 

E is the incident field 

is the wavelength 

A is the area of the plate 

I- is the distance from the plate to the 
point at which the scattered fields are required. 

a is the length of the plate 

b is the width of the plate 

k = 

0( = ka uro 9 
2 

2 

6 and ‘( are the spherical coordinates of 
the point at which the scattered fields are re-
quired. The incident ray is in the XY plane. 

V'is the angle between the direction of the 
incident ray and the normal to the plate, S  is 
the angle between direction of the incident mag-
netic field vector and the z axis. 

The relations 12 are the general solution 
for the distant scattered fields on a small rec-
tangular plate oriented as shown, for any angle 
of incidence and any direction of polarization. 
It is apparent that although the formulas were 
derived for a rectangular area they will be valid 
for small areas of any shape provided that the 
shape is such that one can reasonably fit a 
similarly oriented rectangle to it.  Only the 
factor(sin ar)inina teeds to be modified for other 

/ 
shapes.  For example if the shape is circular the 
factor( s in L)/s inB ) would probably be a product 

\ 0( A B  / 
of two bessel functions. 

If a and b are larger than a wavelength 

0<  TT woe 

/ ir 4.,A 9 44,n f, r 
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Under these conditions the factortsina X 
% a 

(21A L) will be small unless e, r , and iG  are 
p / 
such that c<  and 8 both approach zero.  The 
quantity sina sinB  therefore is the dominant 

term in the expression 12.  The scattered fields 
are a maximum if o(-ro, B-1. 0  i.e. if 0-, 

and r :", .  These conditions will be recog-
nized as the ordinary specular reflection con-
dition for infinite planes.  This constitutes a 
proof that if a scattering plate is of dimensions  
of the order of a wavelength by a wavelength, or 
larger, the maximum  of the scattering occurs for 
the angle of incidence equal to the angle of re-

flection. If the plate is very small or very 
narrow it behaves like a wire and the specular 
reflection condition has no special significance. 

To obtain the cross polarization and paral-
lel polarization components we require the com-
ponents of the total field in directions perpen-
dicular and parallel respectively to the original 
electric field. 

A unit vector perpendicular to the incident 
electric field vector is/from the geometry of 
Figures 4 and 5, given by 

(4,Ab war) t q, (u,N4,) 

A unit vector parallel to the incident 
electric field is similarly given by 

= (waS 4., r)4-c-i( -um&,..er) # ( 4." 

The total scattered electric field can be written 
as 

E =  (Co uriewor 
Total 
Scattered  4.  4-4- s4(Ee ‘414  e  t 6- )0"' " 

+  
(12A) 

where Ee and E  are given by (12) 

To obtain the parallel and cross polari-
zation components we form the scalar products 

711.. E total and Dic  E total.  This is a tedious 
calculation, the results are 

E scattered = /R8. 4'n 01  N  c Y 
6400 al won v  cri% 

parallel  r a  (6 
polarized 

—  ..A/Q  X 

((Ante cA,3', 4,mr —  r) — 

(13A) 
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E scattered T..  4." 
cross polarized  A r  0(  14""  

AAA1 (10 wo  r 44A1 49  4- 41.. ..Y1 6 1..46  r  a e t_ 
-9) 4._ 4.10 & 4-4/1  r • (.4.nitS) 

4,4"  arJ 4..., r  r 

(13E) 

Expressions (13) are the general solution 
for the distant parallel and cross polarized 
scattered fields in terms of the quantities which 
have already been defined under equations (12), 
for any angle of incidence and any direction of 
polarization of the incident wave. 

If the dimensions of the plate are of the 
order of a wavelength by a wavelength or larger 
theK the maximum values of the scattered fields 
will occur, as discussed previously, for =-
and A =  . In this case expressions (13) r4-
duce to: 

E scattered  z df.1.....4 , Ay14.01 ,4/11-1 .1 
cross polarized  Ar  (14A) 

and 

E scattered  he ,Arz  • 

parallel polarized ?kr  iu"' jr  lfr 

Expressions (14) give the scattered fields 
for the direction in which the angle of reflection 
is equal to the angle of incidence.  Expression 
14A can be shown to have a maximum when S =,it 

and 4 =  cos'j- . In this case 14A becomes / 

E cross 
polarized 
(maximum) 

LA F_  

A t-
(15) 

where A is the area, E is the incident field, A 
is the wavelength, and r is the distance from 
the plate.  Expression (15) gives us the maximum 
value of the cross polarized field under the con-
dition that the angle of incidence'is equal to 
the angle of reflection, the electric field in-
tensity vector makes an an le of 45° with the 
plane of incidence*, and the angle of incidence 
is cos -1 1-  54.80. 

LIT 
Scattering by Wires  

In order to calculate the scattering from 
a wire it is necessary to solve the problem of 
the diffraction of electromagnetic waves by a 
cylinder.  It is one of the purposes of this 

* The plane of incidence is a plane containing 
the incident ray, and normal to the scattering 
plate. 



paper to point out a close connection between 
this diffraction problem and the antenna boundary 
value problems which have been considered by 
radio engineers. 

We imagine first that our scattering wire 
is broken at the center and an impedance  is 
inserted.  Then the scattering wire is equivalent 
to a receiving antenna.  An equivalent circuit 

for the antenna is given by Figure C. 

Eh 

Figure 6 

ZIN is the input impedance of the antenna.  E 
is the electric field and h is the effective 
height of the antenna.  If we remove 21, and 
again join the two halves of the antenna at the 
center the equivalent circuit is represented by 
Figure 7, and this represents the scattering wire. 

Figure 7 h is th- ,-ffective height. 

(16) 

A formula for h can be obtained using the methods 
of Schelkunoff6. The formula is 

(-X  
a l I  JIct%.4.rae 
Y.  (17) 

-1( 
where (')  is the current distribution function 
of the antenna when driven at the center, as a  
trammitter, 1 is the half length of the antenna, 
to' is the angle between the incident ray and the 
axis of the wire, )1(.' is the angle between the 

incident electric field intensity vector and the 
axis of the antenna) k -217-  . When the antenna 
is employed as a receiving antenna it is driven 
by an oncoming electromagnetic wave and the 
driving forces are now distributed along the 
entire antenna rather than at the center.  We 
cannot assume that the current distribution 
function is the same as for the center driven 
antenna.  Let the new current distribution 
function be q9( p . From a knowledge of the 
current at the center of the antenna and the new 
current distribution function 19(}) we can calcu-
late the fields.  The radiation field3 is given 
by E9 = 4.31 

cr  (18) r-  • 
. - - • 

Figure 8 

\Es 

where 1 is the half length of the antenna (see 
Figure 8).  I is the current on the receiving an-
tenna as a function of ..3. . Now I = Ic 
where Ic is the current at the center of the 
antenna.  Taking the value of Ic from expressicn 
16, we obtain 

= E—"L4-1-11=E4)(a) 
Z  2, 

'4e have used both 3 and a  to represent the 
o-ord inates of a point on the antenna to avoid 
confusion  in evaluating the definite integrals 

in 20. 
Utilizing expressions (17) and (18) we obtain 
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ot,) (20)  

In (20) E is the incident electric field in-
tensity,  is the angle between the incident 
field direction and the wire axis, 60 1 is the 
angle between the incident ray and the wire axis, 
r eis the coordinate of a point on the wire, 
measured from the center, -F(E ') is the current 
distribution function of the wire when broken at 
the center and driven as a transmitting antenna, 
(0.ti is the current distribution function of 
the wire as a receiving antenna when excited by 
a plane wave with direction of propagation making 
an angle of 0' with the wire axis and electric 
field intensity vector making an angle le  with 
the wire axis,  is the input impedance of the 
scattering wire -iihen center driven.  It is worth 
noting that the magnitude of the input impedance 
for a cylindrical wire is well defined by (19) 
and (20) in terms of the scattering properties of 
the wire, and the current distributions.  Measure-
ments of the scattering properties could be used 
to obtain !Zim i without the difficulties usually 
encountered in measuring 121,.1 by center driving 
the wire.  This is because the unknown impedance 
associated with the antenna feed does not enter 
into (19) and (20). 

If the problem of the receiving antenna is 
solved rigorously, as a boundary value problem, 
an expression for the current i .,  is obtained. 47/1 
If this is inserted into expression (18), the 
scattered fields can be obtained, provided the 
integrations can be carried out.  The thtegraticns 
are tedious and have to be done numerically. 

A simpler procedure which gives good re-
sults in certain cases is to utilize (20), and 
make simplifying assumptions concerning the cur-
rent distribution functions f( e')  and cecc10,) 
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based on the approximate analogy between an an-
tenna and a transmission line.  For example we 
could assume 

4 4:04 Ata 

40604%  At ( • t'd 

44.". ALA 

.< 0 

The solution of the differential equation 
(24) satisfying the boundary conditions of zero 
current at the ends is 

r=lc cao *icy co.( Icot 6'1 - 4', I  itcy ft 

(21)  4...0 (AC  *. 14 

Expressions (21) are well knownIto obtain 
an approximate formula for c V we can proceed 
as follows, see Figure 9. 

Figure 9 

We regard the two antenna elements 
located at -rz and -z as a section of a tran  is-
sion line driven by the oncoming electromagnetic 
wave and we have, from the transmission line 
equations 

_I °-W  E  -cyume.) -4*(P. v.08) 
a  —4    t  j(22) 

where I is the current along the line 

V is the potential along the line 
is the series impedance per unit length 

Y is the shunt admittance per unit length 
'is the angle between the electric field 
vector and the wire axis 

A' is the angle between the incident wave-
normal and the wire axis 

k  kn.  A = wavelength 
A 

is the distance along the transmission 
line 

z. 

(25) 

where Ic is the current at the center of the 
antenna. 

The current distribution function  q(z) 
is therefore given by: 

cpc1) , ,A4 4, 02e/ - Lou   

Att4r*49)-  .44  (26) 

If WE employ tis expression and the ex-
pressions 21 for  f (e), the integration required 
by expression 2C, can be carried out, the result 
is: 

E. -
J1.0 E.ta 
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e x 
[[:-.1-4 (.44 6.1Z 01).1Ljk4to '44. 4 4.4/ -04 ( 41..1 0 

 -  4t,Q  (wog) 

— 

(23)  (AA:et144(44@e04.001:11)] Lk:1k 6ra -4.4,0e 1)]). 

If equation (23) is partially differenti-
ated with respect to 4.  and equation (22) sub-
stituted in it we obtain 

wv,(4 .08) e 1"6  

where Y 

(24) 

.4% ( woe - woe'  / 

(27) 

J 

For most purposes we can take kl = k,since 
the phase velocity for waves along the antenna is 
very close to the free space velocity.  In this 
case (27) becomes 

Ee = ‘oAE ,-,n IC  4-me  
i•••4 (Au u.,18')PC 

[A.  ̂at;  (4ti  - 4.49.oe  

- (.64 - Lin* )1'1 
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(28) 
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where: 

Ee is the distant scattered electric field 

E is the incident field 

e' 

)4 is the angle between incident field and 

wire axis 

A is the free space wavelength 

r is the distance between the wire and the 
point at which the scattered fields are 

desired 

is the input impedance of the wire when 
in broken at the center and driven as an an-
tenna.  The radius of the wire will 
partially determine the value of 710, 

T 
k  LI 

A is the free space wavelength 

A is the half length of the wire 

angle between axis of the wire and the 
incident wavenormals 

angle between axis of the wire and the 
radius vector to the point at which the 

scattered fields are desired 

The author is well aware of the fact that 
the sinusoidal current distributions are not cor-
rect for an antenna.  The use of the correct in-
put impedance 4:01 and the sinusoidal current 
distributions appears to be a good procedure for 
antenna lengths less than a full wavelength.  To 
show this we have calculated the back scattering 
cross section 0' . For a plane wave incident 
normally on the wire, with electric field in-
tensity vector parallel to the wire, the back 
scattering cross section can be calculated using 
expression 28, and is given by 

6- 4/r)  " - (03 kg) 

-rr 4 
L 'n 

(29) 

c is or times the power scattered back towards 
the source per unit solid angle divided by 

the incident power per unit area 

?\ is the wavelength 

• Yfihis the input impedance of the wire when it is 

center driven 

At= 2/1. 
A 

JL is the half length of the wire 

The very simple formula (29)has been used 
to calculate the back scattering cross section 
for the .01" diameter wire, at 3000 mcs, which 
was used by Dike and King4.  The results are 
plotted on Figure 10  It is apparent that the 
rough approximations used here agree considerably 
better with experiments than do existing first 
order solutions of the problem using the Hallen 
integral equation.  For 2!, ioi we have used the in-
put impedances of cylindrical antennas calcu-
lated by Schelkunoff. 

The expressions given here for the scat-
tering from wires are not valid for wire lengths 
near a multiple of a full wavelength.  King and 
Harrison5 have given a simple approximate formula 
for f(e)  , the current distribution function for 
the center driven antenna.  They also describe a 
procedure for introducing a ficticious length for 
antenna lengths near a multiple of a full wave-
length.  The use of their relation for f(1.) 
and their procedureimakes it possible to use the 
formulations of this paper for wire lengths up to 
the vicinity of two wavelengths. 

,  Conclusion  

We have obtained expressions for the scat-
tering of electromagnetic waves by a rectangular 
plate.  The simple formula (15) gives the maxi-
mum value of the cross polarized field.  A 
relation between the current distributions, inout 
impedance, and scattering properties of a wire 
has been given.  This suggests a method for 
measuring the magnitude of the input impedance 
by measuring scattering cross sections.  This 
avoids the unknown terminal impedance associated 
with most center feed methods of impedance 
measurement.  Relations have been obtained for 
the scattered fields and back scatterinl cross 
section of a wire, based on assumed sinusoidal 
current distributions.  These expressions are 
simple and reasonably accurate up to antenna 
lengths aproaching a full wavelength. 
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BACK-SCATTERING CROSS-SECTION 

FOR 010" DIAMETER DIPOLE 

— FIRST ORDER THEORY 

0000MEASURED 

(ADJUSTED TO EQUAL THEORY AT 

FIRST RESONANCE PEAK) 

: 0 

Note: This data is from the 
paper of Dike and King, the 
solid line is their calculated 
curve based on the first order 
solution of Hallen's integral 
equation. The points marked ÷ 
are those calculated using ex-
pression 29 of this papPr. 
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—Broadside back-scattering cross section of unloaded 
0.010-inch diameter dipole. 
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REFLECTIONS IN MICROWAVE ANTENNAS AND THEIR HARMFUL EFFECTS 
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Great Neck, N. Y. 

Abstract 

In a microwave antenna of the focus-

ing type, the reflecting or refracting ele-
ment is illuminated by power from the wave-

guide assembly.  At any boundary surface 
of the focusing element, some of this power 
may be reflected and return to the wave-

guide assembly.  Here, this reflected power 
may cause troubles such as instability of 

the transmitting oscillator.  Formulas for 
computing this reflection are presented, 

and techniques for its reduction are re-

viewed. 

There is also reflection from the 

waveguide assembly when it receives power 
by way of the focusing element.  This re-

flection is composed of two components: 

that caused by incompletely matched plumb-
ing elements, and that caused by scattering 
from the feed.  The feed reflection is de-
termined by the aspect presented by the 

feed to the incoming focused wave. 

The combination of the reflections 

from the focusing element and from the 
waveguide assembly causes a sinusoidal 

variation of antenna gain with frequency, 
at a rate dependent on the distance be-

tween the two reflections.  In a lobing 
antenna these reflections, if asymmetrical, 

cause an error in its direction-finding in-
formation, which likewise varies sinusoi-
dally with frequency.  Formulas for com-

puting these effects are presented, and 
techniques for their reduction are reviewed. 

Introduction 

As the requirements on microwave an-
tennas become ever more demanding, one as-
pect of their design is receiving increased 

attention; namely, the harmful effects of 
'reflections within the antenna.  In par-
ticular, these reflections are likely to 
degrade certain properties of the antenna, 
when these properties are supposed to be 
maintained over a wLde frequency band. 
This paper discusses some of these effects, 

and some possible techniques for minimiz-

ing them. 

The general class of antenna which is 

considered consists of a focusing element 
and a feed, as shown in Fig. 1.  Attached 
to the feed is the plumbing; the feed and 

plumbing together are given the name wave-
guide assembly.  Most microwave antennas 

are highly directive; in these antennas, 
both the aperture size of the focusing ele-
ment, and the distance between it and the 

feed, are many wavelengths.  In some sys-
tems, the feed and plumbing are close to-

gether, while in others, they are con-
nected by a waveguide which is many wave-

lengths long. 

Ordinarily, all three elements reflect 

in some manner and degree.  Individually, 
the reflections may degrade the perform-
ance of the system in some respects; when 

taken in combination, still further harm-
ful effects may ensue.  The following 

three categories are considered: 

1. Reflection from the focusing 

element. 
2. Reflection from the waveguide 

assembly. 
3. Combination of reflections from 

the focusing element and the 
waveguide assembly. 

Reflection from the Focusing Element  

When the focusing element is illumi-
nated by power from its waveguide assem-

bly, some power is reflected from the fo-
cusing element and returns to the wave-
guide assembly.  Approximate formulas for 

the reflection coefficient seen by the 
feed are given in Figs. 2 and 3 for two 

common antenna types. 
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The dish-type antenna, shown in Fig. 

2, has complete reflection at the dish, 
but only part of this reflection re-enters 

the feed (Ref. 1).  The magnitude of this 
part is determined by assuming that the 

power at the paraboloidal apex travels 
back toward the feed as would that of a 
uniform plane wave.  The voltage reflection 



coefficient seen by the feed may then be 
computed from the feed gain, focal length, 
and wavelength (Ref. 2,3,4); or alternate-
ly, by assuming a relation between feed 
gain and antenna dimensions, the reflec-
tion coefficient may be computed from the 

dish area, focal length, and wavelength, 
as shown.  It may be seen that an increase 

of antenna size will, if the angular width 
of the feed radiation is held constant, 
decrease the reflection into the feed of 
the dish-type antenna. 

The lens-type antenna, shown in Fig. 

3, has partial reflection at the lens sur-
faces; but in the case of a flat outer 
surface, all the reflection from this sur-
face is focused back to the feed.  This 
occurs because the antenna is focused for 

an incoming wavefront that also is flat, 
and the reflection at every part of the 

outer surface adds in-phase at the loca-
tion of the feed.  Thus, in the absence 
of intermediate losses, the reflection co-
efficient seen by the feed is that of the 
flat outer surface.  When the antenna has 
losses, such as those caused by phase dis-
tortion or spillover, the reflection into 
the feed is decreased.  It is assumed in 
Fig. 3 that the curved inner surface is 

sufficiently defocused so that it contrib-
utes only a comparatively small effect. 

The reflection coefficient of the 

lens surface itself depends on the par-

ticular lens material used.  Some materials 
change with frequency; also, in the case 
of a curved or tilted lens surface, the 

dependency upon the relative orientation 
of the incident wave and the lens surface 
must be considered (Ref. 3,5,6,7). 

The reflection from the focusing ele-
ment affects the load presented tc the 

transmitting oscillator, as shown in Fig. 
4 for the case of a typical wide-band sys-
tem.  When this reflection is added to 
that which is already present in the wave-
guide assembly during transmission, the 

resulting reflection varies with frequency 
at a rate which depends on the distance 

between the focusing element and the wave-
guide assembly.  At certain frequencies, 

the two reflections interfere to yield a 
minimum; the waveguide-assembly reflection 

may even be adjusted so that this minimum 
is zero.  However, at other frequencies 

the reflections reinforce, and the maximum 
reflection seen by the transmitting 

ho 

oscillator is greater than that of the 
waveguide assembly alone.  This increase 
of reflection may bring the oscillator 

close to an unstable operating point, or 

"sink" (Ref. 8).  Perhaps even more im-
portant, the reflection from the focusing 
element may cause frequency jumping be-

cause of the large distance in wavelengths 

from the oscillator to the focusing ele-
ment (Ref. 9,10).  In addition, in high-

power-pulse radar systems the reflection 
may contribute to voltage breakdown, and 

in microwave relay systems it may increase 
the distortion of information (Ref. 11). 

The dish and lens antennas analyzed 
above are special cases of a more general 

analysis which handles a reflecting sur-
face having any degree of defocusing.  For 

simplicity, it is assumed that the surface 

is spherical and that the aperture of the 
focusing element is circular and is small 

compared to the spherical radii of both 

the reflecting surface and incident wave-
front.  The result, given for the case of 

a totally reflecting surface, is shown in 

Fig. 5.  Two types of analyses are given. 
The ray analysis, previously used for the 
dish antenna, modifies the result given in 

Fig. 2 (second formula) to account for di-
vergence or convergence of the energy re-

flected back toward the feed.  The wave 
analysis, previously used for the lens an-

tenna, modifies the result given in Fig. 3 
to account for out-of-phase contributions 
to the reflection.  For simplicity, the 
wave analysis assumes that the reflecting 

surface is uniformly illuminated by the 

feed, and it is given for the case of zero 
antenna losses. 

The ray analysis is a good approxima-
tion only when the illumination of the fo-
cusing element is tapered down at the edge 
and when the reflection is defocused.  The 
wave analysis is exact, but it provides 
the indicated simple result only when the 
illumination is uniform or when the re-

flection is perfectly focused.  Since most 
antennas provide tapered illumination of 
the focusing element, the regions in which 

the two analyses usually yield a good ap-
proximation are shown by the solid curves 

in Fig. 5, and the other regions are shown 
by broken curves.  It may be seen from the 
curves that when the reflection is defo-
cused, the ray analysis yields approxi-
mately the average of the wave analysis. 
If the wave analysis were carried out for 



the case of tapered illumination, the curve 

of Fig. 5 would have its nulls filled in 
and its minor maximums reduced, and would 
approach that obtained by the ray analysis 

when the reflection is defocused. 

There are a number of possible meth-
ods  for reducing the reflection from the 

focusing element into the feed; some of 
these are shown in Fig. 6.  Shortening the 

focal length of a dish (Fig. 6a), or curv-
ing the front surface of a lens (Fig. 6h) 

spreads or defocuses the reflection.  When 
this is allowable by the mechanical and 
electrical design, it offers one solution. 

Tilting a paraboloidal dish will direct 
the reflection away from the feed, but a 

large tilt (Fig. Sc) is usually required 
to get a substantial improvement.  A large 

tilt may cause phase aberrations (Ref. 3. 

4); to prevent this, an offset section of 
the paraboloid is often used (Ref. 1,3,4). 

Tilting of lenses (Fig. 6d) is also a pop-

ular technique (Ref. 12,13), and in the 
case of a focused reflection a small tilt 
will effect a large improvement.  A simi-

lar procedure involves stepping half of 

the lens a quarter wave back from the 
other half (Ref. 13).  Apex plates (Fig. 

6e) are often used to cancel the reflec-
tion from a dish into the feed (Ref. 1,2, 

3,4); this is done at the expense of di-
verting a small fraction of the power from 
the main lobe into sidelobes.  Matching 
techniques (Fig. 6f) have been applied to 

reduce the reflection at the surface of a 
lens (Ref. 14).  When this is done to a 

non-refracting surface (such as the flat 
outer surface), there is no change of the 

focusing action of the lens; however, when 
performed on a refracting surface, the 

lens contour may have to be modified to 
maintain proper focusing.  Another method 

for reducing the reflection at a lens sur-
face would be, of course, to employ a lens 

material having the same impedance as that 
of free space (Ref. 6,15).  The possibility 
for achievement of non-reflecting surfaces, 

either by design of the lens material or 

by design of matching plates, is an advan-
tage of the lens antenna over the dish an-

tenna. 

Cancellation of the focusing-element 
reflection with another distant one intro-
duced in the plumbing is a possibility 

(Fig. 6g and 6h); a small loss is intro-
duced by this technique (Ref. 16), and the 
design must be such that the magnitude and 

phase of the cancelling reflection accu-
rately tracks that from the focusing ele-
ment.  Polarization crossing may also be 
utilized:  in a dish antenna, a polariza-
tion twister placed on the dish (Fig. 61) 

will cross-polarize the reflected wave so 

that none re-enters the feed (Ref. 3).  In 
an antenna having a lens construction 

which is alike in the E and H planes, a 

quarter-wave plate between the feed and 

lens (Fig. 6j) will also cross-polarize 

the reflection; another quarter-wave plate 

on the other side of the lens will restore 
the linear polarization.  Another technique, 
not shown in Fig. 6, which can eliminate 
some effects of the reflection, utilizes 

a non-reciprocal element (Ref. 17) in sec-
tions of the plumbing where only one-way 

energy flow is required. 
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Reflection from the Waveguide Assembly 

When the waveguide assembly receives 
power by way of the focusing element, some 

of this power is reflected back toward the 

focusing element, as shown in Fig. 7.  The 
reflection is the sum of two components: 
the power scattered from the feed, and 

that reflected from within the attached 
plumbing.  The plumbing reflection is 
caused by incompletely matched plumbing 

elements and is measurable by standard 
transmission-line techniques; it returns 

to the focusing element with a power dis-

tribution given by the ordinary radiation 
pattern of the feed.  On  the other hand, 

determination of the feed reflection dur-
ing reception must be based on the aspect 
presented by the feed to the wave incident 

on it from the focusing element.  Its mag-
nitude cannot be determined by measuring 

the impedance match of the feed to its 
waveguide during transmission (Ref. 3,18, 

10), nor, in general, is its distribution 
that of the ordinary radiation pattern of 
the feed. 

Not only must the feed reflection in 

question be determined in reception, 
rather than transmission, but the incident 
wave which must be considered is the fo-
cused one.  For example, the horn-type 

feed shown in Fig. 8 has been matched as 

seen from its waveguide, but a uniform 
wave being received by the horn will be 
partially reflected by the edges parallel 
to the electric field.  However, if the 
received wave is focused, the reflection 



is critically dependent on the nature of 
the focused field.  For instance, if the 

focused field has amplitude minimums at 
the horn edges, the feed reflection will 

be small; conversely, if it should have 

maximums, the reflection will be large. 

The plumbing reflection is usually 

made as small as possible; this may be 
done by the usual waveguide matching tech-

niques.  Reduction of the feed reflection 
during reception may be accomplished by 

minimizing those metallic edges which are 

parallel to the focused electric field and 
are located in regions of high field in-

tensity. 

When combined with a reflection from 

the focusing element, the reflection from 

the waveguide assembly causes some effects 

which are described in the next section. 

Combination of Reflections from the  
Focusing Element and the Waveguide  Assembly 

When a wave is incident on the com-

plete antenna, the power entering the wave-

guide assembly is the sum of direct power 
and spurious power.  The spurious power 
arises from a multiple reflection, as 

shown in Fig. 9:  this power is first re-
flected from the waveguide assembly and 
then reflected from the focusing element, 

and finally enters the waveguide assembly. 

Here, the spurious signal and the direct 

signal add and, depending on their rela-
tive phase, the total signal is increased 

or decreased.  Thus the apparent antenna 

gain may be increased or decreased by the 
spurious signal. 

Since the path lengths of the direct 

and spurious signals differ, their rela-
tive phase will cnange with frequency. 

The antenna gain will therefore vary si-
nusoidally with frequency as shown in 
Fig. 9, at a rate which depends on the 

distance between the focusing element and 
the waveguide assembly.  Formulas for the 
magnitude and period of the gain variation 

are given; these are based on the follow-

ing simplifying assumptions:  small and 
constant reflections from the waveguide 
assembly and focusing element, and a dis-
tribution of energy reflected from the 

feed equal to that given by the normal 
radiation pattern of the feed. 

Since the spurious signal is propor-

tional to the product of the focusing-ele-

ment and waveguide-assembly reflections, 

reduction of either one will reduce the 

variation of antenna gain.  Reduction of 

the first may be accomplished by any of 

the methods described in the first section, 
except that those methods which operate 

within the plumbing may not be designed to 

eliminate the effect of the multiple re-

flection between the feed and the focusing 
element.  Reduction of the second may be 

accomplished by reducing the reflection 

from either the plumbing or the feed, or 
both.  When the plumbing and feed are sep-

arated by a large distance, the greatest 

average impl'ovement over a wide frequency 

band  is obtained by reducing the larger 
of the two reflections which comprise that 

of the waveguide assembly. 

In a lobing antenna, the doubly-re-
flected spurious power may cause an error 

of direction-finding information.  This 

occurs when the focusing element is tilted 
with respect to the feed, as shown in Fig. 

10.  The spurious power, reflected from 
the waveguide assembly and then from the 

focusing element, arrives at the feed off-
center, and appears to come from a distant 

target located off the antenna axis by 
twice the tilt angle of the focusing ele-

ment.  This spurious target, or ghost, 

combines with the real target to yield an 
apparent target whose direction is differ-

ent from that of the real target by some 
fraction of the tilt angle.  As before, 

this direction error varies sinusoidally 
with frequency, at a rate which depends 

on the distance between the focusing ele-
ment and the waveguide assembly. 

In Fig. 11, curves are shown of the 
spread of the direction error vs. tilt of 

the focusing element.  Ideally, the spread 
goes to zero when the tilt is zero; how-
ever, if either the focusing element or 

the feed is asymmetrical about its own 
axis, the spread does not go to zero. 

Reduction of the direction-error 

spread may be accomplished by either im-
proving the symmetry of the antenna, or by 

reducing the magnitude of the doubly-re-
flected signal, or both.  As illustrated 

in Fig. 11, complete antenna symmetry re-

quires symmetrical orientation of the an-
tenna components relative to each other 
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and also symmetry of each individual com-
ponent.  These symmetries may be obtained 
by first limiting the antenna design to 
one which is nominally symmetrical, and 
then by providing close manufacturing tol-

erances, or perhaps adjustments, to assure 
that this symmetry is actually obtained. 

The magnitude of the doubly-reflected 

signal may be reduced by any of the meth-
ods previously discussed, except that 

those methods which operate within the 

plumbing may not reduce the direction er-
ror.  When attempting to reduce the doubly-
reflected signal, care must be taken not to 
increase the asymmetry.  For instance, 

tilt of the focusing element will reduce 
the reflection but will degrade symmetry, 
and the direction error may actually be 

increased. 

Conclusion 

When a microwave antenna of the fo-
cusing type is to operate over a wide fre-

quency band, reflections within the an-
tenna are likely to cause a degradation of 
performance.  Reflection from a boundary 
surface of the focusing element back to 
the waveguide assembly may cause troubles 
such as instability of the transmitting 
oscillator.  A multiple reflection between 

the waveguide assembly and the focusing 

element may cause a sinusoidal variation 
of antenna gain arid direction error with 

frequency. 
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Summary 

Two methods of cancelling the surface reflec-
tions of dielectric lenses are described in this 
paper.  fhe first utilizes a simulated quarter-wave 
matching layer, and the second a reactive wall em-
bedded within the dielectric.  The reactive wall 
may take a variety of physical forms, such as arrays 
of thin conducting discs, whivh have a capacitive 
reactance, or arrays of thin wires, which have an 
inductive reactance.  Surface matching is obtained 
when the discs are placed approximately 3/8 wave-
length inside the lens, or the wires 1/8 wave-length. 
Curves are presented that show how the reflections 
at the air and dielectric boundary are reduced for 
various angles of incidence and polarization when 
quarter-wave layer and reactive-wall matching are 
employed. 

The reactance of the array of discs for waves 
incident at various angles and polarizations is 
computed by means of Bethe's small aperture theory, 
and Babinet's principle.  Measuremepts in waveguide 
of the reactance of an array of circular discs for 

various angles of incidence and for both E- and 
R-plane polarization show close agreement with the 
theory. 

Introduction  

The biggest disadvantage in using natural die-
lectric lenses as focusing elements for microwave 
antenna systems is that a portion of the energy 
incident on the air-dielectric interfaces is not 

transmitted.  This decrease in transmission results 
in a net decrease in the power gain of the system, 
while the reflected cnergy raises the input standing 
wave ratio and can cause various anomolies in the 
far-zone diffraction pattern.  If the surface of the 
lens is matched in some fashion, these difficulties 
disappear and the lens becomes a much more useful 
microwave antenna.  Two basic methods of achieving 
a surface match are considered in this paper.  One 
entails the use of quarter-wave sheets on the lens 

surface, while the other involves the placing of 
reactive walls inside the surface of the lens. 
These two methods will be discussed in detail in the 
following paragraphs. 

Matching Methods 

The first method requires a quarter-wave layer 
having a dielectric constant intermediate to thatof 
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air and the main body of the lens.  This layer could 
consist of a foamed dielectric, but such a material 
is believed to be impractical for this purpose due 
to physical limitations.  The quarter-wave layer 
may also be simulated by perturbing the surface of 
the dielectric lens, as illustrated in Fig.  1. 
Dr. Tetsu Morita of this laboratory has determined 
by theoretical and experimental means that these 
surface perturbations behave s'imilarly to a homo-
genous dielectric.  A possible production technique 

would be to.die cast the entire lens complete with 
this surface. 

In the second method the reactive wall can 
assume a variety of forms.  A rectangular grid of 
thin wires or arrays of thin conducting discs are 
typical physical elements.  The wires have an in-
ductive reactance and therefore must be imbedded 
about 1/8 wavelength within the dielectric to match 
the surface.  The discs on the other hand, have a 
capacitive reactance and, therefore, must be im-

bedded about 3/8 of a wavelength in the dielectric 
to cancel surface reflections.  A practical method 
of construction for the reactive wall is to print 
conducting obstacles or inductive strips on the 
lens surface, and then to cement over this the 
necessary additional layer of dielectric material. 

Theoretical Performance of 
Various Matching Methods  

The relative performance of various matching 
techniques can be evaluated most easily in terms of 
the power reflection coefficient of the air-
dielectric interface.  For quarter-wave matching 

sheets let the external region be region 1, the 
quarter-wave sheet region 2 and the lens region 3. 
Then R I2  and R23 the reflection coefficients " ) 
measured at the interfaces of regions I and 2 and 
regions 2 and 3 are both real.  The power reflec-,, 
tion coefficient R2 becomes 

R2 
(P  + R2 ) - 4R 12 R23 sin2,4) '12  3 2 

(1  RI2R23)2  4R 12 R 23  Sin 24, 

while the electrical length 0 of the quarter wave 
sheet is 

(1) 

(2) 



where 

A = free-space wavelength 

B, = angle of incidence in region 1 

n2 = index of refraction of the quarter-
wave sheet 

L = thickness of the quarter-wave sheet 

When reactive wall matching is used, let the region 
outside the lens be region 1, the region between 
the lens surface and the matching wall be region 2 
and the region within the matching wall be region 3. 
Then R I2  is real and R 23  = a23  + jb 23 . The power 
reflection coefficient in this case becomes 

R22 + 2R 12 (a 23 cos  24 + b23 sin 24)  + a; 3 + 1 
R 2 - 

1 + 2R, 2 (a 2, cos 24o + b23  sin 24) + R1 2 (023  +022 ) 

(3) 

while the electrical spacing 4) of the reactive wall 

from the lens surface is 

where 

Y 2 

0 2n1,  j 
V 

023 + jb 22  - 

n2 - sin 2o, 

the characteristic admittance cf 
dielectric in region 2 (i.e. the 
of the components of magnetic to 
electric field that are parallel 
reactive wall). 

B = susceptance of the reactive wall 

Ti = refractive index of the lens 

L = 

(4) 

the 
ratio 

to the 

separation of the reactive wall from 
the lens surface. 

The conditions for matching a lens with a 
quarterwave layer on its surface are seen from (1) 

to be that R12  = R23  and 4. = 90°. When a reactive 
wall is used for surface matching, it can be de-
termined from (3) that the spacing of the wall from 
the dielectric surface is determined by 

Y 2 (5) 

Y1 

while the normalized susceptance of the wall is 
given by 

where 

= cot 2r4 
Y2 

(6) 

Y = the characteristic admittance of free 
space (i.e. the ratio of the components 
of magnetic to electric field that are 

parallel to the lens surface) 

The single boundary power reflection coeffi-
cient for a dielectric lens of refractive index 
1.57 matched by a quarter-wave sheet at normal in-
cidence is plotted in Fig. 2 by means of (1) and 
(2).  For comparison the power reflection coeffi-
cient for an unmatched surface is also shown.  For 
perpendicular polarization the quarter-wave matching 
sheet reduces the reflected power for all angles of 
incidence while for parallel polarization it re-
duces the reflected power up to angles of 51 degrees 
and increases it above 51 degrees. 

A rectangular array of wires, as shown in 
Fig. 3, will appear inductive to plane waves inci-
dent upon it because the inductive susceptance of 
the wires running in the x direction is orders of 
magnitude greater than that of the capacitive sus-
ceptance of the wires running in the y direction. 
rherefore, this capacitive susceptance will be neg-
lected in the following discussion.  For the values 
of susceptance needed to match the surface of ordi-
nary dielectric lenses the required wire diameter D 
will be so small that in the analysis (and also in 
practice) it will be permissable to replace the 
wires of diameter D by flat strips of width 2D. 

The reactance of an array of thin strips of 
width 2D (oriented in the x direction) to a wave 
polarized in the plane of incidence, can be obtained 
by use of Babinet's transformation from the solution 
for a capacitive slit in a wave-guide operating in 
a TE L, mode.  The solution for the capacitive slit 
is given by Marcuvitz. (2)  Applying the transforma-
tion the inductive reactance of the wires becomes 

17 

X 
-- COS 62 

Z2  A2 

where 

[In (csc  + F (6  -2 1] (7) 
2' K2 's 

Z2 1/Y 2 

S = center to center spacing of the wires 

A2 = wavelength in the dielectric medium 
surrounding the wires. 

The correction term F has a small value for normal 
incidence, and its value decreases further as the 

angle of incidence increases. 

The  reactance of this array of wires (or thin 
strips) for an incident wave polarized perpendicu-
lar to the plane of incidence has been computed by 

MacFarlane." ) He obtains 

X 

Z2  A.  

COS  02 [1n-2— +  2' --
77,0 2 

(8) 

The correction term F' has the same value as F for 
normal incidence but has much greater values for 
angles off the normal. 

In Fig. 4, the single boundary power reflec-
tion coefficient is plotted from (3), (4), (7), and 
(8) for a wave incident on a dielectric lens of re-
fractive index 1.57 matched at normal incidence by 
a grid of wires spaced 0.45 wavelengths between 



centers.  The power reflection coefficient of an 
unmatched lens is also included in Fig. 4.  Here it. 

is seen that with matching the power reflection is 
always greater for parallel polarization than for 
perpendicular polarization.  This grid does not 
give as small a power reflection at angles off the 
normal as does the quarter-wave section. 

The susceptance of a reactive wall composed of 
thin circuiar discs arranged in hexagonal array as 
shown in Fig. 5 will be analyzed later in this 
paper.  The single boundary power reflection coef-
ficient of a dielectric lens of refractive index of 
1.57 that has been matched by such an array of discs 
spaced on half-wavelength centers, together with the 
power reflection coefficient for the unmatched lens 
is shown in Fig. 6.  Here it is seen that for per-
pendicular polarization, matching reduces the power 
reflection for all angles of incidence, while for 
parallel polarization the power reflection is re-
duced for angles up to 42 °, and is increased for 
angles greater than 42°. 

Theoretical Calculation of the Susceptance 
of an Infinite Array of Thin Circular Discs 

The susceptance of an array of small, thin 
metal obstacles can be computed for various angles 

of incidence with the help of Bethe's small-aperture 
theory, and Babinet's principle as follows. 

Consider an array of obstacles immersed in a 
uniform dielectric medium, of relative permeability 
A 2 and relative permittivity a2 , lying in the plane 
z = 0 (as shown in Fig. 5) with two plane waves in-
cident on it at angles 02 and — 62 , each wave being 
polarized perpendicular to the plane of incidence. 
The field components of the resultant wave in 
Gaussian units are 

1772  )(.,-‘ 2.c..8 2) E. =  Fo cos (4 2y sin 62) E  
E 2 

H = E0 cos 02 cos (4 2y sin 

Y. = JR° 

where 

sin 02 sin 

" oaf?  ) 
6 2) E  2  2 

(9) 

(42!/ sin 6-2) 
, EAwi-h 2.c.46 2) 

an 
1?2   

Imagine for the moment another wave incident 
on the array identical to that described in (9) but 
propagating in the negative 7 direction.  It then 
becomes obvious that a magnetic wall can be inserted 
in the plane of the obstacles since the sum of the 
tangential H field of the two waves in this plane is 
zero.  With the magnetic wall in place, the array of 
metal obstacles appears as a pure susceptance to the 
wave traveling in the positive 7 direction.  The 
value of this susceptance is equal to one-half the 
value of the susceptance of the metal obstacles be-

fore the magnetic wall was inserted. 

Babinet's principle states that if a solution 
E(x,y,z) and H(x,y,z), to Maxwell's equation in 
a medium is known, then another solution may be 
obtained by replacing E(x,y,z) by  11'(x,y,z) 
and H(x,y,z) by -/E2/µ 2 r(x,y,z).  Obviously for 
this solution to hold at boundaries, it is also 
necessary to replace all electric walls by magnetic 
walls and conversely.  As a corollary, it is seen 
that all susceptances are replaced by reactances. 

Applying Babinet's principle to the case of a 
wave terminated by the reactive wall, one sees that 
the magnetic wall is replaced by the electric wall 
and the electric-wall obstacles ire replaced by 
magnetic-wall obstacles.  The reactance 2r/Z2' of 
this composite wall is equal to the susceptance 
B/2Y2 of the previous wall. 

The field components of the incident wave 
after the Babinet transformation are 

H' 
)(wt.0 2 ices 02 ) 

= Eo cos (k 2y sin 02) E 

=- — Eo COS & 2 cos (k 2y sin 6,2)c E 2  )(cot -k 2 aco•0 2 ) 

E: =-j  — E o sin 6,2 sin (1? 2y sin 0 
2 

(10) 

)(wt. 02 ato.0 2 

Now the magnetic wall can be removed by the 
reverse procedure used to insert it, and there re-
mains an electric wall with small apertures.  The 
reactance X' of the apertures is related to the 
susceptance B of the obstacles according to the 
relation 

or 

2X'  1 Et 

2 
2 Y2 

-TX  1 B = 
B'  4 Y2 

(11) 

In order to have the array of apertures excite a 
transmitted wave traveling only in the direction 6,2 
it is necessary that the center-to-center spacing 
s be related to the angle of incidence 0 2 by the 
relation 

2 

s  1 + !sin 821 
(12) 

If s were to exceed this limit one or more unde-
sired waves in other directions would emanate from 
the array of apertures. 

Because there is no variation of H: in the x 
direction, magnetic walls can be inserted at the 
planes 11' without affecting the incident wave. It 
can also be seen from (10) that there are planes 
parallel to the xz plane a distance A = A.2/2sin 62 

apart where H: is zero.  Therefore, magnetic walls 
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also can be inserted here.  The behavior of the cell 
bounded by these walls will be the same as that of 

the infinite array. 

Bethe " ) has shown that the normalized suscep-
tance B(/Y; of a single small aperture in a thin 
metal wall of such a cell can be computed in 
Gaussian units from the relation 

—  - 
Y;  -27 ( (m  11 ,2  t N 8,2 4. p.r ,2 1 

B'  X2S  "  Y 7 

His formula can be extended to the present case of 
m identical small apertures by summing up the con-
tributions from the m apertures.  One obtains 

Vihere 

Y;  277 - - y [m  8,2 I. m 8,2  p r 2) 
B  X2S.  

(13) 

(13a) 

= magnetic polarizabilities of an 
aperture the same size as the 
obstacle 

= the electric polarizability of an 
aperture the same size as the 
obstacle 

tangential components of magnetic 
field at the mth aperture 

= normal component of electric field 
at the mth aperture 

B  A 
S =  _To n • E' x H' • dx dy. 

For an integral number of apertures within the cell 
substitution of (10) in (13) gives 

Y;  -4-rr 
-   - P sin 26-0 2) 

B'  V  -3-).2S2 cCoOsS 02 

The value of the electric and magnetic polari-
zabilities of a circular aperture of diameter d 
have been computed by Bethe. (4)  lie finds 

d3 
N.  = 2P ' =--- 

6 

The values for other shapes have been measured by 
electrolytic tank means. "' "  A correction formula 
for the polarizability of wave guide irises whose 
diameter is an appreciable fraction of the wave 
length has been found to give good agreement with 
theory. " ) fhis correction method can also be 
applied to an array of obstacles, with the aid of 
Babinet's transformation.  When a wave is incident 
on the array with the electric field perpendicular 
to the plane of incidence, the normalized suscep-
tance becomes, using this correction method 

1677 

12 vIC 2S2COS &2 I X cl  2 
Ii - 

N.  P• sin202 - 

2 

2 
4. ) 2 
c 

1 — 
N2 

(17) 

When a wave is incident on the array with the mag-
netic vector perpendicular to the plane of inci-
dence the normalized susceptance is 

1677 cos 02 

Y2 73- N2s2 
A 2 

1 (- c1) 

X2 

here ikel is the cutoff wavelength of the TEil  mode 
in a circular wave guide having the same radius as 
the obstacle and X e2  is the cutoff wavelength of 
the Thio, mode in a circular waveguide having the 
same radius as the obstacle. 

(18) 

(14)  Phase Shift Through Surfaces 
Matched at One Incident Angle 

which is the normalized susceptance of an array of 
apertures for a wave incident on them polarized in 
the plane of incidence.  Although (14) has been de-
rived for the specific case of an integral number 
of apertures within a unit cell it holds for non-
integral numbers of apertures between the planes 22' 
as long as (12) is satisfied.  To find the suscep-
tance of the array of discs with an incident wave 
polarized perpendicular to the plane of incidence 
the use of (11) gives 

1677  2 
- P sin 2] 

Y2  /-3- k2S2 cos 6'2 

(15) 

Proceeding in the same fashion it can be shown that 
the susceptance of the array of obstacles for an 
incident wave polarized in the plane of incidence is 

r2 

1677 cos 02 

/k2s2 

When quarter-wave sheets or reactive walls are 
used to cancel the surface reflection from dielec-
tric lenses they introduce a certain amount of phase 
shift to a wave passing through the lens surface 
that would not be present in the absence of matching 
devices.  For quarter-wave sheets this excess phase 
shift results from a combination of increased path 
length due to the addition of the sheet to the lens, 
as well as multiple reflections in the quarter-wave 
sheet.  For a normal incidence match the phase shift 
01 due to the first effect can be easily shown to be 

27TL 
V II - cos le  - 02 )] 

X COS 6,2 

while that due to the second effect is 

,  R I2R 23 sin 20 
4/2 = - tan -

1 + R12 R23 cos 20 

(16)  Figure 7 shows this total excess phase shift 
as a function of incident angle and polarization 
for the same conditions as Fig. 2.  It is seen to 

(19) 
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be not excessive even for grazing angles of inci-
dence. 

When reactive walls are used to achieve a 
match, the excess phase shift results only from 
multiple reflections between the wall and the air 
dielectric interface.  This phase shift can be com-
puted from the formula 

- b23 .1  RI 2 (°23 sin  •   al 
= - tan- I ( -) b2  tan 

1+a 2 •  1 + R12 (023 ccs at + h23 

ccs at.) 

sin 20) 

(21) 

Equation 21 has been plotted in Fig. 8 and 9 
for a wire grid inductive wall and a circular-disc 
capacitive wall respectively.  fhe parameters for 
these curves are the same as those for Figs. hand 6. 

In each of these cases the excess phase shift is 
smaller than A„,16. 

Design Information for Circular Disc Wall 

In order to achieve a perfect match at various 
incident angles and polarizations it is necessary 
to vary the spacing of the reactive wall from the 
lens surface as well as the reactance of the wall. 
Figure 10 shows the spacing of a capacitive wall 
necessary to achieve a match as computed from -(5) as 
well as the disc diameters necessary to achieve a 
match as computed from (6) and the experimental data 
presented below. 

Measurement of Disc Susceptance 
in Waveguide 

When waves that have only a vertical component 
of electric field are incident upon the array in 
Fig. 5, electric walls can be inserted along the 
planes 11' without affecting the performance of the 
array.  If these waves are incident at angles 62 and 
-0 2 with respect to the array normal, there are 
planes perpendicular to 11' such as 22' spaced a 
distance A = A2/2 sin 02 apart where electric walls 
can be inserted that also image all the other ob-
stacles in the array.  The susceptance of the ob-

stacles within the confines of these walls is ex-
actly the same as the susceptance of the infinite 
array of obstacles to a wave incident at an angle 
62 polarized perpendicular to the plane of incidence 

When waves that have only a vertical component 
of magnetic field are incident on the array of ob-
stacles at angles 62 and -02, it is possible to in-
sert magnetic walls at the same positions occupied 
by the electric walls in Fig. 5.  The susceptanceof 
the obstacles within the confines of this magnetic-
wall waveguide is exactly the same as the suscep-
tance of the infinite array of obstacles to a plane 
wave incident at an angle 02 polarized parallel to 
the plane of incidence.  Since magnetic-wall wave-
guide is not available, it is necessary to apply the 
Babinet transformation and replace the magnetic-wall 
waveguide by an electric-wall waveguide and the array 
of obstacles in space by an array of apertures in a 
metal screen.  Then the normalized reactance  
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of these holes is related to the normalized suscep-
tance of the obstacles by (11). 

Figure 11 shows the non-standard waveguide 
cross sections, with obstacles and apertures in 
place, used in determining the susceptance of a 
hexagonal array of circular discs for various angles 
of incidence and polarization.  In each case the 
center-to-center spacing of the discs and apertures 
is 1.010 inches. 

The test sections were machined from aluminum, 
and the inside dimensions are accurate to within 
0.001 inch.  The obstacle and aperture patterns 

were punched from copper sheets, and shadowgraph 
measurements have shown that the average radii of 
the circular obstacles and apertures are all within 
0.63% of the desired radii.  For each waveguide test 
section, discs and apertures of radii 0.202 in., 
0.268 in., and 0.333 in., are available.  For each 
radius, pattern thicknesses of 0.002 in., 0.005 in., 
0.010 in., and 0.020 in. are available, making a 
total of 12 obstacle and 12 aperture patterns for 
each test section. 

Figure 12 shows a block diagram of the test 
set up used in measuring the susceptance of the 
hexagonal array of circular apertures.  Note that 
there is a tuner on each side of the test section 
as well as one preceding the slotted line.  By 
properly adjusting the tuners at each end of the 
test section it is possible to tune out the mis-
match caused by the abrupt change in waveguide cross 

section at the junctions of the test sections and 
the standard size waveguide on either side.  The 
tuner preceding the slotted line transforms the 
generator impedance to the waveguide characteristic 
impedance.  Although the aperture susceptance can be 
determined in terms of the input standing wave ratio 
the most accurate value of susceptance of these 
apertures can be determined by measuring the ratio 
t of the power transmitted with the apertures in 
place to that transmitted when they are removed. 
The normalized susceptance of the apertures b"/Y;is 
given in terms of t by 

- t 
= 2 

r; 
•••, 

(22, 

A block diagram of the test set up used to 
measure the susceptance of the obstacles corre-
sponding to waves incident on the array with perpen-
dicular polarization is shown in Fig. 12.  The 
detailed measuring procedure used is as follows: An 

obstacle pattern is placed in the mid-plane of the 
test section, and a shorting plunger is placed one 
quarter guide wave length behind it.  A positioriof 
minimum voltage is then determined in the slotted 
line.  Next the obstacle pattern is removed from the 
test section and the shorting plunger is displaced 
a distance x until the voltage minimum is observed 
at the same place in the slotted line.  The normal-
ized susceptance of the obstacles is then computed 
from the relation 

Y 2 

277x 
tan 

4e 
(23) 



To determine the susceptance of the obstacles 
and apertures for zero thickness the values of sus-
ceptance for each obstacle and aperture pattern is 
plotted as a function of thickness and the curve 
extrapolated back to zero thickness. This procedure 
is necessary since the Babinet transformation used 
to establish the theoretical basis of these measure-
ments applies only to infinitesimally thin obstacles 
and apertures. 

Experimental Values of Disc Susceptance 

It is estimated that any individual measurement 
of obstacle susceptance by these methods is within 
2% of the true value.  A curve drawn through the 
measured points for various angles of incidence 
should be within 1% of the true value. 

In Fig. 13 are shown typical measured values 
at one frequency of disc susceptance for various 
disc radii and polarizations.  It is seen that for 
the two smaller disc radii the measured points lie 
very closetothe theoretical curves. For the largest 
disc radius the experimental points are considerably 
below the theoretical values, indicating that the 
high frequency corrections proposed in (17) and (18) 
are not valid for a disc radius of 0.165k. 

Measurements of the susceptance of these discs 
have been made at a number of frequencies. As shown 
previously, each frequency corresponds to a dif-
ferent angle of incidence in each waveguide cross 
section.  It has been found that the error between 
experiment and theory does not depend on the center-
to-center spacing of the discs in terms of wave-
length or on the angle of incidence, but only onthe-
disc radius in terms of wavelength.  In Fig. 14 is 
shown the average error between the theoretical 
curves and experimental points as a function of disc 

diameter for each polarization. 

Fig.  1 - Simulated Quarter-Nave Sheets 

Conclusion  

Two methods of reducing the surface reflections 
from dielectric lenses have been discussed.  One 
employs simulated quarter wave plates on the lens 
surface, while the other uses a reactive wall em-
bedded within the dielectric.  The theoretical cal-
culations of the performance of lenses matched by 
these methods indicate that substantially improved 
performance can be obtained by their use. 
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DOUBLE PARABOLIC CYLINDER PENCIL BEAU ANTENNA* 

Roy C. Spencer, F. Sheppard Holt, Helen M. Beauchemin and John L. Sampson/. 

Air Force Cambridge Research Center 
Cambridge, Mass. 

SUMMARY 

Radiation from a point source placed on 
the focal line of a parabolic cylinder is re-
flected in succession from this cylinder and 
from a second parabolic cylinder crossed so 
that its focal line coincides with the direc-
trix of the first cylinder.  The two reflec-
tions result in a parallel beam.  The theory 
is applicable to both microwaves and light. 
The advantages of shipment of the cylinders 
in the form of flat sheets and the possibili-
ties of independent control of horizontal and 
vertical beamwidths and shapes are pointed 
out.  Experimental models have been built and 
tested. 

INTRODUCTION  

In contrast to the usual microwave pencil 
beam antenna formed by allowing energy from a point 
source to reflect once from a paraboloid of revolu-
tion, the device to be discussed makes use of suc-
cessive reflections from two parabolic, cylinders, 
with elements at right angles, each cylinder col-
limating the beam in one plane. 

Functionally, the point source and first para-
bolic cylinder could be replaced by a parabolic 
pillboxl or any other equiphase line source. 

The idea of using crossed cylindrical lenses 
has long been known in optice2, but the applica-
tion to pencil beams Appears to be new.  More re-
cently, the use of crossed cylindrical reflectors 
has been introduced in connection with x-ray 
microscopes3,4 where the phenomenon of total re-
flection of x-rays at grazing incidence lends it-
self to the use of curved metal reflectors. 

P. Kirkpatrick and A.V. Baez3 discuss the use 
of two crossed elliptic, cylinder mirrors to form a 
real image of a point and the use of two parallel 
parabolic reflectors to form a real line image of 
a point.  In both reference 3 and reference 4, the 
reflectors are approximated by sections of circular 
cylinders.  In reference 4, the elliptic cylinder 
is approximated by a bent optical flat. 

GEOMETRY 

Figure 1 shows a perspective drawing of the 
two parabolic cylinders.  The first cylindrical 
surface S1 is given by the equation 

*The geometric design of the antenna was described 
in a report by the same title by Roy C. Spencer, 
Air Force Cambridge Research Center, Report No. 
E5084, (April, 1952). 

Now in the U.S. Navy. 

y2 = 4fx  = 21x,  (1) 

where f is the focal length and 47 = 2f is the 
semilatus rectum.  The point F with coordinates 
(f1 0) lies on the focal line of Sl. The line 
DD  is the image of the point F in  Si; that is, 

any ray emitted from F and incident on Si at Pi is 

reflected as though it originated on DD'. 

The formula for the second cylindrical sur-
face S2 is given by the equation 

(x + f) 2 = 4f(z + f).  (2) 

This surface has been so oriented that:  (a) its 
focal line coincides with DD', (b) it contains the 
point F, and (c) any ray emitted radially from DD' 
is reflected parallel to the positive z axis. 
Under these conditions, S2 has the same focal 

length f as Sl, and the point V with coordinates 

(-f,0,-f) lies on the vertex line of S2. 

It is evident, therefore, that any ray FP1P2 

emitted from a point source located at F will, 
after successive reflections from S1 and S2, be 

directed parallel to the positive z axis.  If 
either condition (b) or condition (c) on S2 were 

relaxed, then other combinations of relative focal 
lengths and orientations would be possible. 

CALCULATION OF THE COORDINATES  

OF COMMON INTERSECTION 

The x, y, and z coordinates of the inter-
section of the two parabolic cylinders with 
2f . 1. 1 were calculated using Eqs. (1) and (2). 
The curve of intersection may be written in the 
following parametric form: 

X  =  t 2/2 

y = t 

(t2 + 1)2 1 z _ 
8  2 

(3) 

Table 1 contains numerical values of x, y, 
and z as computed from Eq. (3).  The range on t 

(that is, y) is from 0 to 2 in increments of 0.1. 
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METHOD OF DEVELOPING CYLINDERS ONTO FLAT SHEETS  

The curve of intersection of the two surfaces 
Si and S2 is a three-dimensional space curve that 

we shall denote as C (see Fig. 2).  If the sur-
faces Si and S2 are separately developed into 

planes, the intersection curve in each case be-
comes a plane curve; however, these two plane 
curves are not identical.  In the construction of 
the double cylindrical reflector, it is desirable 
to know the coordinates of these plane curves in 
order that they may be laid out on flat sheets 
before the sheets are bent into the parabolic 
cylindrical shape. 

Curves of z . constant in the surface S1 are 

all identical parabolas and sl is defined to be 

the art length along any of these parabolas as 
measured from the z axis (see Fig. 2).  Similarly, 
the curves of y . constant in the surface S2 are 

all identical parabolas and s2 is defined to be the 

arc length along any of these parabolas as measured 
from the vertex line HH'.  In Table 1 we already 
have the x,y, and z coordinates of the intersection 
curve C.  In order to obtain the spz coordinates 

of C as measured in the surface Sl, it is neces-
sary to determine sl as a function of either z or 

y, that is, the arc length of a parabola as a 
function of its coordinates.  Similarly, in order 
to obtain the 82' y coordinates of C as measured in 

the surface S2' it is necessary to determine 82 as 

a function of either x or z.  Tables of parabolic 
arc length vs coordinates were computed by the 
Center of Analysis, Massachusetts Institute of 
Technology. 5 The last two columns of Table 1 were 
obtained from these parabolic arc length tables. 

The straight-line elements of the cylinder S1 

along which the z coordinate is measured, together 
with the parabolas along which sl is measured, 

form an orthogonal curvilinear coordinate system 
on the surface S1. When the cylinder is developed 

into a plane, this coordinate system becomes a 
rectangular system in the plane.  The si,z co-

ordinates of the intersection curve C are given in 
Table 1 and a plot of this curve on the developed 
surface Si is shown in Fig. 3(a).  Similarly, the 

cylinder S2 contains an s2,y orthogonal curvi-

linear coordinate system that becomes a rectangu-
lar system when S2 is developed into a plane.  The 

62,y coordinates of the curve of intersection are 

given in Table 1 and a plot of this curve on the 
developed surface S2 is shown in Fig. 3(b).  Note 

that certain points along the intersection curves, 
as shown in Figs. 3(a) and 3(b), are numbered ac-
cording to the first column of Table 1.  When the 
developed surfaces S1 and S2 are returned to their 

parabolic cylindrical form and fitted together, 
identically numbered points will coincide. 

INVESTIGATION OF FEED ORIENTATION 

FOR ZERO CROSS PCLARIZATICN  

Assume that the feed is polarized in the 

direction 

u = j cos t + k sin .G,  (4) 

where t, 3, and  are unit vectors in the x, y, 
and z directions respectively (see Fig. 4), and 
consider the ray that leaves the feed in the di-
rection determined by e and 140 . Assuming that 
the radiation flows along ray paths, then the 
satisfaction of the boundary con dition that the 
tangential component of the electric field vanish 
on each reflecting surface results in the follow-
ing expression for the direction of polarization 
of the electric field on the aperture plane of the 
double parabolic cylinder antenna: 

=  1 i( cos 56sin 04; - sin lOsin Boos 0 ) 
sin 

+ j(coscCcos 9)] . 

(5) 

Since eand Oar° independent variables it is 
evident that the x-component of E can never be 
identically zero for any choice of coC.  The y-com-
ponent is, however, identically zero when 0C = 772 

--that is, when the original polarization is 
parallel to the elements of the first reflecting 
cylinder--and under these conditions the electric 
field on the aperture plane has only an x-component. 

ILLUMINATION OVER THE APERTURE  

An exact ray-tracing analysis of the antenna 
leads to a geometric optics approximation of the 
aperture illumination.  Assuming an isotropic 
radiating source at the feed position, the illu-

mination over the aperture is found to be propor-

tional to a function separable in the normalized 
coordinates x/f and y/f as follows: 

P  kF(x/f)G(y/f), (6) 

1 + x/f 
F(x/f)  . 24.63,   , (7) 

+ (1 + x/f) 2j2 

4 
G(y/f)  =  „ 2 

4 + (Y/f) 
• (8) 

Plots of these normalized functions are shown in 
Figs. 5(1) and (b). 

EXPERIMENTAL MODEL DESIGN  

An experimental model of the double parabolic 

cylinder antenna with aperture 1 ft by 1 ft, 
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f - 6 in. was designed and built.  Full use was 
made of reference 5 in calculating the shapes of 
the flat sheets that were later bent to form the 
parabolic cylinder surfaces.  In Fig. 6(a) the re-
flector surfaces and the component parts of the 
supporting framework are shown laid out prior to 
assembly.  The assembled antenna is shown in 
Fig. 6(b).  The mechanical design in this particu-
lar model features compact packaging in the disas-
sembled state as well as simple rapid assembly and 
take-down procedures through use of dowels and 
slide snap fasteners. 

The amplitude-tapering effects of the system 
as shown in Figs. 5(a) and 5(b) were taken into ac-
count in the design of a K-band  1.25 cm) horn 
feed that theoretically produced at least a 10 db 
illumination taper over the final aperture in both 
the x and y directions.  It is evident from Fig. 
5(a) that if the primary pattern of the feed were 
symmetric in .45 (see Fig. 4), then the final aper-
ture illumination would be asymmetrical in the x 
direction.  This avmmetry in illumination intro-
duced purely by the geometry of the system was 
counteracted to some extent by orienting the feed 
horn so that its primary pattern was asymmetrical 
in . 

Experimental patterns taken with the K-band 
model are shown in Figs. 7(a) and 7(b).  Asymmetry 
of the side lobe levels in the E-plane pattern in-
dicate the presence of asymmetrical edge effects.. 

SHAPED BEAM DESIGN (COSECANT SQUARED)  

After reflection from the first parabolic 
cylinder S1 All radiation striking the second 

parabolic cylinder S2 appears to originate from a 

line source located along the line DIP (see Fig. 1). 
Hence, it is necessary to redesign only the cylin-
der S2 in order to produce a shaped fan beam. 

Using the method suggested by L.J. Chu,6 the 
design of the second cylindrical surface S2 of the 
original experiment model was modified to produce 
a csc20 fan beam over the range 2° to 20°. Ex-
perimental elevation and azimuth patterns are 
shown in Fig. 8.  (The azimuth patterns should be 
shifted horizontally until their peaks match the 
ordinate of the elevation patterns.) 

SUMMARY OF ADVANTAGES  

The double parabolic cylinder antenna has 
several advantages over the conventional parabo-
loid.  Each of its surfaces, being cylindrical, 
can be stamped from flat sheete.  The system it-
self can be designed so that it can be easily dis-
mantled and stored or transported in a compact 
flat package.  There is an absence of cross polari-
zation.  Since the first reflector effectively 
focuses in one plane and the second focuses in the 
orthogonal plane, a certain degree of independent 
control can be obtained over the beam shapes in 
the two planes by modifying the appropriate re-
flecting surfaces.  In particular, thR second sur,-
face S2 can be modified to obtain csc469 patterns. 
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Fig. 1 
Double reflection from orthogonal 
parabolic cylinder reflectors. 

Fig. 2 
Orthogonal curvilinear coordinate 
systems on surfaces S1 and S2. 
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Fig. 8 - Experimental patterns of csc2 model. 

Point 
No. i 

t z r z 81 
. 2 

! 
0 0.0 0.000 0.0 -0.3750 0.0000 0.5201 

1 .1 .005 .1 - .3725 .1002 .5257 

2 .2 .020 .2 - .3648 .2013 .5426 

3 .3 .045 .3 - .3515 .3044 .5709 

4 .4 .080 .4 - .3318 .4104 .6110 

5 0.5 0.125 0.5 -0.3047 0.5701 0.6636 

6 .6 .180 .6 - .2688 .6343 .7293 

7 .7 .245 .7 - .2225 .7536 .8091 

8 .8 .320 .8 - .1638 .8786 .9043 

9 .9 .405 .9 - .0905 1.0098 1.0166 

10 1.0 0.500 1.0 0.0000 1.1478 1.1478 

11 1.1 .605 1.1 .1105 1.2928 1.3003 

12 1.2 .720 1.2 .2442 1.4452 1.4766 

13 1.3 .845 1.3 .4045 1.6053 1.6799 

14 1.4 .980 1.4 .5952 1.7733 1.9136 

15 1.5 1.125 1.5 0.8203 1.9495 2.1814 

16 1.6 1.280 1.6 1.0842 2.1339 2.4874 

17 1.7 1.445 1.7 1.3915 2.3269 2.8363 

18 1.8 1.620 1.8 1.7472 2.5284 3.2327 

19 1.9 1.805 1.9 2.1565 2.7387 3.6819 

20 2.0 2.000 2.0 2.6250 2.9579 4.1893 

Table I 
Coordinates of the curve of intersection 

of the two parabolic cylinders. 
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DIFFUSE RADIATION IN PENCIL BEAM ANTENNAS 

David Carter 
Consolidated Vultee Aircraft Corporation 

San Diego, California 

,Summary 

This paper is concerned with theoretical es-
timates of wide angle radiation in pencil beam 
antennas.  In reflector type antennas this energy 
consists of direct radiation from the feed and 
scattered energy from the reflector. 

Approximate methods for the evaluation of 
these contributions are discussed together with 
their simplifying assumptions. 

To get some numerical inAication, calcula-
tions were made for paraboloidal reflectors of 
different f/D ratios and a class of primary pat-
terns which provide an approximate representation 
of a great many common feeds.  The results are 
presented in graphical form. 

In many applications of pencil beam antennas 
it is important to know the amount of energy dir-
ected at large angles away from the axis of the 
main beam.  While this energy is usually very small, 
some operations may require all wide angle radia-
tion to be down 50 db or more.  Physical proximity 
of antennas may impose an extremely small upper 
limit on the absolute power in certain directions 
in order to reduce cross-talk or prevent crystal 
burn-out.  This may in turn, for certain geometries, 
add a very stringent specification of side lobe 
discrimination at large angles to the usual gain 
and small angle side lobe specifications.  Then 
feed and reflector design will require a theoreti-
cal estimate of the antenna pattern at large 
angles off axis. 

In reflector type antennas, the energy radi-
ated at large angles off the beam axis consists of 
direct radiation from the feed and scattered 
energy from the reflector.  In any direction where 
these two contributions are of the same order of 
magnitude a knowledge of their relative phases is 
necessary to obtain the power from the resultant 
of the two field intensities.  In the usual case, 
however, the contribution from one far exceeds 
that of the other, and the smaller one can then 
be neglected. 

It is a simple matter to approximate the con-
tribution of the direct radiation from the feed to 
the secondary pattern.  From the definitions of 
primary feed gain function, Gp ( 1 , f ), and 
secondary pattern gain function, Gs ( • , 0 ), 
the power per unit solid angle in any direction. 
for a system having rotational symmetry, is given 

Fig. 1 

P (Y9E)  P 001 = G (5') 2F2 

ps09,0) = las(6) = Gs(9) PT 
47r 

Where PT is the total radiated power and the 
angles are defined in Figure 1.  Then 

ps(0)  c G5 (0) p ,o,  

G (0)  I 

and for the case of negligible diffracted energy 
at el , 

Ps(61) =, Pp(q) 
or  Ps(9 1) fr G (°) P(r1) 

Ps(0)  Gs(0) Pp(0) 
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Assuming 
Writing this in a siightly more practical form, 

- if Ns is the maximum allowable db level of a 
side lobe in the secondary pattern, produced sole-
ly by direct radiation from the primary feed as 
shown in Figure 1., then the db level of the cor-
responding radiation in the primary feed pattern, 

N = 10 log  (  )] 
P  10  P  1 

T77-77 

must be given by 
N  N 10 log  Ga(0)  
p  4.  G (0) 

This indicates, what was intuitively apparent, 
that the larger the secondary gain and the smaller 
the primary feed gain, the less stringent will be 
the requirement on side lobe discrimination in the 
primary feed in order to meet a specified maximum 
wide angle side lobe level in the secondary 

pattern. 

To get some numerical indication, this rela-
tionship was evaluated for paraboloidal reflectors 
of different f/D ratios and a class of primary 
patterns which provide an approximate representa-
tion of a great many of the common feeds. 
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for  

where €42 apd S is the Dirac delta function, it 
can be shown" that 

Gs(o) :(17.1 2 G,(0)  co  gyCos"rtan Yew 
A  r 2  2. 

o 
where D is the aperture diameter, A the operating 
wavelength and il' is the angular aperture.  For 

such antennas then 

Np - Ns - 20 logron  10 log10 
A 

2 

tlos Ita l dr. 

This relationship has been plotted in Figure 
2. for the different feed patterns characterized 
by the values of the parameter  fl  2, A, 6, and 8. 

It controls the choice of a reflector for a 
given primary feed and side lobe spec when the 
side lobe in the secondary pattern is due to 
direct radiation from the feed alone, or speci-



fies the maximum allowable level of this radiation 
for a fixed reflector. 

The other contributing source of radiation in 
the secondary pattern is the energy scattered by 
the reflector.  Usually this is calculated as a 
diffraction pattern from the field distribution 
over the aperture by means .o! the scalar in-
tegral U(P)  const.icid e ? R.ds  , where /T is 
the vector from the4origin to the surface element 
dS, R, , is the unit vector pointing from the 
origin to the point P at which the field is being 
calculated, k = 2  J 7 and II denotes the prin-
cipal polarization component of the arerture 

field.2 Unfortunately this aperture distribu-
tion method involves approximations which, 
among other things, limits the applicability of 
the results to angles near the axis of the main 
lobe. 

Another approach which removes this re-
striction to small angles and reduces to the 
aperture distribution formula for small angles 
off the main beam axis is the method of calcu-
lating the scattered pattern from the current 
distribution over the reflector.  This formula-
tion differs from the former only by replacing 
the scalar integration over the aperture by a 
vector integration of the equivalent surface 
current density over the entire surface of the 
reflector.  However, the calculation of the far 
field leads to significant differences at large 
angles off the main lobe axis. 

Using the latter approach then to obtain an 
estimate of the scattered field, it can be shown 
that the far field is given by 

E  --cons/ - 
6:40—  -7r- to 

and 

where 

-1 11 12c x 
A 

NxH e  dS 

I* and 7, are unit vectors at the field point 
P in the polar and azimuthal directions respec-
tively, N is the unit normal vector at dS,  R 
is the distance from the origin to the field 
point,  and iu are the electric and magnetic 
inductive capacities, respectively, and S denotes 
the reflector surface. 

This may be obtained from an integration of 
Maxwell's equations, expressing the field in 
terms of the sources.3 The lowest order terms in 
R for the case of a source free region bounded by 
one infinitely conducting surface then leads to 
the far field approximation above. 

Many simplifications and assumptions are 
made in order to obtain workable formulas.  To 
anticipate discrepancies between theory and ex-
periment, it seems pertinent to review some of 
the assumptions and approximations that are made 

in the application of the current distribution 
formulas. 

The scattered field in the far zone may be 
calculated once the H distribution over the 
entire surface of the reflector is known.  To 
obtain an approximation in terms of the primary 
feed pattern, it is assumed that the primary feed 
radiation is geometrically reflected and that 
multiple sc'attering between the feed and reflec-
tor may be neglected because of their geometry 
and large separation.  These assumptions imply 
that the reflector is in the far zone of the 
feed, and that the curvatures of both the reflec-
tor and primary feed wave front are so small that 
the transformation from incident to reflected 

wave front may be calculated, at each point of the 
reflector, as though the tangent plane at that 
point reflects a uniform plane wave having the 
sane intensity and polarization as the incident 
wave front at that point. 

The tangential component of the total H at 
any point on the reflector is then given in terms 
of the reflected primary field at the same point 
by 

e)//2 
NxH = 2NxHr =  Nx(SixEr) 

where Sl is a unit vector in the direction of Poyn-
tings  vector on the reflected wave front and the 
subscript r refers to reflected quantities.  The 
far field relations for a point source feed gives 
ER (which, from the geometrical optics approxima-
tion, differs from the incident E at the reflector 
only in polarization), in terms of the primary 
gain function as 

evAR 
- const - GvA t ) er  ) 

where er is a unit vector defining the polariza-
tion in the re flected wave front. 

Substitution of these approximations then 
allows the vector integral I, which determines the 
scattered field, to be expressed as an integral of 
the primary feed pattern over the surface of the 
reflector.  Thus 

I = const. 
r)s -(N•si)e_r7as, 

where /1 is the unit vector pointing from the 
origin  to the element dS. 

The field on the shadow side of the reflector 
is assumed to vanish, which is a consequence of 
using the approximations of the geometrical-optics 
method of calculating the field over the reflector. 
Normally there will be small currents at the edge 
and on the shadow side of the reflector which will 

contribute to the diffraction field, especially in 
the shadow region.  In some cases this might be the-
worst assumption.  However, if the edge of the re-
flector is very near a deep null of the primary 
feed pattern, these currents will be negligibly 
small, and this will be assumed in what follows. 
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To obtain numerical estimates of this second 
contribution to wide angle radiation, the scatter-
ed pattern was calculated under the same conditions 
as in the previous calculations of the direct radia-
tion from the feed, viz., paraboloidal reflectors 
of different f/D ratios and the previously defined 
class of primary patterns, which provide an ap-
proximate representation of a great many common 
feeds.  (Generally Gp is a function of both ?' 
and f . However, for primary feed patterns having 
approximately the same half power beam widths in 
the principal E and H planes, it is assumed that 
the feed pattern can be represented by a pattern, 
having rotational symmetry about the paraboloid 
axis, which is the average of the patterns in the 
two principal planes.) 

To calculate the diffraction pattern, the 
integral of I is expanded in terms of the co-
ordinates shown in Figure 3. 

Fig. 3 

Thx,j, for a paraboloidal reflector ( /2 = 

f sec2 if )it can be shown that 
2 

C 0 IP .1 1 

There are several other simplifying assump-
tions which limit the accuracy of the results. 
One of these is that S1 = iz over the entire 
surface of the reflector.  This implies that the 
far field of the primary feed is more than just 
quasi-point source.  It follows from the previous 
assumptions applied to a paraboloid only if the 
feed is a true point source with a single center 
of phase.  Furthermore, since the geometry of the 
paraboloid makes all reflected rays parallel to 
the axis, er can have no axial component and it 
is set equal to ix at each point on the reflector. 
This assumes that the cross polarization component 
of er may be neglected in calculating the prin-

ciple polarization diffraction pattern because the 
cross polarization energy is a very small fraction 
of the total energy in most feeds of interest. 

With these simplifications, the integral de-

fining the scattered pattern becomes 
ra.F7 

coo , /  ,,-)A lrectl fte Oaf C5, Cos fa JA;ur e -co; Wcor 

it/ef 

0 
C.4 77?•r iCos:V tim l- eef aii  2 

and using the relations 

)( 277# a 

e a cosf 

a 

277* IK Icosf ei a 
2 77# ft 

sinf e ja cost  df 

3." 
,..,-),titsec21 p., case cog r-s.iir achrecost:f-fl fi 

72p,, eVs, - (A1--c)ef 2 a/srd I 
coa 

df  = 2'7J 0(a) 

COST  ds  
= 27riJi(a)  , 

0 

to perform the integration over 

that 

it follows 

r co nit ie:. 8 4.. 1) (z CO-cli fern r i At irm 6' r....1 1 

-'t peczAty/tco.s6kos Va/ a, 
f)' AP2  r 

,-(00 

It can be shown that in the region near the 
axis  (840 ), I reduces approximately to the fam-
iliar integral of the aperture distribution method 
of calculating the diffraction pattern.  However, 
for wide angles, the contribution of the axial com-
ponent of I, which has no counterpart in the 
aperture distribution formulation, cannot be ne-

glected, and the two formulations give signifi-
cantly different answers. 

For feeds having approximately rotationally 
symmetric patterns then, evaluation of this last 
form of I leads to the scattered field of the 
paraboloid in any direction ( 0 , 0 ).  Restrict-
ing attention to the principal E and H plane 
patterns and changing integration variable to 

X = tan /4', it follows that, in the principle 

2 
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E plane (  = 0) 

—  e 
A, X L 

1.,Z72A/7e.rAiejoe x,rGuix1.;.e 

and in the principle H plane (0 = e Y.) 
2 

1  

Le  x 

.1-,.c...,t4 e-i-ek/n-r i  _i ey:2,t/ex L-47 

_Z-(247x---eS2'x 

Since io- i=0 and iv . ix=m-sincis , it can 
be seen that the z field in the E plane hasepolar-
ization, and, since ie . ix = cosecos 0 , the 

field in the H plane has cos polarization. 

For the actual calculation, the previously 
defined feed patterns were used, viz., 

Gp( )4' ) = G(0)cos ''  = G(0)  (i=2 1 

1+xz 1 

and the working formulae for the scattered field 
Paiplitude became 

E(e) = Ae-j2kfcos2 e 

where 

7 

Iz2 

2 

—25-7  

1 + x 

xT.  

in the E plane 

ti# (I  - jI  ) 
xl  x2 

in the H plane 

sin(2kfx2sin29) 
2 

2 -(2kfxsine)dx 

cos (2kfx2 s in2e -2 

J(21cfxsinE3)dx 

sin(2kfx2sin2;) 

.);(2kfxsine)dx 

and A is a function of R alone. 

cos (2kfx2sin23) 

4 2kfxsine)dx 

r - 10log10  1 E -  

To 
of E, 

E  - 
max - 

normalize the pattern, the maximum value 
x 

is easily evaluated for any value of n.  Substitu-
ting in the power pattern equation 

r = 10logio  IE 
then gives the diffraction pattern.  Thus, in the 
E plane, 

/ 1 T 2  X4  l  — f --2)cos20 

1:2x1 (°)  X   

4(1zl 2+ z2 2)sin20*(Izl Ix2 -IxiIz2 )sin20 

and in the H plane, 

rH -_  10log 10 -3-t-67 

al 
(i2 # ,2 2/)  xl  -1-x 

These patterns have been numerically calcu-
lated on IBM computers for a number of values of 
each of the parameters N, f/D and D, correspon-
ding to primary gain, aperture  X efficiency, 
and uniformly illuminated aperture gain, respec-
tively.  These have been plotted below (Fig's. 1;-1!:). 

Firstly it should be said that these patterns 
are not complete since they were evaluated at 
discrete values of e, and some lobe maxima and 
nulls were undoubtedly missed.  However, in the 
regions of most interest the intervals were made 
small in order to get the general level. 

It can be seen that for small 8, all the 
patterns conform to the most significant results 
of aperture theory: 

a.  As primary gain increases (n increases), 
secondary gain decrease  t (broader main 
beams) 

b.  As primary gain increases (n increases), 
side lobe level decreases. 

Co  As  D and f/D increase (altho f/D varia-
tio4is not shown here) so does secon-
dary gain. 

A significant departure from aperture theory 
is that minor lobe intensity does vary with D. 
This is also true for the wide angle energy: 

In the region of greatest interest for this 
investigation the level at 90° was taken as an in-
dication of the level of the diffracted energy at 
wide angles, and here the most important conclu-
sions are as follows: 

614 



a.  The sharpest variation by far was with 
primary gain, going in the sane direc-
tion as the small angle side lobes; 
for example, there was a drop of approxi-

mately 5 db for unit increase in n in 
all the very large D cases calculated. 
Individual variatio l are shown in the 
curves below. 

b.  The second significant factor was D, 
the vide angle radiation level de jeas-
ing with increasing 9.,  Thus, for a 
tapered illuminationAcorresponding to 
n = 6, the 90° level decreased approxi-
mately 2 db for each db increase  in the 
gain of the uniformly illuminated dish. 
The variation was smaller for smaller 
primary gains. 

c.  The last factor, f/D, produced very small 
variations.  The largest calculated was 
(for large n and large D intheH plane) 
3.7 db change in 85 db,Ias f/D went from .3 to .25.  Variations were even smaller 
for smaller n. 

d.  The H plane and E plane patterns differed 
very little. 

30 

1 

10 

It should be noted that the requirements on 
primary gain are in opposite directions for the 
two contributions to wide angle energy, - reduc-
tion of the level due to directly radiated feed 
energy calling for a low gain feed whereas a high 
gain feed is required to reduce the level of the 
scattered energy. 

In conclusion, one might say in general, that 
design for low side lobe at any angle in the scat-
tered pattern calls for large secondary and primary 

gain. 
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THEORETICAL GAIN OF FLAT MICROWAVE REFLECTORS 

D. R. Crosby 
R.C.A. Victor Division 
Camden, New Jersey 

Summary 

Flat sheets are sometimes used as microwave 
reflectors at the top of towers.  Calculations are 
presented showing how these reflectors may produce 
a system gain rather than a loss, however this 
gain exists in a qualified sense, as the antenna 
at the ground level is taken as the gain standard. 
The reflectors exhibit no gain when the gain 
standard is an antenna having the same area as the 
reflector.  Reflectors exhibit several character-
istics which complicate their use in practice. 

The Two Possible Approaches  

The system to be analyzed consists of a pa-
raboloid antenna at the base of the tower, and a 
flat reflector tilted at a 45° angle at the top of 
the tower.  This flat reflector is elliptical so 
that its projection on a horizontal plane is a 
circle.  When we speak of the diameter of the re-
flector we shall mean its smaller or projected 

diameter. 

Any antenna system may be analyzed either as 
a transmitting system or as a receiving system. 
By an extension of the reciprocity theorem, it may 
be shown that the same system gain results from 
either approach, however the physical interpreta-
tion is quite different in the two approaches. 

Using the receiving point of view, we have a 
plane wave incident on the reflector.  This wave 
sets up currents on the surface of the reflector 
which in turn cause energy to be radiated in the 
direction of the ground level antenna.  A solution 
of the problem involves analyzing the near field 
radiation pattern of the reflector, and the re-
sponse of the ground level antenna to this radia-

tion pattern. 

The following analysis uses the transmitting 
viewpoint.  We consider a particular type of 
transmitting anteraz at the ground level, and 
study its radiation field to determine the currents 
produced on the surface of the reflector.  Using 
these currents we compute the intensity of the far 
field radiation from the reflector. 

Physical Behavior 

The radiation of the ground level antenna 
coming from the antenna aperture occupies at first 
a cylindrical region, but a gradual expansion 
occurs so that at several hundred feet the pattern 

becomes conical. 

For example a 4 ft. diameter antenna may 
have a tapered illumination so that the inte nsity 
at the edge of the cylindrical region is 10 db 
below that at the center.  At a distance of 100 ft. 
from the antenna, assuming 6000 me operation, the 
diameter of the -10 db line has increased from 
its original 4 ft. to 8 ft.  The amp litude of the 
reference field on the major axis will be less at 
the 100 ft. level than that at ground level. 

If the radiation in the cylindrical region 
is intercepted by a large flat reflector, a 
current pattern is set up on the reflector very 
similar to the equivalent current sheet in the 
aperture of the antenna.  The effect of the re-
flector is then to merely change the direction of 
the central axis of the original radiation pattern. 
It follows that if a reflector is to have some 
particular gain greater than zero, there will be 
a minimum tower height necessary to obtain this 

gain. 

Consider a reflector located where the 
radiation from the ground level antenna occupies 
an appreciably expanded cross section.  The re-
flector may intercept a substantial fraction of 
the total radiated energy.  When the reflector is 
larger than the ground level antenna, its far 
field pattern is usually more directive or 
"sharper".  One effect on the far field of this 
pattern sharpening is to increase the field in-
tensity, and this effect may more than offset the 
loss of energy in the portion of the beam that 
was not intercepted.  Thus using the ground level 
antenna as the gain standard, the reflector may 

be said to have gain. 

Consider a particular height, where the 
beam is sufficiently diverged so there is a 
possibility of a particular gain.  There will 
exist a minimum size reflector for zero gain. 
As the reflector is increased beyond this size, 
the gain will increase, reach a maximum, and than 
decrease.  In practical cases this maximum gain 
may be 2 or 3 db or lees.  Thus as Fig. 1 shows, 
the maximum gain at 6000 me with a 100 ft. tower 
and a 4 ft. diameter ground level antenna, is 
less than 3 db.  However, if the tower were 300 
ft. high, there is a theoretical maximum gain at 
6000 me of over h db.  The practicality of 
achieving such gains is not assured due to the 
large size of the required reflector, in this 
case with a diameter of over 13 feet. 

The higher gains are only realized by re-
flectors that intercept a small portion of the 
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radiated energy.  From Fig. 1 we see that the 
optimum reflector for the 900 ft. tower is less 
than twice the diameter of the optimum reflector 
for the 300 ft. tower.  The reflector for the 
900 ft. tower intercepts an appreciably smaller 
solid angle and a smaller fraction of the radiated 
energy, then does the reflector on the 300 ft. 
tower. 

A key factor in reflector performance is the 
phase of the illumination produced by the low 
level antenna on.the reflector.  The illumination 
may be divided into phase zones.  The central part 
of the reflector comprises the first zone in which 
the phase varies from zero degrees at the center 
out to 180 degrees at the edge of the zone.  The 
second zone contains the illumination with phase 
in the range 180 to 360 degrees.  The reflector 
having maxim um gain approximately coincides with 
the first phase zone.  The diameter of this zone 
is approximately proportional to the square root 
of the tower height.  Thus as the tower height 
increases, the intercepted angle of the first 
phase zone decreases and the fraction of the total 
intercepted energy decreases.  Thus whether the 
reflector is mounted on a low tower or a high 
tower, there exist fundamental restrictions on its 
gain possibilities.  Gain is obtained only by a 
considerable sharpening of the radiation pattern. 
This sharpening of the pattern may also occur 
when the reflector is so small that it introduces 
a loss in the system. 

Results of the Gain Computations 

The results of this study are shown in two 
families of curves; the first in Fig. 1 where the 
variable is the reflector diameter and the gain 
standard is the low level antenna.  The second 
family is shown in Fig. 2, where the variable is 
the diameter of the low level antenna and the 
gain standard is an antenna having the diameter of 
the reflector. 

In Fig. 1 we consider a four foot diameter 
low level antenna, as this is a typical value for 
such applications, and in Fig. 2 we consider an 
eight foot diameter reflector, as this is also a 
typical value. 

Each curve is a universal curve in that it 
applies for a particular ratio of frequency to 
tower heigits.  For example, the first curve of 
Fig. I. applies to a 100 ft. tower at 6000 mc, 
and also to a 150 ft. tower at 9000 mc. 

The middle curve of Fie. 1 has been computed 
over enough ranEe of reflector diameters to show 
the nature of the first minimum, and the beginning 
of the damped oscillatory approach of the gain 
curve to the line of zero gain.  From physical 
reasoning, the reflector would be expected to have 
substantially zero gain when it is large enough to 
intercept almost all of the radiated energy. 

A non-realizable limit curve is shown dotted 
in Fig. 1, evaluated for the 300 ft. tower and 
6000 mc.  This limit curve assumes that the phase 
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of the illumination on the reflector is due only 
to the path length differences from the center of 
the low level antenna.  It is an accurate approxi-
mation for sufficiently high towers and small low 
level antennas.  If the gain is of the order of -6 
db or less, the limit curve formula holds for all 
three of the curves shown in Fig. 1.  For the 
regions of maximum gain, the limit curve formula 
is a good approximation only for very high towers, 
thus it holds fairly well throughout the range of 
reflector diameters shown in Fig. 1 for the 900 
ft. tower at 6000 mc. 

Fig. 2 is based on the sane calculations as is 
Fig. 1.  When converted to the parameters of Fig. 
2 these calculations were not extensive enough to 
carry the gain curves up to their maximum values, 
however they cover most practical situations. 
That these gain curves do not reach the zero db 
line can be understood from physical considerations. 
Since the gain standard is now the sane size as 
the final radiating surface, the pattern from the 
reflector is much like that from the gain standard. 
Thus any lost energy due to the finite size of the 

reflector results in a gain less than zero.  To be 
made strictly quantitative, the above argument 
must account for the difference in gain between a 
uniformly illuminated flat sheet and an antenna 
of the same area but with tapered illumination. 
These corrections do not effect the above conclu-
sions. 

We note from Fig. 2 that for a 4 ft. diameter 
low level antenna, at 6000 mc, the reflector loss 
for towers in the range of 100 to 300 ft. is from 
3.5 to almost 7 db. 

Comparison With Other Work  

The reflector problem has also been studied 
by W.C. Jakesl, who used the receiving system 
point of view.  His conclusions are presented in 
the form of curves plotted to a different set of 
parameters.  Replotting his curves to the para-
meters of Fig. 1 shows an agreement within 1/2 db. 
This check can be made only in the region covered 
by both sets of curves, which is the region of 
maximum gain and down to about -2 db.  His curves 
confirm the conclusion that the curves of Fig. 2 
do not reach the zero gain line. 

Complicating Practical Factors  

In considering the application of reflectors 
to microwave relay service, we note several 
factors tend to complicate their use: 

1.  The increased cost of tower to take care' 
of the added wind load and to have the torsional 
rigidity demanded by the narrow beams. 

2.  The added difficulty of aligning the 
antenna system due to its having twice the number 
of components to alien, since these components 
must be aligned with increased precision, and 
since the reflector is so unwieldy. 

3. The added subsequent cost of realignment 



due to drift in tower set. 

4.  The poor side lobe patterns that may in-
terfere with other microwave systems. 

5. The high cross talk between the R.F. 
circuits on the awe tower, sometimes necessitat-
ing the use of 4 frequencies at a relay station 
instead of 2 frequencies as is practical when 
using antennas with superior shaped patterns. 

6.  The difficulty of adding reflectors on an 
installed system to provide expansion to include a 
side leg circuit. 

7.  The location of the ground level antenna 
being restricted by the azimuth of the microwave 

path. 

Calculations  

From the definition of the gain of the re-

flector, we have: 

(DB) = 20 103 I Erl 

where 

FT: 

(1) 

• volts per meter, field strength at the 
reference far field point on the cen-
tral axis, remote from the reflector. 

- volts per meter, at the reference 
point when the ground level antenna 
is in the normal position of the re-

flector. 

We get.1 61 by integrating in equation (2) 
over the surface of the reflector a quantity.pro-
portional to the surface current on the reflector. 

where 

A 2 

62_ 

63 I A2 

)1c(1 

• reflector area, square meters 

. distance from an element on the re-
flector surface to the far field 
reference point, meters 

amperes per meter, current density 
on the reflector 

• radian frequency 

• space permeability 

(2) 

The distance factor  i7 appearing in the de-

nominator of the integrand may be chosen arbitrar-
ily large so that its variations over the range of 
integration are smell.  Thus we may take it out-
side the integral sign, and use for it the center-
line distance A/  from reflector to the far field 
reference point.  Both /!T.  and es-2-_ are sinusoidal 
in time and directed in space.  We represent the 
phase and amplitude of their time dependence by 
expressing them as complex numbers, the modulus 
being equal to the ms amplitude of the sinusoid. 
Specification of their apace direction is not re-
quired, as each vector is parallel to other vec-
tors in the regions of interest. 

We get (57i by integrating in equation (3) 
over the aperture of the low level antenna a 
quantity proportional to the surface current on 
the aperture.  The complex factor in the integrand 
provides for the phase of the illumination on the 
reflector.  The distance factor &  can be re-
moved from the denominator of the integrand as 
before.  The values of h,  are sufficiently large 
and the areas over which we integrate are suffi-
ciently small to permit this approximation.  Note 
thcLequation (2) and (3) differ by a constant of 

which is the ratio of the current density on 
th6 conductor surface to the electric field in-
tensity in a traveling wave when normally incident 
on a perfect, plane conductor. 

2  lA 

where 

(3) 

o 

• aperture area of low level antenna, 
square meters. 

distance from a point on reflector to 
a point on aperture of low level 
antenna, meters 

amperes per meter, current density 
over aperture of low level antenna 

g  path length variation from the central 
axis distance of an element in A, to 
an element in AIN2 , meters 

'67 

A - free space wavelength, meters 

We get S  from geometry, with suitable 

approximations. 

where 

2 #, 

meters, radius of aperture of low 
level antenna, considered as a co-
ordinate variable. 

• meters, radius of reflector, con-

(4) 
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aidered as a coordinate variable,  where 

e, radians, azimuth angle of aperture of 
lad level antenna, considered as a 
coordinate variable. 

612. radians, azimuth angle of reflector, 
considered as a coordinate variable 

In equation (4), we consider the case where 
the reflector is horizontal, and so parallel to the 
low level antenna.  We thus assume in these calcu-
lations that, providing the projected area is held 
constant, the only significant effect of tilting 
the reflector to its final 45° position, is to 
change the direction of the principal axis of the 
radiation pattern. 

We consider that the antenna can be represent-
ed by a current sheet across its aperture, of 
constant phase over the aperture, but with a quad-
ratic 10 db taper, thus giving 

2_ 
6;  

0, 

(5) 

6;  amperes per meter, current density at 
center of lad level antenna 

D, • meters, diameter of low level antenna 

The remainder of the analysia consists of 
substituting equations (2), (3), (4), (5), in (1), 
simplifying and completing the integrations.  We 
can evaluate W I  by putting (5) into an equation 
of the form of (2).  Completing this integration 
and making the indicated substitutions we get: 

1D1:0 2°1° 1 ->tHity . 5-8 

Al A. 

J. Bessel Function of zero order 

2 6 74 

x. 2/0 

(12,  DI   x . 576 
21A N, 

. 703 

The summation in (7) results from considering 
the aperture of the low level antenna as composed 
of four concentric zones.  Each zone is then 
approximated by a narrow circular band of current, 
whose field can be integrated in terms of Bessel 
Functions. 

For sufficiently high towers and small low 
level antennas, (7) reduces to the limit formula 
(8).  Note that this formula is independent of the 
illumination taper or size of the ground level 
antennas. 

, --?-/-r- (/̀'..../T — .5'/q ' (6' - 84 )  4/4, 4/A2, 
, 

. . - - A k  2/4  ii_(241:) 1.. e8/9 

o  0 

(6) 

After making changes in variable and suitable 
approximations, we get from (6) the final gain 
equation (7).  The numerical computations were a 
direct evaluation of equation (7).  The integranda 
were calculated using a slide rule, and then 
plotted on 8 x 11 paper, from which the integrals 
were evaluated using a planimeter.  For a particu-
lar set of values of D,  It,  and A; , the gain 
was evaluated as a function of 0„.  This evalua-
tion took about two-man-weeks of work. 

(DB)- o 10 2- cos (xl +1:-)So(zvin)xdA 

(D.) = o10,k 5,„ Hii 
AD, z  i5 /71 

2. 

(8) 

ii- s/r7(x 1*-.40.1;(2A3,0 xfx 

0 pi, 

(7) 
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Each of the 3 curves in Fig. 1 will become a 
curve with a constant value of y . This plot may 

Ooo REPAE5271T.5 

olt  D/AAAETZA 

ANTENNA AT TOP 
or To vv&A 

Fig. 1 - Gain of a flat reflector. 

For reflectors less than the optimum size and 
having gains less than about —4 db, equation (8) 
reduces to (9): 

(p O= 2o 101 Diz rr 

4X RI 
(9) 

The gain for other diameters of the low level 
antenna may be obtained by replotting the data of 
Fig. 1 in terms of gain versus X, with 1  as a 

parameter: 

then be entered for a range of arbitrarily chosen 
values of 13,, 11512, X  and /4 . 

The gain used in Fig. 2 is that from Fig. 1 
after correction for the reflector size, by 
equation (11): 

20 le D2_ 
(170 Fig• 2_ (1)  B)F1‘  S Di 

As incidental information, the divergence of 
the beam from the low level antenna can be obtain-
ed from the integrande of equation (7). 
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ISOTROPIC VARIABLE INDEX MEDIA 
W.O. Puro and K.S. Kelleher 

Melpar, Inc. 
Alexandria, Va. 

Introduction 

For some time it has been realized that an 
artificial dielectric could be formed by embedding 
obstacles in a base dielectric. In all of the cases 
considered up to the present time the base dielec-
tric has been air or some light weight plastic 
whose dielectric constant is very close to that of 
air. Such artificial dielectrics are structually no 
better than their base material--which is inherent-
ly poor. The most successful isotropic media was 
studied by Corkumlat the Air Force Cambridge Re-
search Center. He considered spherical obstacles of 
glass or metal embedded in Styrofoam. No tests were 
made on the mechanical properties of this media, 
but it can be assumed that ite application would be 
limited to devices not subject to shock or vibra-
tion. 

This paper presents a study of an artificial 
dielectric material which has better mechanical 
properties than the materials previously consider-
ed. This media is obtained by utilizing spherical 
voids in a relatively high dielectric base mater-
ial. The base material may be polystyrene or a sim-
ilar plastic which has the necessary strength char-
acteristic. Through use of several such base mater-
ials, it is possible to obtain a variation in di-
electric constant from 1.1 to 2.6, a range which 
has been of interest in antenna apnlications. 

Theoretical Analysis 

A formula can be developed which yields the 
value of the dielectric constant in terms of the 
radii of the spherical voids, the number of voids 
per unit volume, and the dielectric constant of the 
base material. 

The mechanism employed in a theoretical anal-
ysis of this problem  consists of considering that 
a uniform field exists in the base medium and then 
imagining that some of the base material is removed 
to leave the spherical voids. The addition of these 
voids causes an alteration in the field which can 
be related to an effective change in dielectric 
constant. The change in the field is usually eval-
uated by introduction of the polarization vector P 
which has two equivalent definitions? P = D -E.  E 
and P = a E' N/V. Here D and E are the displacement 
vector and the original electric field vector, 
while F' is the electric field vector at one of the 
spherical voids. N is the number of voids in the 
volume V, a is the polarizability of a single void 
and E. is the permittivity of free space. It should 
first be noted that since E is the field in the 
base medium before addition of the voids, the first 
definition must be written P = D - El F where ci is 
the permittivity of the base medium without voids. 
The vector P then vanishes, as required in the case 
where no voids are present (D = EI E). 

In order to determine the permittivity E  of 
the medium with spherical voids and so obtain the 
dielectric constant we need only equate the two ex-
pressions for P and eubstitute the anpropriate 
values of D, E', and 'a. By definition, D = c F. The 

expressions for E' and a can be found by standard 
techniques. 

The field E' at the center of a spherical 
void is determined in a manner similar to that 
used by Slater and Frank.3 The spherical hole in 
that analysis is replaced by a sphere of material 
with permittivity El, and the charge on the spher-
ical surface is given by -I PI cos 0 rather than 
!PI cos e. It can then be shown that E' = 
(IE I - IPI/3 )e where e is a unit vector in the f  
direction of E,  = IEIe). 

The polarizability a of a spherical void in 
a base medium of permittivity el is given by 
Slater and Frank4 as: 

a  tinf iR3   -   ).  (1) 
2 

Since it is known that P = I E'N/V, we can 
write 

P = (Lin EIR3CN/V) ('El  - IP I/3Ei)e,  (2) 

where C = (ro - El )/(2  €0E ) 0 ) =  (1-K1)/(1i-2 y 
and K1, the dielectric constant of the base 
medium, is by definitiont lec.. Equation (2) can 
be simplified somewhat if we introduce the concept 
of fractional volume used by Corkun.5 For an iso-
tropic array of snheres, the fractional volume 
F = 4/3(nR3N/V). If we use this expression and the 
fact that P • D- clE = (E - E1)E in Equation (2), 
there results:  E  El = FC(2 E I E).  This can be 
rewritten and solved for (/E 1 = K/KI, or 

K/K1 = (1 + 2FC)/(1 - FC)  (3) 
It might be noted that this result is related to 
that obtained by Corkum. 

Experimental Program 

In any practical application the size of the 
voids and the spacing between voids is an apprec-
iable fraction of a wavelength. Since the analysis 
does not explicitly consider such a medium, some 
extended experimental work was necessary in order 
to determine the validity of the final formula for 
dielectric constant. All of this work was based on 
the shorted waveguide technique6- at a frequency of 
5000 mc. 

Description of Apparatus  

The shorted waveguide technique for measur-
ing the properties of a dielectric offers the con-
venience of small samples, freedom from external 
influences, and adaptability to ordinary labora-
tory facilities. Choice of a frequency of 5000 mc 
furthermore permits samples to be of a size which 
can easily be machined to reasonable tolerances. 

A photograph of the waveguide apparatus is 
shown in Figure 1. A 21(43 reflex klystron with 
square wave modulation energizes the waveguide 
assembly, comprising a frequency meter, 25 db 
attenuator, slotted line, and shorted cavity. A 
dial indicator coupled to the movable probe of the 
slotted line permits reading the position of the 
standing wave minimum to 0.001 cm. Sufficient cad-
di ng is provided to prevent the frequency of the 
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oscillator from changing when a dielectric is in-
serted into the shorted cavity. 

The shorted cavity, Figure 2, consists of a 
length of waveguide with cross section 0.937 inches 
x 1.874 inches I.P. to accept the test samples and 
a X /2 long tapered section to connect the main 
body to standard RG-49/t waveguide (0.874 inches x 
1.874 inches I.P.). A shorting plate terminates the 
cavity and facilitates removal of the test pieces 
while the two screws which hold it insure a con-
stant position of the electrical short circuit. A 
choke flange on the cavity permits proper coupling 
to the slotted line. 

Description of Samples  

The dielectric sample is made up of sheets of 
base dielectric which have hemispherical depres-
sions milled in one face. When two sheets are 
placed together spherical voids are created, form-
ing a cubical lattice. 

Two base dielectric materials were used,--
Teflon (KI = 2.02) and a Sponge Rubber Company ex-
panded dielectric material (KI = 1.62). Two types 
of lattice were considered--the first had one row 
and two rows of voids across the narrow and wide 
dimensions of the waveguide respectively, while the 
second had two rows and four rows of voids. In each 
case the spacing between the center of the outer 
voids and the wavegufde wall is one half the center 
to center spacing. In the case of the cubical lat-
tice consisting of two and four rows of voids, the 
two diameters of spheres used, 1/11 inch and 3/8 
inch, give fractional volumes of 7.96 per cent and 
26.85 per cent respectively. The lattice with one 
and two rows of voids of 1/2 inch diameter gave a 
fractional volume of 7.96 per cent. The maximum 
number of transverse rows in the one by two lattice 
was five while in the two by four lattice it was 

seven. 

Experimental Procedure 

Determination of the dielectric constant of 
materials having a low loss factor by the shorted 
line method requires the measurement of the guide 
wavelength and the distance from the face of the 
dielectric sample to the first minimum of the 
standing wave pattern. 

The dielectric constants of solid samples of 
the two dielectrics were first determined in order 
to form a basis for predicting values to be ex-
pected when the spherical voids were added. In each 
case several different lengths were measured in 
order to estimate the accuracy of the measurement 

technique. 
The following relations give the dielectric 

constant after the senaration of the first standing 
wave minimum from the face of the dielectric sample 
has been established: 

tan f.!, d =  /2 Tr d) tan (2" xo/k8), 

K1 = ( 1 +  0/2n d)2 / [1  ( / 14  ) 2  ) 

where  g =  guide wavelength outside the samrle 
= cutoff wavelength of the waveguide 

d  length of the sample 
xo ' distance from sample to the first stand-

ing wave minimum. 

Discussion of Results  

Data for four samples of the dielectric 
media are shown in Figures 3, h, and 5. The sam-
ples were progressively shortened by cutting off 
one transverse row of voids between successive 
measurements. As can be seen, the experimental 
values are quite close to the predicted theoreti-
cal values. It is estimated that the measurements 
can be reproduced with an accuracy of approximate-
ly 1 per cent. Because the theoretical values are 
based on the measured values for ,the base dielec-
tric, they include the errors involved in the 
measurement of the properties of the base material 

For the case of 1/4 inch spheres in the di-
electric, Figures 3 and It and the upper curve in 
Figure 5, the measured value for the dielectric 
constant, did not vary more than 2 per cent from 

the theoretical value. 
In this case, the diameter of the spheres is 

approximately 0.15 of the wavelength in the di-
electric, and the spacing between centers of ad-

jacent sPheres is 0.28X . 
The measured values of dielectric constant 

shown in the lower curve of Figure 5 represent the 
case of 1/2 inch voids spaced 0.937 inches on 
centers. In this 4nstance the diameter of the void 
is 0.30 of the wavelength in the dielectric, and 
the spacing is 0.56k. Even in this sample, when 
the diameter of the void is no longer small comr 
pared to the wavelength, the maximum variation in 
the measured value is not more than it per cent. 

As a further check of the applicability of 
the theoretical expressions to the dielectric 
media under study, the samples were inserted into 

. the shorted cavity in such a manner that the wave-
guide walls passed through the centers of the 
spherical voids. The measured values did not dif-
fer from the previous results. All of the results 
indicated that Equation (3) is valid even for 
small sample lengths and for voids relatively 
large with respect to a wavelength. 

Summary 

A new type of dielectric medium, consisting 

of spherical voids in a base dielectric, has been 
investigated. A simple expression for the dielec-
tric constant has been obtained in terms of the 
constant of the base medium and the fractional 
volume occupied by the spherical voids. The ex-
perimental measurements showed that this expres-
sion was valid even when the diameter of the voids 
was 0.3A and the spacing between voids was 0.56k. 
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Fig. 1 
Experimental arrangement for determining 

dielectric constant. 

Al 
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Fig. 2 
Test cavity with dielectric samples 

containing spherical vuids. 
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THE CHARACTE1ISTICS OF A VERTICAL ANTENNA WITH A RADIAL CONDUCTOR GROUND SYSTEM * 

James R. Wait and W.A. Pope 
Radio Physics Laboratory 
Defence Research Board 
Ottawa, Ont.  Canada 

Summary 

7mploying an approximate method the input 
impedance of a ground based vertical radiator is 
calculated.  The ground system consists of a 
number of radial conductors buried just below the 
surface of the soil.  The integrals involved in 
the solution are evaluated, in part, by graphical 
methods.  The final results are plotted in a con-
venient form to illustrate the dependence of the 
impedance on number and length of radial conduc-
tors  for a specified frequency, antenna height, 
and ground conductivity.  It is finally shown that 
under usual conditions the radiated fields are 
modified by only a few percent due to the 
presence of the ground system. 

Introduction  

Antenna systems for low radio frequency are 
designed, usually, to work in conjunction with a 
radial wire ground system buried just below the 
surface of the earth.  The purpose of this wire 
grid is to provide a low-loss return path for 
the antenna base current and consequently to 
improve the efficiency of the transmission. 

The rules for ground system design are 
usually empirical and based on the results of 
experiments on existing installations.  The first 
systematic study of this problem was carried out 
by Prowni,2  and his associates who were mainly 
concerned with the operation of half-wave anten-
nas fcT the broadcast band.  Sometime later 
Abbott-, developed a procedure to select the 
optimum number of radial conductors, given the 
:values of the electrical constants of the ground. 
An important related problem is the actual change 
of input impedance of the antenna for different 
sizes and types of ground systems.  This apalysis 
has been carried out by,Leitner and Spence" and 
more recently by Storer, for a vertical antenna 
situated over a perfectly conducting disc. 
However, they only considered the case where the 
surrounding medium was free space. 

The purpose of this paper is to consider, 
in some detail, the characteristics of a vertical 
antenna of any length situated over a circular 
ground screen composed of N radial wires of 
equal spacing situated at the interface between 
the air and a semi-infinite homogeneous ground. 
An approximate method to calculate the input 
impedance will be employed similar to that 
described by Monteath' who developed an extension 
to the compensation theorem of electric-circuit 
theory.  The current distribution on the antenna 

* Work carried out under Project 
No. DV-95-55-07. 

is considered to be sinusoidal. 
With reference to a cylindrical polar 

coordinate syStem (p ,4),10 the antenna of 
height k is coincident with the positive  axis 
as indicated in Fig. 1.  The ground screen is of 
radius a. and lies in the plane 3. * 0 which is 
also the surface of the ground.  The conductiv-
ity and dielectric constant of the ground are 
denoted by cs and e respectively and the die-
lectric constant of the air by E.  . The per-
meability of the whole space is taken as ,'-
which is taken to be that of free space.  The 
intrinsic propagation constant I' and charac-
teristic impedance 1.1 of the earth medium are 

defined by 

(o• 

and 

where 1+3  is the angular frequency.  The propa-
gation constant W.  and characteristic imped-
ance  7. of the air are then defined by 

= 4..(C w r  xTr,./rx. 

and 

-(/‘(/‘-)1' SI-

where X. is the wavelength in air. 
Theself impedance at the terminals of the 

antenna is now denoted by -17, and can be 
broken into two parts by setting, 77„.. 2.-tAl r 
where  7. is the self-impedance of the same 
antenna if the ground plane were perfectly 
conducting and infinite in extent.  On the other 
hand  LS -11 7 is the difference between the 
self-impedance of the antenna over the imperfect 
and the perfect ground plane.  It is called the 
self-impedance increment and can be written in 
te rms of a real and imaginary part as follows: 

6 ` -r  ART t  (1) 
where  AR,. 4,d AX 7  represent the 
resistance and reactance increment.  If the 
current at the terminals of the antenna is 1.,, 
the power required to maintain this current is 
17: R,  watts.  If the ground were perfectly 
conducting the input power would be 2E: R. 
where  R.  is the real part of 7„ . The 
additional power required to maintain the same 
current T o at the terminals is  
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It is seen, therefore, that the quantity 
A R T represents an important parameter of a 

radio frequency antenna. 

The impedance Calculation 

It is shown in appendix I that the impedance 
increment is given by 

A -2- = 

0 

where  W 47(f) 6)  is the magnetic field of the 
antenna tangential to a perfectly conducting 
ground plane and Ef (e,o)  is the tangential 
electric fiela on the imperfect ground.  If the 
current an the antenna is  J7 0 0  amps it 
follows that 

(a) 

I. 

e-t();--rA) 
cyr--trtY1. 

For thin antennas it can be usually assumed that 
C.e current distribution is sinusoidal, that is 

I ( ) =  (.4 - (4-) 

if the antenna is fed at the base (i.e. a 
monopole).  The quantity  ,A is determined by the 
height of the antenna and the top-loading, that 
is  
The quantity  specifies the amount of top 
loading and is usually obtained from experiment. 
For a thin antenna without top-loading (i.e. 
unterminated case), . (= .  The integrals of 
the type indicated in equation (3) can be  • 
expressed in closed form for a sinusoidal current 
distribution.  The result is given by, 

1-14(c,c) 

where 

Since the electric field  Er (C,c;)  is an 
unknown quantity it is necessary to make several 
simplifications at this stage.  Since 1/1>> 0 
an approximate boundary condition (see appendix 
II) is employed, expressed by 

Er (p,O)  -- rt. VI+ 

r 
  {e-TY- (  - \,  ) LI 

_ (s) 

(‘) 

where H4, (e,") is the tangential magnetic 
field for the imperfect ground system and 
is the surface impedance of the air-ground 
interface.  If p is greater than a- ,the radius 
of the ground screen,  >1.  can be replaced 
by v  . If r is less than a-, r is the 
intrinsic impedance  //._ of the ground screen 
which is in parallel with the impedance  ,of 
the ground.  In a previous investigation's' of 
this problem it was assumed that  was zero so 
the ground system was equivalent to a perfectly 
conducting disc of radius a- . The limits of the 
integration in equation (1) are then from 
e to r. . A more general case is when 
-rt. is comparable in magnitude to 7 , in which 
it follows that 

where 

o 

C 

where d is the spacing between the radial 
conductors and c is the radius of the Nire. 
The expression for '7.  has been derived' for a 
wire grid in free space where it was necessary 
to assume that 1,041 A-4 / •  Since the grid 
is lying on the ground plane, this restriction 
must be replaced by hf, di •‘<- / where  is the 
effective propagation constant for propagation 
al 8g a thin wire in the interface and is given 

If there are AJ radial conductors it can be seen 
that d can be replaced by -1-Tsr,,W  since  At 
is usually of the order of 100. 
It is assumed also that hi‘ (r, 0) is not very 
different from IL4 T(P,c) in the region of the 
ground plane where the losses are significant. 
This approximation has also been discussed 
previously7, 8 and it certainly appears to be 
valid if  / y / >> 

The impedance increment  is then 
written in the following form 

a. 
a. 

0 

(10) 

The first expression A -7Z  corresponds to the 
self-impedance of the monopole over a perfectly 
conducting discoid, whereas the second expres-
sion A=4  accounts for the finite surface 
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impedance of the radial conductor system. 
It is instructive to consider A -iE , first 

in some detail, since the integrations can be 
carried out and the result expressed in terms of 
the exponential integral defined by 

en 

E.,;  —  c .c •  e—CC (10 

The procedure was outlined previously7'8 where 
an expression for Ci-I.E was given for any value 
of the height h and top loading k' . The special 
case where the antenna is unterminated ( il.= 0 ) 

is given by 

e -- rli 

...1:4„.„(y....11,--('' ...  

I4  

L 
- F  

This equation may be put in a suitable form 
for computation by employing the relation 

((a) 4 e [14: -S, 

where CA. ((! a- )  and Si (rsa ) are the cosine 
and sine integrals respective y as defined and 
tabulated by Jahnke and Erode '.  The results of 
the calculations are presented in a most general 
form by plotting 4Tri a "  as a function of a/6 
for various values of  Vx  as shown in Figs. 
2a and 2b.  It can be seen that the magnitude 
of 6.1 increases without limit as cLapproaches 
zero.  This formulation is not actually valid in 
this limiting case since one terminal of the 
generator would then be connected directly to 
the earth medium (or to a disc of vanishing 
radius) and would lead to an infinitely resis-
tive path for the antenna base current. 

A slightly more convenient may to illus-
trate these calculations is to plot(o.//07'ts, 
where AR  is the real part of A .  , as a 
function of a A- as shown in Fig. 3 where  is 
the frequency in c/s.  This is only permissible 
if displacement currents in the ground are 1.  
negligible (note if e 4A-, <<Cf,  'Ls 6 /1 "7, 9  )41 

It is interesting to note that AR  act ual ly 
assumes negative values under certain conditions. 
In this case, the input power to obtain a given 
current I. at the antenna terminals is actually 
less for an imperfect ground than for a perfect 

ground.  This fact can be reconciled by showing 
that the radiated power is actually reduced 
if  &R <  • A physical explanation for 
the oscillating nature of the curve is that a 
wave is reflected from the discontinuity in the 
surface impedance at r. CIL  As the radius a_ 
increases the phase lag of the reflected wave 
will continually increase.  This viewpoint is 
substantiated when it is noted that the period 
of the oscillations is nearly equal to twice 
the diameter of the ground screen. 

When the ground screen of finite surface 
impedance is considered the integrations 
indicated by equation (1C)) must be evaluated. 
This appears to be formidable task for the case 
when the antenna is of arbitrary length.  How-
ever, if the antenna is a quarter-wave monopole, 
without top-loading, the integrations can be 
carried out fairly readily by graphical means. 
In this case 
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H  = - 
.1.-rr c 

which is a special case of equation (5) with 
6'-=o  and h= )"%i., and hence the integral in 
equation (s0) can then be expressed in the 

following form: 
P. 

. ,2.  

e- 4-r( e  4- (.4) 

M c= 

JTITr  D'L 4(k"  
0 

and, similarly, A %A.  with cos (  ) 
replaced by sin ( -  ).  The real dimension-
less quantities 1,  , A and R are defined by 

= 

% = 

A= 

4-o Tr' P  Cr. oz,"i". 
e NC 

R = J +('/1-)L 

It has been assumed in writing equation(1c) 
in this form that displacement currents in the 
ground are negligible, that is (G.1/4 )4:d- / . 
Using the results of the numerical integration 
for AR* , values of A R, (= AR 
are plotted as a function of A  in Figs. 4, 5 
and 6 for various values of S and NI with 
C . 0.1 x 10-5, and in Fig. 7 for various 
values of C for N • 100 and fi . 0.1.  The 
value of 8 can be readily obtained from Fig. 8 
when the ground conductivity 0' and the frequen-

cy in kilocycles are specified. 
It is immediately evident that the oscil-

lations in the curves for A R-T  have been 
damped if ti,/ is finite.  This can be expected 
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It is seen, therefore, that the quantity 
CsR,  represents an important parameter of a 

radio frequency antenna. 

The 1Mpedance Calculation  

It is shown in appendix I that the impedance 
increment is given by 

A-2- - 

0 

where  4'  (e °)  is the magnetic field of the 
antenna tangential to a perfectly conducting 
ground plane and  is the tangential 
electric fiela on the imperfect ground.  If the 
current on the antenna is  J: 0 0 amps it 
follows that 

0 0 

1-ro, Ec(r) "C̀Ir  (-° 

ao 

= 
›.-TT 

k 

cy,-*o% 

For thin antennas it can be usually assumed that 
the current distribution is sinusoidal, that is 

JE (1)   

if the antenna is fed at the base (i.e. a 
monopole).  The quantitycA is determined by the 
height of the antenna and the top-loading, that 
is  (2.  k 
The quantity k  specifies the amount of top 
loading and is usually obtained from experiment. 
For a thin antenna without top-loading (i.e. 
unterminated case),  < .01  . The integrals of 
the type indicated in equation (3) can be  ' 
expressed in closed form for a sinusoidal current 
distribution.  The result is given by, 

(c,c) = 

\-N e -  e cA, _  (5) AA— 

where 

Since the electric field  Er (e ,°) 
unknown quantity it is necessary to make several 
simplifications at this stage.  Since hi >> 0 
an approximate boundary condition (see appendix 
II) is employed, expressed by 

E  1-1+ 

is an 

(.) 
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where H4, ((',a;) is the tangential magnetic 
field for the imperfect ground system and rik 
is the surface impedance of the air-ground 
interface.  If p is greater than a.. ,the radius 
of the ground screen,  rt,  can be replaced 
by v . If r is less than CI-  /, is the 
intrinsic impedance  //,_ of the ground screen 
which is in parallel with the impedance  ,of 
the ground.  In a previous investigation"  u of 
this problem it was assumed that Yi, was zero so 
the ground system was equivalent to a perfectly 
conducting disc of radius a- . The limits of the 
integration in equation (a) are then from 

to f  . A more general case is when 
-r?. is comparable in magnitude to 7 , in which 
it follows that 

where 

7* 

-c. 

r C 

where A is the spacing between the radial 
conductors and c is the radius of the )(ire. 
The expression for q.  has been derived' for a 
wire grid in free space where it was necessary 
to assume that Iv.41 4 4  1  . Since the grid 
is lying on the ground plane, this restriction 
must be replaced by /4 c// <-/ where xe. is the 
effective propagation constant for propagation 
al ag a thin wire in the inter face  an d is given  
by"' 

II. 

Ye = (  ) 

If there are AJ radial conductors it can be seen 
that d can be replaced by .2.7r r,,w since  ti 
is usually of the order of 100. 
It is assuned also that F44, (p. o) is not very 
different from /-4,r(e,c) in the region of the 
ground plane where the losses are significant. 
This approximation has also been discussed 
previously7, 8 and it certainly appears to be 
valid if  /x / >> p 

The impedance increment  is then 
written in the following farm 

•••• 

= AY, 

't•-v?  1-/-1((,,,q 1 7 4 r 

1 -7 
0 

The first expression  corresponds to the 
self-impedance of the monopole over a perfectly 
conducting discoid, whereas the second expres-
sion A -1  accounts for the finite surface 



impedance of the radial conductor system. 
It is instructive to consider A 7i6 , first 

in some detail, since the integrations can be 
carried out and the result expressed in terms of 
the exponential integral defined by 

re°  

= 
e—Cf A • 

The procedure was outlined previously7,8 where 
an expression for Cs.-E was given for any value 
of the height h and top loading k' . The special 
case where the antenna is unterminated ( h'. o ) 

is given by 
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This equation may be put in a suitable form 
for computation by employing the relation 

( it) 

EL. (-  =  - s,. (c...S.1  (is) 

where C.A. ( (Na- ) and 5;  ) are the cosine 
and sine integrals respectivyly as defined and 
tabulated by Jahnke and Emdei-L . The results of 
the calculations are presented in a most general 
form by plotting 4Tri a /1  as a function of 011, 
for various values of  10  as shown in Figs. 
2a and 2b.  It can be seen that the magnitude 
of Aa increases without limit as aapproaches 
zero.  This formulation is not actually valid in 
this limiting case since one terminal of the 
generator would then be connected directly to 
the earth medium (or to a disc of vanishing 
radius) and would lead to an infinitely resis-
tive path for the antenna base current. 

A slightly more convenient way to illus-
trate these calculations is to plote Wl'aR, 
where AR  is the real part of t67.  , as a 
function of aLA as shown in Fig. 3 where i is 
the frequency in c/s.  This is only permissible 
if displacement currents in the ground are 
negligible (note if EU, <'( CY ,  .4 6 /7 ." 70  ). 

It is interesting to note that A R  actually 
assumes negative values under certain conditions. 
In this case, the input power to obtain a given 
current I. at the antenna terminals is actually 
less for an imperfect ground than for a perfect 

ground.  This fact can be reconciled by showing 
that the radiated power is actually reduced 
if  A R <  C) . A physical explanation for 
the oscillating nature of the curve is that a 
wave is reflected from the discontinuity in the 
surface impedance at r=  . As the radius a. 
increases the phase lag of the reflected wave 
will continually increase.  This viewpoint is 
substantiated when it is noted that the period 
of the oscillations is nearly equal to twice 
the diameter of the ground screen. 

When the ground screen of finite surface 
impedance is considered the integrations 
indicated by equation (iC)) must be evaluated. 
This appears to be formidable task for the case 
when the antenna is of arbitrary length.  How-
ever, if the antenna is a quarter-wave monopole, 
without top-loading, the integrations can be 
carried out fairly readily by graphical means. 
In this case 

= X' „ 
- 

Fi r  = - T  c. 
e  

which is a special case of equation (5) with 
k'=-0  and ),- )"A_ , and hence the integral in 
equation (iC)) can then be expressed in the 

following form: 
#6. 

1-  
qa. 

0  (.1 s) 

and, similarly, LOC*  with cos (   ) 
replaced by sin (   ).  The real dimension-
less quantities 1:. , 51 , A and R are defined by 

= 
% = 

= 

?O IT 

4- Tra- P  C 
NC 

R = Jr-

It has been assumed in writing equation(I ) 
in this form that displacement currents in the 
ground are negligible, that is (tc(- 00ALL. 
Using the results of the numerical integration 
for ARA , values of Aft, (= ó.R  coR A ) 
are plotted as a function of Ak  in Figs. 4, 5 
and 6 for various values of S and PJ with 
C  0.1 x 10-5, and in Fig. 7 for various 
values of C for N • 100 and S • 0.1.  The 
value of 8 can be readily obtained from Fig. 8 
when the ground conductivity if and the frequen-

cy in kilocycles are specified. 
It is immediately evident that the oscil-

lations in the curves for IN it-r  have been 
damped if r4 is finite.  This can be expected 
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since there is a smaller change of the surface 
impedance at p  if the ground conductivity 
is reasonably high ( S 4 0.1 ).  The limiting 
case where Ai s 00 corresponds to the perfectly 
conducting disc discussed previously.  It is 
quite apparent from these curves that a ground 
screen radius greater than about 1/3 of a wave-
length is wasteful.  On the other hand it would 
be quite feasible to choose a large number of 
radials to reduce the resistance increment 
to a low value.  Although, in practicp, it is usual 
to employ No. 8 wire ( C . 00.5 x 10-)  at 1 Mc) 
some improvement could be obtained by using 
larger wire diameters.  From a theoretical 
standpoint, however, it would appear that, for 
a given total weight of wire, it is preferable 
to use a conductor of smallpr diameter, say 
No. 22 wire (C  0.1 x 10-)  at 1 Mc.) and to 
employ 150 or more radial conductors. 

The Earth Currents 

It is interesting to examine how the antenna 
base current is shared by the radial conductors 
and the ground itself.  If the current flowing in 
the ground is denoted by le and the total current 
in the radial wires by 11-., then the ratio IreA ., 
is equal to the ratio of the surface impedance of 
the grating of the wires composing the earth 
system to the surface impedance of the ground. 
Therefore it follows that 

6+0 p 
where 17, and 95 have been defined previously. 
Since the total current is given by, it 1 1 e  1 w 

it follows that 

Li =  -   
I rz  LT ID  

It hhaass  been assumed here that displacement 
currents in the ground are negligible,  ) 

Equation (17) if not a function of the height 
of the antenna and therefore it would apply also 
to top-loaded antennas as long as the circular 
symmetry is essentially retained.  Employing this 
equation, curves are plotted in Figs. 9 and 10 
to show the dependence of the current in the 
radial wires on the various parameters.  The 
abcissae are the lengths of the radial wires in 
wavelengths measured from the base of the antenna. 
It is noted that if the radial wires are increased 
beyond a certain length nearly all the current 
flows in the ground.  When the ratios M.,//i t I 
is equal to 1/2 the current in the ground is 
equal to the total current carried by the radial 
wires. 

The Radiated Power 

While the main subject of this paper has 
been to evaluate the input impedance of the 
antenna, it is also of some interest to know if 
the presence of the ground screen appreciably 
changes the radiated power.  A simple and approx-
imate analysis is now carried out which indicates 

that this change is small. 
The power dissipated in an elemental area 

of the ground is equal to the real part of 
. It is then evident that the change 

of power lost  I in the ground due to the A 

presence of the ground screen is given by 

5.A/ 0- 1 

0 
where 6,1 is the difference between the sur-
face impedance rt.  of the radial conductor 
earth system and the surface impedance rt of the 
ground.  However, the change of input power 
at the antenna terminals is given by 

AP  Re S. Li7 1-4t  a, 
0 

Now, since there is conservation of power, the 
ch ange of the total radiated power 
beyond the edge of the earth system is equal 
to  AP— AP,  or 

( is) 

0 

For a good ground screen, A/  and, if 
the antenna is a quarter wave monopole,( kr 
the integration can be carried out in closed 
form to yield 

"..= Real  0ç 47-34.„  0  

— c   —  C (a--,> 

—  ( j7T'-. (1.ros).- 77")1 

I•) 

—  (x-rr)  S ‘, (Li )-  -Fr)]  (xi) 

If the ground screen radius ,a., is small 
compared with a wavelength the change of power 
radiated is given approximate ly by 

Pr  Re 

This is usually a small quantity with the total 
radiated power so it is of minor significance 
at low radio frequencies. 

-17/ &r,-.-(p4 (i9 

The Radiati on Pattern 

The affect of the ground screen on the 
radiation pattern is also of some interest. 
For convenience, it is assumed here that the 
ground screen is equivalent to a thin, perfectly 
conducting, circular disc laid on a homogeneous 
ground.  The magnetic field F14 (p,1,..) in the 
air can be written as the sum of the field 
1-4,p(p, ) for an infinite screen and a second-
ary field  /-4# (e4)  . In appendix I it is 
shown that 

82 



f a A,. L 
where  =  * 

The change of the magnetic field  A N, 
due to the presence of the screen is now given by 

A -  

_ fe•  c Re (r.,..)c'Ac. -5. C y) -7,( x) 

\-0 N 

g o 

The integration with respect to X can be carried 
out by the saddle point method of integration 
since  /  in the radiation zone. 
The result is  a 

-5, (ec.̀-'4° ) 01C. (L.9  

r C 7 -1, 72;- =  

6 

The approximate boundary condition,  Er (p.,c;) 
.•f  P44,49. can now be employed so that 

Hi,(e4) 
(.?.()) 

An approximate expression for A 1-14 is now 
obtaining by replacing  /-14 (g,1,) on the right 
hand side of equation (26) by  M :1(/.10) 
If the antenna is a quarter wave monopole 

and for (c > > I 

1-4 ;°  
so that 

0 

- 
• eV 

-  R 
c  r IA—  (2..$) 

e  3-,(I'ccq0c11, 

(15) 

The right hand of this equation is of the order 
of fVI./  which is small compared with 
unity.  For small screens where  a. 4.A-\, the 
relation simplifies to 

3-

4-  7ra L-cree 

which is of second order magnitude. 

Conclusion 

The results of this analysis, while not 
exhaustive, are sufficiently developed to be 
useful in the design of vertical antennae with 
radial conductor ground systems.  The work has 
shown that the input impedance of the type of 
antenna discussed is dependent mainly on the 
number and the length of the radial ground 
conductors and on the conductivity of the ground 
in which the wires are buried.  The dependence 
of antenna impedance on ground wire size is 
shown to be very Slight.  It may be concluded, 
from this discussion, that a sensible design 
criterion for an optimum ground system is 
attained by a suitable choice of number and 
length of ground wire radials so that they will 
always carry an appreciable fraction of the 
total earth current. 

Appendix I  

Formulation of the Input Impedance  

An expression is here formulated for the 
input impedance at the terminals of an antenna 
situated over a circull!r screen.  The total 
flux F of the vector E )4:4r over a surface 
surrounding the antenna is given by 

c ,, --, ....,„ , F  r A /4 • n  dS  0  

s 
where z is the unit outward vector normal toS . 
As is customary in other problemssof this type, 
S is chosen to be a slender cylindrical surface 
of vanishing radius p concentric with the an-
tenna so that  1, 

F = — f  0 

It then follows that 

= 

E.s I-44, A  (2.) 

-9"--  
f 

It is now convenient to let, F  F : 4 t, 
A  

where 4  is the corresponding waue of the 
electric field for a perfectly conducting ground 
plane and E:  is the change of the field to 
account for 1.he finite conductivity in the soil 
and the ground system.  The impedance increment 
A -iET is then given by 

A -22r (55) 
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Since 

C ° 

ruI  °c c" M ' Alf  (54)  
f 

r ° 

is a solution of the wave equation 
.0 

0 
for la- o  , where  
From Maxwells equations it is seen that 

f  Tr. 

and by applying the Fourier-Bessel theorem it 
follows that  00 

0(.0 

=  \(') F  (b2) 
1-(4 Jo 

This equation for  4 0)  can then be substi-
tuted back into equation (35) to obtain an 
expression for 1.4-(e,1,) in terms of 4re(e.d) 
It is also noted that  :5; ( r)  can be replaced 
by X VL as F tends to zero so that 
I II., 

(('' ). 1. 5-0 ?7 L I\  

0 0 

and introducing Sommerfeld's Integral 
•(bs) 

.$11,) e , -72 •-lr- NTJo 

(9) 

the integration in equation (38) with respect to 
X can now be carried out to give 

a°  
((  e 0°̀   

e 7 

Inserting this expression into equation (34) 
leads directly to equation (2) for the input 
impedance increment. 

Appendix II 

The Approximate Boundary Condition  

The magnetic field in the ground outside the 
screen is a solution of the wave equation 

(6 .' AL)  

and therefore 

814 

N4 (r,)?,)= - _  . 01,) 170) J\ 
0 

for  - 0 and where  tk = (V' ?ra . 3  
The electric field is given by 

(4-0 

(4k) r 
The binomial expansion of 

tk=  lf(14-

so that 

cc is of the form 

(41) 

Now the differential equation for -3,  is given 
by 

so it readily follows that 

(44) 

- 

(45) 
The second and remaining terms are negligible 
if the propagation constant of the ground is 
sufficiently large and if  H4  is not varying 
too rapidly with r . That is,  f. 1-4 4,  should 
not change appreciably in a distance equal 
to  x-1 /  in the radial direction. 
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Abstract 

The cnannel capacity of a communications sys-

tem which utilizes wave propagation through a time 

varying medium such as the ionosphere or tropo-
sphere is evaluated in terms of the statistical 
properties of the medium and of the ncise.  The 

signal fading in such a system reduces the capacity. 

Information theory concepts are broadened to 

iac_ude the possibility of multiple reception at 
spaced receiving sites, and the consequent increase 
in theoretical channel capacity is compute'', as a 
function of the number of such sites.  Current 
practices in the use of diversity reception and 
directional antennas are examined in the light of 

these results. 

Introduction 

The conventional treatment of the capacity of 

a communications channel given by information theory 

postulates steady signals contaminated by noise 
during the transmission process.  In a wide class 

of systems, however, there is another effect which 
tends to degrade information:  the signal fading 
associated with transmission through a time-varying 

.medium.  This is present, for example, in all sys-
tems utilizing space propagation of waves through 

the ionosphere or troposphere. 

To compensate, as it were, for this effect the 

relatively iarge region of space occupied by the 
signal field when a propagation link is utilio.ed in 

a communications system introduces additional 
degrees of freedom into the reception process. 
hile semi empirical methods of taking advantage of 
these degrees of freedom, known as diversity, have 

long been known in the art, no standards arc avail-

able against which their performance may be judged. 
It is the general nurpose of this paper to present 

a fundamental_ approach to the problem of transmis 
sion through time varying media, utilizing the 
formalism of information theory.  The problems 

trea%cd have been limited to calculations of ideal 
channel capacity, rather than to a consideration of 
the effects of fading upon specific modulation sys-

-,,ems.  The result.: serve, however, to indicate the 
fun6amental limitations present  r. this type of 

co.r.mimical.ions lint. 

In Part I channel capacity is evaluated for 
the conventionaL single point reception of a fading 
signal in the presence of noise; several types of 

fading distributions and fluctuation characteris-
tics are considered.  The generalisation to multi-
ple receiving elements is developed in Part II, and 
applied to an examination of directional and diver-

sity reception. 

Part I. Single Point Reception  

L.  Nature of the Received Signal  

The physical distinction between fading and 
noise as mechanisms of signal degradation is evident 

from the fact that noise is received iven in the 
absence of a transmitted signal while fading ef-

fects act to modulate the signal.  The resultant 
amplitude received,  y , when signal  A  is  s e nt  is 

of the form: 

_ 14/1 -tiv (1) 

where  N  is the fading modulation factor, and N 
is tne noise.  The statistical characteristics of 

the ran ton variable  1,  are, of course, reLated to 
the fluctuations of the transmission medium.  The 
conditions which the probability distribution  p(N) 

must satisfy are: 

I: ItKP OPI 

".Atfro 
The first follows from the Lefinition of probabil-
ity  and the second from the requirement of constant 
average pooer.  If we take  p(M)  to be of normal 

2. 
form: _ (fri-d) 

-Afro:: 4.57i  e 

then to satisfy (2b), 

For  m  d 
tribution with a mean 

= 

(2a) 
(2b) 

(3) 

(4) 

and so obtain a Gaussian dis 
of unity; for  m = 1, 

_ a 

141(m)  CTfr e (5) 

The first of these agrees with experimental obser-

vations on ionospheric signals under conditions of 
shallow fadingl, while the second occurs under con 

Jitions of Rayleigh fading.  In the intermediate 
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region the normal form no longer holds, but is re-

placed by an expression involving Bessel functions: 
We shall restrict our applications to the two limi-
ting forms above since they serve to illustrate the 
types of behavior obtained and possess the merit of 
mathematical simplicity. 

Consideration of the remaining property of  M 

which we shall require, its rate of fluctuation with 
respect to the sequence of signals which constitute 
a message, will be deferred until section 5. 

We make the conventional Gaussian white noise 
assumptions for  N , so that: 

401 (N)  t? - 0-ix7  

where  0- is the average noise power. 

2.  Channel Capacity FormuLation  Uncorrelated 
Fading  

(6) 

For a message consisting of  n discrete sig-
nals we may write the expression of Shannon2 for 
rate of information transmission in the form: 

c /.7) 1 J(.1g  )11. 1j,  ):1-k. X 

P  -/..)  (7) 
where conventional notation has been employed for 

the joint and conditional distributions.  To convey 

maximum information the successive  A's  should be 
independent of each other.  Since the noise contri-
butions to each signal are also independent we may 

write the joint probability distribution of all the 
A's  and  y's  as a product of individual distribu-

tions for each pair (A,y) provided the fading factor 
M  is uncorrelated on successive signals.  Un er 
these conditions (7) reduces tc: 

C '1'1- ffillij  P(11) )/113  p P( (1 )) 
(e) 

and making use of the relations: 

Po,j)= (7) I-) (0,7) 

P(1) , iftli,1)11/4 

P (111,1) r (t1) 19„ - gfro Ifri 
(to) 

we may proceed to evaluate  C'  once we have select-
ed specific forms for  and P*  To obtain the 

M 
channel capacity the distribution function of the 
transmitted signal  A  should be such as to maximize 

C'.  For the case of a non-fading signal in noise 
it has been established2 that a Gaussian  PA  is  
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optimum.  It may be shown that this choice contin-

ues to yield maximum transmission rate in the case 
of shallow (displaced Gaussian) fading* . For 
Rayleigh fading, the derivation of the maximal form 
of  pA , subject to the condition of constant var-

iance, is given in Appendix A; vince this distribu-
tion is physically unrealizable we shall assume a 
Gaussian form for  pA here as well, so as to have 
a basis for inter-comparison of our results.  We 

may not, however, call  C'  the channel capacity 
in this case.  We now proceed to evaluate  C'  for 
the two cases. 

3.  Evaluation of Capacity - Uncorrelated Fading 

For Gaussian fading,  (10) becofles: 

d- 671  (11) 

_ 61-0 
e  2 1"..  

157/(0A-rtfle"9 
Substituting in (9): 

(L a) 

In view of the fact that  m <4. 1 for this 
formulation to apply  e assume  OV-->>''16,1 0; 

the effect of noise predominates over that of fad-
ing.  There an approximate evaluation of (12) leads 
to: 

a I.   
—  z +9;Lo.1411) 

(12a) VP/ ( 0 CV VIa T e  

Inserting these rill neities into (8),  c' become:.:, 
to the same order of approximation: 

ait't 
c'= '11-- (i 4- r.4-1.ioil)  (13) A  m 

The form of this result enables a simple interpre-
tation to be drawn of the effect q  shallow fading, 

vi2.., that the effective noise power is increased by 
m2 x the average signal power, the tctal effective 
signal power remaining unchanged. 

For Rayleigh fading,  (10) becomes: 

P ( y) r.L e-

4-2T-k ril q 
Substituting in (9): 

*  The form of ea. (12a) admits of this interpre-
tation. 



co p  

61-
-  e  ̂  

(15) 

If one were to assume the noise power to be 
much greater than the signal power, the same type 
approximation as was made in (12) could be intro-
Cuced here, and aculd Lead to the result  C' = O. 
However, since such an approximation is valid only 

for signal to noise ratios much Less than unity, it 
is of dubious interest.  Instead we make the more 

physically interesting assumption that the noise 
power is much Less than the signal power, so that 
we may set  TN = 0 , and solve for the effect of 
fading alone in the absence of noise.  El. (15) then 

yields: 

(15a) 

where  lc  is the modified Hankel function.  Evalua-
tion of 18) then yields a pure numeric* , independent 
of the signal power as one might expect: 
C'/n = 0.500.  One ulay express the effect of fading 
upon the rate of information transmission in terms 
of the signal to noise ratio which yields the same 
value of capacity by equating this result to 
.0-16+ ro/r;  , noting that natural base loga-

rithms are to be employed.  This procedure gives 

6-11/4r  = 1.72  as the equivalent signal to no cc 
w 

power ratio. 

The assumption of uncorrelated  14 values for 
neighboring signals made in this section, represents 
the worst possible situation from the point of view 
of degradation of information.  We now proceed to 
consider the case where  M possesses some degree 
of correlation from point to point, and then to 
inquire into the factors which determine this cor-

relation. 

.4.  Evaluation of Capacity  Correlated Fading 

In the general case we may write for tha con-
ditional probability distribution of the  A's and 

y's : 

P(A. R,,11  1,) I dt1141,(M,)4(1-dim,) x 

YPMA112( 011)G OL-Viz) 

YjJM A JM,  O x-a14-1 ') 

where the  p-  express the dependence of a given 

Mk upon the preceding  (k-1)M's.  It seems reasonable 

to take a multivariate normal form for the condi-

tional distribution of  M . In view of the com-
plexities attending such a choice we make the fur-
there assumption that  M  is a first order Markoff 
process, thus restricting ourselves to bivariate 
distributions.  For Gaussian fading then5: 

* Th, 'Icet) 
Jo 

which arises here was 

evaluated numerically as -0.225. 

(16) 

- f oft,"1 

Acilmt)=   (1:7) 

where  r is the correlation coefficient between 

successive  M's.  The evaluation of (16) with the 
form (17) has been relegated to Appendix B.  For 
e« 1 L one obtains a reduction in fading var-
iance  m2 , by the factor (I- r2).  Difficulties of 

integration have prevented evaluation for other 

ranges. 

For  f -= 1 , a possible choice for pmk  may be 

obtained by taking  M  to be perfectly correlated 
in groups of  q points, and uncorrelated between 

these groups.  Then employing a delta function 

representation of  pmir  : 

-10), 90,  10x 

A.11)0 2,1) 

(18) 

P(R,  7t),-Jitlipt,(n,)p„  

. ,cjint Cs(tir 14,)(7,,(41-at it) 

For Gaussian fading an approximate evaluation of 
(19) leads for large  q to a form similar to that 
obtained for uncorrelated fading but with an ef-
fective noise power given by (see Appendix C): 

L 
r  z  

The cchhaannnneell  capacity is then found from (15) by 
replacing the fading depth factor  ni2 , by 

The value to be chosen for 

q is related in a general way to the rate at which 
the correlation curve falls off with signal element 

separation. 

(20) 

For the case of correlated Rayleigh fading, 

if the effect of the fading is reduced below that 
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of the noise as a result of the correlation 

EG.-2›> 00709]  then the above expressions are 
applicable, with  m = I . If, however, the fading 

still remains the dominant factor in degrading in-
formation we encounter some difficulty.  For if 
noise is neglected then the  S function formula-
tion of the preceding paragraph leads to an infi-
nite channel capacity.  This is not surprising in 
view of the infinitely fine gradations which may be 
distinguished in the ratio of two completely unper-
turbed signals.  ' 

For a bivariate normal distribution of plik  , 

and neglecting noise, correlated R'yleigh fading 
leads to: 

1. 
P(R, 

f 14,r 
xe 

pi raua-F-1 19 

(21) 

Difficulties of integration prevent us from obtain-
ing  P(yl, y2, ... yn) explicitly.  For  P C  1, 

however, it is reasonable to assume that this y-
distribution is not materially affected by the cor 

relation.  The increase in transmission rate over 
the uncorrelated case then takes the form: 

(22) 

5.  Nature of Fading Correlation 

In the preceding section we have introduced 
the symbol  e to denote the cerrelation of the 
fading variable  M between adjacent signal ele-
ments of a message.  Now it is well known2 that a 
message of duration  T , and occupying bandwidth  W, 

requires  2TN  values, or-signal elements for its 
specification.  Conser,uentiy the signals correspond 
log to such a message are spaced at time intervals 

1 . Then if  M  does not vary with frequency over 
2W 
the band  W , p is simply the autocorrelation func-
tion of  M , evaluated for a time displacement 
1 
. In the more general case, however,  N may 

2W 
vary with frequency as well as with time; we there-
fore define: 

--> 

( T 
7-- fl(u)„t pl  

0 ( 
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One may obtain a crude va_ue of  p when selective 

fading is present ey dividing the band  into 
segments of width  po,  where pc, is the frequency 

interval over which the fading remains fairly well 

correlated.  Then in each of the subdivisions the 
sampling rate is  2p0 signals/second, so that ( 
is again the autocorrelation function of  , but 

now evaluated for a time displacement  1 . 

o 
E;ince this time interval is  LTeater than 

p will decrease, as expected.  A uore accurate 
approach has as its point of departure, ;die Fourier 
expression for a signal as the sum of its frequency 
components: 

ste)  (Lit t t 49t) 

T 

arr_. :paced at inter7 

.i  a. of barlu.:Ti(ith  p  n 1;7: 

III)2±.(2512. 2!k111  
r a  51 0 SYt ) 

wnere  t'=t4—  ; insert.in  (24): 
2p 

T  146.1.0tfiLte) 6k,f6e0 6-1trtel0 
-1  

r 1- 2. t ( t..)k e  i(c ) 
0  !.e 

axc,(4.0- 14- tet) 

• g,„ 

(25a) 

Since the 0k are random and independent for trans-

mission of maximum information, the such of cross 
proeuct terms, arising from  may be ta::en 

4 4 4 
as zero.  Th..m: 

Coit-Jk c z eiLe 

44 
L-ry 

(J4. 
dia 

(26) 

Replacing the summation by an integration as 
we pass to the limit  T = w  f  and marit:d1;ing •.rith 
respect to  p: 



Oa-
f co (u),  ) c--4/0 m.„ e= (t) _17;7_ 

As an example, we take 

and let  p 

_ -cÀ e 
= e 

XP0 

e  ) VC:C1 
I 4  4 X L 

)/x  e 

(26a) 

(27) 

(28) 

The optimum fraction  x is plotted as a function of 
the  2po ro product in Figure la, and the corres-

ponding maximum  r is shown in Figure lb.  Similar 

curves are given for an  M correlation of the form 

- Ick./ - I -4,0 I e  e  , to illustrate 

the dependence of the results on the specific form 
assumed.  These curves make it clear that there is 

.an optimum manner of subdivision of a band  W, > 
po , for a given set of fading characteristics. 

It is also to be noted that as  2po ro falls below 
unity,  e--* 0 , even for optimum subdivision. 
Consequently the results of section 1, which assum-
ed no correlation between adjacent points, are valid 
for  2p0 f0 , somewhat less than one. 

Such small values of  p017 0 raise certain 
questions regarding the operational significance of 
the definition (23), wherein an envelope comparison 
of two continuous signals, initially transmitted on 
frequencies  Wo and Wo+W  , is visualized.  This 
requires that the bandwidth of the receivers be 
sufficient to admit the modulation frequencies pro-

duced by the fluctuation of  M . But for a tempor-
al correlation interval T  , modulation frequencies 

of order ___1 are present.  Consequently separation 
'Co 

of the two signals 
quency difference 

impossible to dist. 
1 

tervals  p0 ,. 

becomes uncertain when their fre-
'.1 falls to _2„. ; thus it becomes 

in:uish frequency correlation in-
, if both signals are received 

at the same point in space.  Conceptually, how-
ever, it is possible to visualize an ensemble of 
identically fluctuating systems so that the signals 
are separated physically.  No limit would then exist 
on the detectable frequency separation.  In any 
event the exact values of  po and To are no 
longer of importance once their product has fallen 
below unity.  It is interesting to note tat 
2p0 r  1 has been identified by Gabor  4 with 

a quantum, or elementary cell of information. 

6. Finite Transmission Time Viewpoint  

To realize channel capacity, infinite trans-
mission time is required.  It seems reasonable to 
view fading as destroying the channel coherence 
periodically, and therefore as acting to shorten 
the effective time of transmission of a message. 
One would expect this viewpoint to be applicable 
only when fading is not the dominant factor limi-

ting channel capacity, and to be related to the 
delta function correlation assumption in section 4. 

The following treatment takes as its point of 
departure the expression given by shannon5 for the 
probability of uncertainty of each bit of a re-

ceived message when a finite transmission time is 

employed: 

= 

where 1  = C-R , C being the channel capacity and 
R  the actual rate of information transmission. 
The equivocation produced by this undertainty, 

- 

(29) 

(3 0) 

where the summation is over all the possible states 
of the system, represents the diminution in trans-
mission rate and is therefore equal to  /  , when 

expressed on a per second basis: 

-awEriqt + (1-01-10-01 (31) 

Inserting (29), and setting )7 .2Wg , so that  g 

is reckoned on a bit basis: 

j 7-L627101; _ (aTiv)1 
-P-' (32  

We may now insert the correlation interval -r 0P0 

for TW , and solve this transcendental equation 
numerically for  g as a function of 2  

The results have been plotted in Figure 2 in terms 
of the db reduction in signal to noise ratio below 

that of an ideal channel.  Equation (20), with m.1 
and q = 2 top,  has been similarly plotted for com-

parison.  The nature of the reasoning leading to 
(29) is such that one would expect the results to 
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be meaningful only for fairly large  lropo . Com-

parison of these curves indicates that the two ef-

fects are only qualitatively similar.  The reverse 

dependence upon initial signal to noise ratio is 
especially noteworthy. 

Part II. Multiple Element Reception  

1.  Space Characteristics of the Signal Field 

We turn now to systems of information trans-
mission which utilize relatively unguided wave 
propagation through unconfined media.  To evaluate 
the performance of such systems requires a general-
ization of the treatment in part I.  To this end it 

is desirable to introduce the notion of angular 
power spectrum of received energy, and he related 
concept of a ground correlation pattern°.  Briefly, 
the medium inhomogeneities whose fluctuations give 

rise to fading also tend to destroy the phase co-
herence which is responsible for confining the re-
ceived energy to a cone of angle determined by the 
Fresnel zone geometry for the system.  As a con-
sequence power may be received over a very much 
wider, and fluctuating angle when such inhomogene-
ities are present; the angular power spectrum P(0) 
gives the time average power received at angle  0, 
measured from the specular direction. 

Because of the finite distance over which the 

fluctuations within the medium are correlated, the 
correlation between signals received at any two 

points near the ground will fall as the points are 
further separated.  The correlation of the signals 
as a function of their spacing, known as he ground 
correlation pattern, has been shown to be  the 
Fourier transform of the angular power spectrum. 
For an antenna with pattern factor  F(G) set noise 
Ns , and antenna noise field  Na/unit solid angle 

(assumed isotropic) the signal to noise ratio is 
given by: 

f No) F(69 j a 

7h1 4- Ala fr(9)111_ (33) 

For antenna noise predominant over set noise this 
has a maximum value  Pm/Na , where  Pm is the max-
imum power density in the spectrum.  In practice of 
course there is not much point in obtaining greater 
directionality than that which corresponds to the 

angle between, say, the half power points of  P(Q). 
The reason little further gain is obtainable is 
directly related to the fact that a more extensive 
structure will occupy a region greater than that 
over which the signal remains correlated, so that 

phase incoherence sets in.  A new effect then ari ms, 
termed diversity reception. 

We visualize the simultaneous reception of the 
transmitted signal on a set of elements, each of 
which may be a directional antenna (for optimum 

performance), the spacing between elements being 
greater than the correlation distance at the receiv-
ing site.  Consequently the fading of the signals 
received on the individual elements is uncorrelated. 
Since the correlation distance of the noise field 
is generally much smaller than that of the signal 
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field, the noise component of the signals is also 

assumed uncorretated.  In this connection it 

should be noted that the use of a directional an 
tenna may alter the fading characteristics of a 

received signal.  A well known example of such be 
havior is found in the so called LIJCA antenna, 
employed to select a single ionospheric mode so 

as to reduce the selective fading which arises 
from mode interference.  This situation corresponds 
to the existence of several maxima in  P(0), one of 

these being selected by  F(Q) . 

In the next section we deduce the increase in 
channel capacity which results from multiple re 

ception, with our two types of fading, and with 
various resultant signal selection laws. 

2.  Channel Capacity With Diversity Reception  

Give a set of  independent signals: 
yl, y2 ... 5;, corresponding to a transmitted signal 
A , we are faced with the problem of selecting a 
method of combining the individual signals.  It 

would be desirable to choose this  of combina-

tion so as to minimize our error of determination 
of  A . This problem is well known in statistics; 

for minimization of the variance of the distribu 
tion of the combined signal  A , the method of 
maximum likelihood is appropriate7 . This method 

yields for a Gaussian distribution (displaced from 
the true value  A) of the individual signals: 

(34) 

i.e., the arithmetic mean of the instantaneous sig-

nals.  For the case of Rayleigh faaing accompanied 
by noise, as specified by eq. (14a), one finds: 

= ,e k-,  - 64; (3 5) 

a root mean square, or demodulated type of combina 
tion.  We shall examine diversity systems obeying 

these optimum combinational laws, as well as 
certain other which are of interest. 

We consider first the case in which each re-
ceived_message element is taken as,the arithmetic 
mean  yr , of the 2  individual signals y  y 

1, 2 
xr corresponding to a single transmitted sig-

nal  A . Then for a single message element: 

p(g/h) - fJIjiJ, 

(3 (n  t (41 0  r(flifirt-1 1,. 

For Gaussian fading this yields: 

(36) 



-  - f )4  2 
1# 1-9 c r   (37) 

where (11a) has been employed for each  p(A/y) . 
The reduction in variance by i r  leads to the 

increased capacity: 

c l-)P ___ —__ 
4; 141.04 r 

for uncorrelated fading on successive transmitted 
message elements.  This result may be viewed as a 
decrease in effective noise power by the factor A. 

Applying (36) to Rayleigh fading we get a 
similar reduction in variance: 

11 ie)  If 1  ;4n 

(38) 

(39 ) 

but this does not lead to any increase in capacity 
because the transformation  u  y a  leaves the 

expression for  C'  invariant.  Physically this re-
sult is traceable to the mean value of zero asso-

ciated with this type of distribution. 

Using the optimum combinatorial law for. 
Rayleigh fading specified by  (35), with  0- = 0, 
we obtain for the aKithmetic mean of square law 

demodulated signals°: 

(40) 

•  i 1 1 
The conditional distribution  P( 4/Y1/ is obtained 
from(40) by setting x4,= -2/A2 . The distribu-

__ .YI 

tion of  1,2  becomes: 
"! 

The integrals which arise in determining C' can be 

evaluated9 in terms of the gamma function and its 
logarithmic derivative, plus some numerical inte-
gration occasioned by the presence of the  F  func-
tion.  It is because of the labor involved in these 
numerical integrations that  has been taken up 
to six only.  The resultant values of transmission 
rate are tabulated below; for comparison, the single 
element case which as might be expected yields the 
same value of  C' for the variable  y12 , as for 

yi , the variable considered in part I, has been 

listed. 

for If 

F6(x) = 

_  f!_) 1/71- _ APJ7i fiRe ./3'/ ' • kr-- e 2,P x 
.P7 

x 
U . )4  

—  -I p/4 _ it,A9  ) (4 La) 
le =  ) 

4;   everl, where F-(x) = 1 ,  = , 
2 

+ 3 + I. 
X  x2 

,e 
1 
2 
4 
6 

C' 
units/message element  

0.500 
0.693 
1.01 
1.20 

For large values of ,e we may make use of the cen-
tral limit theorem to replace (40) by the Gaussian 

distribution: 

e 

so that 

- 

(42) 

IL /1- 49 
°.3 1   

P( 0  I 0ir  Al t' VI  (43) 

-ye 

for  

hir 
,A 

i.e., the distribution of  y4 approaches that of 

A2 . The channel transmission rate under these 

conditions is given by: 

e (43a) 

L. 

r . 0. -   - (41)  $2 
Mil-  0 e - _.,_ I-C,—  

0  -,p=ii  • ri -4-iir 

- L.. 

j 
? (; /)-IF& - 
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- fl6f; 
e 

r fr 

=--

(44) 

(44a) 



were g  is Euler's constant.  The equivalent sig-

nal to noise ratio increases approximately linearly 

with  ,e , the same type of increase found for the 
instantaneous mean of Gaussian fading.  The corres-
ponding increase in db of effective signal to noise 

ratio has been plotted as a function of  in fig-
ure 3, for the two types of fading. 

Finally, we consider the diversity system com-
monly  employed today; this system selects for each 

message element the maximum signal present in the 
set of receiving elements.  The conditional proba-

bility distribution of this signal, denoted by ye 
.is, for Rayleigh fading: 

4 

_ 
(  a  

req 6/1‘)] ii:  (45) 

It is possible to expand the error function in a 
Maclaurin series of which only the first term need 

be retained if ,r is not too large.  Consequently 
we replace  (45)  with: 

.49-1 
pzi E)  e 

- igr 
(45a) 

/A 
For substitution  u = A.ar, , (45a) becomes identi-
cal with (40).  Conseque aly the transmission rates 

of the two systems are equal for corresponding val-
ues of Je  , so long as the approximation of (45) 
by (45a) holds.  This appears to be valid through 

Ale 4  For higher values of ,e a decrease in per-
formance as compared to the optimum system speci-
fied by efficiency in the sense defined by Cramer 
approaches zero. 

A word should be said regarding the relative 
effects of noise upon these two types of diversity. 
The maximum signal selecticn system is preferred in 
practice because of the deleterious effects of 

noise upon a straight average of demodulated sig-

nals.  To my knowledge there is no system in use 
which attempts to subtract off this noise in ac-
cordance with the prescription given by (35), al-
though it may be that the variability with time of 

4 makes this course impractical.  In any event 
it is apparent that the performance of the maximum 
selection system will deteriorate rapidly once 

signal to noise ratios in the vicinity of unity are 
reached. 

;onclusion 

In this paper it is hoped a start has been 

made on the analysis of communications systems in 

which signal fading occurs.  The two types of fading 
distributions worked with, Rayleigh and Gaussian, 
were chosen to illustrate situations wherein fading 
is, respectively, a dominant and a minor factor; 

subsequent approximations made in carrying through 
the analysis were consistent with this aim.  The 
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of vari.ationo, we add as con-tee -M U 

PA (A) (IA 

fundamental viewpoint of information theory was 

adopted throughout, so that consideration has been 
limited to channel transmission rate calculations. 

For shallow fading it has been shown that the 

signal fluctuations give rise to an equivalent 
noise power.  A quantitative evaluation of the 

rather strong degradation of information produced 
by single point reception of a Rayleigh fading 
signal has been presented, and the amelioration 

possible with diversity systems has been explored. 
In this connection it has been shown that for a 
small number of receiving elements, the MaY1 MIIM 

signal selection type of diversity performs as well 
as the optimum, mean square type.  The relation be-
tween the spectral and temporal characteristic:: of 

fading, and the correlation of the fading modula-
tion on adjacent message elements has been develop 

ed, and has been shown to lead to an optimum man-

ner of band subdivision.  Expressions for the in-
crease in transmission rate produced by partial 
correlation of the fading on successive signals 

have been developed for a variety of special case::, 
and from several viewpoints, although the rather 

intuitive justification for some of the approxima-

tions made make these results trustworthy only as 
order of magnitude eetfmates. 

jith the exception of section 6 of part I eLl 
values cf transmission rate are based upon the 

natural logarithm as a measure of informati.on,  ihe 
more physically meaningful equivalent db of signal 
to noise ratio has been employed on the curves. 

Appendix A  

Derivation of PA Distribution 'hich Maximises: Tram.-

mission Rate in the presence of Bsyleigh Fading 

ci:fliw1)4(P)p(all) 

fige,(0)AP('il) P(A11) 
-  e(a)  P(J) 

( 

(2A) 

Is aceordence with the meSho,'e of She ceCeu1ee 

sp, Weelt - a 

since we wish 

to the coalitions; 

fkol g .  j 11 r (g)14 = cr; 
jor Rayl ieh Sading (in the abeialee of reiee)e 

P(R/ i) flan' e (;A) 



. Differentiating with respect to  PA , 

41.3 [i  "  

) 

where 

rig - Jthilvt 01/ 
P(1) J  4 e  

DP(1)-  DI°  e - 

_ 17A11" 

(6k) 

(7A) 

By making the transformation . 1  the left hand x  —2- 
A 

side may be brought into the form of a Laplace 

transform. 

60 

17,1  c e-
- 

which has the solution: 

4(g ); cf2-7i-r 
2'0 /4'0-v4T-2/ 

o 

(12A) 

itq I >6-L;.% 

(13.t) 

The conditions (3.0' lead to the following values 

now zet  to zero, and interchange the  of parameters in the vicinity of  v = 1: 

•  in the last term on the right, 
-" convergence for the  .omo.nt. 

A=  C  re d 
5: 

F4g-241"-A-

N Y  A 

c 

PrO 

(9A) 

(ioA) 

where  C and  X. are to be chosen to satisfy eq. 
(3A).  The  y distribution diverges when inte-
grated over the infinite domain as a result of the 

1, 
(7) factor.  This is related to the interchange of 

limits performed above.  may proceed neverthe-
less by writing an exponent  v on this factor, and 
allowing  v to approach unity only ii our final 
nor malized expressionz.  To find  pi‘ we must solve: 

11ZA1-
p (o)e  2 

/00 p-W-ir-
e  (iiA) 

1.4 ) 

The leading term in the expression for channel 
car. --..:ity is  1 log 11( 17v ) which becomes infinite 

% 2 
for  v = 1 . Since  N.  ') under these conditions, 

the value of  A having infinite Probability, 
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1 A = —  co . 

2. 
tion function is deemed physically unrealizable.  
It results from the lack of a constraint on  the  
maximum value permitted for  A . 

Consequently this distribu-

Appendix B  

Upon inserting (17), eq. (1:)) becomes: 

.sgo /  (:t-  _4_172r- JILL' PariS 

P(Pi 1141 - 1')  / 

e 1.67„ 

- 

- 

(" 11  Yj"Am ,r;i7R1-7(1) e 3.111 

- 

N.-

1 61 .-



Integrating over  mn first we obtain the factor: 

e  2°,1 e('-'-') 4 cr---i-f ;,( 
;i  ; 

4.  -1-̀ 7, 
0----

(2B) 

e may now proceed with either of two approximations. 

For  -1 e 4:‹ 1 , if we neglect the factor  r (1•1,.. 1 ), 

then we obtain a simple Gaussian distribution for 

(yn-An ) with variance 

1 
z 6;  t- 0799 

(3B) 

and succeeding integrations are independent. 

Alternatively, for  /9 =It'  1 , if we neglect 

compared to unity, then after 

expanding the exponent in brackets, retaining the 
first two terms and neglecting the last, successive 
integrations may be carried through yielding upon 

summation the conditional distribution of uncorre-
lated fading, multiplied by the factor: 

,  f jut-45-ix 

, 
I  fi 

k 
(30) 

N A-P (1 14 The double sum  e 
ic 4k  tends to 

cancel if  q  is sufficiently large, since each of 

its individual factors is independent and random. 
There remains: 

h  e a,_ 
Axr*  r  liffil( 4-4t)(4?-kt)  (4E) .4-110 

It has not been found poss ible to per form  the  in-  4-11- 1 -214̂"  ;) it 4, tegrations required to evaluate channel capacity r' 

in this case.  For large  q  Ze mai set  (5.1-
k k  D 

Appendix C  

For Gaussian fading eq. (19) takes the form: 

\z _ 
e 

(1k- tiAtY. 

(lc) 

1 

14; 1; --,hy4-aot ;°), _ xv.,#?t.,.14k1 

# 

ii (11/4 -10,1 

e 

(2c) 

96 

yields: 

(6-:) 

since the normalizing factor o Ttl,:li ki-) f 

approaches unity at large  q , as does the bracket-
ed exponential factor which modifies  Cr  , the 

interpretation given in eq.  (20) of the text 
follows. 
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COMPARATIVE 100 Mc MEASUREMENTS AT DISTANCES FAR BEYOND 

THE RADIO HORIZON 

Albrecht P.  Barsis 

National Bureau of Standards 

Boulder, Colorado 

Abstract 

Results of 100 Mc measure ments are 
evaluated in ter ms of distributions of hourly 

medians of trans mission loss.  Trans mitters 

were located at elevations of approxi mately 

6200, 8800, and 14100 feet above mean sea 

level on the eastern slope of the Rocky 

Mountains.  Receiving sites were located at 

distances of 230 and 400 miles fro m the 

trans mitters.  Various types of antennas were 

employed for trans mitting and receiving.  The 

results of studies of fading rate and fading 

range are reported for the 400 mile site by 

co mparing signals received si multaneously on 

two different antennas.  These results are 

compared to those expected fro m the application 
of the tropospheric scattering theory. 

1. Introduction 

The Tropospheric Propagation Research 
Section of the National Bureau of Standards 

has conducted a long-range recording progra m 

on frequencies in the 100 to 1000 Mc range over 
a path extending eastwards fro m Cheyenne  / 

Mountain near Colorado Springs, Colorado. — 

As a part of this progra m, receiving stations 
were set up and operated at distances far 

beyond the radio horizon in order to investigate 

the character of long distance tropospheric 

wave propagation.  This paper presents so me 

of the results obtained during two recording 

periods: one during August of 1952, chosen to 

represent a typical sum mer condition, and the 

other during February of 1953, chosen to 

represent a typical winter condition. 

For the experi ments described here the 

frequency of 100 Mc was used.  All trans missions 

were continuous wave and horizontally polarized. 

A fixed 2 kw trans mitter located at the 

Cheyenne Mountain Sum mit site was used 

alternately with a mobile 1 1‘,/ trans mitter 

which was located most of the time at Ca mp 

Carson near the base of Cheyenne Mountain, 

but during August 1952 was also brought to the 

top of Pikes Peak.  The antenna elevations 

above mean sea level are 8805 ft. for the 

Cheyenne Mountain Su m mit site, 6260 ft. for 

the Ca mp Carson site, and 14115 ft. for Pikes 

Peak.  The receiving site at Garden City, 

Kansas is approxi mately 225 miles fro m the 
trans mitters, and at an elevation of 2860 ft. 

above mean sea level.  Corresponding data for 

the Anthony, Kansas receiving site are 400 

miles, and 1335 ft., respectively.  Fig. 1 is 

a pictorial representation of the path showing 

also other sites not considered in this paper. 

Fro m August 6 to 13th, 1952, the trans-
missions were alternated every hour between 

the trans mitter on Cheyenne Mountain and the 

trans mitter at Ca mp Carson.  After the mobile 

trans mitter was moved to the top of Pikes Peak, 

trans missions fro m this point and Cheyenne 

Mountain were also alternated every hour. 
This covered the period fro m AuguAt 14 to 
August 20th. 

For the 1953 recording period  (Febru-

ary 20-27) only the Ca mp Carson site was used 
alternately with Cheyenne Mountain, and the 

individual trans mission periods were two or 

three hours.  The following is a list of all 

recording periods and paths used in this study. 

Aug.6-13,1952  Cheyenne Mt. -Garden City 

Cheyenne Mt. -Anthony 

Ca mp Carson-Garden City 
Ca mp Carson-Anthony 
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Aug. 14-20,1952  Cheyenne Mt. -Garden City 
Cheyenne Mt. -Anthony 

Pikes Peak - Garden City 
Pikes Peak - Anthony 

Feb.20-27,1953  Cheyenne Mt. -Garden City 

Cheyenne Mt. - Anthony 
(Rhombic) 

Cheyenne Mt. -Anthony (Yagi) 

Ca mp Carson - Garden City 
Ca mp Carson - Anthony 

(Rhombic) 

Ca mp Carson -Anthony (Yagi) 

2. Trans mitting and Receiving Antennas 

As one of the principal purposes of this 

paper is to compare perfor mance of various 
antenna syste ms, a detailed description of the 

antennas used is necessary. 

The Cheyenne Mountain installation 

employs a 90 degree corner reflector fed by a 

folded dipole.  This antenna is mounted on the 

side of a 100 ft. steel tower, and by its location 

on the sheer slope of the mountain, si mulates 

an airborne trans mitter. 

At the Ca mp Carson site a 10-wavelength 

rho mbic antenna was constructed about 40 ft. 
above ground level.  Due to space limitations 

on Pikes Peak a 5-ele ment Yagi antenna was 
employed there at about 20 ft. above ground level. 

The Garden City receiving site is 

equipped with a 100 Mc dipole antenna approxi-
mately 18 ft. above ground level.  The Anthony 
receiving site has a rho mbic antenna si milar 

to the one used for trans mitting at Ca mp Carson. 

During February 1953 the Yagi antenna described 
above was also used for reception of the 100 Mc 

signals at Anthony. 

The following tabulation shows the 
measured gain in the horizontal direction of 

maxi mum directivity of all antennas in decibels 

relative to an isotropic radiator.  Actually the 
antennas were measured by comparison with a 

dipole which has a nominal gain of 2.15 decibels 
relative to an isotropic radiator. 

Trans mitting Antennas Gain in decibels 

relative to 
isotropic radiator 

Cheyenne Mt. Corner Reflector 

Camp Carson Rho mbic 
Pikes Peak Yagi 

10.0 

18.1 

8.5 

Receiving Antennas 

Garden City Dipole 

Anthony Rhombic 

Anthony Yagi 

Gain in decibels 
relative to 
isotropic radiator 

2.15 
16.3 (Aug.'52) 

and 

18.5 (Feb. '53) 

11.8 

3. Basic Trans mission Loss and 

Angular Distance  

It has been found convenient to express 

radio propagation data in ter ms of basic 

trans mission loss and a para meter 9 which is 
ter med angular distance.  The concept of 

Basic Trans mission Loss is explained by 

rpference to Fig.2 which shows the relation-
ship of various syste m units, all of which are 

measured or expressed in decibels.  The un-

corrected trans mission loss, L' m  , is the 
quantity actually measured which is the ratio 

of the power leaving the trans mitter to the 

power available at the receiver ter minals.  The 

other quantities shown may be derived there-

from if the line losses of the trans mitting and 
receiving syste ms are known, and if the 

measured free-space gains of the antennas 

are assumed to be valid for the particular 

trans mission path.  Basic trans mission loss 

is seen to be the sum of the measured trans-
mission loss corrected for line losses and the 

antenna gains, and thereby constitutes the 
trans mission loss of a system in which the 

trans mitting and the receiving antenna are 
both considered to be isotropic.  The quantity 

B may be ter med basic trans mission loss in 
free space, and depends only on distance and 

frequency. L' For an attenuation relative to 

free space A decibels, basic trans mission 

loss is the sum of B and A. 

If it is desired to transfor m basic trans-
mission loss to decibels above one microvolt 

per meter of received field (for one kilowatt 

of effective radiated power), the relation 

F = 139.4 + 20 log fmc  

may be used. 

L B 

The angular distance 8 is best explained 

by reference to Fig. 3 which shows 9 for the 

actual paths under study, as well as for a 
smooth, spherical earth.  The terrain profile 
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in the great circle plan between trans mitting 

and receiving antennas is plotted on the basis 

of an earth radius four-thirds times the actual 

radius thereby taking into account standard 

atmospheric refraction.  The angle between 

lines drawn from the trans mitting and receiving 

antennas tangent to the actual horizons is the 
angle e, and it may be easily seen that it is 
also a measure of the scattering region which is 
thought to be responsible for the existen,ce of 
signals far beyond th e ra di o horizon.- L/ Fig.3 

also illustrates .the change in location of the 
scattering region with the height of the trans-

mitting or receiving ter minal.  The ter m "angu-
lar distance" for the angle e is derived fro m 
the fact that for a smooth spherical earth it is 
proportional to the distance between horizons. 

4. Analysis of Hourly Median Data 

The 100 Mc data for the recording periods 
listed above were analyzed principally to yield 

hourly median values of basic trans mission loss 

for each path.  In addition thereto, a 48 hour 
period (February 24-25,1953) has been selected 
as a basis for more detailed studies of the 

si multaneous reception on the Rhombic and 
Yagi antenna at Anthony. 

For each path and each recording period 
a cumulative distribution of hourly medians 

was co mputed and plotted on logarithmic pro-
bability paper.  Sa mples of such distributions 

are shown on Fig. 4 illustrating the distribution 
of hourly medians at Garden City for the period 
February 20-27, 1953.  In our studies we chose 
the difference of the values exceeded by 90% 

and 10% of all hourly medians (someti mes called 
the "interdecile range") as a measure of the 
variations of trans mission loss.  These values 

were determined for all recording periods and 
paths. The 50% value and the interdecile range 

are plotted versus the angular distance 0 on 

Fig. 5.  The trend of the 50% values (or overall 

medians) serves to illustrate the usefulness of 
the e concept in evaluating long-distance pro-
pagation data.  The trend shown indicates that 
there is a pronounced seasonal effect with 
increasing 8.  This seasonal effect is even more 

striking in a study of the range of hourly medians. 
The interdecile range shown varies from 4 to 6 

decibels in February to more than 15 decibels in 
August, with its maxi mum appearing for a 
value of e appropriate to the Garden City 
receiving site. 

The number of hourly medians meas-
ured during the recording periods described 

in this paper was not sufkicient to per mit an 
evaluation of diurnal variations. 

5. Comparison of signals received 

si multaneously on the Rhombic  

and Yagi antennas at Anthony   

a. Detailed Study of the February 24-25 Data 

For the period of February 24-25 the 

records from the receivers connected to the 

Rhombic and the Yagi antennas were analyzed 

using a basic period of five minutes. For each 

of these periods a cumulative time distribution 

of trans mission loss levels was obtained and 

plotted on specially designed graph paper (as 
shown on Fig. 6 for the hour midnight to 

1:00 AM (February 25).  Inspection of this 

figure shows that the distributions plotted in 
this manner approxi mate straight lines with 
negative slopes close to unity.  The graph 

paper has been designed in a way so that a 

Rayleigh distributed variable will appear as a 

st ght line having a slope of —1.  It is thereby 
shown that trans mission loss levels for short 

periods of time are Rayleigh distributed. Thus 

the signal received by the antenna appears to 
be the vector sum of a large number of com-

ponents of rando m phase with its total energy 

constant over the short time period consid-

ered _2 /- a result which is now commonly 

ascribed to scattering within the volumes 
defined on Fig. 3 . The average of the twelve 

5- minute distributions is also shown on Fig.6 . 

The median for each of the 5- minute 
distributions served as a reference level for 
deter mining fading rate.  Of many possible 
definitions it was found convenient to define 

fading rate as the number of times per minute 

the signal trace crosses its median level with 

positive slope.  This is also the number of 

signal excursions per minute above the median 

level.  Fading rate values obtained in this way 
were averaged for each hour of record. Fig.7 

shows the average fading rates plotted versus 
time for the four paths.  The appearance of 

the graph suggests that the fading rates are 
correlated, and calculations show that for 
the signals received si multaneously on the 

Rho mbic and the Yagi antennas the correlation 
coefficient of the average hourly fading rate is 
0.847 for Cheyenne Mountain trans missions, 
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. and 0.890 for trans missions originating fro m 

Ca mp Carson. 

If the overall two-day average fading rate 

is plotted versus the co mbined trans mitting and 

receiving antenna gains (see Fig. 8) the appear-

ance of the graph shows the fading rate as a 

function of the gains as well as a function of 9. 

It has been shown by S. 0. Rice that the fading 
rate of the received signal is a function of the 

r. m.s. velocity of the scattering ele ments 

drifting relatively to each other within the 
scattering volume  / In reference 4, Rice 

gives a relation between thedrift velocity of 

scatterers and the fading rate of the received 
signal on the assumption of small scale turbu-
lence.  Although the atmosphere does not satisfy 

the condition of small scale turbulence, we may 
nevertheless get an order-of- magnitude esti mate 

of the drift velocity of the scatterers by using 
Rice's for mula.  The observed fading rate may 
be used to compute the r. m.s. drift velocity in 

accordance with the following expression (based 

on the assumption that the signal is Rayleigh-

distributed), 

X N 

177 sin  e 
2 

where u is in meters per second, N is the 

observed fading rate per minute,  X is the wave 

length in meters, and e is the angular distance 
defined above.  The observed average fading 

rates are tabulated below, together with the 

r. m. s. drift velocities derived therefro m. 

Path 

fades/  milli-  meters/ 

min.  radians  sec. 

Cheyenne Mt. - 
Rhombic  5.1  58.5  2.95 

Cheyenne Mt. -Yagi  5.2  58.5  3.01 

Camp Carson-
Rhombic  3.6  68  1.79 

Ca mp Carson-Yagi  3.9  68  1.94 

This tabulation shows that the drift velocities 

derived fro m the fading rates are smaller for 
the Ca mp Carson path which corresponds to 
a scattering volume at higher altitude. (See Fig. 3) 

The distinction between si multaneous data from 
the two receiving antennas is less pronounced if 

fading rate only is considered. 

b. Co mparison of hourly medians received 

si multaneously on the Anthony antennas  

In co mparing hourly median values of trans-

mission loss received si multaneously on the 
Rho mbic and Yagi antenna, all available data 

for the entire February 20-27 recording period 

have been considered.  It should be kept in 

mind that the two antennas are at approximately 

the sa me height above ground, and are spaced 

about 60 ft. apart horizontally in a way so that 
interaction between the antennas is mini mized. 

Fig. 9 shows the relation between the hourly 

medians received on the two antennas in the 

for m of two scatter diagra ms- one for Cheyenne 
Mountain and one for Ca mp Carson trans-

missions.  Each point on each of the diagra ms 

represents one hourly median with its abscissa 

corresponding to the trans mission loss received 
on the Rho mbic, and its ordinate corresponding 

to the trans mission loss received si multaneous-

ly on the Yagi.  The difference in trans mission 

loss (or ratio of received fields) should be 
constant depending on the difference in antenna 

gain and line losses, and is represented by 
straight lines drawn on the graph.  Inspection 

of the graphs shows, however, that there is 
considerable scattering of points and the lines 

do not see m to represent an average drawn 

through the points.  The co mputed correlation 

coefficients are 0.331 for the Cheyenne 2s/bunt:tin 
data and 0.510 for the Ca mp Carson data.  The 

additional departure of the theoretical relation-
ship shows that the measured free-space gain 

values are not realized over long distance 
trans mission paths.  Li A cumulative distri-
bution of the differences in median values is 

shown on Fig. 10 . Nor mal distributions are 

approxi mated with an interdecile range of 6.0 
decibels for the Cheyenne Mountain trans-
missions, and 4.0 decibels for the Ca mp Carson 

trans missions. 

The degree of correlation between hourly 
median values is thereby found to be much less 

than between average hourly fading rates. Also, 

the correlation for the Ca mp Carson medians 
is slightly better than the one for the Cheyenne 

Mountain medians. If this differene is signifi-

cant it points to the fact that Ca mp Carson 
trans missions are affected by a scattering 

volume at higher altitude for which drift veloc-

ities are shown to be smaller by interpretation 

of the fading rate data.  The scattering volume 

associated with the Ca mp Carson trans missions 
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may also be assumed to be reduced in size due 

to the higher gain trans mitting antenna. 

6. Conclusions 

The results of the measurements des-

cribed in this paper are divided into two parts. 

The first part concerns the behavior of hourly 

median values of trans mission loss for various 
paths at typical sum mer and winter recording 

periods, and the second part concerns detailed 

investigation of the fields received si multane-
ously on two antennas. 

Results of the first part are sum marized 
in Fig. 5 . The median hourly trans mission 

loss value tends to increase with increasing 
angular distance e and shows a seasonal trend 
of less increase in sum mer than in winter. Its 

variance is substantially higher in sum mer, 
but tends to decrease for larger values of e . 

Results of the second part show good 
correlation between fading rates of signals' 

received si multaneously on two antennas at 

essentially the same height and the sa me 

distance from the trans mitters; however, the 
correlation between median values of trans-
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mission loss received at the two antennas is 
substantially less than the correlation of 
fading rates. 

References 

1.  "Tropospheric Propagation Research", 

NBS Technical News Bulletin, Vol. 36, No.8, 
pp. 120 - 124, August 1952. 

2.  K. A. Norton, "Trans mission Loss in 

Radio Propagation ", Proc. I. R. E., Vol.41, 
No. 1, pp. 146 - 152, January 1953. 

3.  J. W. Herbstreit, K.A. Norton, P. L. Rice, 
and G. E. Schafer, "Radio Wave Scattering 

in Tropospheric Propagation", 1953 I.R. E. 
National Convention Record. 

4.  S. O. Rice, "Statistical Fluctuations of 
Radio Field Strength Far Beyond the 

Horizon", Proc. I. R. E., Vol. 41, No. 2 
pp. 274 - 281, February 1953. 

5.  S. O. Rice, "Mathe matical Analysis of 

Rando m Noise", Bell Telephone System 
Monograph G-1589, 1944-45, 

APerrav,.. 

,411 
P1 47r( RIVER 

Ar CAOSAS 

04I4ma 



Transmitting Antenna  Receiving Antenna 

1Transmitter Line 

Pt 

'Transmission 

Gt 

One, 

B + A 

  LB 

Lm 

 Lm l 

Lm = Lry;  (lt +1 r) 

LB= Lm +(Gt + Gr ) 

A= LB — B 

Gr 

ITransmission  
Line 

lr 

Receiver 

Fig. 2 
Pictorial representation 

of system units. 

8= 20 log (41rxd)2 = 36.581 + 20 log dmi + 20  log fmc 

14,3 IAPIN itstry5 JSED  CO M V F  TTANO•010 11.0.51.4.1 MI/ IRAC,01.1 

c-4  'ON Pi 8 FOR SMOOTH EARTH 

Fir. 3 - The parameter 0 in tropospheric propagation. 

103 



.80 

19 

1 

198 

200 

0 
0  202 
-J 

‘7, 
204 

tO 

206 

0 
cx 

208 

210 

212 
0 

---i \i 

Cheyenne Mt (34 Hours) 

.i 
...... 
,̀....... 

....... 

....4.. 

Corson 733 Hours) 

% 
.1 

\ 
N 

•............4_ .... 

30 40 50 60 70 80  .90 95  98 99 995 998 999 

Per Cent of Thrne 

Fig. /4 
Sample distribution of hourly 
medians, February 20-27, 195 -i; 

Garden City - 100 mc. 

Ba
si
c
 
Tra
ns
mi
ss
i
on
 
Lo
ss
 
in 
De
ci
be
ls
 

Int
er
de
ci
le
 
Ra
n
ge
 
in 
De
ci
be
ls
 

190 

200 

210 

220 

230   

15 

5 

a August 6-/3, /952 
O August /4-20, /952 

February 20-2/953 
(Anthony Rhomb/c) 

0 February 20-27 /953 
(Anthony Yogi) 

6 

r 

0 

0. 

0 
0 

.) 

Pik
es
 
Pe
ak
 
— 

Ch
ey
en
ne
 
Mt
 
..-

0. 

3 

— Garden City --  --Anthony  — 

a 

X 

Q_ 

a 

0 

a 

6 

10  20  30  40  50 

9in MillirodionS 

60  70  80 

Fie. 5 
Graph of measured 

medians and interdecile ranges 

for f = 100 mc. 

10 

db
 
Bel
o
w
 
I m
v/
m
 
( f
or
 
I k
w 
ER
P) 



Tr
a
n
s
mi
ss
i
o
n
 
fro
m 
Ch
ey
e
n
ne
 
Mt 

Fa
d
e
s
 
Pe
r
 
Mi
n
ut
e 

8 

1m 

Ts 

180 

185 

190 

175 

leo 

185 

190 

195 

0005-0010 
0010-0015 

0000-0005 

180 

0025-0030 

0020-0025 

0015-0020 

I ' 
190   
01:40105 510 

0035-0040 

0030-0035 

N 
0040-0045 ---) •.1.-• 

30 50 10 80  90  95 se 99 

Tra
ns
mi
ss
i
on
 
Lo
ss
 
1_,'
 ,i
n 
db 

165 

110 

115 

160 

185 

190 

195 

10 

5 

5 

10 

15 

0055-0059 

0050-0055 

0045-0050 

-m 
Mt n 5 0 

Derived Average Distribution 
for Hours 0000 -0100 

30 50  10 80' 90 95 

Fig. 6 (left) - Sample distributions 
of instantaneous transmission loss 
levels; Camp Carson to Anthony rhomb-
ic, 100 mc - February 25, 1953. 

3  6  9  N  3  6 

February 25,1953 

9 
3  6  9  N  3  6  9 

February 24 1953 
Fig. 7 

Average hourly fading rate of 100-inc 
signal; Anthony, Kansas - February 2h-25, 1953. 

98  99 

105 



Av
er
a
g
e
 
Fa
di
n
g
 
Ra
t
e
 
Pe
r
 
Mi
n
ut
e 

6 

5 

4 

3 

2 

200 r 

198 

19E, 

194 

192 

194 

188 

186 

Cheyenne Mt to Yogi --X -.--Cheyenne Mt to Rhombic 

8=585 
1 

Millirod'ons 
I  ) 

Comp Corson to 

8=68 

Yogi -----r4(  

Millirodions'i 

Comp Corson 

X 

I 
to Rhombic 

10 

All values in transmission loss L,"„ 

180 

15 

X 

20 25 30 35 

Combined Free Space Transmitting and 

Receiving Antenna Gains in Decibels 

182  184 

Transmission from Cheyenne Mt 

X X 

x X 

40 45 

I  1 
1Theoretical relation based 
on free space gains and 
relative line losses   

Transmission from Comp Corson 

f 

Theoretical relation based 
on free space goins and 
relative line losses 

186  Ise  190  192  194 

dti 
Received on Rhombic 

106 

196 198 

Fig. 8 

Graph of average fading 
rate vs. antenna gain. 

Fig. 9 
Correlation diagram 

of hourly median values. 



-2 

0 

2 

4 

6 

l i 1 1 

Expected 

and 

Rat as from 
Line Loss Measurements-GompGarson 

Free Space Gain 

I  I  I I  1 I I I I I 
Expected Ratios 

and Line Loss Afeosurements-CheyenneM1 

from Free Space Gain 

..... 
...... ...,\\ \ 

‘ \\• • 
- 

\ % 

*.. \ .............. 

) 

i 

''' ..... 

... , 

....-

IC 

2  5  I0  20 30 U J  98 99 

Per Cent of Hours Differences Were Less Than the Ordinate 

Fig. 10 
Distribution of difference 
in hourly median transmission 

loss received on rhombic and Yagi; 
Anthony, Kansas, 100 mc - 

February 20-27, 1953. 

107 



THE MEASUREMEBT OF THE POLARIZATION OF RADIO WAVES REFLECTED 

FROM THE IONOSPHERE AT NON-VERTICAL INCIDENCE 

G. T. Inouye 
Cruft Laboratory, Harvard University 

At Present with Technicolor Motion Picture Corporation 
Hollywood, California 

SIIMMAry 

Measurements of direction of arrival as well 
as polarization have been made on 9.1 mc/s pulsed 
transmissions over a 1300 km path from Glenville, 
North Carolina to Lexington, Massachusetts.  The 
vertical and horizontal angles of arrival were re-
quired in order to determine the polarization of 
the downcoming wave from that measured at the re-
ceiving site.  Therefore, the direction of arrival 
was measured in addition to the polarization. 
Equipment for the continuous automatic recording 
of the information was constructed; the direction-
al data being obtained in the form of two phase 
measurements, and the polarization data as phase 
and amplitude ratio measurements.  Data were re-
corded simultaneously for each pulse of the series 
of pulsas arriving for each one transmitted. 
Samples of the data are shown, and the correlation 
wtth the magnetic-ionic theory is discussed. 

Introduction 

Due to the presence of the earth's magnetic 
field in the ionosphere, an incident radio wave is 
split into an ordinary and an extra-ordinary com-

ponent, each of which propagates through the iono-
sphere according to its characteristic index of 
refraction.  The polarizations as well as the 
indices of refraction of these two components at 
any point on their trajectories are determined by 
the following:  (1) the direction of the wave 
normal, (2) the magnitude and direction of the 
earth's magnetic field, (3) the density of free 
electrons, (4) the frequency of the transmitted 
signal, (5) the frequency of collisions of the 
free electrons with surrounding air molecules, 
and (6) whether the component is ordinary or extra-
ordinary. 

In particular, Bookerl has shown that the 
limiting polarization of the downcoming wave is 
determined at the lower edge of the ionosphere 
where the density of free electrons is very small. 
Hence, the direction of the wave normal applicable 
to the computation of the polarization of the 
downcoming wave is obtained by measuring the verti-
cal angle of arrival.  In addition, the vertical 
angle of arrival enters into the polarization 
measurement in the angular relationship between 
the downcoming wave and the loop-type receiving 
antennas used for the measurement.  Note that the 
horizontal angle of arrival also enters into this 
consideration if the signal deviates appreciably 
from the great circle path.  Finally, the vertical 
angle of arrival enters into the ground reflection 
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coefficients which also modify the measured 
polarization. 

Theoretical Background  

The computation of the trajectory, and in 
particular the vertical angle of arrival, from 
vertical height measurements at vertical inci-
dence, is usually performed by neglecting the 

earth's magnetic field, and also the collisions 
of the free electrons with surrounding air mole-

cules which mainly affects the absorption.  For 
transmissions over short distances the assumption 
of a flat earth is valid and the computations are 
straightforward.  For more oblique paths, the 
curvature of the earth must be taken into account 
and the Rroblem is considerably more difficult. 
Waterman  has investigated the approximations 
made by various workers in solving the problem 
and has come to the conclusion that a numerical 
solution was most appropriate.  Figures 1 and 2, 
taken from his report, are curves of vertical 
angles of arrival and transmission time delay as 
functions of the maximum electron density in the 
F2-layer.  These curves were computed by the 
Wave Propagation group at Cruft Laboratory for 
the 1300 km path between Glenville, North Caro-
lina and Cambridge, Massachusetts.  This particu-
lar path was chosen so that the ionospheric 
sounding station of the National Bureau of Stand-
ards at Ft. Belvoir, Virginia lies at the mid-
point.  The abscissas in Figures 1 and 2 have 
been normalized with respect to the signal 
frequency, f, and is in terms of F: 

, Fc 2= Noe2 
fc IrET (1) 

The crittcal frequency, fc, is proportional to the 
square-root of the maximum electron density, No, 
in the layer.  Hence, the abscissa of the tip of 
the "nose" of the curves at the extreme right 

corresponds to the minimum value of No for which 
transmission occurs.  As No increases, the 
abscissa goes towards the left, and there are two 
diverging branches, the upper of which describes 
the Pedersen ray which has a higher angle of 
arrival and a greater transmission time delay 
than the lower ray. 

The effect of the earth's 
now be reintroduced as a first 
small frequency corrections, 

fo ly1,1 , and fx = 

magnetic field may 
approximation as 

f "17-17:1 (2) 



• for the ordinary and extra-ordinary components. 
The frequency normalized longitudinal component of 
the gyro-magnetic frequency, yL, is 

YL  = eBo cos Q  

2irfm 

(3) 

where BP is the earth's magnetic field and Q is the 
angle between the wave normal and the direction of 

B°.  The gyro-magnetic frequency,  is about 

1.46 mc/s for the United States.  The question 

arises as to the value of Q to be used in the 
frequency corrections, since it varies along the 

trajectory.  Taking the maximum value of cos Q, 
yL is 0.16 for the signal frequency of 9.1 mcis 
used, and the correction amounts to 8% at most. 
Thus for a given signal frequency and electron 
density, the absCissa, F, is shifted slightly to 
the right in Figures 1 and 2 for ordinary rays, 
and to the left for extra-ordinary rays.  Hence 
the sequence of arriving signals in the order of 
increasing vertical angle of arrival and increasing 
time delay is (1) extra-ordinary lower ray, 
(2) ordinary lower ray, (3) ordinary Pedersen ray, 
and (4) extra-ordinary Pedersen ray.  Because of 
the frequency correction there is a small value of 
No for which extra-ordinary rays are transmitted, 
but no ordinary rays.  Thus, the first signals to 
cone through in the morning and the last to come 

through at night are extra-ordinary rays. 

The downcoming magneto-ionic components may 
be described as being elliptically polarized in 

general.  They have the property that, looking in 
the direction of propagation, the ellipse of the 
ordinary ray is traced out with a counter-clockwise 
sense of rotation, and the extra-ordinary ray with 
a clockwise sense of rotation if the angle, Q, 
between the wave-normal and the earth's magnetic 
field is acute upon emerging from the ionosphere. 
The senses of rotation are reversed if Q is obtuse, 
and in any case, are always of the opposite 
senses for the two components.  When Q is 90°, 
both polarizations are linear, and when Q is zero 

or 180°, both are circular. 

In Figure 3 are curves showing the polariza-
tion: 

R' =  = - EA.= P'ei0'  (4) 
ILL  EH 

as a function of the vertical angle of arriva1,10 , 
for various directions of propagation, B, measured 
from magnetic North.  These have been computed for 
a signal frequency of 9.135 mcis, a gyro-magnetic 
frequency of 1.46 mcis, and a magnetic dip or 
inclination of 68° 30'. The effect of collisions 
between electrons and surrounding air molecules 
has been assumed to be negligible.  The subscripts, 

, indicate the components of the H or E 
fields parallel and perpendicular to the plane of 
propagation, that is, the plane of the great 
circle passing through the receiver and transmitten 
For the path used (B = 68' 30' fortuitously 
happened to be equal to the magnetic dip), the 
polarization of both components is nearly circular 
since the amplitude ratio, Po', varies from 0.8 to 

1.0, and the phase angle, 00', from 70 ° to 90 ° 
for the ordinary ray.  The polarization of the 
extra-ordin ary ray is obtained from the re-

lations 

DI 1  . 

Po' 
Ox' = so, + . (5) 

Measuring Techniques  

The requirement that the directions of 
arrival be measured in addition to the polari-
zation was pointed out in the previous section. 
This was accomplished by two phase difference 
measurements of the outputs of two pairs of 

spaced antennas.  The polarization was determined 
by measuring the amplitude ratio and phase 
difference of the outputs of two loop antennas 

with their axes both horizontal and mutually 
perpendicular and as close to the ground as 
possible.  The orientation of these antennas is 
shown in Figure 4. The direction measuring 
antennas are located so that the pair in line 
with the great circle path measures the vertical 
angle of arrival directly if the signal suffers 
no appreciable lateral deviation.  The other 
pair, located on a perpendicular line, gives a 

measure of the lateral deviation. 

The polarization, g'eice as measured by the 
loop antennas oriented as shown in Figure 4, 
computed from the polarization of the down-
coming curve, is shown in Figure 5 as a function 
of the vertical angle of arrival, ".  These 
curves are obtained from those of Figure 3 by 
adding the ground-reflected components to the 
downcoming components to obtain the total H 
field measured by the loop antennas.  Also in-
cluded are curves which would have been obtained, 
had the ground been a perfect reflector with 

infinite index of refraction, p. .0o, and also 
if the downcoming waves had been perfectly 
circular in polarization, R =  J.  The actual 

index of refraction, p =%1 81 - J58, was com-
puted from the measured ground constants of 81 
for the re Wive dielectric constant, and 
29.3 x 10- emu for the conductivity. 

The technique used for measuring the phase 
difference of the outputs of the various antennas 
in determining the direction of arrival and the 
polarization is essentially a substitution and 
null method.  A block diagram of the system with 
a vectorial representation of the voltages is 
shown in Figure 6. The phase of one channel is 
shifted continuously with respect to the other 
channel at a constant rate of 16 seconds per 
revolution by a synchronous motor.  Taking the 
difference between the detected r.f. sum and the 
detected r.f. difference, the output is a pulse 
envelope whose. si gn changes from + to - and from 
- to + for each rotation of the phase shifter; 
the nulls occurring when the r.f. phases are in 
quadrature.  The measurement is completed by 
introducing a signal of known phase from a local 
pulsed transmitter and noting the difference in 
dial settings of the calibrated phase shifter for 
corresponding transitions in the signs of the 
reference and the unknown signals.  The reference 

109 



pulse transmitter is located about three wave-
lengths away in the direction of the remote trans-
mitter.  Therefore the local signal is a reference 
for zero lateral deviation, zero vertical angle of 
arrival, zero polarization phase angle, and zero 
db polarization amplitude ratio.  The data are 
actually recorded by photographing a fast horizon-
tal sweep of about 1500 microseconds duration on 
a cathode ray tube, intensity modulated by the 
video difference signal described above.  Since 
we are working with pulsed signals, the reference 
pulse is put at the beginning of the sweep and 
measurements are made on the entire train of 
pulses which occupy the remainder of the sweep. 
This fast horizontal sweep is also swept across 
the screen vertically in synchronism with the 
shaft of the phase shifter.  We thus obtain a 
frame calibrated vertically in degrees of phase 

and horizontally in relative transmission time 
delay.  These frames are indexed horizontally 
along the roll of photographic paper or film, 
giving a semi-continuous measure of the phase. 

To record the polarization amplitude ratio, 
the gain of one channel is varied with respect to 
the other by a potentiometer ganged with the 
phase shifter shaft.  The r.f. sum and difference 
circuits are disabled, but the video difference 
is still applied to the intensity grid of the 
cathode ray tube.  With the same presentation as 
for the phase measurement, the amplitude ratio is 
determined by noting the relative heights in the 
frame where the reference and the unknown signals 
change signs. 

Results 

The data taken in the first part of the pro-
ject were recorded on 35mm film and decoded on a 
microfilm reader.  An example of the records ob-
tained is shown in Figure 7.  On these measure-
ments, readings of the horizontal angle of 
arrival, Oe, vertical angle of arrival, y., 

' polarization phase angle Op, and polarization 
amplitude ratio,OA, were made sequentially for 
three minutes out of every ten minutes.  Since 
each frame required 16 seconds, two or three 
readings were averaged for each point plotted. 
The first trace of alternate light and dark sec-
tions at the left of each frame are calibration 
markers for the rotation of the shaft of the 
phase shifter.  The non-linearity of the vertical 
sweep was due to the potentiometers used, since 
the calibration markers were taken directly off 
the shaft of the synchronous motor.  The phase 
shift was linear with respect to shaft rotation. 
The second trace from the left in each frame is 
the reference pulse, while the third and fourth 
traces are the E- and F-layer signals.  The fifth 
trace, which appears diffuse and irregular, is an 
abnormal reflection and can be seen to be definite-
ly arriving from other than the great circle path 
in the Øg frames.  The transmission time delay 
record taken at Cruft Laboratory on the same day 
is shown at the top of Figure 7.  The Bureau of 
Standards has reported this particular day as 
being a magnetically stormy day, and the time deIor 
record shows loss of transmission between 1350 
and 1450 EST and from 1700 EST on. 

no 

In the latter part of the project the data 
were recorded on 3 5/16 inch wide photographic 
paper instead of film, doing away with the 
necessity for a microfilm reader.  Instead of 

recording the four phase angles sequentially 
they were recorded at different times.  A linear 
wire potentiometer was obtained for the vertical 
sweep generator, and the frame indexed along the 
photographic paper only in between frames so 
that the frames were recorded vertically instead 
of on a slant.  An example of the type of record 
obtained is shown in Figure 8.  This particular 
sdt of records shows the horizontal angle of 

arrival and its behavior near the end of trans-
mission as the electron density is decreasing 
in the evening.  From the point of view that the 
edge of the layer is travelling westwards, follow-
ing the sun, it is surprising to note in how 
short a time--only a matter of minutes--the 
signal shifts towards the west before giving out. 
The maximum amount of lateral deviation before 
the signal disappears is about 5 degrees. 

An example of the data obtained is shown in 
Figure 9.  The horizontal angle of arrival was 
found to fluctuate in a random manner about a 
mean value with amplitudes of a few degrees with 
periods ranging from 10 to 30 minutes, and the 
vertical angle of arrival, likewise, with some-
what larger amplitudes.  Observations of similar 
phenomena have been reported by the British 
workers, E. N. Bramley and W. Ross3.  Further 
examples of the fluctuations in the horizontal 
angle of arrival are shown in Figure 10.  The 
deviation of the mean value from the great circle 
path of a few degrees is presumably an error in 
the laying out of the receiving antennas although 
this was checked with a U.S. Geodetic Survey map. 
Going back to Figure 9, the value of the vertical 
angles of arrival computed from the Bureau of 
Standards reports of critical frequencies and 
the curves of Figure I are indicated with squares. 
These tend to be about 5 degrees lower than the 
observed value; although some records were obtain-
ed where the correlation was much closer.  One 
possible explanation of the discrepancy may be in 
the particular model of the ionosphere assumed in 
the computation of Figure 1. 

The polarization was found to be as expected 
from the theoretical considerations whenever the 
various modes of transmission were separated in 
time of arrival.  Referring to Figure 2, the 
relative time delay of the ordinary and extra-

ordinary lower ray for pulses of about 100 micro-
seconds width is insufficient to resolve these 
two components except at the very tip of the 
"nose".  The components of the Pedersen ray are 
resolved, but these are more highly attenuated 
except near the "nose'.  Fortunately, the con-  - 
ditions of propagation are such that the attenu-
ation is small at just these times.  Thus the 
polarization amplitude ratio, Q', was found to 
fluctuate widely above and below zero db for the 
lower ray indicating phase interference between 
the ordinary and extra-ordinary components, but 
to be near unity ratio for the Pedersen ray, as 
predicted.  The polarization phase angle, q', also 
fluctuated widely for the lower ray, but showed 



some tendency toward negative values indicating a 
predominance of the ordinary component as against 
the extra-ordinary.  No statistical treatment of 

the data was attempted. 

The ability of the extra-ordinary ray to sus-
tain transmission with small electron densities 

insufficient for ordinary ray transmission is 
strikingly brought out by the polarization phase 
angle records shown in Figure 11.  On these records 
phase angles below the reference line indicate neg-
ative values of q' and hence ordinary rays, while 
phase angles above the line indicate extra-
ordinary rays.  The reference lines are drawn from 
the reference signal which appears at the left 
side of each frame.  In Figure lla, for instance, 
the lower ray fluctuates until about 2012 EST while 
the Pedersen ray exhibits well behaved ordinary 
and extra-ordin ary components until the ordinary 
component, which has merged with that of the lower 
ray, disappears at 2015 EST.  Thus, a gap appears 
between the extra-ordinary lower and Pedersen 

rays, and these gradually merge together until 
they are indistinguishable from each other at 
2020 EST.  The remaining signal which lasts until 
2025 EST has the polarization of an extra-

ordinary ray. 
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FCC RULES AND PROPAGATION DATA 

E. W. Allen, Chief Engineer 
Federal Communications Commission 

Washington 25, D. C. 

Summary -- The engineering which is incorpo-
rated  e FCC Rules is designed to provide a 
satisfactory administrative tool for station as-
aignment and licensing purposes.  With the rapid 
growth of television, it was found necessary to 
include in the Rules a national assignment plan 
based upon available propagation and equipment 
data and upon estimates of average service areas. 
The data and procedures used for the development 
of the mileage spacings employed in the assignment 
plan; for the development of the propagation curveg 
and for the estimates of field strengths required 
for various grades of service are examined and dis-
cussed.  An appraisal is made of present progress 
in UHF and of needed technical developments to per-
mit the UHF to provide the necessary service. 

Background 

Subsequent to World War II the growing de-
mands for television service made it necessary for 
the Federal Communications Commission to provide 
for the assignment of additional television 
channels to the various cities of the United States, 
so that opportunities would be provided for the 
establishment of additional television stations. 
Extensive public hearings beginning in May 1948, 
revealed that the potential demands for new tele-
vision stations could not be met by the assignment 
of only the 12 channels available in the VHF porticn 
of the radio spectrum.  It therefore became neces-
sary to provide for the allocation and assignment 
of 70 additional channels in the UHF portion of 
the spectrum.  A national assignment plan, includ-
ing both VHF and UHF channels, was developed and 
was issued by the Commission in April 1952. 1 Under 
the plan, specific channel assignments were made 
to each of some 1300 cities and towns, which can 
accommodate about 600 VHF stations and 1400 UHF 
stations. 

In making these assignments, certain spacings 
between them were maintained in order to provide 
for each station a reasonable freedom from inter-
ference from stations located in other cities. 
These spacings were determined from estimates of 
the probable future service areas of television 
stations, as indicated by the existing knowledge 
of the characteristics of VHF and UHF radio waves 
and by the existing and expected developments in 
television transmitting and receiving equipment. 

In order to obtain propagation and engineer-
ing information on which assignments could be 
based, the FCC called an  Engineering Conference 
in November 1948.  From the conference there was 
formed an Ad Hoc Propagation Committee, which 
examined the available VHF propagation data and 
developed methods for portraying it in a form 
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useful for assignment purposes, defined methods 
for specifying grades of television service, and 
made studies to show how effective use could be 
made of the channels available for television 
assignments.?  The studies of this Committee were 
confined to the VHF, so that it became incumbent 
upon the staff of the FCC to assess the available 
UHF information, and to put it into summary form, 
so that it would be useful in the preparation of 
a coordinated VHF-UHF assignment plan and in the 
formulation of assignment and licensing rules, 
under which the plan could be placed in operation. 

UHF Propagation Data 

An analysis of four UHF surveys made in the 
vicinity of New York City and Washington, D. C., 
and available at the time of the issuance of the 
Commissionts Notice of Further Proposed Rule 
Making on July 12, 1949 indicated that the median 
fields for distances out to about 20 miles from 
the transmitters could be expected to be sub-
stantially equal to the median fields in the 
lower VHF.  A later and more comprehensive study 
of 18 UHF surveys, as shown in Table I, containing 
some data out to a distance of about 30 miles, 
verified this figure3 so that the Commissionts 
Rules adopted in April, 1952 provided for the use 
of the same median field strength curves for the 
lower VHF channels 2-6 and the UHF channels 14-83. 

TABLE T 

Median Ratios of 
Measured 

1  2 
Survey Bu 

Kansas City 
Wash., D. C. 
Wash., D. C. 
New York City 
New York City 
New York City 
Harrisburg 
Scranton 
Easton 
Reading 
Cedar Rapids 
Pittsburgh 
San Francisco 
Bridgeport 
Nashville 
Ft. Wayne 
Bridgeport 
New York City 

Range 

Weighted Median 

Plane Earth Fields to 
Fields in db. 

3  4  5 
F ..22.172 a 

W6Tf s Medians 
Midland 
Philco 
RCA 
DuMont 
RCA 
CBS 
McNary 
McNary 
McNary 
McNary 
Collins 
Westinghouse 
Adair 
Zenith 
WS?! 
Westinghouse 
NBC 
Bell Lab. 

490 
515 
515 
515 

0 
03 
600 
535 
600 
508 
35 
456 

507  19  12-20 
505  22 
505  23  17-34 
612  28  27-31 
510  20  16-26 

16 
23  12-31 
35  19-40 
214  23  li=3.ci 19 
3 7 26-30 
2g 
31  28-36 
15 
23  16-34 
33 

16-35  11-40 

22 



It would seem to be desirable to restate 
what is meant by "median field strength" within 
the context of the Commission's Rules and the 
studies which led up to them.  The median field 
strengths shown by the curves in the Commission's 
Rules are the median values of measurements taken 
during the surveys of several stations.  The 
curves cannot be expected to predict with accuracy 
the median field strength to be expected in a 
small area or even for the whole area covered by 
a single station.  The lack of accuracy in the 
use of the median curves for predicting the cover-
age of individual stations is stated in Volume II 
of the Report of the Ad Hoc Committee and in 
Section 3.683 of the FCC Rules. 

Reference to Table I shows this fact rather 
clearly.  The weighted median of the ratios of 
plane earth to measured fields for all eighteen 
station surveys was 22 db. (Column 4)  However, 

the range of median ratios for individual station 
surveys was from 16 to 35 db.  Thus for complete 
station surveys, the median ratios ranged from 
6 db above to 13 db below the median for all 
stations.  Similarly, the median ratios for indi-
vidual survey radials (Column 5) ranged from 
11 to LO db, or from 4.11 to -18 db compared to 
the overall median.  Measurements for sectors of 
individual radials show an even wider spread, so 
that the probable error in the use of median 
curves to predict service contours for a particu-
lar station is quite high.  More recent data, 
such as provided by Taylor at Portland, Oregon, 
and by Epstein and Peterson at Jersey City, fall 
within the ranges included in Table I, and the 
present curves as indicative of median values , 
can be said to be consistent with these data.4Ps° 

Some dissatisfaction has arisen as a result 
of the failure of the FCC curves to yield relia-
ble predictions of individual station coverage. 
Perhaps some of the difficulties have arisen as 
a result of the failure to appreciate the nature 
and purpose of the FCC curves; namely, to provide 
a station assignment tool rather than a method 
for the detailed and accurate prediction of the 
coverage of individual stations.  I should like 
to emphasize this distinction and to caution 
engineers to use all of the information at their 
command to assure themselves that both VHF and 
UHF television stations will cover the desired 
areas when placed in operation. 

The recent investigation by Epstein and 
Peterson6 has shown that the probable error of 
predicting service contours can be measurably 
decreased by using diffraction formulae to esti-
mate the effects of first order roughness such 
as shown on available topographic maps.  Values 
are also given for the effects of residences and 
trees, so that more realistic estimates of the 
fields available at receiving locations can be 
made.  Similar approaches to the treatment of 
systematic effects of terrain have previously 
been advocated by Bullington. 7 In areas for 
which relief maps are available, shadowgraphs 

such as described by Taylor  should be used. 
Where conditions warrant, such refined predic-
tions should be supplemented by measurements on 
existing or experimental transmitters in the 
area under study.  The importance of such de-
tailed studies to assure proper antenna siting 
can be realized when it is stated that for the 
worst radial examined in the above 18 surveys, 
about sixty times as much power is required in 
order to bring its median value up to the average 
for all radials.  We at the Commission realize 
the seriousness of the difficulties confronting 
engineers in the solution of station siting and 
coverage problems, owing to the scarcity of 
dependable data and the pioneering state of 
measurement and estimation procedures.  In an 
effort to assist, the Commission authorized its 
Chief Engineer to form the Radio Propagation 
Advisory Committee for the purpose of evaluating 
available data and recommending procedures and 
standards in these matters.  This Committee con-
sists of engineers from interested government 
agencies and from the radio industry.  It 
welcomes the support of interested persons and 
also any information or data which will contribute 
to the solution of these problems.  The Committee 
is concerned not only with the problems of cover-
age but also with the evaluation of the effects 
of interference from distant stations.  I shall 
not discuss this latter matter, as it will be 
taken up in a suceeding paper by Mr. Herbstreit. 

Field Strengths Required for Television Service  

TABLE II 

Field Strengths Required to 

Noise  - 

Channels  Channels  C LInels 
2-6  7-13  14-83  

Grade B Service - 
Overcome Receiver 

(db above 

(1) 
(2) 

(3) 

Factor 

1 microvolt per meter 

Thermal noise 
Receiver noise 
figure 
Peak S/N ratio 

Receiver termin-49 
al voltage 
Transmission 
line loss 
Antenna factor  -9 

Local field  41 
strength 
50% terrain 
factor 
90% time factor  6 

(10)Median field 
strength 

In the absence of interfering fields, the 
field strengths required for television service 
are determined by the sensitivity and noise 
figures of available television receivers, and 

7  7  7 

12  12  15 
30  30 

49  52 

1  2  5 
O  3 

51  60 

5  4 

47  56  64 
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the characteristics of available antennas and 
transmission lines.  In developing the rules on 
which the station assignment plan was based, 
certain assumptions were made as to these charac-
teristics for the typical television receiver and 
receiving installation which could be expected to 
be in use in the reasonably near future.  These 
assumptions can be examined in some detail by 
reference to Table II from which were derived the 
field strength requirements for Grade B service8 
which appear in the present rules. 

(1)  The thermal noise value, expressed in db 
above one microvolt at 300 ohms circuit impedance, 
is computed from the circuit temperature and is 
still valid. 

(2)  Receivers with a 12 db noise figure for 
channels 2-6 were being manufactured at the time 
of preparing the table in March, 1951.  The 
assumptions for channels 7-13 and 14-83 were 
based on expected progress in receiver development. 
These values have been published for comment by 
the FCC on two occasions and have received general 
support.  In a recent paper presented by Pan in 
Toronto9 the following ranges of noise figures 
were given for present receivers using grounded-
grid circuits:  channels 2-6, 4-7 db; channels 
7-13, 6-10 db; channels 14-83, 12-21 db.  It will 
be seen that some or all of the receivers in each 
group have lower noise figures than the figures 
assumed in Table II.  However, in order to meet 
the assumption of 15 db for UHF receivers, the 
spread of noise figures must be greatly compressed 
so that the typical receiver approaches the 
characteristics of the best present receiver.  The 
lesson to manufacturers is plain-build a UHF re-
ceiver with the lowest practical noise figure 
which the state of the art permits.  Even then, 
UHF receivers will be inferior in this respect to 
VHF receivers. 

Pan investigated the UHF receiver noise 
figures resulting from the use of available e-
lectron tubes as radio frequency amplifiers.  He 
found that the planar type triodes resulted in a 
significant improvement in noise figure, 3-6 db, 
but they are too expensive for commercial use. 
The somewhat less expensive pencil triode gave 
some improvement over the best crystal mixer 

circuit at the lower end of the UHF band but none 
at the upper end.  Available miniature triodes 
were unstable and were found to have up to about 
2 db worse noise figures than the best crystal 
mixers.  Thus there I's urgently needed a new tube 
which can operate well as a low noise UHF ampli-
fier and will be reasonable in cost.  Such a tube 
would greatly assist in solving the problems of 
overloading the mixer circuit by strong signals 
and of reducing oscillator radiation. 

(3)  The 30 db peak visual carrier to R.M.S. noise 
ratio was chosen as a result of laboratory tests 
and observations which have been made independent-
1,3, at several laboratories.  I believe that 
present judgment supports this value as an index 
of reasonable picture quality. 

11q 

(4) Combining items (1), (2) and (3) yields the 
following values of required voltage in db above 
one microvolt across a 300 ohm receiver input, 
49, 49, and 52 dbu. 

(5) The transmission line was assumed to be 
50 feet of 300 ohm line.  Presently manufactured 
tubular lines of reasonable price can meet the 
assumed loss of 5 db at UHF even under wet con-
ditions.  Some open wire lines can do better by 
a db or two, and it would seem that this is an 
item to which particular attention should be 
given in further development and in manufacturing, 
and in which care should be exercised by the 
service man in both choice and installation.  It 
should prove to be a relatively cheap way of re-
trieving a few sorely needed db. 

(6)  The antenna factor, as listed in Table II, 
is the reciprocal of the conventional "effective 
length" of the antenna.  Antennas of 6 db gain, 
compared to a half-wave dipole, are assumed for 
VHF channels 2-13 and of 13 db gain for UHF 
channels 14-83.  The type of antenna assumed for 
the UHF is not stated, but this gain can be 
achieved by a rhombic of reasonable size.  More 
recently other types of antennas, for example, 
double bow-tie antennas in corner reflectors, 
have been developed to yield about 13 db across 
the band.  The assumptions do not seem to be un-
reasonable for rural conditions.  However, the 
local fields may vary so widely over relatively 
small distances, that some pains must be taken 
to assure that the antenna is properly placed 
for best results.  There are also some locations 
in which high antenna gain cannot be realized by 
reason of distortion of the field.  It is un-
known as to whether such locations are sufficient-
1;,/ numerous as to form a serious impairment to 
television service. 

(7)  Based on the foregoing assumptions, local 
field strengths at the receiving antenna of 
41 dbu (41 db above 1 microvolt per meter, which 
is equal to 112 uv/m), 51 dbu (3514 uv/m) and 
60 dbu (1000 uv/m)-are required to produce a 
picture having a 30 db S/N ratio.  Taylor, in his 
survey of UHF TV Station KFTV at Portland, Oregon/it 
found that a 66 dbu (2 mv/m) local field provided 
a satisfactory picture.  The antenna used was a 
bow-tie in a corner reflector, which provided 
about 4 db less gain than the above double bow-
tie.  The transmission line was in excess of 
70 feet in length.  Although the line loss and 
the noise figure of the receiver are not stated, 
we may assume that they were of good quality. 
Thus the acceptable values found by Taylor are 
reasonably consistent with the tabulated value of 
6o dbu. 

(8)  The specification for Grade B service re-
quires that the local field strength required for 
a satisfactory picture quality be available to 
50% of possible receiver locations, so that no 
correction for terrain needs to be added in 
order to relate the local required field to the 
median or 50% terrain fields employed in the 
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field strength curves. 

(9)  The specification for Grade B service re-
quires that the local field strength required 
for a satisfactory picture quality be available 
for at least 90% of the time at the best 50% of 
receiver locations at the outer limits of the 
service area.  Available information on fading 
within line of sight indicates that it increases 
rather uniformly with increasing distance but is 
substantially independent of the frequency.  The 
fading factor in Table II decreases with increas-
ing frequency since the distance to the outer 
limits of the Grade B service area decreases.  A 
recent reexamination of these figures in light of 
additional information indicates that the tabulat-
ed figures are somewhat generous, and could 
reasonably be reduced about 1 db to 5, 4 and 3 db, 
respectively. 

(10) An overall appraisal of the factors which 
contribute to the required median field strengths 
for Grade B service indicates that, while lower 
field strengths might provide acceptable service 
at VHF, principally because of better receiver 
noise figures than the assumed values, the UHF 
field strengths cannot be lowered at this time. 
Further improvements in antennas, transmission 
lines and receiver noise figures must be made 
before this can be done. 

The field strengths required in urban areas, 
in the absence of interference external to the 
receiver, were arrived at by a similar process, 
the principal differences residing in the as-
sumptions of a typical urban antenna of 8 db 
gain, and of a 6 db terrain factor to provide 
service to 70% of receiver locations rather than 
50%.  Also an assumption was made as to the 
fields required to overcome noise and interfer-
ence external to the receiver, which was likely 
to exist at typical urban locations, so that a 
final UHF value of 74 dbu was chosen as proba-
bly sufficient for both purposes.  It has been 
quite true to date that the UHF television 
channels are fairly free of interference but it 
has been our experience that as services grow 
in the higher bands of frequencies, interference 
grows along with them in spite of concerted 
efforts to mitigate it.  The median value of 
74 dbu should be sufficient to override 30 to 45 
dbu of sine wave interference, depending upon 
the location of the interference within the 
channel. 

A 1 kilowatt transmitter with 60 db of 
harmonic suppression, and with the very conserva-
tive assumption of no antenna gain at the 
harmonic frequency, can produce a harmonic field 
of 43 dbu at one mile.  Some current UHF tele-
vision receivers can produce fields in excess of 
this value at 1000 feet.  These figures reveal 
the importance of solving these problems at their 
sources and of maintninieg the proper spacings 
between stations when their frequencies are such 
as to give rise to interference problems, and let 
me remind you that this problem is compounded 

when receivers have numerous spurious responses. 
The UHF assignment plan is designed to minimize 
the effects of some of these and of radiation 
from the heterodyne oscillator when receivers 
employ 41 Mc IF strips and use the fundamental 
of the oscillator frequency.  No protection is 
given to receivers of different design.  Unless 
spurious responses and oscillator radiation can 
be properly controlled, a large percentage of 
any receivers having a nonconforming design 
will be in serious trouble when the UHF tele-
vision and neighboring bands became more fully 
occupied. 

UHF Transmitter Power Requirements  

An examination of the Grade B service 
fields in Table II shows that the required UHF 
fields are 17 db higher than the fields re-
quired in the lower VHF.  This corresponds to 
a power ratio of 50 to 1.  Thus, even in favor-
able terrain or under conditions which will 
permit a choice of antenna site so that field 
strengths approximating those shown by the FCC 
curves are obtained over the area to be served, 
the UHF station will require much higher power 
to provide service areas and quality of service 
comparable to VHF stations.  The majority of 
UHF stations now USe 1 kw transmitters with 
antenna gains up to about 14 db.  Some few have 
transmitters with power up to About 12 kw 
(11 dbk).  With the high antenna heights which 
have been used in an effort to improve coverage, 
null fill-in, directionalizing and beam tilting 
practices have been resorted to in an effort to 
improve the near-in fields in populated areas. 
The development of higher transmitter power is 
essential to the successful operation of UHF 
television stations in competition with VHF 
stations.  But in the course of developing 
higher power, let us not forget that this also 
holds the threat of higher levels of interfer-
ence to television and other services which may 
be affected.  Thus the development and adoption 
of adequate suppression measures for spurious 
and harmonic emission must proceed hand in hand 
with the development and use of higher power. 
Recently, suggestions have been made that 
booster stations, operating on the same channel 
as the parent station, or satellite stations, 
operating on different channels, be used to 
supplement coverage in difficult areas.  If it 
develops that such operation should become wide-
spread, changes in the channel assignment 
pattern may be required, involving closer spac-
ing of transmitters.  If so, it may prove to be 
impractical to give the added protection now 
found in the assignment plan with respect to 
oscillator radiation, image responses, inter-
modulation, etc.  This means that a solution 
will depend upon improved receiver character-
istics, including the development of a practical 
UHF amplifier. 

Conclusion 

While the progress to date in the develop-
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the characteristics of available antennas and 
transmission lines.  In developing the rules on 
which the station assignment plan was based, 
certain assumptions were made as to these charac-
teristics for the typical television receiver and 
receiving installation which could be expected to 
be in use in the reasonably near future.  These 
assumptions can be examined in some detail by 
reference to Table II from which were derived gm 
field streng th requirements for Grade B service° 
which appear in the present rules. 

(1)  The thermal noise value, expressed in db 
above one microvolt at 300 ohms circuit impedance, 
is computed from the circuit temperature and is 
still valid. 

(2)  Receivers with a 12 db noise figure for 
channels 2-6 were being manufactured at the time 
of preparing the table in March, 1951.  The 
assumptions for channels 7-13 and 14-83 were 
based on expected progress in receiver development. 
These values have been published for comment by 
the FCC on two occasions and have received general 
support.  In a recent paper presented by Pan in 
Toronto9 the following ranges of noise figures 
were given for present receivers using grounded-
grid circuits:  channels 2-6, 4-7 db; channels 
7-13, 6-10 db; channels 14-83, 12-21 db.  It will 
be seen that some or all of the receivers in each 
group have lower noise figures than the figures 
assumed in Table II.  However, in order to meet 
the assumption of 15 db for UHF receivers, the 
spread of noise figures must be greatly compressed 
so that the typical receiver approaches the 
characteristics of the best present receiver.  The 
lesson to manufacturers is plain-build a UHF re-
ceiver with the lowest practical noise figure 
which the state of the art permits.  Even then, 
UHF receivers will be inferior in this respect to 
VHF receivers. 

Pan investigated the UHF receiver noise 
figures resulting from the use of available e-
lectron tubes as radio frequency amplifiers.  He 
found that the planar type triodes resulted in a 
significant improvement in noise figure, 3-6 db, 
but they are too expensive for commercial use. 
The somewhat less expensive pencil triode gave 
some improvement over the best crystal mixer 
circuit at the lower end of the UHF band but none 
at the upper end.  Available miniature triodes 
were unstable and were found to have up to about 
2 db worse noise figures than the best crystal 
mixers.  Thus there is urgently needed a new tube 
which can operate well as a low noise UHF ampli-
fier and will be reasonable in cost.  Such a tube 
would greatly assist in solving the problems of 
overloading the mixer circuit by strong signals 
and of reducing oscillator radiation. 

(3) The 30 db peak visual carrier to R.M.S. noise 
ratio was chosen as a result of laboratory tests 
and observations which have been made independent-
ly at several laboratories.  I believe that 
present judgment supports this value as an index 
of reasonable picture quality. 

(4) Combining items (1), (2) and (3) yields the 
following values of required voltage in db above 
one microvolt across a 300 ohm receiver input, 
49, 49, and 52 dbu. 

(5) The transmission line was assumed to be 
50 feet of 300 ohm line.  Presently manufactured 
tubular lines of reasonable price can meet the 
assumed loss of 5 db at UHF even under wet con-
ditions.  Some open wire lines can do better by 
a db or two, and it would seem that this is an 
item to which particular attention should be 
given in further development and in manufacturing, 
and in which care should be exercised by the 
service man in both choice and installation.  It 
should prove to be a relatively cheap way of re-
trieving a few sorely needed db. 

(6)  The antenna factor, as listed in Table II, 
is the reciprocal of the conventional "effective 
length" cf the antenna.  Antennas of 6 db gain, 
compared to a half-wave dipole, are assumed for 
VHF channels 2-13 and of 13 db gain for UHF 
channels 14-83.  The type of antenna assumed for 
the UHF is not stated, but this gain can be 
achieved by a rhombic of reasonable size.  More 
recently other types of antennas, for example, 
double bow-tie antennas in corner reflectors, 
have been developed to yield about 13 db across 
the band.  The assumptions do not seem to be un-
reasonable for rural conditions.  However, the 
local fields may vary so widely over relatively 
small distances, that some pains must be taken 
to assure that the antenna is properly placed 
for best results.  There are also some locations 
in which high antenna gain cannot be realized by 
reason. of distortion of the field.  It is un-
known as to whether such locations are sufficient-
ly numerous as to form a serious impairment to 
television service. 

(7)  Based on the foregoing assumptions, local 
field strengths at the receiving antenna of 
41 dbu (41 .db above 1 microvolt per meter, which 
is equal to 112 uv/m), 51 dbu (354 uv/m) and 
60 dbu (1000 uv/m) are required to produce a 
picture having a 30 db S/N ratio.  Taylor, in his 
survey of UHF TV Station KFTV at Portland, Oregonii 
found that a 66 dbu (2 mv/m) local field provided 
a satisfactory picture.  The antenna used was a 
bow-tie in a corner reflector, which provided 
about 4 db less gain than the above double bow-
tie.  The transmission line was in excess of 
70 feet in length.  Although the line loss and 
the noise figure of the receiver are not stated, 
we may assume that they were of good quality. 
Thus the acceptable values found by Taylor are 
reasonably consistent with the tabulated value of 
60 dbu. 

(8)  The specification for Grade B service re-
quires that the local field strength required for 
a satisfactory picture quality be available to 
50% of possible receiver locations, so that no 
correction for terrain needs to be added in 
order to relate the local required field to the 
median or 50% terrain fields employed in the 
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field strength curves. 

(9)  The specification for Grade B service re-
quires that the local field strength required 
for a satisfactory picture quality be available 
for at least 90% of the time at the best 50% of 
receiver locations at the outer limits of the 
service area.  Available information on fading 
within line of sight indicates that it increases 
rather uniformly with increasing distance but is 
substantially independent of the frequency.  The 
fading factor in Table II decreases with increas-
ing frequency since the distance to the outer 
limits of the Grade B service area decreases.  A 
recent reexamination of these figures in light of 
additional information indicates that the tabulat-
ed figures are somewhat generous, and could 
reasonably be reduced about 1 db to 5, 4 and 3 db, 
respectively. 

(10) An overall appraisal of the factors which 
contribute to the required median field strengths 
for Grade B service indicates that, while lower 
field strengths might provide acceptable service 
at VHF, principally because of better receiver 
noise figures than the assumed values, the UHF 
field strengths cannot be lowered at this time. 
Further improvements in antennas, transmission 
lines and receiver noise figures must be made 
before this can be done. 

The field strengths required in urban areas, 
in the absence of interference external to the 
receiver, were arrived at by a similar process, 
the principal differences residing in the as-
sumptions of a typical urban antenna of 8 db 
gain, and of a 6 db terrain factor to provide 
service to 70% of receiver locations rather than 
50%.  Also an assumption was made as to the 
fields required to overcome noise and interfer-
ence external to the receiver, which was likely 
to exist at typical urban locations, so that a 
final UHF value of 74 dbu was chosen as proba-
bly sufficient for both purposes.  It has been 
quite true to date that the UHF television 
channels are fairly free of interference but it 
has been our experience that as services grow 
in the higher bands of frequencies, interference 
grows along with them in spite of concerted 
efforts to mitigate it.  The median value of 
74 dbu sho uld be sufficient to override 30 to 45 
dbu of sine wave interference, depending upon 
the location of the interference within the 
channel. 

A 1 kilowatt transmitter with 60 db of 
harmonic suppression, and with the very conserva-
tive assumption of no antenna gain at the 
harmonic frequency, can produce a harmonic field 
of 43 dbu at one mile.  Some current UHF tele-
vision receivers can produce fields in excess of 
this value at 1000 feet.  These figures reveal 
the importance of solving these problems at their 
sources and of maintaining the proper spacings 
between stations when their frequencies are such 
as to give rise to interference problems, and let 
me remind you that this problem is compounded 

when receivers have numerous spurious responses. 
The UHF assignment plan is designed to minimize 
the effects of some of these and of radiation 
from the heterodyne oscillator when receivers 
employ 41 Mc IF strips and use the fundamental 
of the oscillator frequency.  No protection is 
given to receivers of different design.  Unless 
spurious responses and oscillator radiation can 
be properly controlled, a large percentage of 
any receivers having a nonconforming design 
will be in serious trouble when the UHF tele-
vision and neighboring bands became more fully 

occupied. 

UHF Transmitter Power Requirements  

An examination of the Grade B service 
fields in Table II sh ows that the required UHF 
fields are 17 db higher than the fields re-
quired in the lower VHF.  This corresponds to 
a power ratio of 50 to 1.  Thus, even in favor-
able terrain or under conditions which will 
permit a choice of antenna site so that field 
strengths approximating those shown by the FCC 
curves are obtained over the area to be served, 
the UHF station will require much higher power 
to provide service areas and quality of service 
comparable to VHF stations.  The majority of 
UHF stations now use 1 kw transmitters with 
antenna gains up to about 14 db.  Some few have 
transmitters with power up to about 12 kw 
(11 dbk).  With the high antenna heights which 
have been used in an effort to improve coverage, 
null fill-in, directionalizing and beam tilting 
practices have been resorted to in an effort to 
improve the near-in fields in populated areas. 
The development of higher transmitter power is 
essential to the successful operation of UHF 
television stations in competition with VHF 
stations.  But in the course of developing 
higher power, let us not forget that this also 
holds the threat of higher levels of interfer-
ence to television and other services which may 
be affected.  Thus the development and adoption 
of adequate suppression measures for spurious 
and harmonic emission must proceed hand in hand 
with the development and use of higher power. 
Recently, suggestions have been made that 
booster stations, operating on the same channel 
as the parent station, or satellite stations, 
operating on different channels, be used to 
supplement coverage in difficult areas.  If it 
develops that such operation should become wide-
spread, changes in the channel assignment 
pattern may be required, involving closer spac-
ing of transmitters.  If so, it may prove to be 
impractical to give the added protection now 
found in the assignment plan with respect to 
oscillator radiation, image responses, inter-
modulation, etc.  This means that a solution 
will depend upon improved receiver character-
istics, including the development of a practical 
UHF amplifier. 

Conclusion 

While the progress to date in the develop-
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ment of UHF television equipment is not as great 
as had been anticipated during the formulation of 

the television plan, nevertheless, continuing 
progress is being made.  Discussions such as are 
to take place during this symposium serve to 
analyze the existing problems and their inter-
relation, and should be of assistance in serving 
to focus our efforts on the solution of the more 

urgent ones. 
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PROPACIATICN IN THE UHF-TV BAND 

J.W. Herbstreit 
National Bureau of Standards 

Boulder, Colorado 

Al3 TRACT 

The Central Radio Propagation Laboratory of 
the National Bureau of Standards has been conduct-
ing a program of research at frequencies of 1118 
and 1,0L6 mc in conjunction with an extensive 100 
and 200 mc program of measurements throughout the 
United States. This research program has revealed 
many aspects of the frequency dependence of propa-
gation from 100 to 1,000 mc, including the attenu-
ation with distance and the magnitude of signal 
strength variations. Reception of 1,046-mc trans-
missions 1100 miles from Cheyenne Mountain, Colc. 
has been found possible at all times. By far the 
most important factor dete7svining the available 

signal power available to the receiver in the uhf 
band is the effective absorbing area of the rece-
iving antennas. This is illustrated by the use of 
the transmission loss concept in presenting the 
results of propagation studies. Transmission loss 
and its variability versus distance will be pre-
sented for a number of frenuencies in the vhf and 
uhf bands as derived from the National Bureau of 
Standards propagation research program and an in-
terpretation of the results will be given in terms 
of expected service and interference ranges in the 
uhf band. 
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OVERCOMING THE LINE-OF -SIGHT SHIBBOLETH WITH THE AIR AND HIGH POWER 

Thomas J. Carroll 
Massachusetts Institute of Technology 

Cambridge, Massachusetts 

1. Introduction 

These observations on propagation well be-
yond the horizon as related to the new UHF tele-
vision band are best introduced by an astonishing-
ly prophetic quotation from the last paper of 
Marconi, after whom this session hall has been 
appropriately named.  He delivered the paper on 
December 2, 1932.  In the introduction. Marconi 
said: 1 "Electromagnetic waves under one meter 
in length are usually referred to as Quasi-Optical 
waves, the general belief being that with them 
communication is possible only when the two ends 
of the radio circuit are within visual range of one 
another; and, that consequently their usefulness 
is defined by that condition.  Long experience has, 
however, taught me not always to believe in the 
limitations indicated by purely theoretical consid-
erations or even by calculations, for these -- as 
we well know -- are often based on insufficient 
knowledge of allthe relevant factors, but, in spite 
of adverse forecasts, to try out new lines of re-
search, however unpromising they may seem at 
first sight." The paper itself describes Marconi's 
experiments in the UHF band off the Italian coast 
during the summer of 1932, which extended to dis-
tances of 168 miles by the way, despite the low 
powers of a few watts available in those pioneer-
ing days.  On the last page of this remarkable 
paper is this prophetic paragraph: "In regard to 
the limited range of propagation of these micro-
waves, the last word has not been said.  It has 
already been shown that they can travel around a 
portion of the earth curvature, to distances great-
er than had been expected, and I cannot help but 
remind you that at the very time when I first suc-
ceeded in proving that electric waves could be 
sent and received across the Atlantic Ocean in 
1901, distinguished mathematicians were of the 
opinion that the distance of communications, by 
means of electric waves, would be limited to a 
distance of only about 165 miles." The reference 
is to a 1902 paper by Poincare, the great French 
mathematician.  We are now waking up to the fact 
that Marconi was right 22 years ago about the 
propagation of UHF considerably beyond the hori-
zon, even as he had been right about transatlantic 
wireless in 1901, and the usefulness of short 
waves propagated via the ionosphere in the early 
nineteen twenties. Z There is even a curious 
similarity between the time intervals it took 
theory to understand Marconi's original experi-
mental discoveries about transatlantic propaga-
tion of long waves and his last work on beyond-
the-horizon propagation of ultra-high frequencies 
Although his transatlantic experiments were made 
in 1901, it was not until 1924 that it was proved to 
everyone that the ionosphere was probably respon-
sible for the success of his 1901 defiance of the 
accepted line-of-sight views about radio 

propagation at the turn of the century.  Likewise 
at UHF, his experiments on propagation well be-
yond the horizon were made in 1932, and again 
more than two decades have passed before the 
reasons why they worked are beginning to be 

understood. 

This paper proposes to give a simple 
account of the reasons for this weak and fading, 
but reliable, propagation of both VHF and UHF 
well beyond the horizon, and to indicate some of 
the probable implications for the future of UHF 
television, especially when the megawatt of effec-
tive radiated power which is permitted by the FCC 
rules goes on the air, although such powers are 
still technically "just around the corner".  In my 
view, the word "bust" in the title of this sympos-
ium "UHF Telev' ision - Boom or Bust" is singu-
larly inappropriate at the present time, especi-
ally from the viewpoint of the Professional Group 
on Antennas and Propagation.  For a welcome 
change, the "new look" of the laws of nature con-
cerning radio propagation is decidedly optimistic 
concerning the service which may ultimately be 

realized from high-power transmitters at points 
well beyond the line-of-sight.  Of course, no one 
doubts that high power helps also within the hori-
zon.  A quotation of the nineteenth century hum-
orist Artemus Ward is relevant:  "It ain't so 
much what we don't know that gets us into trouble, 
it's what we know that ain't so." After almost a 
third of a century of effort, people in the middle 
thirties began to think too dogmatically that they 
understood fully and completely the theory of 
propagation around the curved earth, and the 
theoretical predictions were very gloomy about 
the prospects of useful propagation even from 
high-power sources much beyond line-of-sight. 
Alas, careful experimental checks were not car-
ried out, although we now can see by hindsight 
that even the experiments of the early 1930's 
just after Marconi's did not fit the curved earth 
theory developed later.  It now turns out that the 
oversight in these calculations, the things we 
knew that weren't so, lay in neglect of the air it-
self, its presence, its occasional abnormal strat-
ification and perhaps, at times, its turbulence. 
It is both amusing and sobering to have to admit 
that so simple a thing as the presence of the 
earth's normal air as a dielectric envelope is one 
of the simple things overlooked even in a subject 
which has received as much theoretical attention 
as radio wave propagation.  The air is a tenuous 
medium, of density about 1 gram per liter, but 
the total mass of the atmosphere is something 
like one- millionth of the mass of the earth, and 
many tons of gaseous dielectric are present abcwe 
any radio path between terminals located in the 

121 



air ocean.  Yet -- theoretical predictions about 
propagation beyond the line-of-sight have been re-
peatedly and overconfidently made by what is 
essentially an airless earth theory.  It is now 
clear that the airless earth theory can be shown 
to be wrong for small signal levels by experi-
ments performed in the early thirties, both well 
within and well beyond the horizon.  The theory of 
diffraction around a curved earth was developed 
later, but never checked against the early experi-
ments.  The whole matter seems to be an excell-
ent example of the necessity of forcing theory and 
experiment to check up on each other in scientific 
matters, each to prevent the other from believing 
things firmly that are not so.  Frictions are un-
doubtedly generated when the disciplines of theory 
and experiment are commingled, but forcing them 
to spy on one another to detect errors is absolute-
ly essential to the progress of science.  This very 
field of radio wave propagation can serve as ex-
hibit A of the dangers of letting the theorists and 
experimenters drift apart into separate compart-
ments. 

II. Mechanisms of Propaga-
tion into the Deep Shadow  

Airless Earth 

Even when the earth be idealized to a per-
fectly reflecting sphere with no air, it is by no 
means easy to calculate how radio waves diffract 
into the shadow of the earth bulge, even if the 
presence of the earth's envelope of air dielectric 
is completely neglected because the earth sphere 
is so large measured in radio wavelengths.  But 
by the middle thirties, the problems were con-
quered of getting a numerical answer to the dif-
fraction problem.  Below the horizon the theory 
predicted a rapid exponential drop, running from 
about . 55 db/mi at 50 Mc to 1.2 db/mi at 500 Mc. 
These figures take no account of the air except to 
use an earth radius of 4/3 the true one, to allow 
for the downward refraction of the normal air. 
Under normal conditions this prediction of airless 
4/3 earth theory checks with experiment on the 
attenuation rates in db/mi below the horizon, but 
only for a few tens of miles until the field is of 
the order of -40 db or 1% of the free space in-
verse distance fields.  Then at all frequencies 
the field strength distance curve becomes much 
less rapidly attenuated with distance, of the orckr 
of a few tenths of a db/mi at all frequencies: 
VHF, UHF, and higher.  There is only a slight 
increase in attenuation rate from VHF to UHF. 
Furthermore, the absolute value seems roughly 
the same fraction of the free space field for all 
frequencies.  While these weak fields fade at a 
rate up to a few cycles per second, there has not 
yet been reported any difficulty in their ability to 
carry information.  Numerous observations indi-
cate that signal-to-noise ratio is the main prob-
lem.  Evidence can even be found in the literature 
prior to the last war for something missing in 
airless earth theory in experiments done over 
flat fields or water surfaces at distances up to a 
mile or so, where the measured fields were 
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sufficiently weak compared to free space to show 
up the fact that something was missing from the 
airless earth calculations.  Since the really high 
power transmitters of FM and TV stations have 
come on the air, measurements have accumula-
ted continuously all over the world showing the 
inadequacy of the predicted fields beyond the hori-
zon at all times and places.  The best and almost 
the only high power measurements beyond the 
horizon on UHF are those made by Gerks about 
five years ago and published in the November 
1951 IRE Proceedings.  If you wish to know what 
fields to expect more than a few tens of miles be-
yond the horizon at UHF, consult Gerks' curves, 
and by all means throw the 4/3 airless earth dif-
fraction calculations of the textbooks into the ash 
can.  The textbooks give hopelessly too small an 
answer. 

Uniform Air Layer  

The easiest way to see what went wrong 
with airless earth theory is to add a layer of air 
to the earth in the simplest manner possible, as 
a layer which has the same constant density and 
index at all heights as it has at the surface, and 
would be therefore about 7.5 km thick.  Radio 
waves proceeding outward as they leave a trans-
mitting antenna in such a homogeneous air layer 
will be refracted to travel more nearly horizont-
ally as they pass into the vacuum above the air. 
There will be also, however, downward reflected 
waves associated with the air-vacuum transition. 
This reflection may be calculated from Maxwell's 
equations by a process of matching solutions at 
the boundary, but it is more meaningful to con-
sider the whole effect as a result of the presence 
of the polarizable air molecules, oxygen, nitrogen 
and water vapor principally, throughout the vol-
ume of the air layer.  These molecules become 
each a tiny retransmitter of coherent radio waves 
under the polarizing influence of the wave from 
the transmitter, and it is the coherent addition of 
the primary wave and all the secondary waves 
radiated by the elements of the dielectric which 
are responsible for three things:  (a) the slow-
ing down of the speed of the resultant wave in the 
air by 3 to 4 hundredths of a percent; (b) the 
changed direction and speed of the outgoing wave 
in vacuum above the air; (c) and the weak down-
coming reflected wave in the air connected with 
the inhomogeneity of space which is only partly 
filled with air.  This homogeneous layer model 
of the troposphere can be calculated to reflect 
rather more signal than is usually observed be-
yond the horizon, but it serves well to illustfate 
what is omitted in the textbook theories of nor-
mal propagation, which takes no account of the 
air except for its refractive bending effect em-
bodied in the trick of using a ficticious 4/3 earth 
radius instead of the real one.  Whenever an 
electromagnetic wave is forced to propagate from 
one medium to another there are inevitable re-
flection effects as well as refraction effects, and 
the reflective effects are entirely neglected in 
conventional 4/3 earth theory. 



Non-uniform Layers 

Actually, under the influence of the gravity 
and the gas laws, the earth's air layer consti-
tdes a non-uniform layer, in which the index of 
refraction decreases gradually to unity at great 
heights, rather than sharply at 7.5 km.  Because 
air is a compressible gas, the pressure and dens-
ity of the gas must be greatest near the surface 
where the air must bear the weight of all the air 
above.  This non-uniformity of the normal at-
mosphere complicates the calculation greatly, but 
does not alter the principle illustrated by our 
earlier example of propagation into vacuum from 
our uniform homogeneous layer.  A wave trying 
to escape to outer space by propagating through 
such a stratified inhomogeneous layer suffers 
feeble partial reflections as well as refractive 
bending of the major portion of the energy which 
escapes.  This effect is enhanced for waves pass-
ing through at small glancing angles especially. 

Leaky Modes and the Inhomogeneous Air Layer 3 

Propagation in an inhomogeneous medium 
in which the velocity of propagation changes with 
height, is a complicated matter, just because 
Maxwell's equations for such a medium do not 
permit the propagation of progressive sinusoidal 
waves.  Although the air is only slightly inhomog-
eneous, we must always remember that with high 
effective radiated powers and sensitive receiving 
systems commonly used nowadays, the question 
being asked is a very refined one indeed.  The 
theory is being asked to calculate well beyond the 
horizon received powers of the order of 10' 20  of 
that transmitted.  The basic reason earlier theory 
is breaking down is its incapability of calculating 
the very small received powers which may now be 
transmitted and can be detected well beyond the 
horizon.  When we recall that it took a third of a 
century to calculate diffraction around an airless 
earth, one might feel pessimistic about being able 
to say anything very exact about the effect of even 
the idealized inhomogeneous atmospheric envel-
ope as well.  Fortunately, the theory of how a 
linearly graded slab of dielectric surrounding a 
curved earth affects the allowed modes of propa-
gation was rather exhaustively and exactly worked 
out by a group at Radiation Lab during the last 
war, in connection with quite another problem, 
the propagation of microwaves in surface ducts. 
Full account was taken of the complicated wave 
functions in the inhomogeneous air layer.  If the 
normal air be idealized to be a linearly graded 
slab of dielectric, in which the index decreases 
linearly from the surface to vacuum value of uni-
ty around 30,000 ft., then a set of leaky modes 
appear which are transitional between the airless 
earth and the case of atmospheric ducts which 
would support unattenuated modes.  These modes 
have attenuation rates in db/mi only about 1/3 to 
1/10 of the lowest mode of the airless earth 
theory as we pass from 50 Mc to 3000 Mc.  Thus 
the experimentally observed attenuation rates of 
a few tenths of a db/ mile deep in the shadow 
region can be reliably attributed merely to the 
presence of the air layer.  Furthermore, the 

absolute value of the weak field supported by 
these modes whose airless earth leakage is some-
what suppressed by the presence of the air layer, 
is of the same order of magnitude as the observed 
average field out to about 400 miles at VHF, UHF. 
and SHF frequencies.  In addition, these rela-
tively slowly attenuated leaky modes supported 
by the idealized linearly graded air layer have 
the very desirable property of giving the same 
answer as the ordinary 4/3 earth calculation 
within and just beyond the horizon, where only 
the the refractive effect of the air layer is im-
portant. Thus, these new calculations to include 
the effect of an idealized air layer not only give 
about the right answer well beyond the horizon 
where the older theory give a hopelessly small 
answer, but also agrees with tie old theory at 
closer ranges where the right answer can be 
approximately calculated neglecting the effect of 
the air.  The conventional textbook story ex-
plains normal propagation within the horizon in 
terms of a direct and surface reflected wave. 
Just beyond the horizon, the field is described in 
terms of a single leaky mode, which attenuates 
rather rapidly because there is no upper bound-
ary to prevent it.  When the field has weakened 
to very roughly 1% of the free space field, then 
the effect of the earth's air dielectric envelope 
must be taken account, and the normal partial 
reflections which must occur just because the air 
layer is an inhomogeneous medium partially sup-
presses the outward leakage of energy, and 
causes the further attenuation of the weak and 
fading but omnipresent field to be of the order of 
a few tenths of a db/ mi at all VHF and UHF fre-
quenc ies . 

Some authorities have distrusted this cal-
culation at first because the atmosphere of the 
model is chopped off at 30,000 ft. , and all air is 
neglected above this level.  Recently, however, 
a few modes have been computed for models of 
the air with curved index profiles which decrease 
monontonically to vacuum at great heights, and 
have zero index gradient at the height where the 
waves emerge into the vacuum above.  The atten-
uation rates and absolute values of these modes 
are of the same magnitude as the more com-
pletely known modes of the linearly tapered layer. 
The all important distinction is not in the shape 
of the index profile, but rather in the importance 
of making the proper distinction in the mathe-
matics between the inhomogeneous air layer and 
the homogeneous void beyond. 

III.  Tropospheric  
Layers and Ducts  

The idealized stratification we have just 
been discussing with the density and index of re-
fraction decreasing gradually but smoothly up-
ward according to a simple law, is essentially a 
stratification of the air caused by gravity itself. 
The air density and pressure is greatest at the 
surface because of the weight of the rest of the 
atmosphere above.  Occasional peculiarities of 
the temperature and moisture distribution with 

height sometimes occur, and cause spectacular 
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increases in fields well beyond the horizon.  If the 
index gradient over any height interval exceed 4 
times normal, then this layer constitutes a so-
called duct and if the wavelength is short enough, 
waves can be propagated between antennas located 
in or near such a duct almost as in free space, as 
if the earth were not there.  The contribution of 
such stratification in the troposphere different 
from the normal gravitational stratification is cap-
able of causing at times signals as high as free 
space and as low as the feeble guided wave levels 
due to the normal troposphere.  Recent investiga-
tions of the atmospheric index structure with the 
airborne microwave refractometer have shown 
that these index stratifications aloft of appreci-
able magnitude may well be much more prevelent 
even in temperate zones than had hitherto been 
thought. 

IV. Atmospheric Turbulence  

About five years ago, when it was at long 
last realized that the measured fields well beyond 
the horizon were much stronger on all frequencies 
at all times and places than could be explained by 
4/3 airless earth diffraction calculations, or by 
any reasonable omnipresent ducts or elevated 
layers, there began to be discussed the possibil-
ity that scattering from blobs of turbulence in the 
upper atmosphere to distances well beyond the 
horizon might be part of the explanation of the ob-
served omnipresent field not otherwise explained 
at the time.  It is hypothesized that the index of 
refraction in a blob of air either a few centi-
meters or hundreds of meters in dimension may 
differ from moment to moment from the index of 
the surrounding air by a part in a million or less. 
This inhomogeneity would scatter out of a passing 
radio wave some energy which would not be so 
scattered if the air were smooth.  One possible 
cause of such turbulence is just the blowing of the 
winds in our air ocean which we know is not 
idyllically static in time.  Some rough estimates 
may be made of the amount of this turbulence 
from observation of the fluctuation in position and 
intensity of star images in astronomy.  The diffi-
culty in assessing the importance of this mechan-
ism of turbulent scattering lies in the slender 
knowledge we have of the size and intensity of the 
blobs, their distribution with height especially in 
the upper air, and changes with time and season 
and geographical location.  Much work is going 
on trying to determine by direct or indirect means 
just what contribution turbulent scattering makes 
to the field well beyond the horizon.  It is import-
ant to realize that this contribution of turbulence 
is additive to the ones we have already discussed: 
the omnipresent effect of the presence of an 
idealized air layer, and the occasional strong 
effects of abnormal layers superimposed on the 
idealized smoothly tapered air layer.  It is im-
portant to realize that even if there is no turbu-
lence or no strong stratification other than that 
caused by gravity, then there still should exist a 
weak field well beyond the horizon which we can 
now calculate as well as measure, weak but not 
so hopelessly weak as to be useless, as we used 
to think erroneously.  If turbulence is present of 

sufficient strength to give a contribution stronger 
than this, so much the better.  If strong super-
refracting layers occur, that too is probably fine, 
except on the unlucky chance that they help the 
undesired signal preferentially above the desired 
signal.  Psychologically, potential users of this 
kind of high power propagation well beyond line-
of-sight should not embrace the misconception 
that the fields would vanish if for some reason 
the air high over the middle of the path should 
ever just quiet down and be free of turbulence 
and abnormal stratification.  Short of the loss of 
the earth's air envelope, there would still be the 
normal air itself to give this weak propagation. 
It is a psychological help to realize that one does 
not have to rely on the refinement of imagining 
the air always to be turbulent in order to account 
for reception of a certain minimum weak signal. 
Actually loss of this minimum average signal 
would only occur if the earth's air envelope over 
the path were destroyed. 

V. Implications for TV 

These weak and fading, but omnipresent 
fields well beyond the horizon at UHF and VHF 
should hardly be imagined to contribute to the 
primary service area of a station, even when 
UHF stations are able to boost their effective 
radiated powers to the one megawatt level 
legally permitted them.  Sufficiently large 
antennas and low noise figure receivers may be 
too expensive for average fringe area home re-
ceiving sites, but it is certainly too early to say 
how much people want TV and may be willing to 
spend to receive pictures well beyond line-of-
sight.  I am reminded of the strange and wond-
rous antenna rigs which dot the landscape atop 
homes well outside the primary service areas of 
American TV centers.  One point should be men-
tioned in this connection.  For propagation well 
beyond the horizon, antenna height is unimportant 
once the antenna is a few wavelengths above grcunt 
The side yard-is probably as good as the roof, and 
this factor may ultimately affect the willingness 
of the consumer to purchase antennas of perhaps 
a square meter or more of effective area at UHF. 
Initially at least, the first TV application of this 
kind of propagation well beyond the horizon will 
probably be in applications like community an-
tenna systems, or sattelite retransmissions on 
vertical polarization, or station-to-station relay-
ing of programs.  In all these applications it would 
seem that the cost of the big antennas and car e-
fully engineered low-noise receiving systems 
might be economically justified, thus enabling 
these weak but omnipresent signals well beyond 
the horizon to be put to use.  Such systems might 
be too expensive for most fringe area individual 
homes.  In any case, the line-of-sight limitation 
which is usually thought to apply more harshly to 
UHF than to VHF is simply not so.  With the 
higher power permitted to UHF, the advantage 
may ultimately prove to be the other way.  Wheth-
er the fading of these weak fields will impose any 
bandwidth limitations on a wide band service such 
as television with its 4 Mc band requirement re-
mains to be determined.  Both the literature and 
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theory allow us to be optimistic about bandwidth, 
except at times when two or more mechanisms 
are operating with equal strength. 

VII. Conclusion 

From the viewpoint of our developing under-
standing of radio wave propagation, the second 
word in the title of this symposium "Boom or 
Bust" seems highly inappropriate at the present 
moment.  Propagation theory is just now begin-
ning to understand high power propagation of UHF 
as well as of VHF well beyond the horizon as a 
normal property of the troposphere, either its 
presence, occasional unusual stratification or 
turbulence, or a bit of all three.  We now realize 
that Marconi was right in 1932 when he first ob-
served the phenomenon, even as he was earlier 
in 1901 with his 1000 meter transatlantic trans-
missions and with short waves in the early twent-
ies.  It was the failure to check our theories by 
experiments and vice-versa which has held up our 
understanding of this for several decades.  Direct 
test of some of the potentialities of high power 
UHF-TV trans missions has only become possible 
quite recently, and can be accomplished very 
soon.  Actually, however, a new UHF broadcast 
service is being inaugurated with far better under-
standing of the laws of UHF propagation than was 

available at the opening of AM broadcasting in the 
early twenties, or FM broadcasting in the thirties. 
The difficulties of equipment are similar to those 
which pioneers in any new band experience, all of 
which ingenuity and perseverence and energy can 
surmount.  Propagation specialists now realize 
how wrong was the earlier pessimism about serv-
ice beyond line-of-sight of high power transmitt-
ers both at VHF and UHF.  The earth bulge is not 
as potent an impediment to the propagation as was 
once thought, because of its air envelope, the full 
effect of which theorists were careless enough to 
neglect.  In a word, what had the earlier tropo-
spheric propagation theory neglected?  Answer: 

the troposphere! 
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A COMPARISON OF ANTENNA PROBLEMS AT UHF & VHF TV 

Lloyd O. Krause 
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Syracuse, N.Y. 

Summary 

Television transmitting and receiving 
antennas are components of a major intelligence 
transfer system only small portions of which are 
subject to man's control.  The information is 
carried between antennas by propagating waves 
which are affected by the propagation media.  The 
main propagation phenomena are considered briefly, 
but not in detail, to point up how wavefront var-
iations occur. 

These usually are greater at UHF than at VHF 
and make the large capture area UHF receiving 
antenna impractical in many cases.  The design and 
effective application of receiving antennas is 
quickly discussed in the light of these problems. 

UHF transmitting antenna design is then 
reviewed.  It is approached from the standpoint of 
requiring an effective size near the VHF antenna, 
in order to partly offset the inapplicable re-
ceiving antenna.  The resulting many wavelength 
UHF apertures then require new feeding techniques. 
These are briefly described.  It is also pointed 
out how the resultant high gains require care in 
application, with perhaps necessary contouring. 

The manner in which the same FCC curves are 
used to predict coverage for channels 14-83 as 
for channels 2-6 despite differences in propagation 
characteristics is explained.  A single set of 
measured UHF field intensities is shown. 

In conclusion, adequate-signal UHF results in 
superb picture quality because of less selective 
distortion because of the smaller percent band-
width.  Man-made 'noise is almost nil.  It is only 
necessary for the receiving end economically to 
approach as near VHF performance as the trans-
mitting end has, and many of the UHF problems will 
vanish. 

Introduction  

The antennas used for transmitting and re-
ceiving television signals are an important part 
of a major intelligence system.  The transmitting 
antenna launches the signal into space, to meet 
with all kinds of obstacles before it arrives at 
the welcoming receiving antenna.  The receiving 
antenna gathers in the signal and delivers it to 
the receiver. 

The antenna system comprises the transmitting 
transmission line, the transmitting antenna, the 
propagating media consisting of space and the earth, 
the receiving antenna, and the receiving trans-

mission line.  All portions of this system per-
form differently at different frequencies.  UHF 
frequencies are from 2-1/2 to 20 times as high 
as VHF frequencies.  Naturally, then, some vari-
ations in performance are to be expected. 

Some parts of this system are partially 
subject to man's ccntrol.  Unfortunately, most of 
the system is not.  Therefore, those parts that 
are need be given careful consideration for 
optimum performance.  In the following some im-
portant factors in propagation and antenna ele-
ments of the system are discussed.  The trans-
mitting antenna system is considered in greatest 
detail, since this is one part most controllable 
by man.  The variable factors between UHF and VHF 
are compared. 

System Efficiency  

It is the prime objective of the transmitting 
station to transfer as much energy as possible 
to as many receivers as possible.  For practical 
reasons, this objective can be achieved only at 
extremely low power-efficiency.  For example, 
suppose a station is delivering 1 my peak at the 
terminals of a million receivers, each having an 
impedance of 300 ohms.  The total peak power be-
ing delivered is 3.33 milliwatts.  Such a station 
is probably radiating an actual peak power of at 
least 20 kw, so the overall r-f efficiency is only 
.16 x 10-4 %.  However, this is not the way to 
look at the situation.  Only when considered in 
the light of the efficiency of the transfer of 
intelligenee is the circumstance seen to be an 
acceptable and practical one. 

Nevertheless, this illustration does point 
out how important it is to capture as large a 
portion of the radiated energy as is possible 
with the receiving antenna.  For practical reasons 
it is not possible ever to capture much of the 
energy.  But every improvement made either in 
transmitting or receiving antennas is important. 
From the receiving antenna standpoint, the antenna 
should be made to have as large an effective 
capture area as possible.  The transmitting antenna 
must concentrate the transmitted energy into as 
confined a beam as possible so that a given size 
receiving antenna can capture a larger portion of 
the transmitted energy.  These matters will be 
discussed more later.  Propagation factors in-
fluence UHF to a greater extent than VHF.  Good 
antenna design assumes even greater importance, 
therefore, at UHF, though paramount design should 
always be used for best results. 

The propagation factors are briefly 
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discussed to permit a better insight on their in-
fluence to the importance of antenna design. 

Propagation Factors 

An approach to the study of propagation 
usually is made beginning with the ideal case of 
free space.  The other influencing factors of 
smooth earth, rough, statistical earth, diffraction, 
and refraction are then intro4uced as modifying 
factors.  The free space case is an ideal never 
approached in any practical broadcast television 
antenna system.  In the free space case the field 
intensity at any point is E = 137.6 (kw) /d 
mv/meter, where kw is effective kilowatts being 
radiated toward the point, and d is in miles. 
That is, one kw of power from a dipole will pro-
duce 137.6 millivolts per meter maximum intensity 
at one mile.  Every time the distance is doubled 

the signal drops to one-half, or 6 db. 

For the free-space case, the ratio of re-
ceived to transmitted power, Pr/Pt, is worth a 
brief discussion.  The expression is: 

Fr • GrGt   
Pt  1.52 x 108d2 

d = distance, miles  F  frequency,megacyies 

wavelength, meters 

GrGt   
16.9 x 102 d2 F2 

Gr 
over a dipole 

and Gt are power gains 
radiator. 

The factor in the denominator on the right of the 
equation may be defined as the free-space attenua-
tion factor between dipole antennas.  Note that it 
is directly proportional to the square of the fre-
quency.  However, Gr and Gt are each proportional 
to frequency squared for a properly designed 
structure of fixed physical area.  On this basis, 
the ratio of Pr/Pt would be proportional to fre-
quency-squared, indicating better transmission at 
Ulf than at VHF.  However, the practical problem 
of maintaining the effectiveness of a certain sized 
physical area as the frequency is increased usual-
ly precludes such performance. 

The free-space attenuation factor between 
dipole antengas may be written in logarithmic 

form as: 
Attenuation, db, = 32.3  20 (log d  log F) 

d = distance, miles 
F a frequency, megacycles. 

This free space signal is first of all modi-
fied by the reflected signal from the ground which 
arrives at the same point in different phase from 
the direct signal, and combines to give the total. 
The reflection coefficient of dielectric earth, 
for television frequencies may be considered as -1. 
The phase of this reflected signal depends on the 
heights of the transmitting and receiving antennas, 
and the distance between them, since this deter-
mines the path length difference.  With these 

factors taken into account, the total signal ata 
point in space is shown in Fig. 1, where the phase 
angle 0 is equal to lArhih2/d  resulting from a 
difference in path length of  1.11h2/d due to the 
antenna heights h 1 and h2 separated a distance d. 

All units must be consistent. 

Note that 0 is directly proportional to fre-
quency, and if pure smooth earth theory  worked 
out in practice, the propagation at UHF would 
exceed that at VHF.  This can be deduced from the 
fact that at UHF the receiving and transmitting 
antennas are effectively higher, since they are 
more wavelengths above ground. 

It should be noted that the field resulting 
from the sum of the direct and reflected wave will 
be oscillatory about the free space value, exceed-
ing it by 6 db on the crests, and going to mini-
mum cusps of low value depending on the exact mag-
nitude of the reflected wave.  The oscillation will 
occur with height at a fixed distance, or will 
occur with distance at a fixed height.  Usually, 
in the distances and heights of interest, the field 
intensity is being read on the downward slope of 
the last possible oscillation. 

Besides the direct and reflected wave, there 
also exists a ground wave, which is caused by 
currents set up in the ground under the region of 
the receiving antenna by reflection of other direct 
waves at this point.  Usually the effect of ground 
waves is quite negligible for receiving antennas 
more than a wavelength above ground. 1 Thus at all 
television frequencies with the usual assumed 
height of 30 feet for the receiving antenna, the 
ground wave effect is quite secondary. 

Diffraction2 causes the transmitted wave to 
tend to "flow" around the earth, as well as around 
other large objects in its path.  The phenomenon 
of diffraction is caused by boundary currents, 
which set up new fields, and by redivergence of the 

main field propagating past the edge.  The dis-
tance rate at which the total diffraction wave 
dies out apparently increases rapidly with fre-
quency.  Hence, especially at UHF, the diffraction 
wave dies out very quickly with distance beyond 

line of sight. 

When the objects in the system become large 
compared to wavelength, they act more as shadowers, 

with a smaller percentage of the total incident 
energy diffracting around the object due to edge 
currents and fields.  Thus diffraction is not as 
effective at UHF in causing signal fill behind 
large obstacles. 

The wave is not propagating through true free-
space, or a vacuum.  It is propagating through the 
atmosphere, which has an average dielectric con-
stant greater than unity.  Not only that, but this 
dielectric constant varies with height and time, 
as influenced by the water vapor content, as well 
as other foreign matter and temperature and pres-
sure variation.  The result is a change in re-
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fractive index, which causes the wave to bend, just 
as a lens bends light. 

On the average, the dielectric constant de-
creases with height, ever so slightly.  Actually, 
a decrease in dielectric constant of 2.4 x 10-8  per 
foot of height causes the radio wave to bend on a 
radius equal to 4/3 that of the earth.  In other 
words, if the earth were 4/3 larger, radio waves 
would remain parallel to it and follow it around 
due to refraction.1  Sometimes the dielectric 
constant varies in sundry and anomalous fashion. 
Under certain conditions, this can cause ducting, 
and trapping, with unusual propagation results. 

As mentioned earlier, large objects will 
cause shadows except for the effects of diffraction. 
Under certain conditions, diffraction over a sharp 
edge, such as that of a mountain, will result in 
less signal loss than would occur if the mountain 
were not there. 

Besides these, there are the effects of 
absorption, 3 in which the wave energy is dissipated 
in the medium as it passes through it, for example 
through a tree with leaves.  At UHF this phenomenon 
is sometimes startling.  However, it is outside the 
scope of this paper to analyze in detail the com-
plex theory supporting the propagation phenomena 
discussed above. 

Receiving Antenna Design 

It is the job of the receiving antenna to 
accept the wave energy inpinging upon it and 
deliver it with a minimum of distortion to the re-
teiver, over the maximum possible bandwidth.  The 
process is the inverse of transmission, but obeys 
the same basic laws.  The receiving antenna must 
usually perform reasonably satisfactorily over a 
large number of channels.  This performance in-
cludes both satisfactory impedance match and 
pattern shape. 

Because the transmission line is usually short 
for a receiving antenna installation, the impedance 
match need not approach the high quality required 
for transmission.  Nevertheless, the best possible 
is desirable to prevent signal distortion over the 
band.  These problems are about equal at VHF or 
UHF, with UHF having a slight advantage because 
of a smaller percent bandwidth per channel. 

Before the receiving antenna can deliver 
energy to the receiver, it must intercept it, 
collect it, and then deliver it.  It is usually 
assumed that the receiving antenna is immersed in 
an ideal field for determining its characteristics. 
The ideal wave front is one that has uniform field 
intensity both in amplitude and phase over an 
area of about twice that of the effective capture 
area of the antenna.  The type of field distribu-
tion assumed will radically effect the receiving 
pattern characteristic, as is well known from the 
reciprocal transmitting antenna.  It is the fact 
that the receiving antenna very seldom actually is 

or can be placed in the type of wave front for 
which it is designed that causes the single 
greatest difficulty in adequate antenna structures 
for UHF television. 

The capture area of a receiving antenna is 
equal to: 

Gr = 

7. 
Ar = 

Ar Gr 

7.6 

power gain over dipole 

wavelength in meters 
capture area in meters2 

and the power delivered to a matched load from 
such a receiving antenna is 

Pr = S Ar 

Pr is the available power from the receiving 
antenna and is the power delivered to a 
matched load, watts 

S is the plane wave power density, 
watts/meter2, = E2 x 10-6  

120 iT 
Ar is as above 

E = field intensity in mv/meter. 

For the same type of antenna structures 
having the same gain, the capture area varies in-
versely as(frequency) 2. This means that a half-
wave dipole at low channel VHF has about 100 
times the capture area of a half-wave dipole in 
the mid-UHF range.  Thus, it is capable of de-
livering 10 times the signal or 20 db more, to 
the receiver, for the same field strength.  (Note 
that this agrees with the commonly accepted 
technique of making the delivered voltage propor-
tional to the length of the dipole.  However, the 
area concept is much broader in scope and appli-
cation, and is to be preferred, since arrays of 
dipoles, or whatever type of structure being used, 
can then be compared on an effective area basis.) 
This difference in effective area is portrayed 
in Fig. 2, not to scale. 

In order to have our LIT- receiving antenna 
deliver the same signal to the receiver as our 
VHF antenna does, we must make it approach the 
VHF antenna in physical size.  In the process of 
increasing the size, electrical as well as 
mechanical problems are encountered.  The various 
elements in the array must te properly mitre-
connected as well as physically suported.  If the 
horn-type approach is used then wind loading re-
quires a heavy mechanical design.  All this means 
added expense, and unfortunately, is no guarantee 
that any more signal will be delivered than would 
be delivered by a simple half-wave dipole.  This 
is because the large area, or large aperture 
antenna, can produce the expected results only if 
it is excited by a uniform plane wave front, the 
condition for which it would normally be designed. 
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Suppose, as an example, we briefly and simply 
analyze a two element stack which, because of field 
distortion, has the lower and upper elements ex-
cited with arbitrary fields.  (We shall neglect 
mutual impedance effects.)  The array, with the 
applicable schematics for analysis, is shown in 
Fig. 3.  By analysis, the power delivered to the 

load is: 

PL = (51 / ;2)2 Ya2 TL 
2 (Ya / YL) 2 

If Ya  PL = (il II  2 52) 

8Y a 

If 41 =  = e pL = 12 
2Ya 

If  = -82,  PL 0 

On a pattern basis, the second case of 
el = -e2, would correspond to a pattern null in the 
particular direction from which such fields were 

arriving. 

The effective application of a large aperture 
UHF receiving antenna requires a knowledge of the 
problems that field distortion present.  Usually, 
such antennas may work fairly well in open spaces 
with good intervening terrain, because then there 
is some chance that the wave front is reasonably 
good.  However, in city or other built up areas, 
where much of the signal may be due to diffraction 
and reflection effects, the chances of a suitable 
wave front are small, and the high-gain receiving 
antenna may be anything but.  For this reason, 
backed by practical experience, most UHF antennas 
are not basically of high-gain, or large area, con-
struction.  Usually, an attempt is made to achieve 
only mediocre gain, perhaps by use of a simple mesh 
reflector.  There is no doubt that a high-gain an-
tenna would perform as the manufacturer advertises, 
except for difficulty in proper application. 

To illustrate the effect of the capture area of 
the receiving antenna, a look at the free space 

equation will help: 

Pr  _ Ar 

PtGt  19.8 x 108d2 

where Gt = gain of transmitting antenna over 
a dipole. 

Pt = transmitted power, watts 

Pt Gt: effective radiated power, watts. 

A reduction in Ar requires an increase in 

Pt Gt in the same proportion to maintain Pr. 
Hence it is very important that Gt be maintained 
proportionately higher at UHF than at VHF. 

Transmitting Antenna Design  

Since the UHF receiving antenna cannot usually 

be given an effective area equal to that of a VHF 
antenna, it makes it all the more important that 
the transmitting antenna at least begin to achieve 
physical apertures approaching that of VHF trans-
mitting antennas.  As a fixed physical aperture is 
maintained and the frequency is increased, the 
gain of the antenna increases, and the beam becomes 
narrow.  Thus a good UHF transmitting antenna re-
quires proper illumination of a large physical 
aperture to produce the high gain; this in turn in-
troduces some problems of application in that the 
narrow beam may require contouring for proper cover-
age.  Fortunately, both these problems have been 
practically solved, and numerous successful UHF 
transmitting antenna installations are now scat-
tered about the country. 

The usual transmitting antenna is intended to 

radiate an omnidirectional pattern.  This leaves 
only the vertical height of the antenna as a con-
trollable dimension.  For a uniformly illuminated 
vertical aperture the maximum theoretical power 
gain over a dipole is 1.24 times the aperture in 
wavelengths.  The resulting vertical pattern has 
a sinx/x signal distribution, with a maximum side 

lobe level of 22%. 

For practical reasons, this theoretical dis-
tribution is not obtained and the resulting gain 
is always less.  Roughly, an achievement of slight-
ly over 80% of the uniform illumination value is 
fairly good, which makes a practical gain equal to 
the aperture in wavelengths a good measuring stick. 
This is especially true as higher gains are strived 
for, since then smaller deviations from perfection 
result in net greater loss of gain.  This is be-
cause the main beam becomes sufficiently narrow 
that a small increase in side lobe energy repre-
sents a fair percentage of the total energy. 

Thus one of the big problems in design of UHF 
antennas having physical apertures approaching that 
of VHF antennas is obtaining proper current illum-
ination of that aperture.  There are two general 
approaches, that of a traveling current, and that 
of a resonant current system.  The former has 
broader impedance bandwidth characteristics; the 
latter has broader phase bandwidth characteristics. 
A combination of the two basic methods may be used, 
with juggling of the relative impedance and phase 
bandwidths until adequate results are achieved. 
An important facet of the feed system used is the 
power handling capacity attainable in the limited 
physical dimensions of the structure.  Present 
commercial UHF antennas on the market use both 
techniques to varying degrees.  Sufficient litera-
ture is available on these structures so that fur-
ther details need not be discussed here. 

For a VHF antenna of adequate physical aperture, 
it is usually feasible to feed the energy over the 
aperture in a number of lumps small enough to per-
mit individual cable feed to each element.  This 
is a partial necessity, because of the greater per-
cent bandwidth at VHF.  Also, by using equal length 
cables, phasing is independent of frequency.  How-
ever, very high gain antennas for VHF, especially 
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DIRECT 

remains uniform once adequately established. 

Conclusion 

to permit receiving performance approaching that 
at VHF, most of the UHF coverage problems will 
cease to exist. 

We have compared some of the antenna problems 
between VHF and UHF-TV.  Little or nothing can be 
done about certain disadvantages of UHF propagation, 
except perhaps higher towers in some cases.  It is  1. 
difficult to install a receiving antenna of a large 
effective capture area at UHF.  The UHF transmitting 
antennas do approach VHF transmitting antennas in 
effectiveness, and the practical limit in power 
gains has been achieved. 

The greatest single improvement remaining to 
be done at UHF is a reduction in the receiver 
noise figure.  When this can be done economically, 
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Fig. 6 
Photograph of a typical batwing feed connection. 
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Fig. 10 - A directionalized uhf antenna pattern. 
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