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THE COVER— An over-all view is shown of a transportable ultra-
sonic instrument for human neurosurgery, just being completed 
at the Bioacoustics Laboratory of the University of Illinois. The 
inset shows a close-up of the four-beam ultrasonic irradiator at 
the top, a pan which will contain a degassed saline solution, and a 
head holder supporting a human skyll immediately below the pan. 
The ultrasonic waves are transmitted to the brain through a hole 
in the skull by means of the saline in the pan. The position of the 
skull opening shown here will be that used in the first human ultra-
sonic neurosurgery operations for the relief of tremor. A review of 
this and other applications of ultrasonics in medicine starts on 
page 1059 of this issue. 

Photo —Bioacoustics Laboratory, University of Illinois 
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Samuel Seely 
)IRECTOR, 1957-1959 

Samuel Seely was born in New York City on 
May 7, 1909. He received the E.E. degree from the 
Polytechnic Institute of Brooklyn in 1931, the 
M.S. degree from Stevens Institute of Technology 
in 1932, and the Ph.D. degree in physics from 

Columbia University in 1936. 
From 1936 until 1941 he was a member of the 

electrical engineering staff of the City College of 
New York. During the war he was a staff member 
of the M.I.T. Radiation Laboratory and served as 
group leader and project engineer working on radar 
and the supersonic radar trainer. He was leader 
of the Australian Group of the Radiation Lab-
oratory at the Radiophysics Laboratory in Sydney, 
N. S. W. He received the Army-Navy Certificate 
of Appreciation in 1947 for his radar work. From 
1946 to 1947 he was associate professor of elec-
tronics at the Naval Postgraduate School, and 
then joined the staff of Syracuse University's 
electrical engineering department as professor. He 
became chairman of the department in 1951, a post 

he retained until 1956, when he left to become pro-
fessor and head of the electrical engineering de-

partment at the Case Institute of Technology. 
Dr. Seely is the author of four books in the 

electronics field, and one in the networks field, and 
has done research in diamagnetism, nuclear 
physics, physical electronics, antenna theory, and 
electronic circuits. He holds membership in Tau 
Beta Pi, Sigma Xi, and Eta Kappa Nu. He is a 
Fellow of the American Physical Society, and a 
member of AIEE and ASEE. 
He has participated in a number of IRE activi-

ties, serving successively as Secretary-Treasurer, 
\Tice-Chairman, and Chairman of the Syracuse 
Section; as a member of the Papers Review Com-
mittee since 1946, and present chairman of the 
IRE Education Committee, as a member of the 
IRE Policy Advisory Committee, and the AI EE-
IRE Joint Committee on Student Activities. He 
became an Associate in 1939, a Senior Member in 
1945, and was elected a Fellow in 1955. 
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Poles and Zeros 

.1111111h. 

New Groups. \Ve are happy to welcome two new IRE 
Professional Groups whose constitutions were approved 
earlier this year: the Group on Education and the 
Group on Engineering Writing and Speech. With these 
additions, the PG roster now stands at 26. Their forma-
tion is worthy of special note because these new Groups, 
together with the Group on Engineering Management, 
which was formed in 1951, constitute a subroster of 
three whose fields of interest are very broad and by no 
means unique to the IRE. In fact, the techniques and 
objectives of education, management, and communica-
tion by the written and spoken word transcend science 
and engineering and extend into virtually every field of 
organized endeavor. 

It is not surprising, therefore, that the wisdom of 
organizing IRE activities in these fields has been ques-
tioned both inside and outside of the Institute circle. 
There are well-established societies devoted exclusively 
to engineering education, to industrial management, 
and to technical writing. By exercising what option does 
IRE establish groups in these already pre-empted fields? 
This question has been pondered by those who pe-

titioned for the new Groups, and by the Executive Com-
mittee in passing on the petitions. There are two an-
swers. First, the purpose of these groups is not competi-
tion with existing bodies. Quite the opposite. Accredita-
tion of sister societies in these fields under the PG 
Affiliate Plan is proceeding rapidly. Through these and 
other cooperative measures, it is the plan of the new 
IRE Groups to aid existing activities in their fields and 
it is their hope that they can be particularly effective 
within the profession of electronics. 

Secondly, in electronics and the allied arts, there are 
particular and special problems in education (see P and 
Z last month), in management (see any issue of PGEM 
TRANSACTIONS), and publications and conferences which 
deserve the organized attention of IRE members. In 
other societies, these questions often have, and deserve, 
lower priority. The Group petitioners see jobs to do, 
many that are peculiar to conditions and motivations 
in our profession, and they feel that in organizing for 
these jobs they will help rather than hinder the over-all 
activity in their respective fields. 

Calendar. Few literary frustrations compare with that 
suffered by an author who, having thought out his 
paper and prepared the abstract, finds that he has 
missed the final date for submitting same to the pro-

gram committee. Since such tardiness is often associated 
with technical brilliance, or at least with a high level of 
other productive activity, we suspect that many good 
papers are lost down this road and we have set up a 
small countermeasure. Since the June issue, the Calen-
dar of Coming Events, which is printed each month in 
the News Section, has contained the dates for sub-
mitting abstracts for all meetings on which we have in-
formation. Potential authors are therefore urged to con-
sult the Calendar, and Program Chairmen are particu-
larly requested to send their closing dates to the Man-
aging Editor immediately after they are established. 

In time, after the word gets around on this system, 
we hope that closing dates will be published in plenty of 
time for all meetings, and we suppose that lack of such 
publication will be prima facie evidence that the pro-
gram committee got started too late or was otherwise 
not on the job. We admit this is not much of a threat, 
since we never heard of a program committee that would 
accept reappointment, let alone seek it. But, having 
once been trapped into the job, committee members do 
value the widest possible choice of abstracts in selecting 
the program, and prompt publication of the closing 
dates would appear to be strictly nondeleterious. So, 
send the dates. We'll publish them in the first available 
issue following receipt and thereafter until the closing 
date is passed. 

Mileposts. During the month of May, IRE membership 
passed the 60,000 mark, with 60,030 names on the roster 
at the end of the month. The increase in membership 
in twelve months was 20 per cent, up from 15 per cent 
the previous year. It seems fair to conclude, from the 
increasing rate of growth, that the IRE program of con-
ferences, publications, and PG activities is attracting 
many recruits and holding the interest of the old timers. 

Since last February, there have been more Profes-
sional Group memberships (currently over 63,000) than 
there are IRE members, but almost half of the IRE 
members belong to no Group. This conundrum is ex-
plained by the fact that the average (or should it be 
"median") member of a professional group belongs to 
two groups at once. With 26 groups to choose from 
there's plenty of room for growth in this department. 
Group membership is open to all IRE members, and 
through the affiliate plan, to members of many other 
professional societies. Headquarters will send full in-
formation on request.—D.G.F. 
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Scanning the Issue 
Ultrasonics in Medicine and Dentistry (Welkowitz, p. 

1059)—\\ lien various parts of the human body are subjected 
to sound waves at frequencies of about one megacycle or 
higher, a number of interesting and medically useful effects 
may be observed. The reflection and absorption characteristics 
of tissue, together with the thermal and mechanical effects 
produced by the sound energy, can be utilized to visualize soft 
tissues that are transparent to X rays, detect tumors, drill 
teeth, perform brain surgery and, in the field of bacteriology, 
to sterilize foods and pasteurize milk. These and other im-
portant applications of ultrasonics have for the most part 
been developed just within the last eight years; many of them 
are still in the laboratory stage. Nevertheless, as will be seen 
from this review paper, they already show great promise as 
important tools in medicine and biology. 

Ion Oscillations in Electron Beam Tubes: Ion Motion and 
Energy Transfer (Jepsen, p. 1069)—Many types of vacuum 
tubes are affected, usually adversely, by positive ions which 
become trapped in the electron beam region. Although the 
effects of ion trapping have been described in many articles, 
the mechanism by which it occurs has eluded experimenters. 
Particularly baffling is the fact that under seemingly similar 
circumstances, in one case there are no apparent undesirable 
effects, while in another case ion oscillations occur giving rise 
to instabilities and distortions in the output wave. In this 
paper the author develops a plausible picture of ion motion 
and energy transfer in microwave tubes by which he explains 
this misbehavior. Moreover, in analyzing the conditions 
under which ion oscillations are sustained, it is shown that a 
new type of negative beam loaded oscillator, called a " nono-
tron," appears possible. 

Multihole Ferrite Core Configurations and Applications 
(Abbott and Suran, p. 1081)—This paper reports further work 
on the transfluxor, a multihole ferrite disk recently developed 
as a switching element for control and computer type cir-
cuitry. As is elaborated on in this paper the multihole geome-
try of this device provides the circuit designer with an in-
triguing new component that can perform some very novel 
and complex gating and memory functions. As a case in point, 
a six-hole transfluxor is described which will perform complex 
logical functions that would require as many as twelve tran-
sistors. 

Polarization Reversal and Switching in Guanidium Alu-
minum Sulfate Hexahydrate Single Crystals (Wieder, p. 
1094)—The foregoing rather imposing title refers to a recently 
discovered ferroelectric sulfate, nicknamed GASH, which like 
its better known ferroelectric cousin, barium titanate, has 
been advanced by many as a possible new computer switching 
and memory device. The author delves into the switching 
properties of GASH, carefully comparing them with those of 
barium titanate. The result is a timely and much-needed 
statement of the limitations and capabilities of both materials, 
indicating that for the present GASH must be limited to low-
speed (less than 1 kc) switching applications. 

Straight-Field Permanent Magnets of Minimum Weight 
for TWT Focusing—Design and Graphic Aids (Glass, p. 
1100)—This paper fills an outstanding need for information 
on the design of lighter weight focusing magnets for traveling-
wave tubes. Its importance derives from the fact that a major 
problem in the use of traveling-wave tubes in systems has been 
the cumbersome electromagnets. Periodic focusing, although 
it reduces magnet weight, is nevertheless difficult to apply in 

many practical cases. Straight-field focusing, because of its 
simplicity and convenience, is more attractive, provided the 
size and weight of the magnets are acceptable. This can now 
be quickly calculated by the excellent design charts and pro-
cedures presented here. 

Some New Circuits for High-Power Traveling-Wave 
Tubes (Chodorow and Craig, p. 1106)—Two basic types of 
slow-wave structures have received considerable attention as 
interaction circuits for traveling-wave tubes: the helix and the 
periodically-loaded waveguide. When it comes to high-power 
applications the helix takes a back seat to the loaded wave-
guide because of its limited heat dissipation capabilities. The 
loaded waveguide, on the other hand, tends to have narrow 
bandwidth properties because of the resonances of the ob-
stacles used to load the guide. This paper describes a new class 
of broad-band slow-wave structures, consisting of sets of 
coupled cavities, which mark important progress in providing 
microwave tubes with greater bandwidths at megawatt power 
levels. 

On Multimode Oscillators with Constant Time Delay 
(Met, p. 1119)—An investigation is made of the stability of 
oscillators that can operate in two or more stable modes and 
that include substantial time delay in their feedback paths. 
Special emphasis is paid to narrow-band systems with a small 
number of modes, and to high switching speed from one mode 
to another. The actual system considered is a recirculating 
frequency memory device and the details come out in a form 
which will not only be of particular interest to people inter-
ested in such systems, but to a broader group of engineers 
interested in the basic theory of oscillators. 

A Reactance Theorem for Antennas (Levis, p. 1128)— 
From Maxwell's equations a rigorous formula is developed for 
the frequency derivative of the reactance or susceptance of an 
antenna, containing terms relating the expression to the 
polarization properties of the far field of the antenna and the 
electromagnetic energy stored in its near field. In effect, this 
theoretical study sets down relationships, previously known 
intuitively, in a precise form that furnishes valuable addi-
tional insight into antenna resonance phenomena. 

Heat Loss in Grooved Metallic Surface (Marcatili, p. 
1134)—An approximate solution is presented to the interest-
ing problem of calculating the conduction current losses in 
grooved metallic waveguide walls, a matter of interest both 
to groups solving boundary value problems and to those inter-
ested in transmission line problems. Although of primary 
application in the microwave field, this method of computing 
losses in irregular surfaces may be of interest in lower fre-
quency regions as well, for instance in computing surface 
wave propagation over a rough sea. 

IRE Standards on Letter Symbols and Mathematical 
Signs (p. 1140)—In 1948 the IRE published a Standard cov-
ering abbreviations, graphical symbols, letter symbols, and 
mathematical signs. The abbreviations and graphical symbols 
portions of that Standard were later superseded by new Stand-
ards issued in 1951 and 1954, respectively. The Standard 
printed in this issue is a reprint of the remaining portions of 
the 1948 Standard, now out of print. It provides a valuable 
guide to the notational use of subscripts, superscripts, bold 
face, and italics, and identifies nearly 200 letter symbols and 
mathematical signs common to the radio engineering litera-
ture. 
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Ultrasonics in Medicine and Dentistry* 
WALTER WELKOWITZt, MEMBER, IRE 

Summary—In recent years, there has been much research on the 
applications of ultrasonic techniques to medicine. This paper dis-
cusses some of the projects being carried out in the fields of diag-
nosis, therapy, dentistry, and bacteriology. The diagnostic investiga-
tions presented include brain tumor detection, soft tissue visualization, 
and analysis of cancers for malignancy. The therapy studies include 
tissue diathermy, brain surgery, and tumor inhibition. Drilling of 
teeth is the application discussed in dentistry. In all cases, an at-
tempt is made to elucidate the mechanisms pertinent to the appli-
cations. 

INTRODUCTION 

AN acoustical instrument, the stethoscope, was one 
of the earliest physical instruments utilized in 
medical diagnosis. Since the work by Laennec 

over one hundred years ago, this instrument has been in 
constant use by physicians in diagnosing cardiac dis-
orders. 
More recently, there has been a great expansion in 

the application of acoustic devices to medicine. This has 
come about through the extensive development of both 
electronic and acoustic instruments for industrial appli-
cations. In these more recent applications, use is made 
not only of the measurement of sounds generated in the 
body, but, in addition, waves generated outside the 
body are introduced into it and use is made of the 
acoustic impedance and absorption of the tissue plus 
the thermal and mechanical destructive effects that are 
sometimes a concomitant of sound propagation. 

Since the mechanical properties of tissue are different 
from the electrical ones, acoustic examination will at 
times show up variations in tissue that are not seen with 
X-ray examination. In addition, because of the ease of 
focusing sound waves in the millimeter wavelength 
range, it is sometimes possible to produce, by the use of 
ultrasound, localized lesions that are difficult to obtain 
by any other means. 

DIAGNOSTIC APPLICATIONS OF ULTRASOUND 

As an extension of the stethoscope procedure, Walker, 
Thurston, and Kirby' worked out a percussion system 
to detect gallstones which utilizes a microphone and 
amplifier system to pick up the sounds of a tapped gall-
stone. 
At the present time, most diagnostic systems which 

are being studied utilize either the transmission proper-
ties of the body tissues or their reflective properties. 
The principles of these systems can best be under-

stood with reference to Fig. 1. In Fig. 1(a) a simplified 

* Original manuscript received by the IRE, January 22, 1957; 
revised manuscript received, May 24, 1957. 
t Gulton Industries, Inc., Metuchen, N. J. 
Walker, Thurton, and Kirby, Electronics, vol. 22, p. 92; 1949. 

sound transmission diagnostic system is diagrammed. 
A sound source (which can be a piezoelectric crystal ap-
propriately driven) is pressed against the tissue on the 
left. A sound receiver (which can be an identical unit) 
picks up the transmitted sound on the right. If there is 
an abnormal object present in the tissue, and if this 
object has an acoustic absorption coefficient that is 
much different from the normal tissue, then a change 
will be observed in the received sound. A sound reflec-
tion diagnostic system is diagrammed in Fig. 1(b). 

300NO 

Spadne.6. 

3.43NOR3103_ 

(a) 

SOUND 

-SOY ROL 

f 03GCLIVER 

/7313:03.31r 

BNORM AL 

1.1 *MX 

(b) 

Fig. 1—(a) Transmission system. (b) Reflection system. 

Under normal conditions, a pulse of sound is sent out 
from the transducer. This sound pulse is reflected from 
the back face of the tissue and the echo is picked up by 
the transducer. A suitable display system shows the re-
flected pulse appearing some time after the transmitted 
pulse. If some abnormal tissue is present in the transmis-
sion path, and if the acoustic impedance of this tissue is 
different from that of the normal tissue, then there will 
be some energy reflected when the pulse of sound ar-
rives at the interface between the normal and abnormal 
tissue. From the geometry of the system, this abnormal 
echo would appear on the time display between the 
transmitted pulse and the echo from the back face of the 
tissue. 

Reflection Measurements 

A number of medical experiments can be presented to 
exemplify the diagnostic methods. One set of these ex-
periments is the detection of gallstones in tissue as car-
ried out by Ludwig and Struthers.2 The reflection meth-
od of diagnosis was investigated using a Sperry Reflecto-
scope. Since this method involves the presence of an 

'Ludwig and Struthers, Naval Medical Res. Inst. Project 
NM004001, Rep. No. 4; 1949. 
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impedance mismatch between the normal tissue and the 
gallstone, the authors made an extensive study of 
acoustic impedances of normal tissue and gallstone. 
Their results are summarized in Table I, below. These 

TABLE I 

CHARACTERISTIC ACOUSTIC IMPEDANCE OF TISSUE AND GALLSTONE 

Material 
Density 

(p) 
gm/cm 

Water 
Tissue 

(range) 

Gallstone slabs 
1. (almost pure choles-

terol) 
2. (mostly pigment) 
3. (pigment-calcium) 
4. (mixed cholesterol 

center lamellae of pig-
ment +cholesterol) 

5. (mostly cholesterol) 
Series of gallstones 

1.00 
1.06 

1.067 
1.069 
1.013 

0.936 
0.900 
0.82 
to 

1.10 

Velocity 
(c) 

cm/second 

1.50 X 10' 
1.54X10' 
(1.49 to 

1.61 X10') 

2.19 X105 
1.78 X10' 
2.04X10' 

1.87 X10' 
1.40 X106 
1.40 X10' 

to 
2.30X10' 

Impedance 
(Z) 

gm/cm2 
/second 

1.50 X 10' 
1.6 X106 
(1.5 to 

1.7 X10") 

2.3 X10' 
1.9 X105 
2.0 X10' 

1.7 X106 
1.3 X104 
1.15 X10' 

to 
2.42X10' 

measurements indicate that for most gallstones there 
is an appreciable difference in impedance between 
the gallstone and normal tissue. Calculations based on 

the assumption of plane interfaces indicate that between 
0.1 and 4.0 per cent of the incident energy would be 
reflected in most cases. Since the Reflectoscope is capa-
ble of satisfactory operation with 0.1 per cent of the 
energy reflected, most gallstones should be detected by 
this method. Measurements and analyses were also 

carried out to determine he optimum frequency of 
operation. This decision involves a compromise between 
the particle size resolution and the depth of penetration. 
With instruments of the power output of the Reflecto-
scope, frequencies between 1.0 and 2.5 mc were found to 
be optimum. Final experiments were carried out with 
gallstones implanted in the back muscles and gall 
bladder of a dog. These gallstones ranged in size be-
tween 0.5 and 1.0 cm and were detected with little 
difficulty. 

Another diagnostic problem being investigated using 
reflection methods is the study of tumor detection car-
ried out by Wild and his associates at the University of 
Minnesota.' In this case, 4-microsecond pulses of 15-mc 
sound are projected into the tissue and the resultant 
echoes are recorded. Gross structural interfaces, such as 
between muscle and fat, are readily detected at this high-
ultrasonic frequency. Anisotropy of tissue is demon-
strated with this device. As is evident in Fig. 2, the 
pattern of echoes from a piece of beef is much different 
when the sound is projected along the fibers than when 

' J. J. Wild and J. M. Reid, "The effects of biological tissues on 
15 mc pulsed ultrasound," J. Acoust. Soc. Amer., vol. 25, pp. 270-280; 
March, 1953. 

I.krn:em, 

Fig. 2-Anisotropy of tissues. The known orientation of muscle 
bundles in beef steak is demoustrated. Few echoes are produced 
when sound beam is parallel to the muscle fibers, 3. Ma.nv echoes 
are produced when the sound beam is directed across the fibers 
1 and 2. Longitudinal and cross sections of the material are 
shown magnified slightly. 

it is projected transverse to the fibers. The application 
to tumor detection is well illustrated by Fig. 3. The 
transducer and holder are shown in the upper right. The 
water column is used to introduce an acoustic time de-
lay so that echoes from regions near the surface of the 
tissue can be detected without being hidden by the 
transmitting pulse. The method used to survey a brain 
with the skull removed is shown in the upper left. The 
differences in the echo patterns between normal and 
tumor regions are shown in the lower pictures. The pres-
ence of the tumor appears to produce many more echoes 
than does the normal tissue. This is similar to what was 
produced by highly anisotropic tissue. The method, 
therefore, seems to be a measure of the anisotropy of the 
tissue. The authors' have attempted to quantize the 
method by measuring the area under the echogram. 
They claim to have found a significant difference be-
tween tumor relative to control echogram areas for 
benign and malignant tumors. 
A group under the direction of Dr. Howry at the 

University of Colorado at Denver is also working on 
the problem of soft tissue visualization by utilizing re-

flection techniques. Their approach includes a mechani-
cal scan and an intensity's modulation scheme by 
which three-dimensional portrayals can be obtained. 
Some early results obtained in picturing the cross sec-
tion of an arm are shown in Fitz. 4. The resolution ob-
tainable is shown by the scan of a wire box in Fig. 5. 
The difficulties in the system are inherent in geometric 
optics. A glance at Fig. 6, in which a sound wave 
impinges on a curved surface, demonstrates the prob-

lem. No amount of rotation on the part of the trans-

4 Howry. Stott, and Bliss, Cancer, vol. 7, p. 354; 1954. 
Howry and Bliss, J. Lab. and Clinical Med., vol. 40, p. 579; 1952. 
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Fig. 3—Cancer of the brain. Top left, two echograms of normal brain 
tissue approximately 1.4-cm thick. Top right, two echograms of 
a piece of malignant tumor arising from the same brain. The 
tumor was reduced to half- thickness. Two pairs of echograms re-
corded with the echoscope (midright) on the whole brain (mid-
lef t) are shown at the bottons. Normal echograms (bottom left) 
were taken from the opposite lobe of the brain from that occupied 
by the tumor. The greater number of echoes coming from the 
tumor can be seen in the echograms (bottom right). 
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Fig. 4—(a) Transverse sectior through midforearm. (b) Somagram 
of extensor compa:-tment of midfcrearm. 

ducer will cause echoes to return to it from most of the 
curve. 
The partial successes of these endeavors have en-

couraged work of this sort all over the world. In Japan, 
some very interesting work under the direction of Dr. 
Kikuchi' has been carried out on diagnoses of brain 
tumors utilizing a reflection-type ultrasonic system. 

8 Kikuchi, Uchida. Tanaka, and Wagai, Proc. Second Internait. 
Cong. of Acoustics; 1956. 
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Kikuchi was able to obtain echoes through the skull 
which may be useful in diagnosing physical brain dis-
orders by utilizing barium titanate transducers. Echos 
were obtained from the brain tumor, from the ventricle 
walls, and from the opposite side of the brain. 

Transmission Measurements 

In addition to utilizing reflection-type measurements 
for diagnosis, there have been a number of attempts at 
diagnosis by means of transmission measurements. One 
of the most extensive projects of this sort was the work 
on outlining cerebral ventricles and the detection of 
brain tumors with ultrasound. In this case, the study 
was carried out without removal of any part of the skull. 
This procedure was first investigated in Austria by Dr. 
Dussik.7 An extensive continuation of this study was 
recently carried out in this country by a group at the 
Acoustics Laboratory at MIT.' A schematic of one of 
the systems used by the group at M.I.T. is shown in 

Dussik, Dussik, and Wytt, Wiener Med. Wchnschov, vol. 97, p. 
425; 1947. 
• T. F. Hueter and R. Bolt, J. Acoust. Soc. Amer., vol. 23, p. 160; 

1951. 
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Fig. 7. A 20-element transducer strip was used to scan 
in the vertical direction to get a picture of a large area. 
The mosaic strip was moved in the horizontal direction 
to obtain a picture of the whole head. The expected 
method of recognizing tumors or other distortions in the 
brain was to observe abnormalities in the shape of the 
ventricles—fluid-filled cavities—in the head. The pres-
ence of a growth in the brain will often distort the shape 
of these cavities. It was hoped that the ventricles would 
show up readily in the ultrasonogram, since the brain 
matter has an attenuation of 1.5 db/cm at 1.0-mc sound 
frequency, while the liquid in the ventricles has an at-
tenuation of only about 0.01 db/cm in this frequency 
range.' The difficulties that were encountered in using 
this transmission system demonstrate some of the prob-
lems that are encountered in using ultrasonic diagnositc 
systems to examine complex humans. The acoustic ab-
sorption of the skull is about 17 times that of the brain 
tissue. Thus at 1 mc, a thickness variation of 1 mm 
produces the same change in signal intensity as a varia-
tion of 1.7 cm in the ventricle path length. Thus, the 
"noise" produced by skull thickness variation may 
readily override any signal variations produced by dis-
torted ventricles. This is the case at present, and even 
attempts at reducing the "noise" by compensation 
schemes which take advantage of differences in attenu-
ation—frequency characteristics of bone and soft tissue 
—have not been very successful when tried clinically. 
Thus, what theoretically seems like a straightforward 
application of ultrasound in medicine may, in practice, 

be beset by many difficulties because of the complex 
structure of the body. 

Another approach in which an attempt is made to 

utilize the transmission method is represented by the 
work of Suckling and MacLean" at the New York 

9 Ballentine, Hueter, and Bolt, J. Acoust. Soc. Amer., vol. 26, 
p. 581; 1954. 

le Suckling and MacLean, J. Acoust. Soc. Amer., vol. 27, p. 297; 
1955. 
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Fig. 8—Pendulum and rotary scan system allowing capacity pickup 
to cover whole area of crystals. Position indicator and capacity 
slip rings not shown. 

Fig. 9—See text. 

State Medical School. In this case, quartz plates are 
used as the ultrasonic transmission and receiving trans-
ducers. The receiving quartz is mechanically scanned 
with a small capacitive probe and the output is dis-
played on an oscilloscope synchronized with the sun. A 
diagram of the system is shown in Fig. 8. An acoustic 
picture of a cardboard mask as observed with this sys-
tem is shown in Fig. 9. 

In order to improve on the mechanical scan feature of 
Suckling's device use can be made of an electronic-
acoustic converter electron beam tube described by 
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Fig. 10—Connection diagram of electronic-acoustic converter. 

Fig. 11—External view of converter. 

Oshchepkow" and his co-workers. A diagram of this 
tube is shown in Fig. 10. A picture of the tube is given 
in Fig. 11. This tube utilizes a piezoelectric barium 
titanate ceramic front face and a scanning electron 
beam. The signal is picked up as variation in the stream 
of secondary electrons going to the collector. When a 
sound wave impinges on the front face of the tube, 
varying voltages are produced which modify the condi-
tion of secondary electron production and therefore 
provide an amplitude modulated signal in the output. 
Tubes of this type are also under development in this 
country at Gulton Industries, Inc." 

THERAPEUTIC APPLICATIONS OF ULTRASOUND 

In considering therapeutic applications of ultra-
sound, one finds that there has been extensive clinical 
work performed both in this country and in Europe." 

Thus, work has been carried out in the treatment of 
neuritis, bursitis, osteoarthritis, and many other ail-
ments with sound. In many of these clinical investiga-
tions, inadequate controls make it difficult to evaluate 
the effectiveness of the treatment and furthermore, be-
cause of the nature of clinical work, it is difficult to dis-
tinguish the mechanism or sometimes even the tissue 
affected. Before discussing some of the therapeutic po-
tentialities, it seems reasonable to discuss the possible 
mechanisms by which ultrasound can do its work and 
some of the results of investigations carried out on spe-
cific tissues. 

u Oschepkow, Rozenberg, and Semennikow, Akusticheskin 
Zhurnal, vol. 1, pp. 348-351; 1955. 

13 Gulton Industries, Inc., private communication. 
13 "Der Ultraschall in der Medizin," S. Hirzel, Zürich, Switzer-

land; 1949. 
14 Nuevo Cimento, suppl. vol. VII, ser. IX, Rome, Italy; 1950. 
13 "Proceedings of Conferences on Ultrasonic Therapy," Amer. 

J. Phys. Med.; 1953, 1954, 1955, and 1956. 

Mechanisms 

The mechanisms by which sound effects tissue can be 
grouped under the general classifications of heating, 
cavitation, chemical effects, and direct mechanical 
forces. Heating effects are secondary phenomena which 
result from the fact that some tissues have high acoustic 
absorption coefficients, that is to say, a large fraction of 
the mechanical energy in the sound wave is converted 
into heat. Any beneficial results that are then produced 
are similar to benefits obtained by applying heat from a 
thermal source. The probability of introducing the heat 
into a desired internal location is better with the sound, 
though, than with many other heat sources. Cavitation 
effects can often be produced when the peak pressure 
amplitude of the sinusoidal sound wave is greater than 
1 atmosphere. The local tension forces that are then pro-
duced in the tissue may cause the growth of bubbles 
containing gases or vapors. After a certain amount of 
growth, these bubbles tend to collapse rapidly with the 
production of high local forces and high local tempera-
tures. These secondary forces and temperatures pro-
duce some of the observed tissue alterations or destruc-
tions. Aside from these secondary mechanisms, there 
can be direct effects produced by forces that are in-
herent in the mechanical nature of the sound wave. 
Such forces are the direct pressure stresses that can be 
varying at the rate of millions of cycles per second, 
oscillating viscous forces resulting from the complex 
semiliquid nature of the tissue medium, and unidirec-
tional forces which arise from the nature of the sound 
field. An example of these is radiation pressure. Forces 
due to the sound field which manifest themselves on the 
molecular level may produce effects which are observa-
ble as chemical changes in the irradiated material. If we 
classify mechanisms on the basis of gross observations, 
we should then include these chemical mechanisms. It 
should be kept in mind, though, that the sound waves 
are mechanical waves and that, therefore, all the mecha-
nisms are basically mechanical in nature. Some clear cut 
results of sound irradiations, and the classification of 
the observations with respect to the mechanisms dis-
cussed can best be presented by analyzing some of the 
work carried out on specific tissues. 

Tissue Irradiations 

Studies by Herrick and associates" at the Mayo 
Clinic and Fry and associates" at the University of 
Illinois, demonstrate the high acoustic absorption in 
bone. The temperature increase recorded in the femur 
bone of a dog by the group at Mayo is shown in Fig. 12 
for continuous and pulsed ultrasound. The total output 
of the transducer used in these studies was 10 watts at a 

16 J. R. Herrick, J. Acme. Soc. Amer., vol. 25, p. 12; 1953. 
17 W. J. Fry, V. J. Wulff, D. Tucker, and F. J. Fry, " Physical 

factors involved in ultrasonically induced changes in li% ins; systems: 
I. Identification of non-temperature effects," J. Accus!. Soc. Amer., 
vol. 22, pp. 867-876; November, 1950. 
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Fig. 12—Changes i i temperature n the femur of the dog when ultra 
sound is generated continuously (left) and when ultrasound is 
pulsed (right). Stationary application, 10 watts. 

frequency of about 800 kc. As is apparent from Fig. 12, 
a continuous two-minute irradiation at this compara-
tively low sound power raised the temperature of the 
bone more than 30°C. If the temperature increase can 
readily be controlled, diathermy applications are sug-
gested. The temperature changes produced in various 
frog tissues by pulsed ultrasound, as measured by Fry, 
are shown in Fig. 13. In this case, a peak sound intensity 
of 35 watts/cm2 was used. At this relatively high in-
tensity, the temperature of the bone was increasing at 
the rate of 55°C per second of irradiation. 

In nerve tissue, ultrasonic irradiation studies have 
been carried out which indicate both thermal and non-
thermal effects on the physiology of the nerve. The 
group at Mayo studied the suppression of the propa-
gated action potential (the electrical pulse) in a bull frog's 
sciatic nerve. They found that at the relatively low 
ultrasonic intensity used, suppression was accomplished 
only when the temperature of the nerve was raised by 
the sound to a level which would cause suppression of 
the propagated action potential if the temperature in-
creases were otherwise produced. Fry's group found that 
when sonic irradiation was directed at the lumbar en-
largement region of a frog's spinal cord, paralysis was 
obtained under conditions that precluded temperature 
effects or cavitation effects.' This is best shown in Fig. 
14, which represents the results obtained on frogs ir-
radiated at 1 atmosphere and at 13 atmospheres of static 
pressure at an initial temperature of 1°C. It can be ob-
served from Fig. 14 that even with 13 atmospheres of 
static pressure applied (enough to completely suppress 
cavitation), the quantitative results were very similar to 
those obtained at atmospheric pressure. Both sets of 
results were obtained under temperature conditions such 
that with the sound on, the temperatures produced in 
the spinal cord were not sufficient to cause damage. In 
some recent work by Fry and Dunn," similar irradia-

,0 \V. J. Fry, J. Acoust. Soc. Amer., vol. 25, p. 1; 1953. 
19 W. J. Fry, and F. Dunn, " Ultrasonic irradiation of the central 

nervous system at high sound levels," J. Acoust. Soc. Amer., vol. 28, 
pp. 129-131; January, 1956. 
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imum time for paralysis" frogs cooled to 1°C and under hydro-
static pressures of one and thirteen atmospheres. 

tions were carried out on mouse spinal cords in an 
attempt to elucidate a mechanism. Again the results pre-
clude the possibilities of their being only a heating 
mechanism. 

A situation similar to that in the work on nerve tissue 
exists in studies of muscle tissue. Under certain ultra-
sonic irradiation conditions effects are produced which 
are undoubtedly thermally caused, while under other 
experimental conditions nonthermal effects have been 
observed. Gersten" has irradiated frog muscle with 

20 J. W. Gersten, Archives of Phys. Med. and Rehabil., vol. 34, p. 
675; 1953. 
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sound at a frequency of 1 mc and of average sound in-
tensities of 0.75 watt/cm' and 3 watts/cm'. Changes ob-
served, such as changes in isometric tension, at the 
lower intensity are completely attributable to the in-
crease in temperature produced by the sound. At the 
higher intensity level, though, some changes produced, 
such as changes in injury potential level, were appar-
ently different from effects produced by temperature 
alone. Welkowitz" irradiated isolated frog muscles un-
der conditions such that the resultant temperature rise 
in the muscle was not great enough to produce thermal 
effects, and he studied the changes produced in the 
propagated action potential. A sound frequency of 1 mc 
and intensities of the order of 100 watts/cm' were used. 
Fig. 15 shows the effect produced on the amplitude of 
the action potential. The propagated action potential 
was permanently blocked. In Fig. 16, a dosage curve ob-
tained in these studies is shown. It is obviously similar 
in form to the dosage curves obtained by Fry in the frog 
spinal cord paralysis experiments. This similarity sug-
gests that perhaps under these nonthermal and non-
cavitation situations, the observed effects were pro-
duced by similar mechanical mechanisms. 

Before terminating the discussion of irradiation of 
specific tissues, mention should be made of some studies 
carried out on the irradiation of tumor and cancer tissue. 
Studies carried out at the Mayo Clinic indicated that 
under their experimental conditions, little inhibition of 
tumor growth was observed except when the tumor was 
burned by the ultrasound. Newcomer, at the University 
of Connecticut," indicated that he obtained regression 
in tumors implanted in mice when these were irradiated 
at sound intensities above 20 watts/cm'. It would ap-
pear that this is a fruitful field for further inquiry. 
A major problem often arises in the analyses and com-

parisons of the different studies. This is the very limited 
and often inaccurate description of the exact physical 
experimental conditions. It is apparent that there is a 
great need in this field for more accurate ultrasonic 
measurements. These must include measurements of 
the field configuration, and measurements of intensity at 
various points in the field. An indication is needed of 
whether the field is a traveling-wave field or a stand-
ing wave field or a combination of the two. A know-
ledge of the medium of irradiation, the geometry of 
the irradiated object, some measurement of tempera-
tures generated in the irradiated tissue, and an indi-
cation of viscosity and gas content of the medium 
and irradiated object are also desirable. The latter could 
be replaced by mentioning that the experiments were 
carried out under a high enough static pressure to pre-
clude the possibility of cavitation damage. Some indica-
tions of the field configurations that have been used are 

21 W. Welkowitz and W. J. Fry, "Effects of high intensity sound 
on electrical conduction in muscle," J. Cell. Comp. Physiol., vol. 48; 
December, 1956. 
" E. H. Newcomer, "Effects of ultrasound on living cell struc-

ture," 1954 IRE CONVENTION RECORD, pt. 6, pp. 107-108. 
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shown in Figs. 17 and 18 (next page). Fig. 17 illustrates 
the field pattern obtained from a 1-inch X-cut round 1-mc 
quartz crystal radiating into water. The zero distance 
was about six inches from the crystal. The beam pattern 
obtained at the focus of a quartz crystal with a poly-
styrene lens in front of it is shown in Fig. 18. It is ap-
parent that this focused beam is only half as wide at the 
half-power points as was the first beam described. Even 
sharper focusing has been obtained by using other 
focusing methods and the influences of these different 
sized beams will vary when used on bulk tissue. 

Brain Surgery with Ultrasound 

Ever since it became apparent that ultrasound could 
damage tissue, attempts have been made to perform 
brain surgery by producing lesions in the brain sonically. 
Much of the early work, exemplified by the experiments 
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Fig. 18—Comparison of beam patterns taken with 1) thermocouple 
probe and 2) BaTiOs radiation pressure detector. 

of Lynn and associates," was carried out by irradiation 
through the skin and skull with both focused and un-
focused sound beams. Recent investigations" indicate 
that more consistency can be obtained if the skin and 
skull bone in the path of the sound beam are removed. 
In addition to the variability problem, it has been 
pointed out by Fry" that bone is highly absorbing at the 
ultrasonic frequencies used, and that the bone therefore 
must be removed to prevent overheating and to intro-
duce most of the sound in the beam into the brain. 

Lindstrom and his group at the University of Pitts-
burgh carried out some irradiations on both animals and 
humans. The work on animals was carried out to study 
the path of the sound beam through the brain and to see 
what effects were obtainable. The irradiations were car-
ried out with sound frequencies of 1 mc. The only in-
tensity measurements that were made were average 

23 Lynn, Zwemer, Chick, and Miller, J. Gen. Physiol., vol. 26, p. 
179; 1942. 

24 P. A. Lindstrom, AMA Archives of Neurology and Psychiatry, 
vol. 72, p. 399; 1954. 

24 Fry, Mosberg, Barnard, and Fry, J. Neurosurgery, vol. 11, p. 
471; 1954. 

Fig. 19—Excessive ultrasonic necroses which extended along the 
boundary between cortex and white matter in a dog brain. A non-
focused beam of 7 watts per square centimeter at 1000 kc was 
used. A durai flap was turned at the right side of the picture. On 
the opposite side the same irradiation was given through the in-
tact dura. 

values over the entire beam. Sound levels of 2 watts/cm2 
average were too low to produce histological brain 
lesions. With 5-7 watts/cm2 and a two-minute exposure, 
definite tissue damage was obtained. Resultant damage 
could be controlled so that ranges from relatively minor 
effects to complete necrosis in a restricted area could be 
obtained. The type of destruction that was observed in a 
dog's brain is shown in Fig. 19. Lindstrom's animal 
studies indicated that the white matter in the brain was 
affected more than the cortical gray matter. The clinical 
studies carried out irradiation through an opening in the 
skull with average sound intensities of 7 watts/cm' and 
12 watts/cm' showed definite symptomatic improve-
ment and pain relief in most of the patients. Lobotomy 
irradiations were attempted, and besides the sympto-
matic improvements, the absence of secondary phe-
nomena such as mental deterioration, hemorrhages, and 
convulsions makes the method appear very promising. 

Fry and his associates have been studying the produc-
tion of localized lesions in brains of animals using fo-
cused sound beams. Two types of focusing sound trans-
ducers are being used. In one, the sound is focused by 
means of a polystyrene lens in front of a quartz crystal. 
Four such focused beams are then crossed to yield a 
small spot of very high intensity. This system is dia-
grammed in Fig. 20. Another type of focusing system 
described by Barone" is illustrated in Fig. 21. In this 
system, the sound eminating from the crystal is re-
flected from the cone onto the parabola and then 
focused. Sound beams obtained by this method have 
been almost as sharply focused as those produced by 
Fry's four-beam apparatus. The following is a descrip-
tion of the irradiation procedure used by Fry. A section 
of the skull of the animal is removed. The head of the 
animal is fixed in a stereotaxic apparatus. The motion 
of the irradiator is determined with respect to the 
calibrations of the stereotaxic machine. The precise 
localization of the focused beam with respect to mapped 

2* A. Barone, Acustica, vol. 2, p. 221; 1952. 
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Fig. 21—(a) The parabolic acoustic transducer which produces a 
focused beam. (b) The multiple beam acoustic transducer con-
sists of four separate focusing elements. The focused beams from 
all the elements intersect in a common region. 

brain locations is then known. A lesion is produced by 
laying down a pattern of spots spaced half a millimeter 
between centers. The frequency of the sound used is 
1 mc. The pulse time for each shot of sound is in the 
range from 0.5 to 10 seconds. The intensities that are 
used range from 50 watts/cm2 to 1000 watts/cm2. The 
results obtained by irradiation of the internal capsule 
region of the brain of a cat is shown in Fig. 22. The 

lesion produced in the internal capsule shows up readily 
in comparison to the unirradiated (control) side of the 
brain. Some of the advantages of using focused ultra-
sound in brain surgery have been outlined by Fry to be 
1) no disturbance of the brain tissue except in the focal 
region, 2) no cutting of any brain tissue, 3) opening of 
the dura unnecessary, and 4) no disturbance to blood 

vessels. 
A picture of a typical operating room with a brain 

surgery apparatus located at the University of Illinois 

is shown in Fig. 23. 

Fig. 22—Transverse section of brain of cat no. 101 in a plane of irra-
diation. Left internal capsule was irradiated at 210 watts/cm) 
for 4.0 seconds. Three days postoperative. Weil stain. 

Fig. 23—Partial view of the irradiation room showing control 
panels, irradiator, and head holder. 

A program parallel to the one being carried out at 
Illinois is going on at Massachusetts General Hospita1.27 
Again focused irradiators are being utilized to produce 
lesions in cat brains with skull sections removed. The 
results appear to be similar insofar as the production of 
localized brain lesions is concerned. 

BACTERIOLOGICAL APPLICATIONS OF ULTRASOUND 

Thus far, we have discussed mechanisms of ultrasonic 
effects in biology mainly in terms of thermal effects or 
the suppression of possible thermal and cavitation ef-
fects. There are many useful biological ultrasonic effects 
which depend upon cavitation as a mechanism. Most of 
these involve effects on cells or chemicals in liquid solu-
tions. Ultrasonic waves have been used to kill or dis-
integrate protozoa, yeast, algae, and bacteria. Also, 

they were used to destroy the infectivity of viruses such 
as cowpox and staphylococcus-bacteriophage.28 

22 T. F. Hueter, H. T. Ballantine, Jr., and W. C. Cotter, " Produc-
tion of lesions in the central nervous system with focused ultrasound: 
a study of dosage factors," J. Acoust. Soc. Amer., vol. 28, pp. 192-201; 
March, 1956. 

28 A. Weissler, "Sonochemistry: the production of chemical 
changes with sound waves," J. Acoust. Soc. Amer., vol. 25, pp. 651-
657; July, 1953. 
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Fig. 24—Relation of environmental temperature to the survival 
by E. Coli of ultrasonic vibrati ms. 

The destructive effect of ultrasonically induced cavi-
tation on bacteria is demonstrated by some of the work 
of Horton. 29 Fig. 24 illustrates the per cent survival of 
E. Coli bacteria irradiated in water for various lengths 
of time and at different environmental temperatures. 
It is apparent from Fig. 24 that the rate of kill is higher 
at higher temperatures. Horton explains this as an effect 
whereby the higher temperatures facilitate cavitation in 
the water. 

The possible applications of ultrasonic bacteriocidal 
action to milk "pasteurization" are apparent, but much 
work must still be carried out to study the killing of 
bacteria in milk and to investigate the effects of the 
ultrasonic irradiation on the milk flavor. Similarly, it is 
possible that sound or a combination of ultrasound and 
heat can be used in other food sterilization procedures, 
but again much work needs to be done to study the 
killing process and possible side effects. 

ULTRASONIC DENTISTRY 

In the continuous search for improved dental tech-
niques, the application of the industrial method of 
ultrasonic drilling to dental work has gained great im-

petus in recent years. Since the early work by Oman" at 
Columbia Presbyterian Hospital, the field has spread to 

29 J. P. Horton, J. Acme!. Soc. Amer., vol. 25, p. 480; 1953. 
3° Oman and Appelbaum, New York State Dental J., vol. 20, p. 

256; 1954. 

Fig. 25—Ultrasonic dental drill. 

Fig. 26—Tools for use with ultrasonic dental drill. 

the point where dentists all over the country are utilizing 
these methods." 

The ultrasonic dental drill utilizes an ultrasonically 
vibrating rod with a linear reciprocating motion of an 
excursion of about 0.0014 inch. An abrasive (aluminum 
oxide) is circulated between the tool and the tooth. The 
movement of the tool in the abrasive slurry causes the 
abrasive to cut into the tooth. An ultrasonic frequency 
of 30,000 cycles per second is utilized and the speed at 
which the tooth is cut is comparable to a bur wheel or a 
diamond wheel drill. The impact velocity of the cutting 
edge or particle is small compared to rotary drills. For 
example, using a but drill, this velocity is about 100 feet 
/minute, using a diamond wheel it is about 1200 feet 
/minute, but with an ultrasonic tool it is only 0.2 
foot/minute. The resultant smaller impact force (and 
consequent smaller removal of material per impact) is 
compensated for by the fact that the number of im-
pacts per second is very large. With an eight-tooth bur 
wheel at 6000 rpm, there are 800 impacts per second. 
Using a diamond wheel with a customary distribution 
of diamond particles on the wheel and a speed of 9000 
rpm, this figure is about 300,000 impacts per second. 
With the customary distribution of abrasive and a 1/16-
inch square tool operating at 30 kc, the comparable 
figure for the ultrasonic drill is greater than 3,000,000 
impacts per second. The ultrasonic tool operates by 
having large numbers of small force impacts per second. 
A photograph of an ultrasonic dental drill is shown 

in Fig. 25 with Fig. 26 illustrating the variety of tools 
that can be used with it. 

21 L. Balamuth, "Technical aspects of the cavitron ultrasonic 
process in dentistry," 1955 IRE CONVENTION RECORD, pt. 9, pp. 89-
97. 
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It should be pointed out that the desirability of 
ultrasonic dentistry is still a controversial subject. 
While Oman and his associates have obtained very 
satisfactory results, other investigators at the Bethesda 
General Medical Reseavh Institute and the University 
of Minnesota have raised objections to the method. 
Some of these objections are based upon the afore-
mentioned concomitant production of heating by the 
absorption of the sound waves in the tooth materials. 

CONCLUSION 

In the course of this paper, we have touched on a 
variety of the applications of ultrasonics to medicine 

and biology. Many of these are still in the laboratory 

stage although they already show great promise, but 
some of these applications have been rapidly pushed to 
clinical practice. Ultrasonic dental drills and ultrasonic 
therapy machines are already in the offices of many 
dentists and medical practitioners, while even the com-
plex brain surgery apparatus is ready for hospital use. 

It should be pointed out as a general criticism of the 
field that until recently careful measurements of the 
physical properties of the acoustic parameters have not 
always been made. This has led to a certain amount 
of uncertainty in the explanations of experiments. As 
applications are pursued using higher and higher sound 
intensities, it will become increasingly necessary that 
accurate measurements be made so that this new tool, 
ultrasonics, can be safely applied in medicine. 

Ion Oscillations in Electron Beam Tubes; Ion 
Motion and Energy Transfer* 

ROBERT L. JEPSENt, ASSOCIATE MEMBER, IRE 

Summary—This paper refers briefly to some of the deleterious 
effects that often arise when positive ions are trapped in electron 
beams. Calculations aimed at establishing a useful picture of ion 
oscillations in gridded drift tubes are presented, and a plausible 

physical picture of some possible ion motions is obtained. In conse-
quence of these motions, the electric field inside the drift tube 
undergoes one or more space reversals. When a beam of fast elec-

trons traverses such a region, beam loading may be negative; this is 
calculated in some detail, both for ions and for a simple LC circuit. 
Thus a mechanism for energy transfer from the electron beam to 

the oscillating ions has now been found. The question of whether or 
not this energy is sufficient to sustain oscillations is examined in a 
preliminary way. The importance of secondary electrons in some 

cases is discussed. Comparison between experiment and theory 
shows that a good qualitative understanding now exists of such ob-
served phenomena as continuous oscillations. The occurrence, how-
ever, of fluctuating ion oscillations is not predicted by the present 

theory. 

I. INTRODUCTION 

O
PERATION and performance of many vacuum 
tubes is affected, usually deleteriously, by the 
presence of positive ions in the electron beam 

region. In some cases, ions are trapped intentionally to 
achieve focusing by neutralizing space charge forces in 
the electron beam. In other cases, ions are trapped inci-
dentally by virtue of geometry and voltages, as dictated 
by such other considerations as the need for using grids 

* Original manuscript received by the IRE, February 1, 1957; 
revised manuscript received, May 20,1957. 

t Varian Associates, Palo Alto, Calif. 

for rf reasons. In still other cases, ion accumulation may 
occur because of a high rate of ion production relative 
to the available drainage paths (pressure-sensitive ion 
trapping). Gridded drift tubes constitute one of the 
more important kinds of ion traps in microwave tubes, 
and will be considered in some detail in this paper."2 

Experimental observations on many of the effects due 
to positive ions trapped in electron beams have been 
described elsewhere.3-1° Under certain circumstances, 

no discernible undesirable effects occur. Under seem-
ingly similar circumstances, continuous ion oscillations 

L. M. Field, K. Spangenberg, and R. Helm, "Control of electron 
beam dispersion at high vacuum by ions," Elec. Commun., vol. 24, 
pp. 108-121; March, 1947. 

K. G. Hernqvist, "Space-charge and ion-trapping effects in 
tetrodes," PROC. IRE, vol. 39, pp. 1541-1547; December, 1951. 

6 J. R. Pierce, " Possible fluctuations in electron streams due ti, 
ions," J. Ape Phys., vol. 19, pp. 231-236; March, 1948. 

4 E. G. Linder and K. G. Hernqvist, "Space-charge effects in 
electron beams and their reduction by positive ion trapping," J. 
Appt. Phys., vol. 21, pp. 1088-1097; November, 1950. 

6 T. Moreno, "Some Anomalous Modulation Effects in Reflex 
Klystrons," Tenth IRE Electron Tube Conference, Ottawa, Can., 
June, 1952. 

6 R. L. Jepsen, "Some Beam Instabilities in Klystrons," Tenth 
IRE Electron Tube Conference, Ottawa, Can.; June, 1952. 

7 W. E. Waters, Jr., "Observations on ion oscillations in a cylin-
drical-beam tetrode under hard vacuum conditions," IRE TRANS., 
vol. ED- 1, pp. 216-220; December, 1954. 

K. G. Hernqvist, "Plasma ion oscillations in electron beams," 
J. App!. Phys., vol. 26, pp. 544-548; May, 1955. 

9 C. C. Cutler, "Spurious modulation of electron beams," PROC. 
IRE, vol. 44, pp. 61-64; January, 1956. 
'9 T. Moreno, "Spurious modulation of electron beams," PROC. 

IRE, vol. 44, p. 693; May, 1956. 
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may exist, typically in the frequency range 0.5-10 mc. 
Again under similar conditions, fluctuating ion oscilla-
tions occur; the fluctuations are usually of modified 
sawtooth shape with repetition frequencies in the range 
0.1 cps to 50 kc. Other undesirable effects arise if a 
modulation frequency at or near the ion oscillation fre-
quency is applied to the tube. 

In the present paper, we shall not attempt to explain 
all of the observed phenomena. Rather, an effort will be 
made to understand some of the simpler observations. 
In particular we will try to see why it is that either a 
state of no ion oscillation at all or a state of continuous 
ion oscillation can occur under rather seemingly similar 
conditions. 
Some years ago Pierce' found that wave amplification 

can exist in an electron beam traversing a region neu-
tralized by positive ions. This wave travels with the 
velocity of the electron beam. The frequencies amplified 
are those at and below the ion plasma frequency, with 
the maximum amplification occurring at the ion plasma 
frequency. It has been proposed that the mechanism for 
the occurrence of ion oscillations is that of amplification 
near the ion plasma frequency with feedback between 
entrance and exit of the electron beam being provided 
by slow speed secondary electrons moving in the back-

ward direction. 
For this mechanism to work, there must be a total 

phase delay of 2nr radians around the oscillating loop. 
For an ion oscillation frequency of 1 mc, for example, 
the minimum time delay allowable around the loop is 

10-6 sec. In a 300-volt beam 100 cm long, transit time 
for primary electrons would be 10-1 sec. Thus most of 
the time delay must come from slow speed secondaries. 
Three-volt secondaries would be required for a transit 
time of 10-6 sec. Since 3-volt secondaries are often rela-
tively abundant, the above mechanism for oscillations 
is fairly plausible in long electron beams. 
We observe, however, that ion oscillations are not re-

stricted to long electron beams. They often occur in ion 
traps which are substantially less than 1 cm in length. 
For the mechanism just described to operate success-
fully in such cases, the returning secondaries must have 
energies of less than a millivolt. While it may not be 
impossible that a sufficient number of such secondaries 
exist, it does strain our intuition to the point that we 
seek alternative explanations. 

II. CALCULATIONS AND DISCUSSIONS 

A. Initial Assumptions 

In the treatment that follows we shall assume that: 

1) The ions have no dc velocity. 
2) The ions are singly-ionized molecules having the 

same mass. 
3) Complete dc space charge neutralization exists. 
4) No static electric fields exist. 

5) The ac electric field is conservative, whence 
E = - V V. 

6) There is no focusing magnetic field. 
7) Magnetic forces are unimportant. 
8) Effects due to thermal metions can be neglected. 
9) A linearized treatment is adequate (i.e., neglect 

second- order ac quantities). 
10) DC static quantities have no space variations, 

except at well-defined boundaries. 
11) Metal boundaries have infinite conductivity. 
12) Losses of ions at boundaries can be neglected. 

In addition to the divergence equation, our basic 
equations include also the separate continuity and force 
equations for positive ions and electrons or negative 
particles. 

As a matter of notation we write various quantities 
-4 

as A = A 0- F A , where A 0 is the static (dc) part of A and 
-4 

is the ac part. We use subscripts i, e, and - respec-
tively for ions, electrons, and negative particles. Unit 
vectors are 9, and 2. MKS units are used unless 
otherwise stated. 

B. Negative Particles with Zero DC Velocity 

In the interest of acquiring a feeling for some of the 
simpler ion motions that can occur in small, enclosed 
regions, let us consider the case of negative particles 
(charge_e, mass m_) neutralized by positive ions (charge 
e, mass m,). Let both sets of particles have zero dc ve-
locity. The case of heavy negative particles without dc 
velocity is of interest because the resultant ion motion is 
very nearly the same as when the negative space charge 
arises from a beam of fast electrons. 
Our basic equations may be written 

--4 
È = — 

1 

= 
00 

- api 
pov•Di+ — = o 

at 

- —dt = 

e 
- 

at 

(1) 

(divergence equation) (2) 

(ion continuity equation) 

(negative particle 

continuity equation) 

(3) 

(4) 

(ion force equation) (5) 

(negative particle 

force equation). 
(6) 

Upon taking the divergence of the force equations and 
the partial time derivative of the continuity equations, 

--4 
and eliminating (ô/ôt)V.s, we obtain two equations, 
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1 (92p-, e 
— — = — — V•.r.. for the ions, 
p o  312 

and 

1 ep-_. e 
— — = — — V • for the negative particles. 
po 312 m_ 

Now add these equations and substitute for V • È from 
the divergence equation. Assume that p and -P._ have 

the same time dependence, i.e., that p,=p.(r)p(t) and 

p_=p_(r)p(t). Assume also that pi(r) -1-p_(r) 00. Use 

Then 

po e 

Eo Mi 

(1°p(1) 

and 
Po e 

w_2 

E M_ 

dt2 + (u12 W-2)P(I) = O. 

Thus p. and p_. have solutions of the form 

where 

—› 
Pi = Pi(r) 

P- = P-(r) 

sin cot 

cos cot 

sin cot 

cos cut 

Mi 

= Vcoi2 co_2 = — • 
m_ 

(7) 

(8) 

(9) 

From this we see that co, the natural angular fre-
quency of the system, is independent of the spatial 
variations or wavelengths of the ac charge densities, 
velocities, electric field, and voltage. Thus there is no 
dispersion. Oscillations, if they are to occur at all, must 
occur at angular frequency co. Phase velocity of these 
plasma waves can have any value from zero to infinity, 
or many values at once. For m_—> oo, co—>cos, the ion 
plasma angular frequency. For m_»mi, co is slightly 

greater than co.. 

Mi 1 Mi 

= Wi/1/1 — 44 (1 (10) 

2 m_ 

The chief motion will be that of the ions, with the heavy 
negative particles moving only slightly. 
Now let us examine some of the ion motions that 

could exist. For simplicity assume the negative particles 
have infinite mass. Suppose all particles are initially at 
rest and uniformly distributed. Then the electric fell 
is zero, and no ion motion occurs. Suppose now the ions 
are displaced by some means in such a way that the 
electric field has a spatial variation. In regions where 
ions are concentrated, resulting space charge forces will 
act to disperse them; where ions are scarce, space charge 

forces due to the negative particles will attract them. 
Now let the ions be released at 1= 0. They will oscillate 
sinusoidally in time at the ion plasma frequency coi/ 27r 
about their initially undisplaced positions. Throughout 
the medium all the ions will move in unison in "jelly-
like" fashion. At certain times (wit= 0, ir, 27r, • • • ) they 
are all at rest, having reached their extreme positions. 
At certain other times (coit---.7r/ 2, 37r/2, • • • ) they are 
passing through their initially undisplaced positions; at 
these times the particles are uniformly distributed, so 
that the space charge forces are zero, but the magnitudes 
of the ac velocities have their maxima at these times, 
so the oscillations continue. 

Metallic boundaries strongly influence the allowed 
ion motions. Consider a volume of plasma bounded by 
conducting surfaces. Let the dimensions of this volume 
be small compared with a free-space wavelength of an 
electromagnetic wave of angular frequency co, i.e., let 
the small, enclosed region be "cut off" to ordinary electro-
magnetic waves of this frequency. Then we can plausi-
bly require that the ac potential of the bounding surface 
be zero. Space charge fields arising from ion oscillations 
can still exist in such a volume. The allowed spatial dis-
tributions, however, are significantly restricted. 
As a particularly simple example, consider a rec-

tangular metallic box of linear dimensions a, b, and c, as 
shown in Fig. 1. Let the box be filled with plasma. 

Fig. 1—Rectangular metallic box enclosing plasma. 

A simple nontrivial potential variation that can exist in 
the box is 

= V1 sin (3,x sin eivy sin e.z cos wt. (11) 

For 17 to be zero at the boundaries with VI 00, we need 

flair 
= — 
a 

nor ner 
=   (12) 

where n, n„, and n, are integers 1, 2, 3, • • • . 
The simplest spatial distribution is that for the lowest 

mode of the system, which exists when nx=n„=n,=1. 
By superposition of modes, an arbitrary spatial dis-
tribution for 17 which vanishes at the boundary can be 
built up. 
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For the case where l7" has the particularly simple form 
—) 

of ( 11), ti and ;is are given by: 

e 
= — — firVi cos 6.x sin evy sin itz sin col 

me° 

e 
= — ogyVi sin 13.x cos fiyy sin 6.z sin cog 

MO» 

e 
= — — f34V1 sin f3 x sin 6,,y cos 6.z sin cot 

me» 

Pt = Po — (Iv+ o„2+13.2)171 sin 6.x sin PO 
miw2 

(13) 

• sin 6.z cos wt. (14) 

In Fig. 2 we plot ion positions and velocities, and the 
resulting equipotentials, at four different times for the 
lowest mode in a rectangular box. This is an interpreta-
tion of ( 11), ( 12), and ( 13) with nz=n„=n, = 1 and 
y=b/2. From Fig. 2 we can acquire a feeling for the 
sorts of ion motions that can occur. In Fig. 3 we plot 
equipotentials for four of the lowest modes in a rectan-
gular box. 

It is, perhaps, useful to observe that for the lowest 
mode the motion of the ions is a sort of "pulsation"— 
alternate "expansion" and "contraction," i.e., ions near 
the center remain at rest while those near the walls 
move in unison, first toward the center, then toward the 
walls, and then back toward the center again. We ex-
pect closely related kinds of motion to occur in volumes 
of rather arbitrary shape. 

C. Fast Electrons Traversing an Ion Trap 

In this case we make the further approximations that 

atdat and a—p./at are negligible in the electron force and 
continuity equations. This is equivalent to saying that 
during the transit of the electrons through the ion trap, 
the fields, etc., have changed in time by a negligible 

—) 
amount. We also take vo = vot. Our starting equations 
thus become: 

= — VP 

VE = -(;;“.) 
E0 

---÷ api „ 
poV • Di — = 

at 

ape 
— poV • e e-  , Vo —  

aZ 

at mi 

ât- e e 
Vo = -- E 

aZ 

= 0 

(1) 

(divergence equation) (15) 

(ion continuity equation) 

(electron continuity 

equation) 

(ion force equation) 

(3) 

(16) 

(5) 

(electron force equation). ( 17) 

X=0 

X=0 

\ t o' 
t 
• 0-. 

o 

Z=0 

(a) 

21r 

w t ir 

X=0 

3 ir 
w = 

2 

Z=C 

/ 
/ \ r 

jI 

‘, - / / 

/ 

X-0 
Z=0 

(b) 

Z=C 

Fig. 2—Ion positions and velocities, and the resulting equipotentials 
in a rectangular box. (a) Ion positions and velocities; (b) equi-
potentials. 

X - 0 

X=0 

(0)n 5 1, 

lowest mode) 

s 1 1 

• • - - 
- --

z.0 
(c)n x 2, nz • 1 

Z=C 

(b)n 5°, nz = 2 

x-0 

x=0 
z=0 
(d) nx = 2. nz = 2 

Fig. 3—Equipotentials for some of the lower modes of ion 
oscillation with a rectangular box. 

Z=0 

Let the ion trap be a cylinder (not necessarily circular) 
whose axis is parallel with the z axis, bounded at z = 0 
and z / by idealized grids which are also conducting 
planes, and bounded elsewhere by metal walls. Assume 
that the beam and ions fill the drift tube. Choose a co-
ordinate system (e, n, z). Let -17 be of the form 

= V' sin (3,z cos wt, 
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where 

flr 
fl„ = — and V' = 77). (18) 

This restriction on {3, ensures that V will vanish at 
z=0 and z =/. V' is a function of E and n only, and not 
of z. A further requirement is that V' shall vanish on the 
remaining boundaries of the ion trap. 
With this assumed form for 17, we obtain at once for 

—9 
E, using 

a 
v = vi+ — t, 

az 
- [(vin sin fizz ezV' cos ez2] cos wt. (19) 

From the force equations we then obtain ti and t., 
and from the continuity equations 73, and "ji„: 

—) 
Vi = — e [(VIV') sin ezz eizV' cos ezzt] sin wt (20) 

= — Po e P1217' — ez2V1 sin OA cos Wi (21) 
nte2 

e 
=  [(V IV') cos fizz — 0,17' sin ezzt] cos wt (22) 

mzezVo 

e 
Pe = — Po   [V.L2Vi — 13 z2V1 sin t3,z cos wt. (23) 

m.e.2v02 

Satisfaction of the divergence equation yields the dis-
persion relation: 

(wi)2 4- (--w e )2 = 1, where we' — —P°  — e— •  
w \f3,vo Eo M. 

This is readily solved for w as a function of fi,. 

= [1 — 

2]-1/2 

.vo 

(24) 

For f3,vo large, Ctr -'0.1j, so ez:-_-(wi/y„) (y, is the phase 
velocity of the wave). Using (w./wi) 2 Mihne, we obtain 
approximately 

w [ •-.-_• wi 1 + 1 in 
2 ( vo)2 

i I 
  • 

— in, 
VP 

(25) 

In the case of heavy negative particles with zero dc 
velocity (treated in the last section) we found that 

1 in 
1. i w wi[ — -- ]. 

2 m_ 
(10) 

Thus, so far as the natural frequency of oscillation is 
concerned, the result is virtually the same for particles 
of mass 

2 

m _ —) m e ( Vo 

VP 

(26) 

at rest as for electrons moving at velocity vo in a stand-
ing wave field of phase velocity 4. In other words, the 
"effective rest mass" of equivalent negative particles is 
given by (26). 

Examination of the relevant equations shows that 
most other features of the ion motion are also essentially 
the same whether the negative space charge arises from 
fast electrons or from heavy negative particles at rest. 
Thus we can use much of the picture obtained in the 
last section regarding allowable ion motions. 
One difference between these two cases is the absence 

of dispersion in the first and its presence in the second. 
With the heavy negative particles, w was independent 
of the O's. Thus different modes (different values of the 
ri's) having the same frequency could be superposed to 
obtain a variety of spatial distributons. With fast elec-
trons, however, w depends on ea. Thus modes of differing 

will have different frequencies, so that a variety of 
axial spatial distributions cannot be built up by super-
position. On the other hand, w is independent of the 
spatial variation in directions transverse to the axis. 
Thus for a rectangular box, w depends only on fi,, and 
not at all on 0, and fi,. Modes of the same f3., but differ-
ing fi, and eu, can therefore be superposed to build up a 
variety of transverse spatial variations. .__, 
We note, incidentally, from (22) that Tiei at z = O. 

This implies that the electron beam must be premodu-
lated, i.e., that the entering electron beam must have 
on it an appropriate transverse velocity modulation. If 
the beam is not premodulated, then, according to our 
equations, V must be zero, and no oscillations can occur 
at all. Strictly speaking, this is true, but it is simply a 
result of the approximations used. In order to impose 

the boundary condition 5.1 = 0 at z = 0, it would be nec-
essary to do a more exact calculation. Examination of 
(19) through (23) shows, however, that for eivo large 
compared with w,, the ac electron charge density is small 
relative to the ac ion charge density. Thus the potential 
distribution is governed almost entirely by oscillation of 
the ions. Small discrepancies in calculating the behavior 
of the electrons would not be expected to seriously im-
pair the validity of conclusions based on this simplified 

model. We, therefore, consider the requirement for pre-
modulation of the electron beam to be more apparent 
than real. 

D. Transfer of Energy from an Electron Beam to Oscillat-
ing Ions 

Let us now consider an ion plasma region of indefinite 
transverse extent bounded by short-circuited grids at 
z = 0 and z =/, as in Fig. 4. Restrict the problem to one 
dimension by allowing only z variations in the quanti-
ties of interest. Let the electron transit time through the 
ion plasma region be short in comparison with an rf 
cycle. 
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plane of 

electron beam 
entrance 

short circuited 
grids 

ion 7_ 

plasma 
region 

• --plane of 
at (.01=0 electron beam 

exit 

iz. E. cos sz cos wt, 

Fig. 4—Electric field distribution due to ions oscillating between 
short-circuited grids (lowest mode). 

From (19) the electric field for this case would be 

given by 

Ê. = E0 cos ez cos wt. (27) 

One method of obtaining energy transfer is to calcu-
late the work done on an average electron through 

w. = f «Pdu. 
o 

(28) 

The averaging is done over all entrance times to or en-

trance phases 00:,---.coto. Thus 

F = — eÊ = — eE0 cos ezcos cot (29) 

and 

where 

1 2ir 

COS wi = j cos 40 + cur)&14 
27r o 

(30) 

t = to r. (31) 

The transit time r from the entrance plane to a point 
z is 

s du 
f 0 — • 

V 

(32) 

Electron velocity y is related to position (z or u) 
through the force equation: 

dv e 
— = — — Eo cos jElz cos wt. (33) 
dt m. 

We wish to obtain y in terms of entrance time to and 
position z, and with no explicit dependence on t. To do 
this we use (31) and express r in terms of to and z. For 

no explicit dependence of v on t, we can use 

dv dv 
— = V — e 

dt dz 

whence the force equation is solved to yield 

where 

z 1/2 

= vo _ 2af3„ fo cos flu cos cot(u)dui , (34) 

e E0 
a 

m6 covo 
and e. —• • 

VO 

Integral equations for r and v in terms of to and z are 
readily obtained by combining (31), (32), and (34). We 
choose, however, to employ the following method of 
successive approximation for calculating r and v. As nth 
approximations, use 

v. vo l 1. — 2a13 f cos 0u cos (00 + corn)dui ll2 (35) 
Jo 

g du 
(36) 

It turns out that we can expand v,, and r,, as power 
series in (e./e), and that the valid degree of the series is 
the same as the order of the approximation. We employ 
the standard trigonometric expansion for cos ((10-Ecor„), 
and, since cor,, is a small quantity, we can use the usual 
power series expansions for sin cor,, and cos wr.. We also 
employ binomial series expansions as required. 
We obtain 

cori 

C0T2 

COT3 

— cos ez) 

— cos ez) 

sin ez ez cos ez) 

3a2 
— cos2 ç (2pz — sin 20z)] (37) 
8 

y1 = vo [ 1 — a cos 4o sin Pz] 
a 

V2 = yo [ 1. — (-11)a cos fko sin f3z 

— (s—) {a sin 4,0(1 — cos OZ — ez sin ez) 
e 

az 
— COS° 0150 sin' /3.1. (38) 
2 

We can now compute cos wt. To obtain a nonzero re-
sult we must use the third approximation for T. This 
yields 



1957 Jepsen: Ion Oscillations in Electron Beam Tubes 1075 

f2r 

cos (0 + WT3)40 = (-192) 2a(eZ — sin Oz). (39) 
22- o 

Combining (28), (29), and (39), and substituting for a, 

we obtain for the energy transferred to an average elec-
tron 

e2E02,34,3 
we =  F(5z) 

m4ov054 

where 

(40) 

F(0z) [az sin eiz — sins — (1 — cos Oz) 1 (41) 

F(az) is plotted vs az in Fig. 5. 
When F(0z)>O, W.>0, and energy flows from the field 
to the electrons; when F(fiz) < 0, energy flows to the field 
from the electrons. If we follow an average electron 
along the beam from z = 0, the direction of energy flow is 
from the field to the beam until shortly after the first 
space reversal of electric field is passed (E, changes sign 
at az r/2) ; then the direction of energy flow reverses. 
At az =7, which is the plane of electron exit for the 
lowest mode, F(r)= —2. F(i3z) oscillates with larger and 
larger amplitude as az is increased. Despite this, F(nir) 
= — 2 for n odd ($z = 7, 3r, 5.7r, • • • ), while for n even, 
F(nr) = O. 

It is of interest to see what fraction of the beam 
energy is transferred from the field to the electron beam. 

This is just We/ Wo, where Wo is the dc energy of an 
electron. It is also convenient to make use of some addi-
tional notation. Using 

Eo — earl, Wo eVo = imv02, 

a = 

and cir---co//vo (total electron transit angle through the 
ion trap), we obtain 

F(nr) (V1\2 

Wo 2(nr) 2 170) 4)2. 

For n=1 (the lowest mode), F(7) = — 2, and 

W e 1 V1 2 2 

W o  

(42) 

(43) 

Because of 1/n2 dependence, energy transfer from the 
electrons to the oscillating ions is greater if n is small; 
this favors excitation of low n-number modes. 

We can define a beam-loading conductance Gb such 
that the beam-loading power is 

1 W e 

Pb G 0712 = I. 017 0 — 
2 Wo 

e 

6 

4 

t 2 

z) o 
- 2 

-4 

27 

Fig. 5--Plots of F(13Z) vs tIZ where 

F(8Z) [13Z sin I3Z — 1/2 sin' /3Z — (1 — cos /3Z)]. 

Thus defined, 

Gb 
2 /0 
=2  

2 
ir v Tr o 

(44) 

We have thus found that negative beam loading 
arises for modes of odd n number from the passage of 
an electron beam through an ion trap. Whether or not 

the energy that can be transferred in this way is suffi-
cient to sustain ion oscillations is discussed in Part F. 
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E. Space Reversal of Electric Field and Negative Beam 
Loading 

A possible objection to the calculation of Part D is 

the following: To obtain a nonzero result for the beam 
loading, electron velocities must be calculated to third 
order in electron transit angle. It is conceivable that if a 
completely self-consistent calculation were done in 
which ion motion and resulting electric fields were also 
calculated to higher order, the beam loading might turn 
out to be positive rather than negative. 
While it is true that more accurate calculations will 

give results that differ from those obtained under the 
present approximations, we expect the differences to be 
detailed rather than fundamental. The gross behavior 
of the ions should be in accord with the present picture. 
A basic consequence of this sort of ion motion is that the 
ac electric field in the ion trap undergoes one or more 
space reversals. 
We believe that the occurrence of negative beam 

loading is a consequence of the space reversal of the elec-
tric field, and is little affected by other details of its 
space variation, whence a more precise calculation 
would still allow negative beam loading to be predicted. 
This view is supported by the result obtained in the 
present section. Here we calculate beam loading for the 
case of a simple, passive LC circuit employed in place 
of the ions; the elements are so disposed that a space 
reversal occurs in the electric field, and the electron 
transit time is taken to be short in comparison with an 
rf cycle. 
The present beam-loading calculation is done for the 

case of an electron beam traversing a two-region rf gap, 
as shown in Fig. 6. The entrance and exit grids are tied 
together, and remain at anode potential. The inter-
mediate grid can vary up and down in potential, either 
by being driven from an external voltage source or by 
being part of an oscillating resonant circuit. One simple 
LC circuit which would allow selfexcited sinusoidal 
oscillations to occur in the event of negative beam load-
ing is shown in Fig. 7. 
As usual, the analysis is small signal and one dimen-

sional. Space charge effects are neglected and velocity 
spread in the beam is ignored. Idealized grids are as-
sumed (no beam interception, no secondary electrons). 
No positive ions are present. The electric field is given 
by 

Ê, = E0 cos cot in region 1, and 

= — E0 cos cot in region 2 
(45) 

ELECTRON 
BEAM 

Vo Vo - 1/2 Zz ..e. Vo 

• :17 _.7_ _—  
— — 

• II 

-• —  REGION 1 1: - REGION 2 

— 
— Éz.E0 cos làlt - E000SOlt 

ELECTRON 
BEAM 

ENTRANCE 
GRID 
Z•0 

E0 

zi 

-E 0 

GRID FOR 
ELECTRIC 
FIELD 

REVERSAL 

Z•o•1 

Ê.. z at wt•0 

Éz.E 0 cos «it 

ELECTRON 
BE AM 
EXIT 
GRID 
2c , e 

e z .-E0 coo tot 

Z•0 Z.-2 

Zz at wt • 0 

Fig. 6—Two-region rf gap, showing electric field distribution. 

ELECTRON 
BEAM 

Fig. 7—Simple LC circuit for self-excited oscillations. 

W,1 1 (17\20 2 (2 —ey ez , <o < — • (46) 
Wo 192 \-170) \ Oz 2 

In region 2, the corresponding expression for net en-
ergy transferred to an average electron is 

We2 = 1 (17 \ 20 2F(-0\ , 01 
< 0 < 01 (47) 

wo 192 \Vo) \0/ ) 2 — 

F(0/01) is given by 

4 2—)-- 4[1 — 4(--g)d- 12(2-)2 
0/ 0/ 

Details of the beam loading calculation are given in the 
Appendix. In Fig. 8 we plot 

In region 1, the energy transferred to an average 

electron when it has reached a transit angle 0 is, in (2 --°)4 vs (-0) for 0 ≤ 0 ≤ !j-
units of its dc energy, 0/ 0/ 2 

— 16 (-0)3 ± 41 -1 . (48) 
0/ 0/ 
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ENTRANCE 
PL ANE 

0.5 

FIELD 
REVERSAL 

PLANE 

I.0 

EXIT 
PLANE 

Fig. 8—Plots of 

2 (-0°1)4 VS — and F(-00- ) 
01 

where 

F (— 2 9 4 
4 [ 1 4 (-9 ) 12 — 16 (—) + 4( —60,)1 

Ote et ot 9/ 

and 

4O\ vs /----O\ for 
Oi  

01 
— < 0 < 0/. 
2 — 

Examination of the curves or equations reveals that the 
energy transfer rises from zero, and is positive, as the 
electrons move from Z=0 to Z = //2. At Z =//2, a space 
reversal in the electric field occurs. From that point on 
the net energy transferred falls," becoming zero near 
Z=0.6/, and being negative from there on. At Z =/ the 
net energy transferred is 12 times as great, in magnitude, 

as at Z =1/2. 
We can convert our expressions for energy transfer 

into beam loading conductances. For any single-region 
rf gap of total transit angle 0(0«27r), we obtain, using 

(46) when 0 =0i/2, 

W el = 1 ( V ) 24,2. 

W O total 48 Vo 
(49) 

" When the beam is in the first region, its interaction with the 
electric field gives rise to positive beam loading in the usual fashion. 
Then when this partially bunched beam encounters an electric field 
of opposite sign, the energy, rather plausibly, begins to flow from the 
beam to the circuit. 

Defining beam-loading conductance in the usual 
way, we obtain for single-region rf gaps 

1 1 12 13 14 

G61 = (1) 
24 Vo 

(50) 

For any two-region (equal regions) rf gap of total tran-
sit angle 0(0«27r), we obtain, using (47) and (48) when 

0=0=0i, 

W.2 

Wo 

1 

total 16 \ Vo 
(51) 

The corresponding beam-loading conductance is 
negative, and is given by 

1 Io 
Gb2 02. 

8 Vo 
(52) 

Thus we conclude that a space reversal in the ac elec-
tric field can give rise to negative beam loading, even for 
small transit angles. One consequence of this is that the 
validity of the negative beam loading result obtained in 
Part D for the oscillating ions is strengthened. An-
other consequence is that a new type of oscillator ap-
pears to be possible, for which the name "nonotron" ,16 
has been suggested. 

F. Sustaining of Ion Oscillations by Negative Beam 
Loading 

For short ion traps, fast electrons, and typical fre-
quencies of ion oscillation, the electron transit angle, 0, 
is very small. Hence, the amount of energy transferred 
from the electron beam to the oscillating ions is small. 
The sufficiency of this energy for sustaining ion oscilla-
tions is thus in doubt. 
While it is true that the energy available from nega-

tive beam loading is small, the energy stored in the 
oscillations is also small. To judge the adequacy of the 
available energy requires knowledge of the energy 
losses. No attempt is made here to estimate these. In-
stead we calculate a "minimum Q" for the oscillating 
ions. This is the lowest natural Q for which ion oscilla-
tions can be excited by a given negative beam loading 

j R. Pierce and W. G. Shepherd, " Reflex oscillators," Bell. Syst. 
Tech. J., vol. 26, pp. 671; July, 1947. 
" D. R. Hamilton, J. K. Knipp, and J. B. H. Kuper, " Klystrons 

and Microwave Triodes," McGraw-Hill Book Co., New York, N. Y., 
p. 45; 1948. 

14 This is positive, as it should be, and agrees with the expressions 
of Pierce and Knipp (footnotes 12 and 13) in the limit of small transit 
angles. Even for 0=2 radians, Gm exceeds that predicted by the more 
exact theory by less than 25 per cent. Thus, despite the fact that this 
analysis has been restricted to small transit angles, we can have rea-
sonable confidence in its validity even for transit angles up to 1 radian 
or so. 

lb Hamilton, et al., op. cit., p. 30. 
" The nonotron resembles the monotron (footnote 15) somewhat. 

In a sense, the negative beam loading of a monotron arises when a 
time reversal of the ac electric field occurs during the electron's transit 
through the gap. In the nonotron the negative beam loading occurs 
because of a space reversal of the ac electric field. 
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conductance. If the natural Q is greater than anio, oscil-
lations will be sustained; if the natural Q is less than 
Qmin, oscillations will not build up. 
Our minimum Q is defined as 

energy stored 
Q,„;„ 27r   (53) 

energy available per cycle 

From (20), the velocity of an ion is 

= — — 13V1 cos Oz sin wt. (54) 
nte 

The kinetic energy is just no.2. Averaging over-all 
z positions, the maximum value of the kinetic energy, 
and hence the value of energy stored, for an average 
ion is 

(energy stored per average ion) 

(nr) 2 
 eVo (V— — • (55) 

me ) 1)2 1 

2 (— 8 mi Vo 

If N is the number of electrons traversing the ion 
trap in one second, then the number of electrons, and 
hence ions, in the trap is just N(//vo)=N(47/co). Energy 
stored is thus 

(energy stored) --
(nr) 2 evo N ime\iV1\2 

8 co \ mi J\Vo) 
(56) 

The number of electrons passing through the ion trap 
in one cycle is 27rN/co. Using (42) with n odd, 

Nr 2eVo (V7)2 
(energy available per cycle) = 02- (57) 

co (nr) 2 Vo 

Thus our minimum Q becomes 

(nr) 4 m. 1 
Qmin (for n odd). (58) 

8 mi e 

Let us compute the minimum Q for a particular case. 
Choose mi = 5.5 X104 m. (mass number 30 for the ions), 
co/27r = 1 mc, 1=1 cm, and Vo = 300 volts; then 4,6.1 
X10-3 radians. For n=1 (the lowest mode), (2,„io-2980, 
while for n=3 (the next lowest mode for which negative 
beam loading is predicted), Qinio-->A0,000. 
From this calculation we see that, although the en-

ergy available from negative beam loading is very small, 
the energy of ion oscillation is also very small. Further, 
it is not hard to believe that the natural Q's of ion 
plasmas found in typical ion traps are of the order of 
102, or perhaps even greater. Thus it appears plausible 
that negative beam loading is an entirely adequate 
source of energy to allow ion oscillations to be sustained, 
at least in some cases. It also appears that the n4 be-
havior of Qmio strongly favors excitation of low n-num-
ber modes. 

G. Possible Importance of Secondary Electrons 

In the treatments thus far of ion motion and energy 
transfer, we have assumed that all of the electrons pres-
ent have the same dc velocity. In actual gridded drift 
tubes, however, slow speed secondary electrons from the 
grids may be present in significant numbers. One effect 
of the secondaries would be to increase the total amount 
of negative space charge present in the drift tube, which 
in turn would increase the number of ions trapped. The 

dispersion relation would also be modified. Of perhaps 
greater importance is the role of secondary electrons in 
the energy transfer process. 

In (58) for Qmio we note the inverse cube dependence 
on transit angle. Three-volt secondaries, for example, 
have a transit angle 10 times that of 300-volt primary 
beam electrons. Thus a given number of slow speed 

secondaries is enormously more effective in supplying 
energy to the oscillating ions than the same number of 
primary beam electrons. 

For some ion traps sufficient energy to sustain ion 
oscillations may be obtainable from the primary beam 
electrons alone. For others the presence of some mini-

mum number of secondary electrons may be necessary. 
Thus we might expect to see no ion oscillations at all in 
certain cases, even though ions are trapped. Then a 

slight increase in the number of secondary electrons 
present could cause "starting current" to be exceeded, 
whence oscillations would occur. This is consistent with 
certain of the experimental observations. 

III. CONCLUSION 

Subject to a number of simplifying assumptions, we 
have calculated some of the allowed positive ion motions 
inside ion traps bounded by conducting walls. The 
analysis is restricted to systems in which the electron 
transit times through the ion trap are short compared 
with an oscillation period, and also in which the di-
mensions of the ion trap are small enough that it is well 
below cutoff for the ion oscillation frequencies. It turns 
out that the ion motions are nearly the same when the 
negative space charge arises from a beam of fast elec-
trons as when it arises from heavy negative particles of 
mass m_= (vo/vp)2m.. Figs. 2 and 3 exhibit some repre-
sentative ion motions and equipotentials. 
The ion motions give rise to space charge electric 

fields inside the ion trap. In a one-dimensional problem, 
the electric field varies as cos rz/1 cos cot for the lowest 
mode. This means that most of the electrons encounter 
a space reversal in electric field during their traversal of 
the ion trap. It turns out that this space reversal causes 
the beam loading to be negative, even for small transit 
angles. This means that energy is transferred from the 
electron beam to the rf electric field in the ion trap. For 
small transit angles, this energy transfer is very small. 
But the energy of ion oscillation is also very small. It 
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appears quite plausible that in many cases negative 
beam loading is sufficient to sustain ion oscillations. 

Because of the strong dependence of negative beam 
loading on transit angle, slow speed secondary electrons 
are much more effective in supplying energy than are 
the primary electrons in typical beams. Thus in some 
cases secondaries may be of crucial importance in de-
termining whether or not ion oscillations can exist. With 
too few secondaries, the negative beam loading would be 
too small, and oscillations could not be sustained. With 
some larger number of secondaries, starting current for 
oscillations would be exceeded, and oscillations would 
occur. 

It is observed experimentally that in many cases ions 
can be trapped without oscillations occurring. Yet 
under seemingly identical conditions, ion oscillations, 
either continuous or fluctuating, may exist. A transition 
from the nonoscillating to the oscillating state often 
takes place after a tube has been operated for a number 
of hours. We speculate that this transition is associated 
with an increase in the secondary emission ratio of 
grids and other surfaces in the neighborhood of the ion 
trap. 

If the ions are not oscillating initially, a slight amount 
of externally supplied energy may permit oscillations to 
occur. We believe that this is closely associated with 
induced effects, such as "ringing" and "modulation 
hop," observed in some reflex klystrons. 
As has been mentioned in the Introduction, ion oscil-

lations are often modified by low-frequency fluctuations. 
The present theory does not appear to give much insight 
into this aspect of the problem. This is not surprising, 
since our theory is small signal, and we would expect 
the fluctuation mechanism to depend on large signal 
effects. 
On the basis of the foregoing we can understand, at 

least qualitatively, the occurrence or nonoccurrence of 
continuous ion oscillations. Obviously the calculations 
could be refined and extended in a number of ways. For 
one thing, losses could be examined. This would permit 
an estimate of starting current to be made. And further 
effort can be made to understand the low-frequency 
fluctuations. 
We find also that negative beam loading can occur 

with a simple LC circuit, even for short transit angles, 
provided the electron beam traverses a two-region rf 
gap in which there is a space reversal of the electric 
field. Thus a new type of oscillator is possible, for which 
the name "nonotron" has been suggested. 

APPENDIX 

Consider a beam of electrons of velocity yo entering 
the two-region rf gap of Fig. 6. Let the electric field Ê„ 
be given by (45). 
As a matter of notation, we use unprimed quantities 

in region 1 and primed quantities in region 2. Let 

V. = V 

and 

e Ec, 
, a — — T to, 

Z-»a M e Cao 

Vo 

Integration of the force equation gives 

e E0 
= Vo — — (sin cot — sin coto) in region 1 and (5) 

me, co 

e E0 
= v. — — (sin cot — sin cot.) in region 2. (60) 

me co 

We now proceed to calculate energy transfer in region 
1 for the case where the time of electron transit through 
the region is much less than a period of the oscillation. 
To use the method employed here, we need to obtain y 
as a function of Z rather than as a function of t. This 
velocity will depend also on the entrance time to; hence 
we will need to average over all entrance times to ob-
tain the energy transferred to an average electron. The 
time of transit from entrance to Z is r, and is given by 

z du 
T = f — • 

0 V 

(61) 

Since we are unable to solve directly for r as a function 
of Z, or conversely, we employ a method of successive 
approximation. Let the nth approximations for r and y 
be given by 

z du 
T. — and 

Jo Vn-1 

(62) 

yo[l — « sin (44 corn) + a sin /poi. (63) 

It turns out that we can expand y„ and r„ as power 
series in B, and that the valid degree of the series is the 
same as the order of the approximation. We employ the 
standard trigonometric expansions, and, since cor„ is a 
small quantity, we can employ the usual power series 

expansions for sin corn and cos corn. We also make use of 
the binomial series expansion as required. 
We obtain 

cori = O 

a 
cor2 = O — cos ch02 

2 

a fa a2 
cor3 = O -F — cos 0.02 — — sin ch — — cos2 00 03 (64) 

2 6 2 

vi = yo(1 — a cos 000) 
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v2 = vo [1 — a cos 009 

(a a' — sin (po — — cos' 00) 01. (65) 
2 2 

The work done on an average electron is 

re. .4 = f Tdu 
o 

(66) 

30,2 
— (— sin 4,0 — — cos2 00) 002,9' 

2 2 

3a2 ▪ (—a  sin (po — — cos' (po) 0$2 
2 2 

(a a2 
▪ — sin (po — cos' (14)0'0 6 2 (74) 

= vo El — a cos 000. a cos 0001 

where v2' = vo[l — a cos 000. -I- a cos 4,00, 
eE0 r" a a 2 — 

P = — eE0 cos col = — cos (00 + cer)(100. (67) + (— sin (po — — COS2 00) 0,2 
27 Jo 2 2 

Using the third approximation for cor, we find that — (a sin 00 — a' cos' y50)0.0' 

cos (0 ± cor3) = — -- 03. (68) a2 
a 

— (--a sin (po + — cos' 44)01. (75) 0 
6 2 2 

Using The energy transfer in region 2 only is given by 

1 e Eo V 1 

Wo — m el/02, a — — 1 and 0/ 0 
2 tn. coy° V o 01 we, =J F'du (76) 

z-z a 

we obtain an expression for energy transferred to an where 
average electron in units of its dc energy: 

W ei = a2 04 = 1 (17 r 2 y  

Wo 12 192\V0/ ez \2 Oz 
(69) 

The calculation of energy transfer for region 2 pro-
ceeds in a parallel fashion to that of region 1, but is more 
complicated. As nth approximations for r' and y' we use 

where 

Also let 

z du 

V,' v.. -I- v0a sin zo/ — voa sin wt.. 

= v.. — voa sin cot..(1 — cos corn') 

voa cos wt.. sin Cern' 

tan + 

Ian 10 + Tan 

an --÷:« Tn lz=a 

Van -=«"'" Vn 

COa 

Vo 

(70) 

(71) 

  eE0 f  21. 

= eE0 cos Wg = — cos (.4140. (77) 
2z- o 

Using the third approximation for un-', we obtain 

w e, a' 
  = — — [4020' ± 60.20'2 + 40.0'3 — 0'4]. (78) 
Wo 12 

This holds for region 2 only. 
The energy transferred to an average electron upon 

entrance to region 2, from (69) evaluated at Z = a 
(01- 0 = 0,), is 

Wel 

wo 
a2 

.4 .= 2 0.. 
1 V 2 

0 
12 48 ( Vo) 

(79) 

Thus the net energy transfer per average electron in 
region 2 is 

W e2 Wel 

Tiro 

where 

+ w e, = 1 f_V\ o 1; 2 2 

z-. Wo 192 40) Oz)' (80) 

0 
F(— )== . 4[1 — 4(—)d- 12E)2 

01 

0' -=- 0 — 0.. — 14-0)3 ± 4(-0)41. (81) 
Eventually we obtain the following: 01 01 

wri' = 0' (72) 
ACKNOWLEDGMENT 

4072' = 0' + a cos 4.00,e — —a cos 000'2 It is a pleasure to acknowledge the assistance of 
2 (73) stimulating discussions with B. Beaver, M. Muller, 
a 

cor 3' = 0' + « cos 4440' — -- cos 44'2 R. Varian, and C. Ward regarding formulations of the 
2 problem and validity of the results. 



1957 PROCEEDINGS OF THE IRE 1081 

Multihole Ferrite Core Configurations and Applications* 
H. W . ABBOTTt AND J. J. SURANt, SENIOR MEMBER, IRE 

Summary—Combined gating and memory functions may be per-
formed by the use of multihole ferrite cores called transfluxors. By 
proper topological design, transfluxors may be made noncritical to 
control pulse amplitude. In addition, by use of novel compensation 

and ac driving techniques, the transfluxor may be operated non-
critically over an ambient temperature range from — 50°C to +200°C. 
By making full use of multiple path geometries single multihole disks 

referred to as logicors have been designed to perform such complex 
logical operations as sequential pulse gating, odd parity checking, 
binary half adding, selective channeling, etc. One such logicor may 

replace as many as twelve switching devices in a logical circuit. 

INTRODUCTION 

THE USE of single-hole ferrite cores as switching 
elements in control and computer type circuitry 

  is well known.' Recent investigations in the elec-
tronic field have resulted in the development of a new 
ferrite component which consists of a single ferrite disk 
containing two or more apertures. By virtue of the 
multihole geometry, several distinct flux paths are ob-
tained in a single device. Control of the saturation states 
in each flux path makes it possible to control an ac out-
put signal with pulses applied to trigger terminals. Con-
sequently, a two-hole disk, which has been named the 

transfluxor, may be used to gate an ac signal on or off by 
the application of suitable control pulses." In its ele-
mental form, therefore, the transfluxor is a magnetic 
switching device which may be "read" continuously by 
an ac signal. 

This report describes some aspects of the development 
of transfluxors which permits them to be applied to 
practical control circuitry and to logical networks. The 
advantages of transfluxors over single cores are enumer-
ated arid some of the problems inherent in the elemental 
devices are discussed. An advanced design utilizing a 
four-hole topology is then described. By use of a unique 
driving technique it is shown that four-hole transfluxors 
may be operated in switching applications over an am-
bient temperature range extending from — 50°C to 
+180°C without benefit of temperature-compensation 
circuitry. 
An outgrowth of the transfluxor study has been the 

development of multihole cores which may be used to 
perform complex logical operations. For example, six-
hole cores, called logicors, are described which perform 

* Original manuscript received by the IRE, February 14, 1957. 
t Electronics Lab., General Electric Co., Syracuse, N. Y. 
1 S. Guterman, R. Kodis, and S. Ruhman, "Logical and control 

functions performed with magnetic cores," PROC. IRE, vol. 43, pp. 
291-298; March, 1955. 

J. A. Rajchman and A. W. Lo, "The transfluxor—a magnetic 
gate with stored variable setting," RCA Rev., vol. XVI, pp. 303-311; 
June, 1955. 

J. A. Rajchman and A. W. Lo, "The transfluxor," PROC. IRE, 
vol. 44, pp. 321-332; March, 1956. 

complex logical functions such as digital half-adding and 
odd-parity checking. One such logicor may replace as 
many as twelve transistors in a logical circuit. The same 
six-hole topology is used for various logic functions and 
only winding configuration changes are required to 
change the logicor operation. 

TWO-HOLE TRANSFLUXORS 

A two-hole transfluxor which may be used to switch 
an ac signal on and off by control pulses is illustrated in 
Fig. 1. When the saturation flux states in legs 1 and 2 

CONTROL 
WINDING 

A.0 OUTPUT 

Fig. 1—Two-hole transfluxor. 

AC INPUT 

are of the same sign, the transfluxor is blocked and 
ideally no ac signal transfer can occur between legs 1 and 
2. However, if a pulse of sufficient energy is applied to 
the control winding so that the saturation flux state of 
leg 2 is reversed without the flux state of leg 1 being 
altered, the transfluxor is unblocked. In the unblocked 
condition, flux changes in the closed magnetic path 1-2 
may occur and hence an ac signal is readily transferred 
from input to output terminals. The magnetic hysteresis 
characteristics of the two-hole transfluxor, as seen from 
the control winding, are illustrated in Fig. 2. If the con-
trol winding has N3 turns, the control pulse must satisfy 
the following conditions in order to block the trans-

fluxor: 

IIpI > lIc3-11. 

I ETP I > 2 (0s3-2  S3- 1)N3 I • 

(1) 

(2) 

In ( 1) and (2), the subscript p denotes the control pulse 
parameters, Ici is the current required to establish the 
coercive mmf in the closed magnetic path 3-1, Os3-2 de-
notes the saturation flux corresponding to the magnetic 
path 3-2, and E and T are the voltage and pulse width 
requirements, respectively, of the control signal. (Note 
that if is expressed in webers, the dimension of ET is 

volt-seconds.) 
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3-2 

3 - 

CONTROL 

MARGIN 

Fig. 2—Magnetic control characteristics. 

N3 1 

In order to unblock the transfluxor, the control pulse 
must establish an mmf which falls within the control 
margin illustrated in Fig. 2, i.e., 

I 1,3_, I > /p1 > I 103-21 . (3) 

The volt-second requirement of the unblocking pulse is 
fulfilled by (2) or is sufficient if given by 

41;1 > I 20s3_2N31 . (4) 

A consequence of (3) is that the control pulse must be 
limited in amplitude when it is desired to unblock the 
transfluxor; for, if the pulse amplitude is too large, the 
saturation fluxes of both legs 2 and 1 may be reversed 
and the transfluxor will be carried from one blocked 
state to another. 

Magnetic hysteresis characteristics having the same 
form as those illustrated in Fig. 2 may be obtained when 
leg 1 is used as the reference. The requirements imposed 
upon the ac signal input are 

1 'Cl-31 > 1 ImI > 1 ICI-21 
1 E.I 

> 
Nyksi-21 

(5) 

(6) 

where I. is the peak magnitude of the ac current, Íc1-2 
is the magnitude of current which will establish the co-
ercive mmf for the closed path 1-2, f. is the frequency of 
the ac signal, E. is the peak magnitude of the ac volt-
age, Cbs1-2 is the saturation flux corresponding to the 
path 1-2, and N1 is the number of turns around leg 1. 
Eq. (5) indicates that the signal current must be large 
enough to insure flux changes in the magnetic path 1-2, 
but must be small enough to prevent substantial flux 
changes in the path 1-3. The inequality given by (6) is 
established by the requirement that the ac signal should 
not exceed the volt-second limit which would cause com-
plete reversal of the saturation flux states in the path 
1-2. 
The saturation flux values and the coercive magneto-

motive force values of the transfluxor are determined by 
the geometry of the core. Thus, if the ferrite material 
from which the transfluxor is fabricated has a saturation 

flux density given by Bs (webers/m2 in the mks sys-
tem), the saturation flux, os, for any leg, i, is 

Os;= BsA ; (7) 

where A, is the smallest cross-sectional area of the leg i. 
Similarly, if the ferrite material has a coercive field in-
tensity given by H. (amp-turns/m in the mks system), 
the coercive mmf value for any closed path i—j is 

Nilci_i = Hcli_i (8) 

where Ni is the number of turns around the leg i, L ; is 
the mean circumference of the path i—j and is the 
corresponding coercive current required to establish the 
coercive mmf for the path i—j. 

If it is desired to maximize the control margin of the 
transfluxor illustrated in Fig. 1, the magnetic path 3-1 
should be much longer than the path 3-2. However, in 
order to provide the greatest tolerance for the ac input 
signal, the path 1-3 should be much longer than the path 
1-2. These two conditions are incompatible with one 
another and hence, the topological dimensioning of the 
transfluxor must represent a compromise between con-
trol and ac signal requirements. 
The over-all size of the transfluxor is governed by 

practical considerations relating to its fabrication as 
well as by the control pulse repetition rate and the ac 
signal frequency which is intended as the controlled 
signal. Eq. (6) determines the condition which must be 
met if the half-cycle energy of the signal is to be limited 

to a value which will not reverse the flux states in the 
magnetic path between signal primary and secondary 
windings. It is apparent that for low-signal frequencies 
0, must be large, a condition which from (7) implies a 
large cross-sectional area in legs 1 and 2. In order to 
maintain as large an incremental inductance (d41/di) as 
possible, the ratio of leg width to mean circumferential 
path diameter should be as small as practicable.' Conse-
quently, low-frequency signals require thick disks, in 
order to maintain reasonable control characteristics and 
still obtain the required flux saturation level. 
The power requirements of both the control and ac 

signals are determined by the areas of the requisite 
q5— NI curves and by the driving frequency. Thus, the 
magnetizing power loss P in the core is given by 

Vf 
P = — BdH (9) 

where V is the material volume, f is the signal fre-
quency, and the circular integral represents the area 
enclosed by the hysteresis curve. In most cases where 
ferrite disk construction is used, eddy current losses may 
be neglected due to the high resistance of the material. 
A unique feature of the transfluxor illustrated in 

Fig. 1 is that a combined gating and memory function 

4 R. W. Roberts and R. Van Nice, " Influence of ID—OD ratio on 
magnetic properties of toroidal cores," Elec. Eng., vol. 74, pp. 910-
914: October, 1955. 
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is performed in a single device. The same functions may 
be realized by a conventional saturable reactor core in 
combination with a dc control circuit of the bistable 
type, as illustrated in Fig. 3. An example of the circuit 
simplifications which are afforded by the transfluxor is 
illustrated by the three-stage digital-analog converter 
of Fig. 4. In the circuit of Fig. 4, the control terminals 
of the transfluxors are energized by binary code pulses 
so that the presence of a pulse unblocks the particular 
device to which it is applied. The ac output windings of 
each device are connected in series so that the output 
voltage is the sum of the individual transfluxor second-
ary voltages. If the number of primary turns are the 
same for each stage but if the secondary turns are 
doubled with each succeeding stage, binary conversion 
may be obtained. Once a code has been applied to the 
control terminals the analog output signal will persist 
even when the binary code pulses are no longer present. 
In order to change the "word" stored in the converter, 
the transfluxors must be reset by blocking pulses prior 
to the entry of the new word. The relative simplicity of 
the transfluxor converter circuit illustrates the advan-
tages of having a single device which combines both 
gating and memory operations. 

In practical applications, the elemental two-hole 
transfluxor exhibits several operational difficulties. The 
first such difficulty pertains to the amplitude constraints 
imposed upon the control pulses (3). The magnitude of 
the control margin itself is not critical; but, due to the 

decrease of coercivity with increasing temperature, the 
relative magnitudes of control pulse and control margin 
become critical for ambient temperature variations in 

the order of + 30 degrees C.' Therefore, for applications 
of the transfluxor in environments where the tempera-
ture may vary over more than 50°C compensation tech-
niques which adjust the control pulse amplitude as a 
function of temperature are required. 
A second difficulty of the elemental transfluxor arises 

from the amplitude constraints imposed upon the ac sig-
nal (5). If the ac signal is made too large, the core may 
be inadvertently unblocked by a cumulative addition of 
flux changes around the path 1-3. Consequently, the 

change of magnetic coercivity with temperature re-
quires a compensatory control of the ac signal ampli-
tude. When the transfluxor is blocked, the peak current 
amplitude of the ac must not exceed the coercive current 
of the path 1-3 and yet, when the transfluxor is un-
blocked, the volt-second characteristic of the ac must be 
sufficient to induce a secondary voltage. 
A method for obtaining a suitable ac source imped-

ance in view of the current constraints imposed by the 
coercive characteristics of the core is a serious driving 
problem of elemental transfluxor circuits. When the 
transfluxor is blocked, the ac input impedance is very 
low and current limiting is required; thus, a current 

6 H. W. Abbott and J. J. Suran, "Temperature characteristics of 
the transfluxor," IRE TRANS., vol. ED-4, pp. 113-119; April, 1957. 
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Fig. 3—Functional equivalent of transfluxor. 

BINARY -CODE INPUT TERMINALS 

Fig. 4—Transfluxor digital-analog converter. 

source is desirable. However, when the transfluxor is 
unblocked, the ac impedance varies from a low to a high 
value as the operating point varies about the 4>— NI 
characteristic and hence, for linear voltage transfer be-
tween primary and secondary, a voltage source is de-
sirable. Thus, the driving problem presents another dif-
ficulty in the practical utilization of transfluxors. 

Other difficulties are introduced by the departure of 
the ferrite material from ideal squareness. For example, 
the fact that the slope of the 4>— NI characteristics is not 
zero in the saturation states of the core results in an in-
duced voltage between primary and secondary when the 
transfluxor is blocked. Consequently, the signal ratio for 
the unblocked-blocked conditions is finite and depends 
somewhat upon the amplitude of the input ac signal. In 
addition, this ratio is temperature sensitive.' The fact 
that the slope of the 0-NI characteristic is less than 
infinite in the transitional state of the core results in a 
dependency of the unblock-block ac signal ratio upon 
the amplitude of the control pulses.' 
The practical difficulties relating to the circuit utiliza-

tion of two-hole transfluxors required further develop-
ment of the device. A result of this development effort 
has been the design of four-hole transfluxors which 
eliminate some of the serious problems inherent in the 
two-hole geometry. The new device is described below. 

FOUR-HOLE TRANSFLUXORS 

Fig. 5 illustrates an experimental design of a four-hole 
transfluxor. The addition of the two auxiliary holes in-
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Fig. 5—Experimental four-hole transfluxor. 

troduces six more legs, which are numbered 4, 5, 6, 7, 8, 
and 9. This device may be used in the conventional 
manner by placing a control winding on leg 3 and using 
legs 1 and 2 as ac signal windings. The advantage of 
having two extra holes in the core under these circum-
stances is due to the fact that when closed path 3-4-2-6-3 
saturates, any further changes in flux are forced into the 
circumferential path 3-8-1-9-3. This results from making 
the cross-sectional area of legs 4 and 6 equal to (or only 
slightly larger than) the area of leg 2. A consequence of 
this operation is that the magnetic path involved in the 
saturation of leg 1 is made considerably longer than the 
path involved in the saturation of leg 2 and hence, the 
control margin of the transfluxor is significantly in-
creased over the margin which would be obtained from a 
comparable two-hole device. In the experimental trans-
fluxor illustrated in Fig. 5, the control margin was in-
creased by 50 per cent with the addition of the two-
auxiliary holes. 
A method for electrically utilizing the additional holes 

in the four-hole transfluxor is illustrated in Fig. 6(a). 
By using separate block and unblock windings in the 
configuration shown, the control margin is made prac-
tically infinite. The flux states for the blocked and un-
blocked conditions of the transfluxor are illustrated in 
Fig. 7. The core is blocked by saturating the parallel 
flux paths 3-4-2-6-3 and 3-8-1-9-3 from the control leg 3. 
If the ac signal is introduced in a primary winding 
around leg 1 and is constrained in current amplitude so 
that the signal can induce flux changes only in the mag-
netic path 1-5-2-7-1, it is apparent that the transfluxor 
is blocked when the flux saturation states in legs 1 and 
2 are of the same polarity. Thus, any amplitude of con-
trol pulse applied to blocking terminals will block the 
transfluxor, if the following requirements are satisfied. 

'PI > I /c3-8--1 • (10) 

43'9! > I 2(s3_4_2 Os3_8_1)N 31 . (11) 

In ( 10) and ( 11), the subscripts 3-8-1 refer to the closed 
magnetic path 3-8-1-9-3 and the subscripts 3-4-2 refer 
to the closed magnetic path 3-4-2-6-3. 
The transfluxor of Fig. 6 is unblocked by introducing 

a control signal at the unblock terminals. The latter 

UNBLOCK 
A c. OUTPUT 

(a) (b) 

Fig. 6—Winding configurations: (a) control windings and 
(b) signal windings. 

(a) (1)) 
Fig. 7—Flux directions for four-hole transfluxor: (a) blocked 

condition and (b) unblocked condition. 

consist of windings around legs 8 and 9 which are series 
connected so that the flux induced in leg 9 is in the same 
rotational direction as the flux induced in leg 8. As 
illustrated by the flux-state diagrams of Fig. 7, flux 
changes induced by the unblock signal can occur only in 
the periphery path, i.e., in the closed path 3-8-1-9-3. If 
the unblocking pulse satisfies the requirements 

/, I > f Ice-8-1 (12) 

EpT„.1 > f 20s3_8_1N3I , (13) 

the saturation state of the flux in leg 1 will be reversed 
from the original blocked state and the at; induction 
path given by 1-5-2-7-1 is unblocked. 
From ( 10) and ( 13) it is observed that, if both the 

blocking and unblocking pulses satisfy the minimum 
energy requirements for flux reversal in the requisite 
magnetic paths, the transfluxor will operate satisfac-
torily. Any control-signal having at least the minimum 
current amplitude and the minimum volt-second re-
quirement will trigger the transfluxor "on" or "off" and 
hence, the control signal level is no longer critical. 
Furthermore, the transfluxor of Fig. 6 has separate 
blocking and unblocking windings which allow the cir-
cuit designer to block and unblock the device with a 
control pulse of either polarity depending upon the sense 
of the windings around the control legs. 

Fig. 6(b) illustrates a method for utilizing two of the 
extra legs of the four-hole transfluxor by winding the ac 
secondary around legs 5 and 7 instead of around leg 2 or 
leg 1. This technique isolates the ac output from the 
magnetic paths associated with the control signals and, 
consequently, the control signals are not transmitted to 
the output terminals when the core is blocked or un-
blocked. 
A principal feature of the four-hole transfluxor is that 

it can be blocked and unblocked with control pulses of 
arbitrarily large magnitude, providing that they are 
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above the coercive requirements of the magnetic paths. 
Thus, for all practical purposes, the control margin of 
the device has been made infinite in comparison with 
the finite margin of two-hole transfluxors. This feature 
helps considerably in extending the practical operating 
range of transfluxors. In particular, as is shown below, 
a major temperature problem of the transfluxor is over-
come by the four-hole topology. 

DRIVING AND COMPENSATION TECHNIQUES 

A serious problem in the operation of transfluxors is 
the possibility of unblocking the device with the ac sig-
nal. For example, in the two-hole device of Fig. 1, it is 
apparent that if the coercive mmf of the periphery path 
1-3 is exceeded by the ac input signal, flux changes may 
occur in leg 3 due to the ac signal impressed in leg 1. 
Any flux change in leg 3 must be accompanied by equal 
flux changes in leg 1. Hence, if the flux in path 1-3 
changes during one half of the ac signal period, an equal 
flux change will occur in the path 1-2 upon the reversal 
of the ac amplitude. Cumulative unblocking of the 
transfluxor may thus occur. 

In order to prevent accidental unblocking, it is de-
sirable to use a current source for the ac input drive. 
The peak current delivered by this source should not 
exceed the coercive current of the path 1-3 in the trans-
fluxor of Fig. 1 but must be greater than the coercive 
value of the path 1-2. This condition is given by (5). In 
addition, in order to prevent saturation effects which 
may cause ici_3 to be exceeded, the frequency of the ac 
drive signal must be maintained above a minimum value 
as given by (6). 
The disadvantages imposed by these requirements are 

summarized below. 

1) The necessity for a current-source as the ac in-
put leads to considerable signal waveform distortion 
as a result of the nonlinearity of the (b-NI character-
istic. In fact, for an ideally square-loop core material, 
the induced waveform in the ac output winding would 
be of pulse form for a sine-wave input current. 

2) Due to changes in the coercive mmf require-
ments of the various transfluxor paths as a conse-
quence of temperature variations, the peak value of 
the ac input current must be varied in a compensating 
manner if wide ambient temperature variations are 
anticipated. 

3) The volt-second limitation imposed upon the ac 
input signal (6) limits the magnitude of the induced 
output signal below the value theoretically possible 
and hence, power transfer efficiency is sacrificed. 

4) The effective ac input impedance varies con-
siderably between the blocked and unblocked states 
of the transfluxor and this leads to severe driving 
source requirements when it is desired to drive several 
devices from a single ac source. 

A method for driving transfluxors in order to elimi-

U NIKOCK 

Fig. 8—Transfluxor core-driving circuit. 
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Fig. 9—Hysteresis curves from ac driving terminals. 
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nate the current-source problems described above is 
illustrated in Fig. 8. A single-hole core is wound in paral-
lel with the ac input leg of the transfluxor. By proper 
design of the single-hole core, which will be referred to 
as the driver-core, a voltage source may be used as the 
ac input-signal generator. 
The design requirements of the driver core are illus-

trated in Fig. 9. Denoting the closed magnetic paths of 
the transfluxor as referred to the ac input leg by the 
subscripts A and C, where A is the desired signal path 
and C is the peripheral path, and denoting the closed 
path of the driver core by the subscript B, the coercive 
requirement of the driver core is given by 
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(NI)eA < (NI)cH < (NI)cc. (14) 

Eq. ( 14) states that the coercive mmf of the driver core 
should have a magnitude which lies between the co-
ercive requirements of transfluxor paths A and C. Thus, 
the effective length of the flux path of the driver core is 
greater than /A but less than /c of the transfluxor, if both 
the transfluxor and driver core are fabricated from the 
same material and if the turns linking both are the 
same. 
The requirements imposed upon the ac signal source 

are 

11.1 > ICBI 
E.1 

>   
Nicihul 

(15) 

(16) 

where Ieg is the current required for reaching the co-
ercive mmf of the driver core and esB is the saturation 
flux density of the driver core. It is noted from ( 15) and 
(16) that the ac signal requirements are now independent 
of the transfluxor. 
By requiring that the ac signal should never fully re-

verse the saturation state of the driver core, as given by 
(16), the peak value of ac magnetizing current supplied 
to the transfluxor can never exceed the coercive current 
of the driver core. As a consequence of ( 14), therefore, 
the transfluxor can never be unblocked by the ac signal. 
Furthermore, if the transfluxor and driver core are made 
from the same ferrite materials, the temperature effects 
upon the magnetic properties of both will be the same 
and automatic temperature compensation will occur. 
An additional advantage of the driver-core input 

technique is that the transfluxor is driven from a voltage 
source and hence, a more sinusoidal waveform is in-
duced in the ac output winding. Since current is no 
longer limited by the generator, the ac output winding 
may be more heavily loaded. When the transfluxor is 
blocked, the impedance of the ac driving terminals re-
mains substantially the same as when the transfluxor is 
unblocked, since the 4,-NI excursion is now controlled 
by the driver core. Hence, all of the disadvantages of an 
ac current source are overcome by using the driving core 
technique illustrated in Fig. 8, while all the advantages 
associated with the use of a current source are main-

tained. 
Fig. 10 shows experimental curves of ac output volt-

age as a function of temperature when the transfluxor is 
driven from: a) a current source and b) a core driver in 
series with a voltage source. The input voltage to the 
transfluxor is plotted as a parameter and is varied in 
amplitude from 0.25 to 1.0 volt rms at a constant fre-
quency of 20 kc. The experimental transfluxor has the 
dimensions illustrated in Fig. 5 and the driver core has 
an outside diameter of inch and an inside diameter 
of inch. As is apparent from the curves of Fig. 10, the 
output voltage is very nearly constant over a wide tem-
perature range when the transfluxor is driven from the 
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Fig. 10—(a) Vout vs temperature for current source and various in-
put voltages and (b) V, vs temperature for core driver and 
various input voltages. 
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driver core, while the output voltage varies considerably 
when the transfluxor is driven from a current source. 
The change in ac output voltage when a current source 
is used is due to the variation of the coercive mmf of the 
transfluxor with ambient temperature variations. 

Fig. 11 illustrates the ac output voltage unblock-to-
block ratio, R, of the transfluxor, as a function of tem-
perature, when a current generator and when a driver 
core in combination with a voltage source are used, re-
spectively, at the ac signal input. It is seen that the use 
of a driver core materially increases the unblock-to-
block ratio. A consequence of this improved ratio is 
that the transfluxor can be operated over a significantly 
greater temperature range than would be possible if a 
current-source drive were used. 
The fact that ferrite core materials depart from ideal 

squareness in the saturated regions of the B — H charac-
teristics results in ac signal unblock-to-block ratios 
which are finite. This is due to the fact that flux changes 
are induced in the magnetic ac signal path by the ac 
input signal when the transfluxor is blocked. A method 
for compensating the transfluxor against flux changes in 
the blocked state is illustrated in Fig. 12. The ac output 
is wound around legs 2 and 3 so that flux changes in leg 3 
induce a signal in the output winding which bucks the 
signal induced by flux changes in leg 2. When the trans-
fluxor is unblocked, the compensation winding around 
leg 3 has virtually no effect on the ac output, since most 
of the flux changes occur in legs 1 and 2. The ratio of 
turns around leg 3 to the number of turns around leg 2 

A.C. OUTPUT 

Fig. 12—Ratio compensation for transfluxors. 
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for optimum compensation at room temperature is ap-
proximately proportional to the ratio of the length of the 
flux paths 1-3 and 1-2 for the experimental results shown. 

Fig. 13 illustrates the variation of unblock-to-block 
ac signal ratio R as a function of temperature for an ex-
perimental transfluxor before and after ratio compensa-
tion is applied. Fig. 14 illustrates the unblock-to-block 
signal ratio as a function of temperature for varying 
compensation ratios. It is apparent from the experimen-
tal curves of Fig. 14 that the unblock-block ratio may 
be optimized for different temperatures by variation of 
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the compensation turns ratio. Fig. 15 illustrates a family 
of experimental curves for a ratio-compensated trans-
fluxor when the ac input signal magnitude is varied. The 
optimizing effects of both the core driver and ratio com-
pensation are evident when the curves of Fig. 15 are 
compared to those of Fig. 11. By utilizing both driving 
and ratio compensation techniques, the transfluxor may 
be operated over an ambient temperature range from 
—50°C to + 180°C with an ac signal unblock-to-block 
ratio of at least 25 db. 

MULTIHOLE LOGICORS 

Since the elemental transfluxor is basically an on-off 
switching device, it is possible to build complex logic 
circuits utilizing several transfluxors. However, in 
many applications it may be desirable to take advan-
tage of the multihole topology of transfluxors in order 
to perform more complex logic operations with a single 
device. For example, an "or" circuit may be built by 
adding an additional winding to the control leg. Such an 
"or" configuration is illustrated in Fig. 16. The ac signal 
windings around legs 1 and 2 are not shown. The "or" 
circuit of Fig. 16 performs a logical operation given in 
Boolean notation by 

AB' ± AiB ± AB = eo 

AlBI = e01. 

(17a) 

(17b) 

In ( 17a) and ( 17b), A denotes the presence of an un-
blocking pulse at the A terminal in Fig. 16 and Al de-
notes the absence of an unblocking pulse at the A 
terminal. The presence of an ac output signal is denoted 
by eo and the absence of an ac output signal is denoted 
by e01. Thus, after the transfluxor has been blocked, the 
application of unblocking pulses to either A or B termi-
nals, or to both, will unblock the transfluxor and will 
cause an ac output signal to be induced in the output 
winding around leg 2. The output will persist until the 
transfluxor is reset by a blocking pulse. 
The transfluxor configuration of Fig. 16 may be used 

to detect pulse coincidences at the terminals A and B, if 
the individual pulse currents are limited to the values 
given by 

Icl-8-3-9 I < I LtI < I ici-s--3-9 

I/C1-8-3-9 I < .1-B I < I 'CI-8-3-9 f. 
(18a) 

(18b) 

Thus, the current magnitude of each pulse is insufficient 
by itself to exceed the coercive requirement of the pe-
ripheral flux path 1-8-3-9-1, but the sum of the currents 
at A and B, if coincident, will be sufficient to unblock 
the transfluxor. Memory is associated with the opera-
tion, since an ac output will appear after a pulse coinci-
dence has occurred and the ac output will remain until 
the transfluxor has been reset by a blocking pulse. 
Time sequence operations may also be performed with 

single multihole cores by utilizing a configuration of the 
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Fig. 16—Transfluxor "or" circuit. 

type illustrated in Fig. 17.8 An ac output will appear 
only if both terminals A and B are pulsed in the time 
sequence A— B. The core is reset by applying a blocking 
pulse to the winding around leg 4 so that legs 1, 2, and 3 
are saturated in the same direction. An unblocking 
pulse applied to the A terminal in Fig. 17 will cause a 
reversal in the flux saturation state of leg 3; but, if the 
current in the A winding is properly limited, the A pulse 
will not affect the flux saturation states in legs 2 and 1. 
If the pulse current magnitude in the B winding is 
limited so that a pulse at B has sufficient mmf to reverse 
the flux saturation state only in the closed path 2-3-2, it 
is evident that a pulse at B can unblock the transfluxor 
only after a pulse at A has been applied. An ac output 
signal, eo, will result only when the pulses applied to 
terminals A and B are in the proper time sequence. 
A three-hole core which may be used as an "exclusive 

or" gate is illustrated in Fig. 18. The logical operation of 
the "exclusive or" circuit is given by the following 
Boolean equations 

AB' ± 21'13 = eo 

A'B' ± AB = e0'. 

(19a) 

(19b) 

In the core of Fig. 18, the internal legs 1 and 2 are re-

ferred to as the "control legs." A pulse applied to the 
reset winding will saturate the control legs simultane-
ously in counter-rotational directions. Thus, after re-
setting, the ac input signal, ei, cannot induce flux 
changes in the closed magnetic path 1-2-1 and hence, no 
ac output signal appears. However, a pulse applied to 

al - 

RESET 

A 

ttcci ttoioa 
(a) (b) (c) 

Fig. 17—Logicor sequential gate circuit: (a) after reset; (b) 
after A, and (c) after B. 

e0 

o 
o 

(a) (b) (c) 
Fig. 18—Logicor "exclusive or" circuit: (a) after reset, (b) after 

A, and (c) after A and B. 

either A or B terminals will reverse the flux saturation 
state in either control leg 1 or control leg 2, thus, un-
blocking the ac signal path and permitting an ac output 
signal to appear. For proper operation, the current 
magnitudes of the pulses applied to the A or B windings 
must be limited so that the coercive mmf associated 
with the closed circumferential paths around only the 
outer holes is exceeded whenever control pulses are ap-



1090 PROCEEDINGS OF THE IRE August 

Fig. 19—Experimental six-hole logicor. 

plied. When pulses are applied at both A and B, the 
saturation flux states in both the control legs are reversed 
and hence, the core remains blocked. Cores which are 
able to perform multiple logical operations of the "exclu-
sive or" type will be referred to as "logicors." 

It is noted that the "exclusive or" circuit of Fig. 18 
may also be used as a two-terminal odd-parity checker. 
An odd-parity checker is a logical configuration which is 
used to discriminate between an even and odd coinci-
dence of pulses applied simultaneously to a set of input 

terminals. 
It is possible to design a four-terminal odd-parity 

checker by utilizing a six-hole core topology of the type 
illustrated in Fig. 19. The dimensions shown are those 

used in an experimental logicor which was operated up 
to a pulse repetition rate of 20 kc and with an ac signal 
frequency of 60 kc. The winding configurations for the 
quadripole odd-parity checking logicor are illustrated in 
Fig. 20. The ac signal input consists of a winding around 
the middle leg, i.e., around leg 6 (see Fig. 19). Two ac 
output windings around legs 12 and 13 are connected in 
a series-bucking combination so that the ac signal in-
duced by flux changes in the closed path 6-2-12-1-6 
cancels the ac signal induced by flux changes in the path 
6-4-13-3-6. Consequently, an ac output will occur only 
when one side of the logicor is unblocked. The reset 
winding configuration is illustrated in Fig. 20(b). Reset 
windings around legs 5 and 7 are connected in series so 
that a reset pulse sets the flux saturation states in legs 1 
and 4 in counter-rotational directions to the flux states 
in legs 2 and 3. An example of the flux states in legs 1, 2, 
3, and 4, which are called the "control legs," after the 

(b) 

Fig. 20—Logicor four-terminal odd-parity checker: (a) ac signal 
windings for six-hole logicor and (b) reset and logical configuration 
for odd-parity checking. 

logicor is reset is illustrated in Fig. 21(a). The windings 
comprising the logical configuration of the quadripole 
odd-parity checker are lettered A, B, C, and D in Fig. 
20(b). A pulse applied to winding A must be current 
limited so that the resultant mmf in winding A can re-
verse the flux state only in control leg 1. Fig. 21(b) 
illustrates the change in the control-leg flux saturation 
states after A terminal has been pulsed. For this condi-
tion, the left side of the logicor has been unblocked so 
that an ac signal output, eo„„ is generated. Since the 
right side of the logicor is blocked, the total ac signal 
output of the logicor is just equal to eow. However, if 
both A and C terminals are pulsed, the flux saturation 

states in both control legs 1 and 3 are reversed and, 
consequently, both sides of the logicor are simultane-
ously unblocked. Signals are then induced in both out-
puts; but, due to the series-bucking connection of the 
output windings, the net ac output is zero. Similar con-
sideration of all possible flux states in the control legs of 
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Fig. 2I—Illustration of flux states for odd-parity checker: (a) after 
resetting; (b) after A pulse; (c) after A and C pulses, and (d) 
after A, C, and D pulses. 

the odd parity-check logicor shows that an ac signal out-
put occurs only when an odd number of the control 
windings are excited. 

Fig. 22 illustrates a functional block diagram of the 
elemental logical requirements for a four-terminal input 
odd-parity checking circuit. A total of nine "or," "and," 
and "inhibit" circuits are required for the logical opera-
tion which a single logicor of the type shown in Fig. 20 
can perform. It is evident from Fig. 22 that the odd-
parity function may be synthesized by interconnecting 
three "exclusive or" circuits. Comparison of the six-hole 
logicor of Fig. 19 with the three-hole device of Fig. 18 
shows that the former combines two "exclusive or" con 

figurations in a single disk. The third "exclusive or" 
function required for the parity checking operation is 
provided by a unique interconnection of the two ac out-
put windings. Thus, the operation of the six-hole logicor 
odd-parity checker may be summarized in Boolean form 
by the following set of equations. 

AB + A'B' = 

AB1+ A'13 

CD + C'D' = 

CD' + = 

eo. 

eoe' 

e06 

eo.eo8 eowleoe' = eo' 

eoweo,„' eowieo. = eo. 

(20a) 

(20b) 

(21a) 

(21b) 

(22a) 

(22b) 

Eqs. (20) and (21) specify the requirements for ac output 
signals from the left and right sides of the logicor, re-

Ao  
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I NH 
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e. 

Fig. 22—Logical block diagram for quadripole-input odd-parity 
checker. 

spectively. The effect•of the series-bucking connection of 
the two output windings is then formulated by (22a) 
and (22b). Substituting (20) and (21) into (22) gives the 
final result of the odd-parity operation in Boolean form. 

A Bic' Di + Bcipi + Ai Bice Bicip AIBCD 

± A B'CD + A BCD ± A BCD' = e0 (23a) 

A BCD + AlB1CIDI ± A BC1D' + A'BCD' + A'WCD 

AIBC'D AB'CD1+ Agicip = e01. (23b) 

It should be noted that, in addition to performing the 
complex logical operations given by (23), the logicor has 
inherent memory, since the ac output signal persists 
until the logicor is blocked by the reset pulse. 
The same six-hole topology used for the quadripole 

odd-parity checker may be employed in a logical con-
figuration which is capable of binary half-adding opera-
tions. A binary half-adder may be functionally repre-
sented by the block diagram illustrated in Fig. 23 (next 
page). The circuit has two inputs, A and B, and two 
outputs eo1 and eow. In Boolean form, the circuit re-
quirements are given by 

AB = eoweo„' 

AB' 21'13 — 

¡VW = 

(24a) 

(24b) 

(24c) 

Thus, a pulse coincidence at A and B will cause an out-
put at eow, while a pulse at either A or B will cause an 
output at eoe. The complete configuration for a half-
adder logicor is illustrated in Fig. 24. Both the ac input 
and reset windings for the half-adder are wound in the 

same manner as the corresponding terminals of the odd-
parity checker. However, in the half-adder configura-
tion, the ac output windings are separate; in addition, 
there are only two logic-input windings which control 
the flux saturation states in legs 2, 3, and 4. Winding A 
connects legs 9 and 10 in series. However, the A winding 
spans leg 10 with twice as many turns as leg 9 so that a 
pulse input at A will generate sufficient mmf in the 
closed path 10-3-5-10 to reverse the flux saturation state 
in leg 3, but the mmf generated in the closed path 9-2-7-
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Fig. 23 —Functional representation of half-adder. 

(eos 

Fig. 24—Logicor half-adder configuration. 

9 will be insufficient to reverse the flux saturation state 
in leg 2. Similarly, the B winding spans leg 11 with twice 
as many turns as leg 9 so that a pulse at B will reverse 
the flux saturation state in leg 4 but not in leg 2. Thus, 
either a pulse at A or B will unblock the right side of the 
logicor but will leave the left side of the logicor blocked, 
resulting in a signal output only at eu. Coincident pulses 
at both A and B will generate additive mmf's in leg 9 
with the result that the flux saturation states in control 
legs 2, 3, and 4 will be reversed. The net result of a 
pulse coincidence is to unblock the left side but to re-
block the right side of the logicor and thus cause an ac 
output signal to appear at e00, but not at eoe. The possible 
flux combinations of the half-adder, as described above, 
are illustrated in Fig. 25. 

Another application of six-hole logicors to complex 
logical circuits is found in the area of selective channel-
ing or selective calling. For example, it is possible to wire 
a single six-hole device so that an ac signal output oc-
curs only after a desired one of four possible binary codes 
is applied to the two input terminals. A selective logicor 
which responds only to an "11" code is illustrated in 
Fig. 26(a). The ac signal windings and the reset winding 
for this logicor are wound in the same manner as for the 
odd-parity checker shown in Fig. 20. In Boolean form, 
the "11" logicor performs the following operations. 

AB = e0 (25a) 

AB' + A'B A'B' = e01. (25b) 

To realize the functions given by (25a) and (25b), the A 
terminal is wound around legs 8 and 10 so that a pulse 
applied to the A winding will reverse the flux saturation 

(a‘l 

(c) 

c)10 rOt 
o o 

(d) 
Fig. 25—Illustration of flux states in control legs for binary half-

adder: (a) after resetting; (b) AB'; (c) A' B (preceded by reset), 
and (d) AB coincidence. 

RESET 

(c) 

Fig. 26- -Binary selection logicors: (a) " 11" logicor; (b) "01" or 
"10" logicor, and (c) "00" logicor. 

states of control legs 1 and 3. In addition, the B terminal 
spans legs 10 and 11 so that a pulse applied at B will re-
verse the flux saturation states (in reference to the reset 
states) in control legs 3 and 4. Consequently, a pulse at 
only A will unblock both sides of the logicor; but, since 
the two ac output windings are connected in a series-
bucking arrangement, the net ac output is ideally zero. 
Furthermore, a pulse at only B will not affect the left 
side of the logicor but will reblock the right side so that 
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the net result is again zero ac output signal. However, if 
both A and B are activated (in any time sequence), the 
left side of the logicor is unblocked, but the right side 
remains blocked. This results in an ac output signal. 
The control winding configuration for a " 10" or "01" 

selective logicor is illustrated in Fig. 26(b). "A" terminal 
spans legs 8 and 10 so that a pulse applied to A will 
reverse the flux saturation states in legs 1 and 3. On the 
other hand, B terminal spans legs 9, 10, and 11 so that 
a pulse applied to B will reverse the flux saturation 
states in legs 2, 3, and 4. Thus, a pulse at only A un-
blocks both sides of the logicor; but, since the ac output 
windings are connected in series bucking, the net ac out-
put signal is zero. However, a pulse at only B will re-
block the right side of the logicor but will unblock the 
left side and this results in an ac output signal. Pulses 
at both A and B reblock both sides of the logicor and 
thus, no ac output signal is generated. The logical opera-
tions which the core of Fig. 26(b) perform are given by 

AB' ± AB ± A'B' = eo' 

A'B = 

(26a) 

(26b) 

To complete the requirements of a selective system, a 
"00" core is illustrated in Fig. 26(c). Only a single three-
hole topology is required for "00" selection. In this case, 
the reset signal unblocks the core. However, a signal at 
either A or B, or signals at both A and B, will block the 
logicor. Consequently, the "00" device performs the 
following selective functions: 

.1'B' = eo (27a) 

A B' AtB + AB = e0'. (27b) 

Selective logicors may be directly cascaded, if it is de-
sired to build up the system capacity, by connecting the 
ac output of one stage to the ac input of the second 
stage, etc. Thus, if an N-call channel is required, the 
number of selective logicor, m, which are required is 

m = 1/2 log2 N. (28) 

Hence, a 64-call system requires three selective logicors. 
In an experimental 16-call system utilizing two six-hole 
logicors of the type illustrated in Fig. 19, the discrimina-
tion between desired and undesired signals; i.e., the un-
block-to-block ratio of the cores, was in the order of 
10 db. The typical number of turns around each leg was 
in the order of 50 and typical current requirements for 
reversal of the flux saturation states in the control legs 
were in the order of 30 ma (peak). In the experimental 
circuit, the ac signal frequency was approximately 50 kc 
and the pulse rate was varied between 0-20 k pps. 
A principal feature of the ferrite logicor is that a single 

multihole disk may be used to realize fairly complex 
logical functions. For example, the quadripole parity 
checker performs a logical operation which requires nine 
elemental building blocks, as illustrated in Fig. 22. To 
realize the same operation by use of direct-coupled 
transistor circuits would require as many as 12 transis-

tors.6 A second feature which makes the logicor attrac-
tive is the fact that a single core topology may be used 
for many different circuit functions by variation of the 
winding configurations. Thus, the six-hole core of Fig. 19 
may be used to perform such diverse operations as 
single-pole double-throw switching, sequential gating, 
"exclusive or" logic, odd-parity checking, binary half-
adding, and binary code selection. 

CONCLUSION 

The transfluxor is a ferrite device which uses a multi-
ple aperture topology to perform ac gating functions. 
When the device is fabricated from high-remanent ma-
terial, the gating function is combined with memory. It 
is possible to gate the transfluxor "on" and "off" with 
pulses of unlimited amplitudes by use of a three-or 
four-hole topology. Thus, the gating process is uncriti-
cal. In order to utilize the advantages of driving the 
transfluxor from an ac voltage source, an auxiliary 
single-hole core may be used in the driving circuit. The 
driver core functions as a current limiting device which, 
nevertheless, allows considerable loading of the trans-
fluxor and, in addition, serves to compensate the ac cir-
cuits against variations of the B-H characteristics due 
to ambient temperature changes. The unblock-to-block 
ac signal ratio of the transfluxor may be compensated 
against departures in squareness of the B-H character-
istics by use of ac compensation windings. By utilizing 
the various compensation techniques described above 
in combination with a four-hole topological design, ex-
perimental transfluxors have been operated successfully 
over an ambient temperature range in excess of 200°C. 
Unblock-to-block ac signal ratios of at least 25 db have 
been maintained over this entire range. 

Multihole ferrite cores may be used to perform more 
complex logic operations than simple on-off gating by 
winding the device with several pulse inputs so that 
several flux paths may be controlled by external signals. 
Such ferrite devices are called logicors. Three-hole 
logicors have been designed which perform such func-
tions as sequential gating and "exclusive or" logic. In 
addition, six-hole cores have been designed which are 
capable of complex logical operations such as binary 
half-adding, quadripole-input odd-parity checking, and 
selective response to binary codes. 
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Polarization Reversal and Switching in Guanidinium 
Aluminum Sulfate Hexahydrate Single Crystals* 

HARRY H. WIEDERt 

Summary—The ferroelectric switching properties of GASH 
(CN3H6)• Al(SO4)2. 6H20 were studied under sinewave and pulse 
conditions. The results indicate that the polarization reversal process 
is analogous to that found in barium titanate single crystals. The 
activation fields are of the same order of magnitude in the two ferro-
electrics, although the domain mobility of GASH is 30 to 100 less 
than that of BaTiO3 at room temperature. Neither a threshold field 
nor a true coercivity was found for GASH and the hysteresis losses 
in this material are less by a factor of 10 in comparison with barium 
titanate. The upper frequency limit for observing ferroelectric phe-
nomena appears to be about 25-50 kc in both materials. 

It is concluded that while GASH has some advantages over 
BaTiO3 as a possible electronic component in terms of lower hyster-
esis losses, ease of crystal growth, and lower electromechanical ac-
tivity, its use at the present stage of development must be limited to 
low speed (less than 1 kc) switching circuits. 

INTRODUCTION 

I r 1HE recently discovered fer roelectric sulfates' have 
many of the characteristic properties of polariza-

  tion reversal and bistability associated with ferro-
electric barium titanate crystals. Holden, et al.,' have 
indicated the similarities between some of the switching 
properties of guanidinium aluminum sulfate hexahy-
drate (GASH) and those found for barium titanate.3 We 
chose to study in detail the switching properties of 
GASH and to ascertain its possible utility as an electri-
cal and electronic component. 

Like other ferroelectrics, a section of a GASH crystal 
having its polar axis perpendicular to the main faces on 
which metal electrodes are applied will behave as the 
electric analog of a ferromagnetic material. Specifically, 
if a sinusoidally varying potential be applied to a GASH 
crystal prepared in the above manner and the integrated 
charge be measured across a large capacitor in series 
with the crystal, then a dynamic display of the instan-
taneous relation between charge and potential will show 
a hysteresis loop similar to that between magnetic flux 
and magnetic field. Such a hysteresis loop encountered 
for GASH is shown in Fig. 1. In terms of classical phys-
ics, it displays the dynamic relation between the dis-
placement D and the electric field E. The displacement 

• Original manuscript received by the IRE, February 28, 1957; 
revised manuscript received, May 9, 1957. 
j- U. S. Naval Ordnance Lab., Corona, Calif. 
1 A. N. Holden, B. T. Matthias, W. J. Merz, and J. P. Remeika, 

"New class of ferroelectrics," Phys. Rev., vol. 98, p. 546; April, 1955. 
2 A. N. Holden, B. T. Matthias, W. J. Merz, and J. P. Remeika, 

"Properties of GASH and some of its isomorphs," Phys. Rev., vol. 
101, pp. 962-966; February, 1956. 

3 W. J. Merz, "Domain formation and domain wall motion in fer-
roelectric BaTiO3 single crystals," Phys. Rev., vol. 95, pp. 690-698; 
August, 1954. 

Fig. 1—Hysteresis loop of a ferroelectric GASH crystal at 60 cps. 
D and E are the electric displacement and electric held, P„ is the 
spontaneous polarization and P, the remanent polarization re-
spectively. E, is the apparent coercivity. 

is related to the orientation of the electric dipoles within 

the crystal by the polarization vector P. For a suffi-
ciently large applied field, the polarization reaches a 
saturation value and the maximum attainable dipole 
orientation is represented by the spontaneous polariza-
tion P,. 
At E = 0, the displacement D=E+47rP, consists of a 

remanent polarization + P,, the sign of the polarization 
depending upon the direction in which the loop is tra-
versed. A positive electric field applied to the crystal 
when the latter is at —P,, will switch the crystal, i.e., 
when the field is removed it will return to state +P, and 
the crystal will absorb a charge Q=2P,•A, where A is 
the electrode area. A negative electric field will, how-
ever, return the crystal to —P„ the absorbed charge 
being negligibly small. In essence, the above described 
property makes GASH useful as a binary memory de-
vice since it obviously has two stable states of polariza-
tion which can be identified by means of properly coded 
pulses. Also, since one may define a dielectric constant e 
(since GASH is essentially a dielectric) one must neces-
sarily differentiate between the dielectric constant CH 
measured at low electric fields where the dipole motion 
is reversible and a differential permittivity defined as 
the slope of the hysteresis loop at any point. The prop-
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erty of changing dielectric constant with electric field 
has been suggested as the basis for employing ferro-
electrics such as GASH as saturable reactors and di-
electric amplifiers. 

In whatever manner ferroelectrics such as GASH are 
to be employed, it is important that an evaluation of the 
speed of polarization reversal and its dependence upon 
internal and external crystalline parameters be avail-
able. The dependence of the rate of polarization upon 
the magnitude of the electric field and the existence of a 
threshold field, if such can be found, are especially im-
portant switching criteria. 

In the case of barium titanate, no threshold field and 
hence no true coercivity was found experimentally."5 
For engineering purposes especially for computer appli-
cations, it is desirable that a ferroelectric material be ob-
tained having a threshold field E0 such for E<E0 no 
polarization reversal should occur. 

EXPERIMENTAL 

GASH crystal sections were cleaved perpendicularly 
to the ferroelectric axis from a large crystal grown from 
water solution using the description of Holden, et al.,2 
as a guide. The cleaved crystals were examined for sur-
face irregularities and only those having parallel plane 
faces were retained. The crystals were then diced into 
squares having an area of 0.03 cm2. The range of thick-
ness ran from 0.01 to 0.05 cm. After evaporating silver 
electrodes on the major surfaces, only those crystals 
were subjected to further tests that had completely 
symmetrical 60-cps hysteresis loops. A total of 12 crys-
tals were thus selected. In addition, seven more crystals 
were obtained from Dr. H. Jaffee of the Brush Labora-
tories. The latter had circular electrodes of vacuum de-
posited silver of 0.35 cm2 in area. The thickness of these 
crystals ranged from 0.03 to 0.05 cm. The subsequently 
described experimental results are characteristic of these 
19 crystals and to a large extent it is felt that the results 
apply to ferroelectric GASH crystals in general. 

SINEWAVE MEASUREMENTS 

The sinewave tests consisted in displaying a hysteresis 
loop oscillographically and measuring the spontaneous 
polarization and coercivity as a function of the driving 
frequency for each crystal. The results indicate the simi-
larity between barium titanate and GASH. At low audio 
frequencies (less than 1 kc) the spontaneous polariza-
tion, obtained from an extrapolation of the linear por-
tion of the hysteresis loop, is frequency independent. 
The magnitudes are in good agreement with the values 
reported by Holden.' The highest value of P. at +25°C 
was found to be 0.35 µcoulomb/en-0; the lowest value 
was P.= 0.31 µcoulomb/cm2. Fig. 2 shows the depend-

4 H. H. Wieder, "Retarded polarization phenomena in BaTiO3 
crystals," J. Appi. Phys., vol. 27, pp. 413-416; April, 1956. 

5 H. H. Wieder, "Activation field and coercivity of ferroelectric 
BaTiO3," J. Appt. Phys., vol. 27, pp. 367-369; March, 1957. 
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Fig. 2—Coercivity as a function of driving frequency for a 
GASH crystal 0.05 cm thick. 
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ence of the coercivity as a function of frequency for a 
particular sample. We define the coercivity as the mag-
nitude of the electric field Ec when the polarization 
passes through zero and the maximum value of the 
sinusoidal driving field Erca„ is large enough to drive the 
crystal into the saturation (i.e., spontaneous polariza-

tion) region. It was found that the coercivity of GASH 
decreases with frequency down to quasistatic condi-
tions. The lack of a true coercivity such as found for 
ferromagnetic crystals might be considered in terms of 
the same slow polarization reversal mechanism dis-
cussed by Landauer, et al.,' and by the author' in the 
case of barium titanate. 

Fig. 3 (next page) shows the dependence of the co-
ercivity measured at 60 cps upon the reciprocal crystal 
thickness. This might be considered as evidence of a 
space charge layer in GASH in analogy to barium 
titanate.7 In the following section, this will be taken into 

6 R. Landauer, D. R. Young, and M. E. Drougard, " Polarization 
reversal in the BaTiO3 hysteresis loop," J. Appt. Phys., vol. 27, pp. 
752-758; July, 1956. 

7 W. J. .Merz, "Switching time in ferroelectric BaTiO3 and its de-
pendence on crystal thickness," J. Appt. Phys., vol. 27, pp. 938-943; 
August, 1953. 
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Fig. 3—Coercivity at 60 cps measured as a function of the reciprocal 
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account in discussing polarization reversal under pulse 
conditions. 
The hysteresis losses within the volume of the ferro-

electric crystal in going around the hysteresis loop may 
be obtained from a graphical integration of the experi-
mentally obtained hysteresis loop areas as a function of 
frequency. The validity of this may be ascertained from 
the classical equation8 relating the amount of work W 
per unit volume of a dielectric, for a change in displace-
ment dD, brought about by the application of an ex-
ternal field E: 

1 
11 = — f E (IT). 

47r i) 
(1) 

Fig. 4 shows the hysteresis losses for a particular crystal 
sample in the audio frequency range. A comparison be-
tween GASH and a similar BaTiO3 crystal is illustrated 
in Table I. It shows that the hysteresis losses W of 
BaTiO3 in the tetragonal crystal phase° at + 25°C and 
at 60 cps are higher than those of GASH. 
As a first approximation, we can take the product 

2EcP,--IV as representative of hysteresis losses and as 
can be seen from Table I, these values are in reasonable 
agreement with the graphically integrated loop areas. 
At a constant temperature, the rate of change of hys-
teresis losses with frequency is therefore proportional to 
the rate of change of coercivity, i.e., 

(O147/aw) =_- 2P,(aEc/aw) (2) 

and energy equivalent to the area of the hysteresis loop 
is dissipated in the form of heat within the crystal. 

8 C. J. F. Bottcher, "Theory of Electric Polarisation," Elsevier 
Publishing Co., Amsterdam, Holland; 1952. 

9 H. H. Wieder, "Ferroelectric hysteresis in BaTiO3 single crys-
tals," J. Appt. Phys., vol. 26, pp. 1479-1482; December, 1955. 
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Fig. 4—Hysteresis losses obtained from a graphical integration of 
the area of hysteresis loops at low audio frequencies for a sample 
0.021 cm thick. 

TABLE I 

A COMPARISON BETWEEN SOME OF TIIE PROPERTIES OF GASH 
AND BaTiO3 SINGLE CRYSTALS AT +25°C 

Ferro-
electric 

BaTiO3 

mcoulombs lem2 

26 

E, 
kv /cm 

0.75 

ergs/cma/cycle 

GASH 0.35 2.2 

2.7X105 

1.2 X104 

2 P,.E‘fs-. 

3.9 X10, 

1.5 X104 

PULSE MEASUREMENTS 

Pulse measurements on GASH crystals were accom-
plished by applying a train of rectangular voltage pulses 
of successive opposite polarities in such a manner that 
each pulse reverses the sign of the previous remanent 
polarization. The amplitude of these pulses and their 
duration had to be respectively large enough and of 
sufficient duration to cause the amount of reversed 
polarization to be substantially 2P,. For pulse rise times 
less than 0.1 µsecond, polarization reversal can be re-
garded as taking place in a steady state field E of the 
pulse whose duration T is much longer than the time r, 
required for polarization reversal. The intervals be-
tween pulses must be long enough for the crystal to 
reach an equilibrium state between successive pulses. 

For pulse amplitudes between 1 kv/cm and 8 kv/cm 
of crystal thickness, an electromechanical pulse genera-
tor was employed to give pulses having a rise time of 
0.01 µsecond. A positive pulse of 600 milliseconds dura-
tion was followed by an interval of 600 milliseconds in 
which the crystal was shorted. Thereafter a negative 
pulse of 600 milliseconds completed the cycle. 
These pulses were applied to a ferroelectric crystal 

mounted in a sample holder in series with a 170-ohm 
resistor. The switching current transient developed 
across the resistor was displayed on an oscilloscope al-
lowing an evaluation of switching time r,. A representa-
tive switching transient found for GASH crystals is 
shown in Fig. 5. We define r, as the time required for the 
transient switching current (dp/dt) to return to a very 
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TIME 

Fig. 5—Switching transient of a 0.021-cm-thick GASH crystal; 
horizontal scale = 100 mseconds/division, pulse amplitude E= 3.3 
kv/cm. 

small value in the presence of an applied field E and that 
the integrated area under the transient have the value 

forr-1:1) dt 1.41P s. (31 
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The results obtained for a representative sample are 
plotted in Fig. 6. In agreement with Holden, et al.,' it 
can be seen that for higher fields the reciprocal switching 
time ( 1/r,) increases linearly with applied field. For this 
region we can speak of polarization reversal in terms of 
a domain wall mobility y such that 

d 

r,,(E — E') 
(4) 

with d being the crystal thickness and E' the extrapo-
lated linear plot of E for 7 —> co. For the 19 crystals used 
in the present experiments, the calculated values of y 
showed large variations: the highest value y=0.08 
(cm2/volt second) was obtained for a thick crystal, 
d= 0.05 cm, the lowest value y = 0.02 (cm2/volt second) 
was obtained for a thin, d= 0.013 cm, crystal. While this 
would seem to indicate an additional dependence of II 
upon d, the relatively large oscillation of values in be-
tween the above indicated maximum and minimum and 
the few samples used preclude the establishment of a 
definite interelation. At any rate, a comparison with 
barium titanates in the tetragonal phase at -1-25°C 
(d = 0.005 cm) shows that the mobility of GASH is con-
siderably less than the quoted mobility (y--'2.5 cm2/volt 
second) of the former material. 
At low pulse amplitudes, the empirical relation' be-

tween r, and E in the case of BaTiO3 is given by 

Ta = TO exp (a E) (5) 

ro is a constant having the dimension of time and a is an 
activation field probably determined by the rate of 
nucleation of 180° domains. A relation similar to (5) 
may be written for GASH. Fig. 7 shows this by a plot of 
log r, vs 1/E for the same crystal whose switching prop-
erties at high field values was shown in Fig. 6. From 
plots such as Fig. 7, the activation field a was deter-
mined for each crystal. Subsequently we noticed that 
the activation field shows a strong dependence upon the 
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2 
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• 

Fig. 6—Reciprocal switching time (1/r.) as a function of pulse 
amplitude E for a 0.021-cm-thick crystal. 
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Fig. 7—A plot of the relation T. = ro exp (a/E) for the curved portion 
of Fig. 6. The slope of the line is the activation field, a = 4.1 
kv/cm. 
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reciprocal crystal thickness ( 1/d) as shown in Fig. 8. 6 
This would suggest the existence of a space charge layer 
in GASH in analogy to BaTiO3. The relation proposed 
by Merz7 for the latter is based on the argument that a 
field applied to a BaTiO3 crystal is divided between two 

4 
capacitors in series. One represents a nonferroelectric E 
space charge layer having a dielectric constant EL and o 
thickness dL, the second capacitor is the bulk ferro- ..e 
electric whose dielectric constant is ER and thickness is 

13 dB. A calculation of the thickness of the space charge 2 
layer (IL yields 

1 ' • ez, 

2 ao• en 
(6) 

The parameter y is the slope of the line of Fig. 8, ao is its 
intercept, En and EL are respectively the dielectric con-
stants of the bulk of the ferroelectric and the space 
charge layer. In the case of GASH, the reversible di-
electric constant measured in the direction of the ferro-
electric axis at a frequency of 1 mc is ER-_-$5. In any other 
axial orientation The crystaline anisotropy is 
evidently much lower in GASH than in BaTiO3. We 
assume that the dielectric constant of the nonferroelec-
tric layer in GASH is that of the nonoriented material, 
i.e., (ELIEB)24/6. From Fig. 8, we obtain the values of 
744 volts and ae-22.5 kv/cm. Therefore using (6), 
dL = 5.9 X10-3 cm, the value of dL in GASH appears to 
be larger by a factor of 10 in comparison with the calcu-
lated dL of BaTiO3. An alternative explanation of Fig. 8, 
as well as Fig. 3, may be given in terms of a dehydrated 
nonferroelectric layer in the vicinity of the electrodes. 
The latter is produced during the vacuum deposition of 
the electrodes when the hot metallic particles come in 
contact with the crystal surface. Experiments still in 
progress tend to support the latter possibility. 

QUASI-STATIC MEASUREMENTS 

For electric fields less than 1 kv/cm, the pulse method 
described in the previous paragraph is not suitable for a 
measurement of polarization reversal. The switching 
currents are too small and the reversal time too long for 
effective observation of differentiated switching tran-
sients. Instead, an electric field is applied to the ferro-
electric in series with a 1 1.ifd polystyrene capacitor and 
the integrated charge on this capacitor is measured as a 
function of time by means of an electrometer and timing 
mechanism. The apparatus is the same as that used for 
the tracing of quasi-static loops and has been described 
elsewhere.4 By making use of (3), the switching time Ta 
can be defined unambiguously. A plot of r, vs 1/E from 
such measurements is shown in Fig. 9. It pertains to the 
same crystal whose plot is shown in Fig. 7 at higher 
fields. The agreement between values of the activation 
fields obtained in this manner is quite good: 
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Fig. 8—The activation, field a, depends upon the reciprocal crystal 
thickness. In conjunction with Fig. 3, this suggests the existence 
of a nonferroelectric layer within GASH crystals. 
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Fig. 9—The switching time obtained at low fields by quasi-static 
methods still has the same logarithmic dependence upon E as 
Fig. 5. The same crystal was used as for Figs. 5 and 6, and the 
slope here is a = 4.2 kv/cm. 
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a(pulse) = 4.1 X 10' volts/cm, 

a(quasistatic) = 4.2 X 10' volts/cm. (7) 

No evidence of a threshold field ao could be found down 
to a value of E=0.3 kv/cm. Therefore, it appears that 
even fields smaller by a factor of six than the 60-cps 
coercivity of a particular crystal, if allowed to remain on 
GASH crystals for a sufficiently long time, will ulti-
mately cause a complete reversal of polarization. 

DISCUSSION 

The lack of a cohesive general theory of ferroelectric-
ity restricts us to an evaluation and comparison of 
empirical relationships which hold for both GASH and 
BaTiO3. Optical and electrical observations indicate that 
polarization reversal in barium titanate takes place by 
a domain nucleation and subsequent domain wall mo-
tion in the direction of an externally applied electric 
field.3 Similar observations were made on a number of 
other ferroelectrics having quite different crystal struc-
tures whether perovskites such as Knb03,l° or hydrogen-
bonded crystals such as KH2PO4." 
Although optical observations were not made on 

GASH, we assume a priori that a domain nucleation 
followed by growth of these domains by means of do-
main wall motion accompanies the electrically observed 
polarization reversal. While the domain mobility was 
shown to be considerably slower in GASH in comparison 
with BaTiO3, the activation field is smaller respectively 
by only a factor of two. It would appear that domain 
nucleation does not vary greatly in both materials if a 
is indeed related to nucleation as suggestedti2 by Merz. 
The factor -y (6) representing the rate of change of the 

activation field a with reciprocal crystal thickness is 
nearly the same in both materials: 7(BaTiO3) = 45.8 
volts and 7(GASH) = 44 volts respectively. 

While the slower polarization reversal is a deterrent 
to the use of GASH as a circuit component, the lower 
hysteresis losses, very much lower dielectric constant 
eit and apparently very low electromechanical activity 
make its use attractive in comparison with BaTiO3. Not 
the least consideration is the ease of growing crystals 
from a water solution as compared to the high tempera-
ture growth from the melt to BaTiO3. 
One of the most significant advantages of GASH is its 

10 H. H. Wieder, "Wall motion and polarization reversal in ferro-
electric KNb03," Bull. Amer. Phys. Soc., ,vol. I, p. 254; June, 1956. 

II T. Mitsui and J. Furuichi, " Domain structure of Rochelle salt 
and KH2PO4," Phys. Rev., vol. 90, pp. 193-202; April, 1953. 
n E. A. Little, "Dynamic behavior of domain walls in BaTiO3," 

Phys. Rev., vol. 98, pp. 978-984; May, 1955. 

lack of fatigue, i.e., the decrease in the amplitude of the 
switching transient under repeated pulsing such as en-
countered in BaTiO3. The fatigue effect is still under 
study in the latter material and its causes are as yet not 
completely known. 
The upper frequency limit of polarization reversal ap-

pears to be in the vicinity of 50 kc for both materials. 
The high fields required to drive the ferroelectrics into 
saturation apparently cause large dielectric heating 
losses and these combined with electrostriction effects 
destroy the crystals. This is particularly true in the case 
for BaTiO3 which has high electromechanical coupling 

coefficients. 

CONCLUSION 

The measurements described in this paper illustrate 
the similarity between GASH and ferroelectric crystals 
of different physical and chemical structures, especially 
the better known BaTiO3. It is shown that: 

1) No threshold field may be found in GASH and the 
adherence to the exponential relation re = ro exp (a/e) 
down to very low fields makes it unlikely that a practical 
value is attainable. The lack of such a threshold and the 
lack of a true "coercivity" would make it necessary that 
some additional gating be provided if GASH be used as 
an element in a ferroelectric memory matrix. 

2) While the activation fields measured in GASH at 
+25°C are of the same order of magnitude as those of 
tetragonal barium titanate, the domain mobility ap-
pears to be considerably lower in the former ferroelec-
tric. Nevertheless, the upper practical limit of driving 
frequency of 25 to 50 kc is the same in both materials. 

3) The hysteresis losses in GASH are smaller by ap-
proximately a factor of ten as compared to BaTiO3 
paralleling the decrease in P.. 

4) A space charge, or dehydrated layer exists in 
GASH and constitutes the probable explanation of the 
dependence of a and E. upon crystal thickness. 

5) The low dielectric constant, low electromechanical 
activity, lack of polarization fatigue, and ease of crystal 
growth ought to interest the designer in search of low-
duty cycle bistable ferroelectric elements, but a great 
deal of additional work is required to establish its proper 
place as a reliable solid state electronic component. 
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Straight-Field Permanent Magnets of Minimum 
Weight for TWT Focusing—Design and 

Graphic Aids in Design* 
MYRON S. GLASSt, MEMBER, IRE 

Summary—A convenient design formula has been derived which 
enables one to estimate readily the minimum amount of magnetic 
material which will satisfy a given set of field strength requirements 
on the axis of a tubular permanent magnet. Such a magnet is suitable 
for focusing the beam of a traveling-wave tube (twt) with coaxial 
rf fittings if small holes are provided in the side of the magnet to ad-
mit the coaxial lines. 

The calculation is further expedited by the use of design graphs, 
based upon the formula, from which one can read off directly the re-
quired cross section area at the middle of the magnet. From this value 
one may calculate the average cross section, volume, and weight of 
magnetic material. A correction factor has been derived which also 
enables one to apply the results for the simple tubular magnet di-
rectly to the case of magnets specially shaped to fit around waveguide. 

The validity of the formula and of the associated design graphs 
has been confirmed by tests upon a series of magnets. These mag-
nets covered a considerable range of field requirements and of size, 
varying in weight from three to twenty pounds. 

INTRODUCTION 

rp HE traveling-wave tube (twt) is emerging rap-
idly from the laboratory and is taking its place in 
various engineering applications. In most of these 

applications the associated equipment, including the 
focusing magnet, must be kept small and light. While 
periodic focusing'-4 satisfies the requirement of magnet 
weight reduction, there are still many cases, particularly 
when waveguides must be coupled directly to twt's, 
where periodic focusing is very difficult. Straight-field 
focusing, because of its simplictiy and convenience, 
becomes the likely choice of the circuit designer when 
the size and weight of the magnets are acceptable. 
The literature on periodic focusing has emphasized 

the light weight of the periodic magnets as compared 
with some of the larger and heavier straight-field mag-
nets which were perhaps not always correctly designed 
for minimum weight. This tends to promote a general 
impression that straight-field magnets are universally 
and necessarily large and heavy. A lack of published in-

* Original manuscript received by the IRE, February 28, 1957. 
t Bell Telephone Labs., Inc., Murray Hill, N. J. 
A. M. Clogston and H. Heffner, "Focusing of an electron beam 

by periodic fields," J. Ape. Phys., vol. 25, pp. 436-447; April, 1954. 
J. T. Mendel, C. F. Quate, and W. H. Yocom, "Electron beam 

focusing with periodic permanent magnet fields," PROC. IRE, vol. 42, 
pp. 800-810; May, 1954. 

3 K. K. N. Chang, "Optimum design of periodic magnet struc-
tures for electron beam focusing," RCA Rev., vol. 16, pp. 65-81; May, 
1955. 

4 K. K. N. Chang, "Periodic magnetic field focusing for low noise 
traveling-wave tube," RCA Rev., vol. 16, pp. 423-331; September, 
1955. 

formation, in convenient form, on the design of mini-
mum weight permanent magnets for straight-field focus-
ing has permitted this impression to stand uncorrected. 
While it is true that some twt focusing require-

ments are such that straight-field magnets become much 
larger and heavier than periodic magnets, it is equally 
true that in other cases the difference in weight is neg-
ligible. One twt, to which we refer later, is focused by 
a magnet which weighs about three pounds. Assuming 
that the periodic magnet weighs about half as much, the 
small difference in weight of the complete circuit pro-
vides little incentive for the circuit designer to overcome 
the technical difficulties of periodic focusing. Since the 
choice between the two focusing methods may depend 
largely upon the minimum weight for which the 
straight-field magnet can be designed, it becomes im-
portant to provide a convenient method of estimating 
this weight. 
A convenient and efficient magnet design for focusing 

twt's consists of a tubular magnet mounted coaxially 
with respect to the tube and terminated by pole pieces 
which are apertured to receive the tube. The tubular 
configuration may be extensively reshaped to adapt it to 
space requirements of the associated circuit components 
without greatly affecting the field strength distribution 
on the axis. In magnets so designed it is evident that 
the length of the magnet is equal to the internal air gap 
between the pole pieces, and that, therefore, the field 
strength in the gap must be equal to the demagnetizing 
field. It is also evident that the useful air gap is bounded 
by the inner wall of the magnet. These circumstances 
reduce the number of variables which enter into the 
calculations. 
There is an explicit relation between the specified 

conditions (diameter, length, and field strength) in the 
air gap and the amount of magnet material required to 
satisfy these conditions. Most of the steps in tracing 
this relation are stràightforward and can be followed 
easily with the aid of a slide rule. One particular step, 
however, is tedious to calculate by the usual means. Re-
ducing this step to a graphic solution has minimized the 
effort. We have also found it convenient to add other 
graphs to expedite some routine steps of the solution. 
We thus arrive at a simple and rapid graphic procedure 
for the design of minimum weight magnets to satisfy 
straight-field focusing requirements. 

In order to confirm the validity of the graphic method, 
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we have designed and tested magnets suitable for focus-
ing various traveling-wave tubes. The quantitative de-
sign of the magnets has been derived directly from the 
graphs, as shown in the following section. The measured 
field strength produced by these magnets has agreed 
closely with the design values, within the limits of varia-
tion of the magnet materials. In order further to evalu-
ate these magnets we have incorporated them in micro-
wave amplifiers built around representative twt's. 

In the discussion of the graphic design method, we 
illustrate our remarks with references to two particular 
amplifiers. These two are cited because they happen to 
include the smallest (3-pound) and also the largest (20-
pound) magnets which have been designed with the aid 
of the charts and subsequently used to focus twt's. 

In Table I are descriptive data identifying the two 
amplifiers. 

TABLE I 

Amplifier Type 1917 1789 

Operating Frequency, Megacycles 10,700-11,700 ,--6000 

Required Field, Strength-Oersteds 475 610 

Gap Length, Inches 5.75 7.50 

Gap Diameter 1.60 2.50 

In Fig. 1 the two are shown for comparison of size and 
physical appearance. 
The three-pound focusing magnet used in the 1917 

amplifier appears in Fig. 2. The magnet is seen to be an 
assembly of two identical halves. A separate half-magnet 
shown in the foreground reveals the contours of the in-
ner surface. Thus the magnet is seen to consist of a pair 
of bar magnets with median protuberances which, in the 
assembly, contact at the middle to act as spacers. From 
the middle they taper outwardly to provide clearance 
for the transverse waveguides. The twenty-pound mag-
net used in the 1789 amplifier has the same general 
shape. 
The magnet configuration described above provides 

a tapering cross section which decreases from a maxi-
mum at the middle to about 60 per cent of the maximum 
at the ends. This is found to be the correct taper to 
provide approximately uniform field strength within 
the magnet and consequently along the length of the 
gap. A typical distribution of axial field strength for the 
1917 magnet is shown in Fig. 3. The fact that the field 
strength is higher than the value specified in Table I re-
sults from the circumstance that the magnetic strength 
of Alnico 5, currently obtained from our supplier, is 
higher than the values shown by the published curves. 

Experience has shown that for good focusing, it is re-
quired that the magnetic flux lines be accurately 
straight. The maximum tolerable perpendicular com-
ponent of field, or cross-field, is about 1 oersted. In 
the field provided by the magnets alone one measures 

Fig. 1—Experimental twt circuits. Left--11,000-mc twt and circuit. 
The built-in permanent magnet supplies focusing field strength of 
500 oersteds along 51-inch air gap. Right-6000-mc twt and cir-
cuit. The focusing field strength is 610 oersteds along 7}-inch air 
gap. 

44, > 
Fig. 2—Details of magnetic structure. Left—Field straightener as-

sembly consists of permalloy disks separated by aluminum spac-
ers. The permalloy disks must be held accurately perpendicular to 
the axis. Middle—This pair of magnets weighs three pounds. It 
produces a field of 500 oersteds along the common axis in the 51-
inch gap between polepieces. Right—Single magnet, showing in-
ner contours. 
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Fig. 3—Field strength distribution along axis of magnet pair 
shown in Fig 2. 

cross-fields as large as 10 oersteds. These are corrected 
by the use of field straighteners. A partially disas-
sembled field straightener is shown with the magnet in 
Fig. 2. It consists of an array' of apertured disks of 
permalloy with aluminum spacers, assembled on a hol-
low mandrel through which passes the traveling wave 
tube. The permalloy disks in this configuration serve to 
reduce the cross-fields to acceptable levels, less than 1 
oersted, but have little effect on the axial field strength. 

6 This type of field straightener was suggested several years ago by 
C. C. Cutler. 
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Fig. 4—Assume H=610; D1=2.5 inches; L=7.5 inches. To find the required median section perpendicular to the axis of the tubular magnet 
shown in (a): from (b) obtain the value U-= 10 for H=610 on "published" curve for Alnico 6. In (c) insert U=10 and DI/L=0.33 and 
obtain p =0.58. In (d) insert p =0.58 and DI =2.5 and obtain A=I0 square inches. (p =Di/D2.) This is the required solution for the 
median section of the magnet. Once this is known, other dimensions and the required weight of magnet may be readily calculated by 
slide-rule operations. "Laboratory tests" on Alnicos now on hand (b) indicate that magnets of current production may be somewhat 
stronger than the assumed value of H. 

The shape of the magnet used in the circuits, and 
illustrated in Fig. 2, is inconvenient for analytic treat-
ment. For that reason, we treat it as approximately 
equivalent to a tubular magnet, Fig. 4(a), which is as-
sumed to have the same taper of section from middle to 
ends. We then set up a graphic design technique which 
enables us to determine quickly the required cross sec-
tional area at the middle of such a magnet. Once this 
median section is known, the other dimensions and the 
required weight of magnet material may be easily calcu-
lated. Finally, it is shown in the last section, and it has 
been confirmed experimentally, that a magnet specially 

shaped as shown in Fig. 2 to provide clearance for trans-
verse waveguides requires 30 per cent more magnet 
material than the tubular magnet of Fig. 4(a). 
One should probably note in passing that the tubular 

magnet with tapered section has also been analyzed by 
de Bennetot.6.7 He developed mathematical means 
to arrive at values of field strength to be expected at 
points along the axis of a tubular magnet of specified 

6 M. de Bennetot, "Sur le calcul des aimants permanents de forme 
tubulaire," Annales de Rodioéléctricité, pp. 193-216; April, 1954. 

7 M. de Bennetot, "Aimants permanents pour tubes electroniques 
en hyper frequences," L'Onde Eléctrique, pp. 341-342; August—Sep-
tember, 1955. 
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material and geometry. His analysis does not offer, how-
ever, a solution of the reciprocal problem of estimating 
dimensions and weight of the magnet which will satisfy 
the specified conditions. While our graphic method is 
aimed primarily at the latter problem, one may also 
carry the computations through the graphs in reverse 
order, and may solve for field strength on the axis for 
magnets of known dimensions and of the same general 

configuration. 

THE GRAPHIC DESIGN PROCEDURE 

Approaching the problem of design of a focusing 
magnet, one usually finds certain requirements and di-
mensions to be already fixed. The field strength, H, is 
set by the focusing requirements of the tube. The mini-
mum length of air gap is determined from the geometry 
of the tube. The inside diameter, DI of Fig. 4(a), must 
be large enough to accommodate the field straightener. 
These considerations fix the values of H and DI, and 
also L, since the magnet has the same length as the gap. 
From these given conditions and requirements one 
wishes to derive other design dimensions, and the re-
quired weight of magnet. 
We have found it convenient in the analytic treat-

ment to introduce the symbol, U,8 to represent the ratio 
B/(—H) where H is field strength in oersteds and B is 
magnetic induction in Gauss at the operating point on 
the demagnetization curve for the magnet. We have also 
found it convenient to set up a graph, as in Fig. 4(b), 
where lines representing a range of values of U are 
superimposed upon demagnetization curves for various 
useful magnet materials. 
The first step in graphic design derives from Fig. 4(b) 

the preferred magnetic material and the value of U at 
the operating point for this material. One introduces the 
required value of H in this graph and, for minimum 
weight, selects the magnet material which has largest 
value of B for this value of H. For example, to get a 
field of 500 oersteds one would choose Alnico-5 over the 
two other Alnicos in the graph. At the indicated operat-
ing point on the demagnetization curve of the selected 
material one reads out the indicated value of U. 
The actual operating point on the demagnetization 

curve is determined entirely by the permeance of the 
environment in which the magnet finds itself. If there 
are no other magnetic materials close by, the permeance 
is determined entirely by the geometry of the magnet 
itself. This establishes an explicit relation between the 
geometry of the magnet and the operating point on its 
demagnetization curve. This relation, which is traced 
out in the concluding section of this paper, is repre-
sented graphically in Fig. 4(c). Here values of U are 
plotted against the ratio DI/L for various values of p. 
Since p is defined as the ratio of diameters, Di/D2, it is 
evident that this graph includes all the controlling 

8 This term is seen to have the dimensions of negative permeabil-
ity. 

dimensions of the magnet, and does indeed represent a 
useful relation between magnet geometry and operating 
point on the demagnetization curve. 

For the second step in the graphic procedure, one in-
serts in Fig. 4(c) the specified value of Di/L and the 
value of U previously obtained from Fig. 4(b). At the 
point of coincidence of these values, one may read out 
directly the required value of p. This graphic solution 
eliminates the need for a large amount of tedious calcu-
lation which would otherwise be required. 

It is perhaps evident to the reader that, once we have 
evaluated p, the additional calculation required to ob-
tain the other dimensions of design and magnet weight 
may be carried out readily with the slide rule. We have 
found it convenient, however, to use the graph of Fig. 
4(d) to obtain directly the required cross section area 
at the middle of the magnet. In this graph the area, Am, 
of the median section is plotted against DI for various 
values of p. 
Now, it may be helpful to review the complete design 

process as illustrated by two representative cases. In 
Table II the design data are summarized for the focusing 
magnets used in the two circuits illustrated in Fig. 1. In 
the top box are given the required values of H, L, and Di. 
In the middle box are given the results of the three steps 
of the graphic method of solution. Finally, in the bottom 
box are shown the additional steps needed to obtain the 
required weight of the magnet. 

TABLE II 

1917 1789 

Given Conditions H 
L 
DI 
Di/L 

475 
5.75 inch 

1.6 
0.28 

610 
7.5 inch 
2.5 inch 
0.33 

From Graphs U 
Material 
P 
A. 

20 
Alnico 5 

0.7 
2.1 in' 

10 
Alnico 6 

0.58 
10.0 in2 

Slide Rule A oorr 
A •vg 
Vol 
Wt 

2.7 
2.16 

12.4 in8 
3.2 pounds 

13.0 
10.4 

78 in' 
20.3 pounds 

The reader will recall that the specially shaped mag-
nets, shown in Fig. 2, require 30 per cent more ma-
terial than the more ideally shaped magnet of Fig. 
4(a), which was the basis of the calculation. The tabu-
lated value, Acm„, is 30 per cent larger than Am. One also 
recalls that the section area tapers down at the ends to 
60 per cent of the value at the middle. The tabulated 
quantity, Am,. is the average value, 80 per cent of the 
corrected maximum value. This multiplied by the length 
gives the volume. The density figure used in calculating 
the weight is 0.26 pound per in3 for the Alnicos used in 
these two magnets. 

It is perhaps evident to the reader that in the design 
of tubular magnets similar to Fig. 4(a) one would not 
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add the 30 per cent correction factor, but the other 
steps would be the same as those shown in the illustra-

tive examples. This would also be true for tubular mag-
nets with small deviations from the configuration of 
Fig. 4(a). For example, one might consider the case of 
a tubular magnet with straight cylindrical bore and ex-
ternal taper to reduce the end section to 60 per cent of 
the medial section. It appears reasonable, and it has 
been confirmed experimentally, that the results of the 
graphic design procedure are applicable, without cor-
rection, to this configuration if one again interprets DI 
as the inner diameter and D2 as the outer diameter of 
the median section. 

ORIGINS OF THE GRAPHIC DESIGN METHOD 

Derivation of the Relation Shown Graphically in Fig. 4(c) 

If a bar of magnetic material is inserted within a uni-
form field of strength H' , for example inside a solenoid, 
the magnetization of the bar is described by the 
equation 

N 
H = H' — (—)(B — H) (1) 

in which 
H= magnetizing force in the bar 
B= flux density in the bar 

N/47 = demagnetizing factor, a function of the 
length-to-diameter ratio of the magnet.9 

If the bar is of material suitable for a permanent magnet 
and if the magnetizing field is removed there is a re-
sidual state of magnetization which is described by re-
ducing H' to zero in ( 1) giving 

—H(1 — —N ) = BEN ). 
4r 4r 

(2) 

If the field H' is strong enough to saturate the bar, then 
the values of B and H will fall on the characteristic de-
magnetization curve for the material, and (2) may be 
rewritten 

B 1 — N/4r 
U= =  

— H NI4r 

For convenience we let 

1 — N/4r 
F(N) =  

N/ 4r 

and write 

(3) 

(a) 

(b) 

Fig. 5—(a) Cylindrical bar magnet. (b) Tapered 
tubular magnet. 

Now one may consider a plane [see Fig. 5(a)] inter-
secting the bar at the middle and perpendicular to the 
axis. It is evident that the flux threading through the 
section of the magnet cut by the plane must be equal 
to the total flux external to the bar threading through 
the plane. The external flux will be equal to the product 
of the external permeance by the magnetomotive force, 
that is, —HLP,„.t.'° The flux passing through the median 
section of the bar is equal to the product of the flux 
density by the median cross section area, that is, BA.. 
All this may be summarized in the equation 

(4) Since 

U = F(N) (5) 

to describe the operating point of the bar magnet. 

R. M. Bozorth and D. M. Chapin, "Demagnetizing factors of 
rods," J. Ape Ploys., vol. 13, pp. 320-326; May, 1942. This material 
is reviewed briefly in Bozorth's book "Ferromagnetism." 

—HLIDext = BA (6) 

ir 
= — D22 
4 

(7) 

1° This expression implicitly assumes that H is constant along the 
length of the magnet. This is not a good assumption for a bar mag-
net, particularly one which is long and slender. However, since the 
end result of this derivation is applied to a magnet design in which H 
is (by design) constant along the length, one feels safe in treating it 
as a constant here. 
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one may combine equations (5, 6, 7) to obtain 

71- D2 2 

Pest = ---- F(N) — • 
4 L 

(8) 

Since the external permeance is determined by external 
geometry it seems evident that the solid rod and hollow 
cylinder of Fig. 5, having identical external dimensions, 
will also have the same external permeance. But in the 
case of the tubular magnet there is also a small internal 
permeance, Pint, given approximately by the equation 

T 
Pint = — (DIVL). 

4 
(9) 

The total flux in air which the tubular magnet must 
supply at the median plane will be 

total flux = — FIL(P - ext 4- Pint)• (10) 

This total flux must also thread the magnet section at 
the median plane, so that 

T D22F(N) r D12 
—HL  + — BA m. (11) 

4 L 4 L 

In the tubular magnet the area of the median section is 
given by 

sr w 
Am = — (D22 — D12) = — D22(1 — p2). (12) 

4 4 

Combining ( 11) and ( 12) one obtains 

Ir r 
— H — D22[F(N) ± p2] = B — D22(1 — p) 2 

4 4 

which readily reduces to 

B F(N) ± p2 
U = —  

—H 1 — p2 
(13) 

for the tubular magnet. As one would expect, if p is re-
duced to zero, ( 13) is converted back to (5) for the solid 
bar. 

In ( 13) one finds an explicit relation between magnet 
operating point and magnet geometry. It is therefore a 
means by which one may convert magnetic operating 
point requirement, as expressed by U, into dimensional 
requirements. Conversely it may be used to find the 
probable field strength of a magnet of known dimen-
sions. In order to facilitate these applications of ( 13), it 
is displayed graphically in Fig. 4(c). It will be noted 
that for convenience the ratio Di/L is used on the graph 
replacing the term F(N) used in the equation. This sub-
stitution is made readily in preparing the graph, with 
the aid of the Bozorth-Chapin9 data for the cylindrical 
magnet. In selecting values from the Bozorth-Chapin 
chart it is important to select each value from a curve 

representing a value of permeability comparable with 
the value of U which one is plotting. 

It should perhaps be noted in passing that the 
Bozorth-Chapin data on the demagnetization factor 
apply to solid rods of uniform cross section. In such a 
magnet the field strength is somewhat weaker at the 
middle than at the ends. If the magnet is very long and 
slender this effect would reach such proportions that one 
would hesitate to apply these data to the solution of our 
problem where a tapered section holds the field strength 
nearly constant along the length of the magnet. In our 
experience, however, the length-to-diameter ratio of 
these focusing magnets has not been great enough to 
introduce observable error from this cause. 

The Correction Factor 

In the magnet designs illustrated in Table II we added 
30 per cent of the values of cross section and weight es-
timated for the tubular magnet. We justified this by 
saying that the modified shape which is convenient to 
use in our microwave amplifiers is less efficient mag-
netically than the tubular magnet which was analyzed. 

In the modification of the tubular magnet to accom-
modate transverse waveguides at the ends, it is neces-
sary to make each half of the magnet essentially a flat 
bar where it bridges the waveguide. For this reason, and 
also for convenience in packaging, the external shape of 
the magnet becomes square rather than round. This 
change in shape provides an easy approach to a rough 
appraisal of the weight correction factor made necessary 
by the modification. 

If a square and a circle enclose equal areas, the periph-
ery of the square measures 1.13 times the circumference 
of the circle. Hence, the external permeance of the 
square section is about equivalent to the external per-
meance of a circular section of diameter 13 per cent 
greater than the diameter of the reference circle. From 
(8) one notes that the external permeance is propor-
tional to the square of the diameter of the external sur-
face. This proportionality is modified somewhat by the 
fact that the F(N) term is also a function of geome-
try. Also the small internal permeance remains un-
changed. As a first approximation, however, one may 
regard the external permeance as ( 1.13)2 or 1.28 times 
the permeance of a round section enclosing equal area, 
and specify the addition of an equal percentage of mag-
netic material. We have for convenience rounded off 
this correction factor at 30 per cent. 
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Sorne New Circuits for High-Power 
Traveling-Wave Tubes* 

M . CHODOROWt, FELLOW, IRE, AND R. A. CRAIG , MEMBER, IRE 

Summary—A discussion of new types of slow-wave structures, in 

which the coupling between sections is obtained largely by negative 
mutual inductance, is given in this paper. Since this type of coupling 
can be used to give "fundamental" amplifier operation with rela-

tively high impedance, the devices are somewhat unusual in the field 
of high-power traveling-wave tubes. 

Several structures which make use of this type of coupling are 
examined in a qualitative manner, and the results of "cold tests" 
on each model are given. In particular, one device, the so-called 
"clover-leaf" structure, is investigated in some detail. Curves of 
impedance, C, and gain at megawatt power levels are included. Some 

discussion of the practical problems involved in the design of an 
amplifier using this circuit is presented to serve as a guide for those 
interested in the construction of high-power traveling-wave tubes. 

INTRODUCTION 

D
URI NG the past several years interest has arisen 
in the field of high-power traveling-wave tubes. 

  These tubes are, in general, pulse operated and 
may have peak power outputs of several megawatts with 
duty cycles ranging from a fraction of a per cent to 
several per cent. The transition from klystrons to 
traveling-wave tubes (twt's) is necessary if there is a 
need for instantaneous tuning or even continuous mod-
erate tuning rates, since mechanical tuners are liable to 
fail after many tuning cycles. 

Since many of the same basic components such as 
cathodes, collectors, etc., are used in both high-power 
klystrons and traveling-wave tubes, we can say that the 
primary difference between the two is in the interaction 
circuit and the associated couplers for transferring en-
ergy to and from the circuit. 
Two basic types of slow-wave structures have re-

ceived considerable attention as the interaction circuits 
for traveling-wave tubes. These are the helix and the 
periodically-loaded waveguide, which is a band-pass 
microwave filter. 
The helix has many advantages when used as a 

traveling-wave propagating structure. It is by nature a 
broad-band device to which it is relatively easy to 
couple over a wide frequency range, and it is quite 
simply constructed. Attenuation may easily be added at 
various places along the helix to prevent the tube from 
oscillating when used as an amplifier. 

• Original manuscript received by the IRE, January 21, 1957; 
revised manuscript received, May 20, 1957. The work reported in 
this paper was done at Stanford University and was prepared under 
Office of Naval Research contract N6ONR 251-32 NR-372-362, 
jointly supported by the U. S. Signal Corps, U. S. Air Force, and 
U. S. Navy (ONR, Bureau of Ships, and Bureau of Aeronautics). 
t Microwave Lab., Stanford University, Stanford, Calif. 
General Electric Microwave Lab., Palo Alto, Calif. 

However, twt's that employ helices as the propagat-
ing structures suffer one fundamental limitation: the 
relatively low power output. While output powers of 
several kilowatts have been obtained, this seems about 
the limit (at least in the 10-cm wavelength range, with 
correspondingly lower limits for higher frequencies). 
The reason for this limitation on power is a simple 

one. In order to increase the power output of a tube, one 
must increase the power in the beam, i.e., increase the 
accelerating voltage and current in the beam. In order 
to maintain the power density in the beam at reasonable 
levels it is necessary to increase the beam and helix 
diameters. While the increased helix diameter is satis-
factory at high voltages as far as interaction with the 
beam is concerned, the increased velocity and diameter 
means that the helix will be a very open structure with 
much of the energy stored in the space-harmonic fields. 
Thus, the fundamental helix impedance will be greatly 
reduced, and the tendency toward backward-wave oscil-
lations considerably increased. The only alternative 
(with a single helix) is to return to the smaller helix 
diameter and the higher power densities in the beam. 
Because of its limited cooling possibilities, the helix is 
limited in the amount of power it can dissipate, and a 
definite ceiling is placed on the power output of ampli-
fiers which make use of a helix as an rf circuit. 

Certain modified helix structures can increase the 
impedance of the device at higher power levels even with 
large diameters. Among these structures are the bifilar 
helix and the cross-wound helix, but even they will have 
power-handling limitations determined by the poor 
cooling characteristics. It would seem, therefore, that 
other slow-wave structures with better dissipation char-
acteristics might show more promise as high-power 
twt's. 

Besides helices, loaded waveguides or transmission 
lines have been most often used as the circuits for twt's. 
These devices are filter-type circuits consisting of wave-
guides with some sort of periodic loading to slow the 
wave velocity down to that of the electrons in the beam. 
They have the advantage over the helix-type structures 
of being much more rugged and capable of dissipating 
much larger amounts of heat, since the entire structure 
is of metal that can be easily cooled. Also, since the 
structures are large compared to most helix-type cir-
cuits, and are rigid, self-supporting devices, it is quite 
easy to maintain a high degree of uniformity from sec-
tion to section by using ordinary machining practices. 
Therefore, a given circuit can be reproduced with identi-
cal properties with comparative ease. 
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In analyzing such structures one can consider them as 
linear arrays of coupled resonant cavities, or coupled 
slotted vanes, depending on the type of loading used. 
The obvious limitation of circuits of this type is the 
narrow bandwidth due to the resonances of the obstacles 
which are used for loading the guide. However, suitable 
design of the loading elements can give adequate band-
width for high-voltage operation. 

This paper describes a new class of propagating cir-
cuits suitable for use in pulsed high-power tw tubes in 
which the electrons interact with the fundamental space 
component of the propagating wave, and which are 
capable of giving bandwidths of the order of 10 to 20 per 
cent. Most of the data given are for dimensions suitable 
for operation at about 100 kv, but the same type of cir-
cuit with other dimensions could be suitable for much 
lower voltages and possibly greater bandwidths, al-
though the impedances may not be as great as at the 
high voltages described here. Basically, the structures 
described here consist of sets of coupled cavities in 
which magnetic coupling between adjacent cavities is 
accomplished in such a way that it is equivalent to 
negative mutual coupling between resonant circuits in a 
filter. The use of negative mutual coupling gives a pass 
band characteristic in which the fundamental space 
component has a forward phase velocity, whereas with 
ordinary mutual coupling,' the fundamental component 
of the wave has backward phase velocity, and therefore 
interaction with the electrons must be with the first 
space harmonic. A general analysis of the impedance 
properties, and of the energy storage for coupled cavi-
ties, indicates that impedance for the space harmonic 
will be considerably less than for the fundamental. 
Therefore, there is a great advantage to be had by using 
a circuit in which the fundamental arrangement has a 
forward phase velocity. 
An alternative way of getting a fundamental com-

ponent with a forward phase velocity is to use capacita-
tive coupling' (electric) between cavities. However, 
capacitative coupling is always through and around the 
beam aperture, and for most structures attempted to 
date there have always been conflicts in requirements 
between aperture size for suitable interaction with the 
electron beam and aperture dimensions to give adequate 
coupling. By using magnetic coupling, this problem is 
avoided. In the circuits to be described below two gen-
eral methods have been used to get negative mutual 
coupling. The cavities that are coupled have a basic 
mode in which there is a Z component of the electric 
field (where Z is in the direction of beam propagation) 
and transverse components of the magnetic field. Vari-
ous versions of the cavities, to be described, will have 
different cross sections: circular, rectangular, and dis-
tortions thereof. Normally, if such a series of cavities 

1 M. Chodorow and E. J. Natos, "The design of high-power 
traveling-wave tubes," PROC. IRE, vol. 44, pp. 649-659; May, 1956. 

J. C. Slater, " Microwave Electronics," D. Van Nostrand Co., 
New York, N. Y.; 1950. 

were lined up with the same angular orientation and 
slots cut in the dividing wall between them, the mag-
netic coupling between the slots would be such as to give 
a positive mutual coupling with a propagation charac-
teristic such that the fundamental component had a 
negative phase velocity.' One general method used here 
is to rotate the cavities relative to each other in such a 
way as to reverse the direction of the magnetic field.' 
The other method involves inverted coupling loops in 
adjacent cavities in the coupling slot, and therefore gives 
the effect of negative mutual coupling. 

IMPEDANCE PROPERTIES OF SPACE HARMONICS 

The reasons for preferring interaction with the funda-
mental component of the wave propagating in this kind 
of loaded circuit can best be understood by considering 
the relative interaction impedances for the various space 
harmonics. The general circuit we are concerned with 
consists of a series of cylindrical cavities which are 
adjacent to each other with a centrally located hole for 
the electron beam to pass through. The way to couple 
such cavities is either through the central hole, in which 
case one gets a pass band characteristic such as is shown 
in Fig. 2(d) (or the upper curve of Fig. 1, next page), or 
through a slot near the circumference, in which case one 
gets magnetic coupling and a pass band characteristic 
as shown in Fig. 2(c) (or the lower curve of Fig. 1). We 
shall discuss the nature of the coupling later; here we are 
concerned with the nature of the space harmonics in the 
two cases, and primarily in the relative impedances of 
the useful components for these cases. The case of Fig. 
2(d) we shall call "fundamental structure," and for this 
case we are assuming that the electron will interact with 
the fundamental component of the wave; for the case 
of Fig. 2(c), called the "space harmonic structure," the 
electrons will interact with n= +1 component.* 
The method of analysis follows Pierce.' While this 

analysis may not give exact numerical values, it cer-
tainly can be relied on to give some idea of the relative 
amplitudes of the various space harmonics. We compare 
two circuits, both operating at the same voltage, and 

R. A. Craig, "Study of Periodic Structures for High-Voltage 
Traveling-Wave Tube Operation," TR-No. 36 (N6onr-25132) Stan-
ford University (ERL and ML); November 2,1954. 

4 The notation used is the common one but we briefly summarize 
it here. In a periodic structure according to Floquet's theorem, any 
cartesian field component (and in particular E,, which acts on the 
electrons) can be written as a sum of space harmonics. 

E, = L E,. E A „F„(x, y)e-ifess 

271-n 
n 0,1,2 • • • . (18) 

For the "fundamental structure" the interacting space harmonic is 

A oF 0(x, y)e-0301 O < 1301, < 

For the "space harmonic structure" considered here, the interacting 
space harmonic is 

A 1F1(X, r < P1L < 
< OOL < 0. 

J. R. Pierce, "Traveling-Wave Tubes," D. Van Nostrand Co., 
New York, N. Y., p. 94; 1950. 
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Fig. 1—Frequency as a function of propagation constant in 
periodic structures. 

therefore at the same phase velocity. The interaction 
impedance is given by 

Egn I2 

0.2wv a (1) 

Here W represents the energy stored/unit length, and 
7), is the group velocity. It is assumed that this will be 
evaluated on the cavity axis. For both circuits there will 
be a factor which takes into account the variation in the 
field with radial position of the electrons, and for good 
performance in both cases, it is necessary to pick the 
radius of the aperture sufficiently small so the variation 
of interaction across the cross section is not too great. 
However, whatever the size of the aperture permitted 
by any such consideration, it will be the same in both 
cases, since for each the field across the aperture varies 
as the Bessel function ro('y„r) 

where 

7.2 = 0.2 k2 

k =- — = free space propagation constant 
C 

(2) 

(3) 

'Yn will be the same in both circuits if the phase velocity 
is the same for both. For the same bandwidth of opera-
tion, the group velocity will also have to be the same for 
two circuits. Therefore, to optimize either circuit, one 
must optimize the factor 

E.1 2 

W 
(4) 

in order to yield the maximum impedance for that 
structure. If we consider that the propagating structure 
consists of a series of gaps with periodic spacing L, gap 
spacing 1, and voltage V across each gap, then it can 
easily be shown that the amplitude of the space har-
monic is given by 

where 

MT' 
E.12 

L2 

0.1 On/ 
M = sin — — • 

2/ 2 

August 

(5) 

(6) 

To calculate the energy storage per unit length, we shall 
make the assumption that the energy stored per gap can 
be calculated approximately by considering the gap as a 
planar capacity. In that case the energy per gap be-
comes 

V' 
Wo — (7) 

where Wo is a proportionality constant. The stored 
energy per unit length then becomes 

V2 
Wo — • 

1L 
(8) 

The corresponding Pierce impedance can then be writ-
ten as 

rsin (0„1/2)12  1  
L j3,,,//2 j tini, (i9.2Wovg) 

(9) 

For any given structure, then, we must select the values 
of L and 1 to optimize this impedance for the space 
harmonic of interest. We have written this impedance 
in terms of the transit angle 13.1 across the gap and the 
transit angle flL from gap to gap. For fundamental 
operation the transit angle between gaps is roughly in 
the range from 7r/2 to 7r, whereas for space harmonic 
operation it is in the range from 3r/2 to 27r. It has been 
shown by Pierce that if 

3w enL > —4e 

the impedance is optimized by having 

37r 
— • 
4 

On the other hand, if 

3r 
13.1, = 

then the expression is optimized by having 

= 13„L. 

(10) 

(12) 

(13) 

These results determine how the periodic spacing L is to 
be apportioned between gaps and drift space. The re-
sults imply that on fundamental operation one has 
essentially zero drift space between gaps (1= L), whereas 
for operation in the first space harmonic where en', is 
about of a cycle, the optimum apportionment is to 
divide the space equally between gap and drift space. 
This means that for space harmonic operation the factor 
anonL is equal to 0.5 whereas for fundamental opera-
tion it is equal to unity. Also, 11/12 is also slightly larger 
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(about 1.2:1) for the case of fundamental operation. 
The net result, subject to the approximations used 
(planar gaps for energy storage, etc.), is that the im-
pedance of the fundamental structure is somewhat more 
than twice as great as that of the space harmonic struc-
ture. This gives a factor of about 1.25 to 1.3 in the 
Pierce interaction parameter C. Moreover, it will make 
a difference of about 1.6 in QC which will also improve 
the gain performance of the fundamental operation as 

compared to space harmonic. 
Basically, the advantage of operation on the funda-

mental component over the space harmonic is due to the 
fact that for a given voltage per gap, which gives the 
same effect per gap for the two structures, there is an 
equal length of wasted space in the space harmonic 
structure where no interaction takes place, so that the 
field averaged over the length of a unit cell is only half as 
great. Otherwise stated, for the same average field in the 
two structures, the space harmonic field has to be twice 
the average value over half of the path and zero over the 
other half. This results in the average energy stored per 
unit length being twice as great. In practice, using re-

entrant cavities in a space harmonic structure rather 
than planar gaps would reduce this factor slightly. 

COUPLING OF CAVITIES 

As previously stated, with the structures such as 
shown in Fig. 2, coupling adjacent cavities through the 
central aperture [Fig. 2(d)] gives a pass band shape like 
the upper curve in Fig. 1, which has a higher interaction 
impedance of the useful wave component than the lower 
curve which corresponds to coupling through a side slot 
[Fig. 2(c) ]. Unfortunately, to get adequate bandwidth 
may require too large a central aperture for uniformity 
of interaction with the beam.6 This is a separate require-
ment, and in comparing impedances in the previous sec-
tion it was assumed that the radius of the aperture for 
the various circuits was the same. If the beam aperture 
and coupling aperture coincide there may be conflicting 

requirements on the aperture size. 
It would be desirable if one could get the pass band 

such as shown in Fig. 2(d) by using magnetic coupling 
with slots close to the wall, rather than using the same 

aperture both for the beam and for the coupling. 
The equivalent circuit for ordinary magnetic coupling 

between cavities is shown in Fig. 3. In terms of such an 
equivalent circuit, the pass band shown in Fig. 2(d) can 
be obtained by reversing the windings of every other 
inductance to give negative mutual inductance. To 
analyze what has to be done to slot coupling between 
cavities to get this effect, it is convenient to examine the 
effect of slot coupling on the two band edges (Í3L=0, 7r). 
One can determine the two frequencies at the band 
edges for a structure of this kind by putting shorts 
across the midplanes of two adjacent cavities, thus 

H. A. Bethe, "Theory of diffraction by small holes," Phys. Rev., 
vol. 66, pp. 163-182; October, 1944. 
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Fig. 2—Brillouin diagrams for E and H-field coupling. 

Fig. 3—Equivalent circuit of space harmonic structure. 

142 

getting a shorted length of the propagated circuit con-
sisting of two half sections. This will have two resonant 
frequencies: one for fiL 0 in which the fields are shown 
in Fig. 2(a), and the other for f3L,---ir with the field 
shown in Fig. 2(b). In the first case the magnetic fields 
on opposite sides of the wall are in the same direction; 
in the second case they are in opposite directions. These 
two modes, which give the frequencies at the edges of 
the pass band, will be called the 0 and ir phase modes 
respectively. For a structure, Fig. 2(d), in which the 
fundamental component has a forward phase velocity, 
the ir mode is at a higher frequency than the zero mode, 
and conversely for a structure with a fundamental hav-
ing a negative phase velocity. Analyzing this kind of 
cavity, we can see why the slot on the axis gives one type 
of circuit, while a slot near the periphery gives another 
kind. A slot on the axis results in the reduction of ca-
pacity for the ir mode, and therefore it will be at a 
higher frequency than that of the zero mode which is 
not perturbed by the hole. Similarly, a slot at the cir-
cumference causes no perturbation in the frequency of 
the zero mode, because the H fields on both sides of the 
slot are in the same direction, and removing the wall 
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makes no difference. Stated in terms of the currents, one 
can say that the current is flowing down on one side of 
the wall and up on the other, and when the slot is cut in 
the wall the currents on opposite sides are of such mag-
nitude and direction that continuity of current is main-
tained with no perturbation, as can be seen from the 
figure. On the other hand, for the ir mode, the II fields 
on opposite sides of the slots are oppositely directed, and 
the currents on both sides of the wall are each going 
toward or away from the slots simultaneously. When a 
slot is cut in the wall, the currents on both sides have to 
flow around the slot as shown in Fig. 4. One can say that 
this increases the effective inductance of the cavity, and 
therefore lowers its frequency. Another way of saying 
the same thing is that, with the current flowing in the 
direction shown, the magnetic field in the vicinity of the 
slots is reduced, and this reduction is the same as if the 
volume of the cavity were increased in a region of strong 
magnetic field. This acts to push the frequency down, 
making the ir mode lower than the zero mode, and giving 
the pass band characteristic shown in Fig. 2(c). 

Therefore, it can be seen that, if it is possible to so 
distort the magnetic fields in the two adjacent cavities 
so that in the zero mode the magnetic fields parallel to 
the slot are oppositely directed (or the corresponding 
currents across the slot on both sides of the wall flow 
in the same direction), this would result in the zero 
mode being depressed relative to the ir mode; but in the 
ir mode the fields would be parallel and the currents 
oppositely directed with no perturbation. In circular 
cavities, of course, this cannot be done. But if one dis-
torts the cavity by making its cross section something 
other than a circle, and then orients adjacent cavities 
properly, it is possible to find regions in which the pro-
jection of the magnetic field along some particular di-
rection will be oppositely directed to the projection of 
the magnetic field on the other side, even though the 
general sense of rotation of the field lines in the adjacent 
cavities is the same. Therefore, a slot cut along such a 
line will have fields oppositely directed on opposite sides, 
and the currents across the slots will also have the cor-
rect behavior, that is, have the component normal to the 
slot flow in the same direction on both sides. Such 
cavities and the results of detailed measurements are 
described below. Another and more obvious way of 
getting negative mutual coupling between cavities is to 
use coupling loops. Coupling loops such as shown in 
Fig. 5 will produce mutual inductance and a pass band 
very much like Fig. 2(c). If, however, the coupling 
loop is an S shape as shown in Fig. 21, then the result 
is negative mutual coupling, and the pass band is 
shown in Fig. 2(d). This was apparent quite early in 
the course of this program, and some tests were actually 
made using a coupling loop made of a copper strap. 
However, it did not seem a very practical method of 
providing coupling, as the problem of maintaining 
tolerances on such coupling loops seemed rather difficult 
and the use of slots looked quite promising. A method 

Fig. 4—Current paths for H field parallel to slot, but in opposite 
directions on each side of plane containing the slot. 

II I 

Fig. 5—Cavities coupled by loops which provide mutual 
inductance. 

has now been devised of producing such coupling loops 
which seems reproducible. Results on this structure are 
also briefly described. 

Rectangular Cavities 

A very simple structure which will give the desired 
type of coupling is illustrated in Fig. 6. The 0 mode is 
shown, and it is easy to see that there is a component of 
magnetic field in each cavity that is parallel to the slot, 
but that the direction of H1 is opposite to that of 112. 
Thus, the 0 mode will be lowered in frequency by the 
coupling through the slots, whereas the ir mode will de-
pend on the coupling through the center hole, and will 
not be changed by the slots. 
One can derive expressions for the fields in such a 

structure and determine the relative effects of slot 
width and length on the coupling between cavities.' 

Experimentally, rectangular cavities coupled to-
gether by both capacitive and negative mutual induc-
tive coupling have demonstrated conclusively that the 
principle of such coupling is sound and the behavior of 
the perturbation of the 0 and 7r modes is as expected. 
Bandwidths of the order of 10 per cent or higher can be 
expected for operation as a filter. As an amplifier, opera-
tion would be in the fundamental wave with a TM wave-
guide mode of propagation with only a percentage of the 
filter pass band being utilized. The experimental results 
and theoretical calculations show that long slots give 
greater coupling, but this means that the ratio of cavity 
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° 

Fig. 6—Rectangular structure coupled by negative mutual 
inductance. 

(a) (b) 

Fig. 7—Parallelogram structures with slots (a) short diagonals 
and (b) along long diagonals. 

width to cavity length becomes small for a given reso-
nant frequency. Therefore the electric field will tend to 
become nonuniform over the beam cross section, and 
the device will not be very efficient as an amplifier. 

Parallelogram Structures 

In the foregoing, we found that rectangular cavities 
must be quite narrow in order to have a small angle 
between the slots and the magnetic field lines if large 
coupling is to be obtained through the slots. In order 
to decrease the angle 4), and lengthen the slots without 
changing the effective width of the cavity, one can de-

form the rectangular cavity into a parallelogram. Thus, 
with slots cut in the window along the major diagonal 
of the cavities, two major improvements over the 
rectangular structure result: 1) a smaller angle 4), and 
2) a correspondingly longer slot. Both of these should 
give increased bandwidth. The component of magnetic 
field along the ends of the cavities, which serves only to 
reduce the frequency of the a- mode, is now more effec-
tive, however. If the slots are placed in the shorter di-
agonal of the structure, this component is less effective, 
but the slots are then shorter than before, and the de-
sired coupling is thereby reduced. Fig. 7 illustrates both 
possible configurations. 

Experimental tests made for a range of values of 4) 
from 0° to 45° gave a range of bandwidths for two dif-
ferent windows that were considerably wider than for 

(b) (a) 
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Fig. 8—Bandwidth and resonant frequency vs 0 for parallelogram 
cavities shown in Fig. 7. 
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Fig. 9—(a) Window dimensions used for curve A in Fig. 8, 
(b) Window dimensions used for curve B in Fig. 8. 

the simple rectangular structure. The results are pre-
sented graphically in Fig. 8. Curve A is measured with 
a window which has 1-inch by 1-inch slots as illustrated 
in Fig. 9. Curve B is measured with the other window 
which differs only in that the slots extend completely 
to the corners of the cavity for all values of the angle O. 

In summary, we conclude that the cavities made in 
the shape of parallelograms are capable of giving larger 
bandwidths when used with windows or irises which 
allow negative mutual inductance coupling than are 
rectangular cavities of the same resonant frequency. 
However, the increase in bandwidth obtained is not 
sufficient to make the devices extremely useful for 
traveling-wave tubes. Since the maximum bandwidth 
that can be obtained from the center hole alone is about 
4 or 5 per cent, the slots would give very good cold 
bandwidth if it were possible to add more of them to the 
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structure so that equal amounts of coupling could be 

obtained through each one. 

The Hourglass Structure 

The next step in the program of increasing the num-
ber of useful coupling slots in a negative mutual induct-
ance coupled structure was to make cylindrical cavities 
with walls pushed in on opposite ends of a diameter. 
This device is shown in Fig. 10. The shape of an indi-
vidual cavity leads to the name "hourglass," and this 
structure will be referred to by that name. 

Principle of Operation: From Fig. 10 one can see 
that the indented cavity walls cause the magnetic field 
to pass a slot with a fairly large component parallel to 
it when the cavity is resonating in what would be called 
the TMoio mode in a cylindrical cavity. Since cavity 2 
is rotated 90° with respect to cavity 1, the magnetic 
fields for the zero mode will have large components in 
opposite directions in adjacent cavities. Thus the cou-
pling is similar to that obtained in the rectangular and 
parallelogram structures, but there are now four useful 
slots instead of two. The component of field which cor-
responds to H. in the rectangular structure now makes 
a large angle with respect to the slot, and thus does not 
adversely affect the frequency of the ir mode to any 
extent. While no attempt has been made to arrive at a 
criterion for determining the resonant frequency of this 
cavity, it is apparent that a square cavity with sides 
deformed into the structure shown in Fig. 10 will have 
a higher resonant frequency than the original square 
cavity. In practice it has been found that the slots will 
not be resonant in the pass band. If the sides of the 

cavity are pushed in further to raise the resonant fre-
quency, the distance between them will become smaller, 
and the axial electric field will become nonuniform 
across the center hole. 

Experimental Results: The test structure was made 
from rings of 4.5-inch diameter. The resonant frequency 
of the cavities was 2780 mc in the TM olo mode of a 
cylindrical cavity. Bandwidth between the zero and 7r 
modes was 380 mc or about 14 per cent, with only 
60 mc (2.2 per cent) of this bandwidth due to capacitive 
coupling through the center hole. 
The hourglass structure shows considerable promise 

as a traveling-wave-tube circuit, since the bandwidth, 
while not extraordinary, is adequate for some applica-
tions and can very likely be improved by refinements in 
the design. Impedance, while not measured, should be 
very good since the size of the coupling hole is small with 
respect to the other cavity dimensions. 
Added bandwidth was obtained by increasing the 

number of slots, as can be seen by comparing the results 
to those of the rectangular and parallelogram struc-
tures. Doubling the number of slots has essentially in-
creased the bandwidth obtained from negative mutual 
inductance coupling alone from about 6 per cent to 
nearly 12 per cent. 

Fig. 10—"Hourglass" structure. 

Fig. 11—"Clover-leaf" structure. 

The Clover-Leaf Structure 

When one contemplates methods of altering the hour-
glass structure in order to increase the coupling by 
making the magnetic field component parallel to the 
slot larger in magnitude, one can think of pushing 
cavity walls more toward the center of the structure in 
appropriate places. However, this may not be practical 
in these existing structures because of the proximity of 
the center coupling hole to the walls. An alternative de-
signed to provide good coupling at the slots, as well as 
to provide more slots than the previous structures, is 
that illustrated in Fig. 11. The cavity consists of a 
cylindrical pipe with the walls indented at 90' intervals 
around the periphery. The indentations will henceforth 
be identified as "fingers." 

In the TM oi cylindrical waveguide mode, the mag-
netic field lines are circumferential, so that the fingers 
cause a large radial component of this field to appear 
adjacent to each one. The inclusion of a slot adjacent 
to a finger will then allow a large amount of magnetic 
coupling to occur through each slot. Cavity 2 is ro-
tated 45° with respect to cavity I, so that the H fields 
in the zero mode will have opposite directions on either 
side of the slot. The situation is illustrated in Fig. 11. 
The coupling is again negative mutual inductance. The 
appearance of the magnetic field lines when viewed 
from the end of the cavity is similar to that of a four-
leaf clover, hence the name, "clover-leaf structure." 

Physical Construction: Several text cavities were con-
structed with fingers of various sizes to determine their 
effect on resonant frequencies and bandwidths be-

tween the zero and 7r modes for identical windows. In 
several cavities the diameter was arbitrarily set at 44 
inches. The resonant frequency of a cylindrical cavity of 
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Fig. 12—Resonant frequency of TMoio cavity mode for 4.5-inch 
diameter cavity loaded with fingers of dimensions shown. (a) 
fo = 3070 mc; (b) fo=2630 mc; (c) fo=3320 mc; (d) fo = 3010 mc; 
(e) Jo = 3345 mc; (f) fo not measured. 

this diameter resonating in the TM 010 mode is 2010 mc; 
the finger dimensions must be set so that this frequency 
is raised to somewhat above 3000 mc if the band-pass is 
to be centered there. Fig. 12 shows fingers of various 
sizes and the resonant frequencies of the cavities formed 
from the ring with four identical fingers mounted at 90° 
intervals around the interior of the ring. 
The slots should be as long as possible to obtain maxi-

mum coupling. However, they must not be so long that 
they become resonant in the pass band or extremely odd 
results occur. Assuming there is a maximum length of 
slot that can be used without obtaining resonance, the 
position of the slot is dictated by the amount of band-
width one can obtain with the slot in various positions. 
It turns out that to get the optimum bandwidth the slot 
should be as near the center hole as possible. The width 
of the slot was fixed at I inch, as further increases in 
width do not add a great deal to the bandwidth (Fig. 
13). Also, this width should be sufficient to prevent any 
breakdown across the slot due to the component of 
electric field that appears there whenever the power is 
flowing through it. 
Pass Band Measurements: Several tests were made 

to determine the width of the pass band between the 
zero and ow modes of several structures made with vari-
ous size fingers and various types of windows. The re-
sults of the tests taken largely on two half sections are 
given in Fig. 14, which shows the percentage band-
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Fig. 13—Variation in lowest cutoff frequency vs slot width 
of a clover-leaf structure. 
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Fig. 14—Percentage bandwidth obtained with various types 
of fingers for three different windows. 

width for the various types of fingers, and for several 
different windows. The windows used are shown in 
Fig. 15. The percentage bandwidth is defined as: 
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Fig. 15—Different types of windows used for tests of clover-leaf 
structures. 

gfir — fo)  
X 100 

fo  

where 

(14) 

fo = frequency of the zero mode 

f, = frequency of the ir mode. 

The combination of window and finger which was 
used in impedance tests was not that which gave the 
best bandwidth; it was a fair compromise between band-
width and other factors. The finger used with window C 
of Fig. 15 was that shown in Fig. 12(f). Tests showed 
that this combination would avoid the presence of the 
next higher (TM 110) mode in the desired pass band. The 
effect of this mode extending into the pass band is dis-
cussed in a later section. 
The shape of the pass band of the clover-leaf struc-

ture was determined by resonant cavity techniques for 
structures with two different types of fingers and 
windows using the results shown in Fig. 16, where fre-
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Fig. 16—Frequency vs phase shift per section for two different 
clover-leaf structures. 

quency is plotted as a function of al,. It is important to 
note the shape of the pass band which is approximately 
the same for both structures. It is quite likely that all 
the structures of this type will have similarly shaped 
pass bands, and very little additional experimental in-
formation (other than the two cutoff frequencies) will 
be needed to predict the performance of the device as an 
rf circuit for a traveling-wave tube. 

In order to determine the slope near the 7r mode a 
structure was made of about 16 sections, and the pass 
band was measured at intervals of phase shift of 7r/16 
radians per section. Two such structures were con-
structed. The first one had an anomaly in the pass 
band which did not appear when making tests on only 
three or four sections. Fig. 17 shows the appearance of 
this anomaly. It was found that the slots in this struc-
ture were of such length that they could be resonant in a 
TEM type of transmission line mode near the upper 
end of the pass band. For such resonant slots the 
equivalent circuit for the structure becomes that shown 
in Fig. 18, and a conventional circuit analysis will indi-
cate that with the resonant frequencies of the two types 
of circuits close together, the variation of the pass bands 
and their characteristics will be quite different than for 
the case of the slot resonance far from the cavity reso-
nance. Also, with the closely spaced resonances, the 
field distribution may be such that some stop bands 
may not be easily detectable. A second structure had 
the slots shortened in order to move the resonance of 
the slot to a frequency out of the pass band of interest. 
This was done with the sacrifice of some bandwidth. 
Unless an anomaly actually occurs in the pass band of 
the structure, the same general shape pass band is ob-
tained under almost all conditions; the difference in slot 
lengths, and the difference in the shapes of the fingers, 
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Fig. 18 Equivalent circuit of negative mutual structure with 
resonant slots. 

is not too important in the (general) shape of the propa-
gation characteristic. 

Impedance Measurements: The circuit impedance for 
each structure is determined by methods described 
in various places in the literature. 7—" In general, for 
each circuit, two separate resonators were constructed: 
one of two sections such as that shown in Fig. 19, and 
one of three sections. Thus, we could measure E2/ W at 
the 0,7r/2, and 7r modes in the two-section length, and at 
the 0, r/3, 27r/3, and r modes in the three-section length. 
These two lengths could be clamped together to form 
one length of five sections for the purpose of measuring 

W at six resonant frequencies to get a better idea of 
the variation over the width of the pass band. Fig. 20 
shows the values of yo and y„ over the pass band as 
calculated from the curves of Fig. 16. 

The Interlaced Structure 

Another structure has been devised which also has 
negative mutual inductance coupling as shown in Fig. 

7 T. Moreno, "A New Type Directional Coupler for Waveguides," 
Sperry Gyroscope Co. Rep.; July 17,1946. 

a W. W. Hansen and R. F. Post, "On the measurement of cavity 
impedance," J. Appt. Phys., vol. 10, pp. 1059-1061; November, 1948. 
9 E. J. Nalos, " Measurement of circuit impedance of periodically 

loaded structures by frequency perturbations," PROC. IRE, vol. 42, 
pp. 1502-1511; October, 1954. 
" C. H. Papas, "On Perturbation Theory of Electromagnetic Cav-

ity Resonators," TR-No. 3 (Nonr-22014), Calif. Inst. Tech.; March, 
1954. 
" L. C. Maier, "Field Strength Measurements in Resonant Cavi-

ties," TR-No. 143, Mass. Inst. Tech. Res. Lab. of Elec.; November 2, 
1949. 
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Fig. 19—Photograph of brazed two-section clover-leaf cavity. 
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Fig. 20—Velocities in a clover-leaf slow-wave circuit. 

21. It consists of using reversed coupling loops to couple 
adjacent cavities. This is a method of producing the 
equivalent circuit of Fig. 18. It is to be expected that 
such reversed loops will give pass band characteristics 
like the slots in the clover leaf." 
An extension of the principal outline above is the ad-

dition of many loops around the entire strutture. The 
metallic wall between the loops can be omitted without 
any deleterious effects in performance. The resulting 
section is shown in Fig. 22. 
A pass band on several sections of the circuit was 

measured by resonant methods, and is plotted in Fig. 23. 
The cutoff frequency of the unloaded pipe is indicated 
on this figure for reference purposes. The pass band is 
not affected by rotation of the respective cavities, i.e., 
the loops can be mirror images from one cavity to the 
next, or a direct translation, with no apparent differ-
ences in performance. 

77 This turns out to be true in practice but the end of the pass 
band which is strongly perturbed (i.e., 0 mode pushed down or ar 

mode up) will depend on the location of the loop resonant frequency 
relative to the cavity resonance and the results must be interpreted 
cautiously. We are indebted to P. Dunn and L. Mullett of A.E.R.E., 
Harwell, who devised a similar circuit for a proton accelerator for 
pointing out some of the idiosyncracies of such coupling loops. 
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Fig. 21—Simplified diagram showing negative mutual coupling. 

Fig. 22—Schematic of "interlaced" negative mutual structure. 
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Fig. 23—Pass band of a typical interlaced structure. 

The impedance of this circuit is roughly the same as 
that of the clover leaf when measured by a metallic 
plunger. This fact is extremely encouraging in view of 
the additional bandwidth which the "interlaced" type 
of circuit has shown compared to the others tested. 

Further tests are planned in order to determine the 
effect of varying the number of loops in the cavity, their 

shape, and the area that each loop intercepts, on the 
bandwidth and electronic impedance. The circuit ap-
pears promising enough to warrant further investigation 
as a circuit for high-power traveling-wave tubes. 

PREDICTED PERFORMANCE OF THE 
CLOVER-LEAF STRUCTURE 

Of the several structures discussed thus far, it was 
decided to investigate the clover-leaf more completely 
as a possible twt circuit. Detailed measurements were 
made on several slightly different clover-leaf circuits, 
and the results were combined to give a gain vs fre-
quency characteristic. In the following part, the meth-
ods of calculation and the approximations ruade in each 
are outlined in some detail. 
The circuit impedance E02/i32 WI), was determined ex-

perimentally for the clover-leaf structures by perturba-
tion techniques, and the values of y9 found from Fig. 20. 
All structures tested were designed for operation at a 
voltage near 100 kv. The voltage determines the section 

spacing (the spacing between disks). All of these struc-
tures are quite dispersive, that is, there is a wide differ-
ence in the phase and group velocity over the entire 
pass band. This means that synchronization will ordi-
narily occur over a small frequency band.° The value 
of e is known from the geometry of the structure and the 
measured pass band characteristic; the only remaining 
factor to be found is E02/ W. The results are plotted in 
Fig. 24 as a function of L. 

Calculation of Gain 

Once the value of .E0 2/i3 2 Wv5= E02/1„32P has been de-

termined, it is a simple matter to calculate the gain 
parameter C from the relation 

E02 lo 
C3 =   

2/32P 4170 
(15) 

using the known perveance. The impedance E02/2fl2P is 
plotted as a function of fiL„ the phase shift per section, 
in Fig. 25, and C is plotted against the same abscissa 
with beam voltage as a parameter in Fig. 26. As ex-
pected, the impedance varies widely over the pass band. 
In an elementary analysis one finds that it becomes in-
finite at each cutoff frequency since, in a lossless struc-
ture, the group velocity is infinite there. However, since 
the cavity Q is finite (i.e., some loss is present), the 

attenuation increases as the group velocity decreases ac-
cording to the relation 

a =   

2Q0V g 
(16) 

13 However, with the dimensions suitable for these high voltages, 
the impedance of these structures and also the gain parameter C is 
quite high. QC, the space charge parameter, will be correspondingly 
small and this combination of very high C and small QC will result 
in uniform gain over a much wider deviation from synchronizing 
than with more conventional values of these parameters. 
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Fig. 26—Gain parameter of a clover-leaf structure. 

* 

where a is the attenuation constant, and Qo is the un-
loaded Q of the structure. Thus, the gain will likely be 
finite at these points. 

Having determined the value of C over the frequency 
band, one can then use standard methods to complete 
the gain calculation.5 A length for the rf circuit of 50 cm 
was chosen so that a gain of approximately 20-30 db 
would result when 15-db total loss was uniformly dis-
tributed over the length. We have not concerned our-
selves with the problem of efficiency at this point, or the 
loss would be distributed in some other fashion. The 
value of BCN has been calculated for a typical clover-
leaf structure, and is plotted vs frequency with beam 
voltage as a parameter in Fig. 27. Since the gain in db is 
expressed as 

G = A + BCN (17) 

we have only to compute A which can be done by means 
of published curves.". 55 Typically, A may vary from 

— 6 to — 12 db. 
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Fig. 27—Gain of a clover-leaf twt. 
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The gain characteristic appears to be fairly flat over 
a 10 per cent frequency band. The high gain of the low-
frequency end of the device is a result of increasing C 
and decreasing QC with an assumed constant value of 
attenuation. In actual practice the increased attenua-
tion near the band edge may make these calculated 
values unrealistic. 

Higher-Order Modes: Any waveguide has an infinite 
number of propagating modes with various field con-
figurations which satisfy Maxwell's equations. A loaded 
waveguide can be expected to have similar modes, each 
divided into a series of pass and stop bands because of 
the periodic loading. The clover-leaf structure will have 
all the TM modes (which are the ones of interest) per-

14 G. R. Brewer and C. K. Birdsall, " Normalized Propagation 
Constants for a Traveling-Wave Tube for Finite Values of C," 
Hughes Aircraft Co. (Res. and Dey. Labs.), TM-No. 331; October, 
1953. 

16 C. K. Birdsall and G. R. Brewer, "Traveling-Wave Tube 
Propagation Constants for Finite Values of C," Hughes Aircraft Co. 
(Res. Labs.) TM-No. 396; June 23, 1955. 
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turbed to a higher frequency than the unloaded circular 
guide, but each mode will be perturbed differently by 
the fingers, and thus the percentage frequency change 
will be different. 
The question which immediately comes to mind is 

that concerning the possibility of interference between 
two modes when the cavities are connected by irises to 
make an rf circuit for a twt. One might expect that the 
lowest pass bands of the T114 010 and TMlio resonant 
cavity modes might interfere for long coupling slots and 
relatively large fingers in the cavities; experimental tests 
confirm this expectation. 

It was found that the lowest resonant frequency of 
the TMilo mode-was relatively unaffected by changes in 
the slot width, but was greatly affected by the change in 
size of the center hole. Small increases in the size of the 
center hole decrease the slot length, and thus decrease 
the bandwidth, since relatively little electric coupling 
occurs through the center hole. 

Tests made with several different fingers and windows 

indicate that the maximum bandwidth obtainable in the 
TM 01 waveguide mode pass band without overlap with 
the TMii mode is about 700 mc at 3000-mc center fre-
quency. However, for the TM II mode there is relatively 
little axial electric field in the beam aperture, and what 
little exists there is in opposite directions on either side 
of the beam, so there is no net coupling to a truly axial 
beam. 

Tests to date do not indicate that there are any great 
difficulties with the presence of the TMII mode in the 
pass band, but we merely mention it here as a fact that 
should not be overlooked in the design of these struc-
tures. 

Efficiency: Since the efficiency is intimately related to 
various parameters which are themselves interrelated, 
it is quite difficult to compute accurately. Leaving out 
the attenuation problem, all experimental and theo-
retical considerations of efficiency made to date indicate 
that a high C, low QC tube such as calculated here might 
have a very high efficiency. 

CORRECTION 
Johannes Labus, author of the paper "Space-Charge 

Waves Along Magnetically-Focused Electron Beams," 
which appeared on pages 854-861 of the June, 1957 
issue of PROCEEDINGS, has brought the following errors 
to the attention of the editors. 

In (31), page 860, i, and i should be replaced by 
and Aio. 

In the sentence preceding (37), page 861, H. should 
be replaced by AH,. 
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On Multimode Oscillators with Constant Time Delay* 
VIKTOR METt 

Summary—Special emphasis is paid to narrow-band systems 

with a small number of modes, and to high switching speed. 
Sufficient stability conditions presented have been derived by 

use of a first-order Taylor approximation, which substantially re-
duces algebraic complexity. The system may deviate considerably 

from quasi- linearity. 
Graphical interpretation of stability and transients permits ap-

plication to curve data and is believed to give an easily visualized 

explanation for experimental observations. Mode switching speeds 
of 7 mmsec could be achieved with an S-band bistable oscillator. 

INTRODUCTION 

p
ROPERT1ES of oscillators with several degrees of 
freedom have been extensively described in litera-

  ture.'" Van der Pol discusses the case of two de-
grees of freedom," and more recently various experi-
mental and theoretical investigations have been re-

ported.'-'1 
The expression "frequency memory" has been con-

nected with multimode oscillators, indicating one of 
their fundamental characteristics: A suitable instruction 
signal, i.e., the mode frequency to be memorized, 
switches such an oscillator from one mode to another. 

More than two stable states are directly available with-
out complicating the basic circuit. This is an advantage 
over analogous memory devices operating in the ampli-

* Original manuscript received by the IRE, December 10, 1956; 
revised manuscript received, May 13, 1957. 

t General Electric Microwave Lab., Palo Alto, Calif. 
7 B. van der Pol, "An oscillation hysteresis in a triode generator 

with two degrees of freedom," l'hil. Meg. (London), vol. 43, p. 700; 
1922. 

2 B. van der Pol, "The nonlinear theory of electric oscillation," 
PROC. IRE, vol. 22, p. 1051; September, 1934. 

3 T. B. Warren, Confidential Technical Rep. No. 25 (NR 377 362); 
August 20, 1953. Reference to this work is made in the following re-
ports of the Elect. Res. Lab., Stanford University: 

R. W. De Grasse, "Stability of Multi-Mode Oscillatory Systems," 
Tech. Rep. No. 18; August 9, 1954. 

K. Amo, "Signal- to-Noise Discrimination in Amplitude Limiters," 
Tech. Rep. No. 17; August 2, 1954. 

M. I. Disman, " Registers and Counters Based on Frequency 
Memory," Tech. Rep. No. 19; August 16, 1954. 

H. C. Lee, " Linear Analysis of Multi-Mode Oscillatory Systems," 
Tech. Rep. No. 20; July 26, 1954. 

W. A. Edson, " Multiple resonance effects in oscillators," Proc. 
of the Natl. Elect. Conf., vol. 9, pp. 171-177; 1954. 

6 \V. A. Edson, "Frequency memory in multi-mode oscillators," 
IRE TRANS., vol. CT-2, pp. 58-67; March, 1955. 

6 W. J. Cunningham, "Nonlinear Oscillators with Constant Time-
Delay," Rep., Dunham Lab., Yale University; August, 1955. 

F. E. Pickel and P. H. Rogers, "A Study of Recirculation as a 
Frequency Memory Device," Tech. Rep. No. 46, Eng. Res. Inst., 
University of Michigan; March, 1955. 

8 \V. A. Edson, "Frequency Memory Using a 15 Mc/s Fus2c1 
Quartz Delay-Line," Tech. Rep. No. 25, Stanford University; Feb-
ruary 21, 1955. 

9 W. J. Cunningham, "Graphical solution of certain nonlinear 
differential-difference equations," J. Franklin Inst., vol. 261, pp. 621-
629; June, 1956. 

'° H. C. Lee, "A Flip-Flop Circuit Based on Frequency Mem-
ory," Tech. Rep. No. 81, Stanford University; January 30, 1955. 
" L. D. Smithey, "The Traveling-Wave Amplifier as a Multimode 

Oscillator," Thesis, U. S. Naval Postgraduate School, Monterey, 
Calif.; 1956. 

tude domain. Still, circuits incorporating wide band-
width and minimum delay are prerequisite for high-
speed operation, but the bandwidth has to cover a cer-
tain range of rf frequencies, and we have a natural ap-
plication of broad-band microwave devices. 
As a first step towards a multimode memory, techni-

cal realizability of bistable oscillators at microwave fre-
quencies has been investigated and is reported here. 
The conclusions made in previous analyses had to be 
modified and extended, according to selectivity in the 
recirculation loop and deviation from quasi-linearity. 
To demonstrate the basic mode-switching phenomena 

with least complexity, a graphical approach will be rep-
resented to render useful qualitative as well as explicit 

results. 
Most of the theoretical analysis lacks mathematical 

rigor due to the complicated nature of the problem. 
Transient effects will be neglected for the stability 
criteria, and since we shall allow for fist growth and 
considerable nonlinearity, the results cannot be ex-
pected to be as accurate as for quasi-linear systems. It 
will turn out that our results are closely related to 
Cunningham's work,9 and that our system exhibits 
distinct limit-cycles of different frequencies, the choice 

of which will depend on initial conditions. 

FORMULATION OF THE PROBLEM 

A basic multimode oscillator consists of a broad-
band amplifier and a suitable feedback network, as 
shown in Fig. 1. Proper termination of adjacent com-

ponents in the loop is assumed. 

e• ( t ) 

AMPLIFIER 

f ( ei ) 

FEEDBACK 

NETWORK 

e (P ),T 

e2 (t ) 

Fig. 1 Basic recirculation system. 

For convenience, the amplifier is specified to have 

neither frequency dependence nor delay. In its linear 
region it provides gain I.t in the loop, and saturation 
occurs for large levels due to nonlinear effects. Trans-
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mission through the amplifier shall be completely de-
scribed by the function e2 =f (et). 
The natural modes of the system are determined by 

the properties of the feedback network. Following 
previous notations, a transfer function fl(p) and a con-
stant delay r are defined, which corresponds to separa-
tion into a lumped-constant network and an ideal delay-
line. 
The junction P provides a means to impress an ex-

ternal driving signal Mt), which we shall refer to as in-
struction signal. 

LINEARIZED ANALYSIS OF THE 
M ULTIMODE OSCILLATOR 

For sufficiently small signals ei(t) we may neglect 
higher order terms in the series expansion of e2, and we 
have 

el(1) = nei(1). (1) 

From definition of the junction P we obtain the feed-
back equation 

e,(1) = e3(1) e(1), (2) 

and with 

e3(1) = I1e2(t — (3) 

where D defines a differential operator equivalent to 
fl(p) in time domain, we can write 

ei(t) = D[,.cei(1 — r)] e(t). (4) 

This represents a linear differential-difference equa-
tion, which is readily converted into an algebraic equa-
tion by applying the Laplace transform: 

E1(p) = iti3(P)e-"TE1(P) E(P), (5) 

where Et(P)=.e[et(/)] and E(p) = oe[ei(t)]• 
To find the natural modes pn of the system we ask for 

values E100 if E, =0, and from (5) we obtain 

Pn = Un jCen 

1 
— I log I g/3(PH) j[arg 2nr]). (6) 

The steady states of the nonlinear system correspond 
to particular pairs of conjugate complex roots of (6), 
after nonlinear effects have shifted a pair onto the jco-
axis. The corresponding frequencies co„ shall be referred 
to as mode frequencies. In this situation all other roots 
lie further in the left half of the complex frequency 
plane due to small signal discrimination properties." 
With cr„ = 0, and as eI(p„) = 13(jco,,), (6) is readily solved 
in this case: 

I2 It is tacitly assumed here that small signal discrimination pro-
vides stability. All nonlinear effects are assumed to be of a purely 
resistive nature and merely reduce the loop gain for all signals, simul-
taneously creating new frequencies. For specified driving conditions 
we may define an equivalent linear resistive network for the non-
linear amplifier, and include generators for the new frequencies. 

1 r 2nr 
= — [2n7r arg gi3(co„)] - for n 1, g > 0, ( 7) 

since arg /3(p,,)<<2nr. Experimental observations show 
that the co„ thus defined are useful approximations for 
the steady states of the recirculation system. 
The mode spacing Sco„, which is of sotne practical 

interest, is readily obtained as 

1 
Sco„ = (con+i — to„) = — (arg On+ , — arg 13„ ± 2r). (8) 

For narrow-band systems the contribution of the 
transfer-phase terms in (8) cannot be neglected and 
causes decreased mode spacing. On the other hand, for 
systems with a large number of modes and flat gain, 

(arg an+,—arg an) <<2r and 
2r 

5co„ A — • .(9) 

To estimate cr,, one has to consider that e(p) may have 
poles and zeros in the region close to the jco axis, and 
hence may vary appreciably over a small neighborhood 
near a specific value p. For flat j3(co) these singularities 
may be sufficiently remote and an approximation 
(3(p)=13(jco) is then permissible. Then with (6) cr. 
= 1/r log I ma( jco.)I , which means that the exponential 
growth factor is proportional to 1/r and logig13„1. 

If an instruction signal e(t) is switched on at t = 0, a 
step perturbation corresponding to the recirculation 
time r occurs. A series representation may be obtained 
with the aid of the Laplace transform, but the phe-
nomenon is readily visualized directly if a "flat" system 
with infinite bandwidth is assumed. 
Then for 

ei(t) = < 1 < 
cos cot t > 0, 

and with the total phase shift associated with co a multi-
ple of 7r, one immediately obtains the series 

ei(t) = .4i cos cot E (A)", Nr < t < (N 1)r, ( 10) 
n=0 

for the (N+1)st interval. 
The quantity gk is a real constant in the special case 

and equals 4. The sign of µle denotes favorable or un-
favorable phase condition. The amplitudes converge for 
I µid < I, or net loss in the loop. For igk; > 1, or net 
gain in the loop, the amplitudes diverge.'3 

In previous papers it has been found convenient to 
think in terms of mode spacing rather than recirculation 
time, as far as switching speed of physical systems was 

13 It is interesting to note that the amplitudes associated with a 
frequency, for which the phase condition is unfavorable, increase in 
the fashion of a divergent, alternating series. This illustrates the fact, 
that the nonlinear characteristic determines the stable state in the 
physical case, and that the linear solution might describe a dis-
turbance only. 
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concerned. Obviously the direct relationship is between 
switching speed and effective recirculation time. In 
narrow-band systems, this effective recirculation time 
will be larger than r, by an amount given by the group 
delay and transient time of the lumped-constant part of 
the feedback network. This has to be considered if 
mode spacing is related to switching speed, using (9). 
Assuming minimum transient time of the corresponding 
networks, larger mode spacing will imply smaller effec-
tive delay, and higher switching speed. If the spacing 
between two modes of a system shall serve to denote 
switching speed, another obvious consideration is that 
there are to be no suppressed modes between the two, as 
may be caused by insufficient loop gain for certain fre-
quencies. 

For maximum switching speed the effective loop 
delay should be minimized. After eliminating all possible 
constant delay, the transfer phase may be properly 
shaped in narrow-band devices, to minimize the group-
delay in the frequency range of interest. 

Consider a two-mode system obtained from an ideal, 
flat one by insertion of a baud-pass filter of proper band-
width into the recirculation loop. Loop gain and phase 
characteristic are plotted in Fig. 2 for both cases. 
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Fig. 2—Gain and associated phase characteristics. 

The filter causes increased slope of the phase charac-
teristic in the region of interest and ow' < Ow. A simple 
approximation shows 33 per cent mode compression for 
a filter bandwidth equal to the "flat" system mode 
spacing. The compression may be reduced using a 
scheme given by Bode," which is indicated by the char-
acteristics e", 4)". Proper shaping of the gain outside of 
the region of interest results in phase correction as indi-
cated. For more than two modes, stability restrictions 
imposed on the gain characteristic will make application 
of this scheme more difficult, but proper phase equaliza-
tion to obtain uniform mode spacing would be highly 
desirable. 

NONLINEAR ANALYSIS OF THE 
M ULTIMODE OSCILLATOR 

Approximation of the Nonlinearity 

We specify the nonlinear characteristic by a power 
series in el as 

e2(1) = f[ei(t)] = E a,[el(/)]". 

The loop shall be chosen to permit 2M+1 mode fre-
quencies in a frequency band [co_ 3f,4441]. All frequencies 
outside of this region are dissipated in the feedback net-
work. For 40 31 >co_31 and co_m = ¡co m -1-€ a mode distribu-
tion can be prescribed, such that even terms of the 
power series render no contribution in this frequency 

range and may be neglected." This only has to be con-
sidered for terms of powers larger than three, since the 
second power term is automatically excluded from con-
tribution in the interval [444_ 3f, 44)34. Thus, in most cases 
van der Pol's approximation" 

e2(1) = a le 1(1) ± a ae 13(1) (12) 

will describe the phenomena to be investigated with 
sufficient accuracy, since usually the coefficients of 
powers larger than three will be quite small. According 
to our notation for the small signal gain we specify 
ai = 1.4> 0, and a3 < 0, to obtain a saturation type char-
acteristic. 

Transmission of a set of sinusoids is described by sub-
stituting 

m»- M 

Mt) = E A. cos Om, (13) 
m M 

into ( 11) or ( 12), where Om 
Since we are primarily interested in systems which 

have a set of sustained sinusoids as steady states, trans-
mission of small signals in presence of one large signal is 
of particular importance. To answer questions about 
stability we expand ( 11) into a Taylor series of the 
variables Am, and will at the most include second-order 
terms of small quantities. Assuming one amplitude, Ao, 
to be large and constant we obtain 

e2(1) e2(1) 
± "'l e (A._ 8e2(t) 

aA m 

1 M  
„. — mr a2e2(1) 

2 „,--m (3A. 2„, 
± • • • ( 14) 

Amm 

For most stability considerations we may disregard 
the last term of ( 14). The derivatives are readily ob-
tained from ( 11), and for the case of one large signal, 

< 
,o 

-ti 0 

m 

m = O. 
(15) 

" Frequencies co_„,-FaE and w„,—bo, a and b being natural num-
" 1-1. W. Bode, " Network Analysis and Feedback Design," bers, arise from the even terms and are excluded from the set of 

D. Van Nostrand Co., New York, N. Y.; 1945. mode frequencies. 
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If second-order terms are to be considered and ( 15) is 
used to evaluate ( 14), we have to remember that all 
crossterms involving products of two different small 
amplitudes are lost. 

Two-Signal Transmission 

We restrict our investigations to transmission of one 
large and one small signal for the moment, and specify 
amplitudes A L, A,, and angles Os,, 09. 

For van der Pol's approximation ( 12), we obtain 
from ( 13), ( 14), and ( 15) 

e2(1) -÷- >7_, a (2,44 )[( r1 L cos 0 L)(2,1-1) 
v-O 

+(2v + 1)_4 2"LA, cos2' OL cos 0.j. ( 16) 

Evaluating and discarding third-harmonic terms in 
accordance with our assumptions of selectivity we have 

3 
e2(1) = (be + —4 a3A 2L) A L cos OL 

3 
• (u+ —2 a3A 2L) A, cos 0„ 

3 
± —4 a3A2LA, cos (201, — 0.)• ( 17) 

Having considered first-order contributions of small sig-
nals, we recognize terms at coL and cos, as well as at a new 
frequency (2coL—co„) =co. If certain pairs of mode, fre-
quencies are symmetrically located about coL, the fre-
quency of the large signal, we realize that such pairs 
may mutually enforce each other if special phase 
conditions are met. The proof of this statement follows 
immediately from writing an analogous equation to ( 17) 
for WI. and co_., which will contain a term of frequency 
co,. This is Warren's' three-signal effect, which we will 
discuss separately. Let us assume here that no three 
mode frequencies of the system constitute such sym-
metrical pair located about the center frequency, and 
that a certain minimum deviation from symmetry is 
guaranteed. Thus we introduce a sufficient margin to 
eliminate entrailment effects, which still could permit 
mutual enforcement for small deviations from sym-
metry. 

For the specific values of AL and A, we consider ( 17) 
to be the definition of an equivalent linear network for 
the nonlinear fourpole. This enables us to investigate 
tunsmission at each frequency separately. Defining 
e2je as the factor of cos 0, in ( 17), we can write 

and 

e2 

e2 

3 
= (ei — a3.4 2L) A L 

4 

3 
=  8. (el — a3A2L) A „ 

2 

(18) 

Since ch<0 and µ > 0, we realize that transmission is 
more favorable for the large signal A L than for the small 
signal A,. This phenomenon has been termed small 
signal discrimination of the nonlinear fourpole. 

Introducing the steady-state transfer coefficient of the 
feedback network k,=1/3(co,) I we evaluate (3) as 

e3 104 = k,e2 o„ 

and substituting into ( 18) and ( 19) we obtain 

3 
e3 = kL + —4 a3A 2L) A L, 

and 

(20) 

(21) 

3 
e3 = k, -- a3A2L)As. (22) 

2 

For the large signal AL the feedback equation has to 
hold, and evaluating (2) with e1(t) =0, and making use 
of the fact that car, as a mode frequency satisfies (7), 
one has 

3 
AL= kLA L(1.4 + — a3A 2L)• 4 (23) 

For µk L> 1 (23) has nontrivial real solutions and 

A21, = — — — 1.4), 
4 ( 1 

3a3 kL 

which is the familiar result of van der Pol's analysis. 1.2 
Stability with respect to growth of the small signal is 

readily checked with (22) after substituting (24): 

2 
e3 = k,(—kL — a) A,, (25) 

and we find that for 

2k. 
— — 
kt, 

(24) 

< 1 (26) 

the loop gain for the small signal is less than one. This 
implies that disturbances of frequency co, cannot grow 
in presence of sustained oscillation at coL. Specifying 
kl, = 1, which is no loss in generality since we still may 
prescribe µ, (26) may be written 

—1 < k.(2 — < 1. (27) 

For specified µ and kL (27) states that ks must not 
exceed a certain maximum value, defined by this equa-
tion. 
To check stability with respect to growth of the large 

signal we specify 01,-0, in ( 16), and after substituting 

(24) we obtain 

e3 lo„ = AL ± (3 — 2µ1eL)A3, 1 (28) 

where A, now is a small disturbance at frequency coL, 
and co„=coL. The stability condition is represented by 

(19) 
I 3 — 2µ4 I < 1. (29) 
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Both (29) and (26) constitute sufficient conditions for 
stability of sustained oscillation at coL, with AL as de-
fined in (24). The necessity of the lower bound (- 1) in 
(27), and an analogous equation derived from (29), can-
not be claimed. Depending on the particular situation 
it may be replaced by (— Q), Q> 1. This is intuitively 
clear since the disturbance would have to change sign 
in successive intervals of length r, and cannot exist in 
systems of restricted bandwidth. 

Since coL and co, may represent any two of the given 
set of mode frequencies, our result is quite general. For 

all combinations possible we will find that the k, will 
have to satisfy a condition Izmir, <k, < k„,,,„ to assure sta-
bility for each individual pair. Since we may always dis-
regard the contributions from the third term of (27), 

according to our assumption of no symmetry between 
any three mode frequencies, we may superimpose the 
two-signal test. Thus we can demonstrate stability of the 
large signal A L with respect to a linear combination of 
all mode frequencies, the most general case possible. 
One could also show that upon substitution of ( 13) 

into ( 12), and writing an analogous equation to (23) for 
each component, one obtains a system of simultaneous 
equations describing the possibilities of simultaneous 
oscillation at several mode frequencies. The validity 
of (26) would assure that all amplitudes A, except one 
have to be zero for real solutions to exist. We merely list 
this statement without proof, which would follow a 
straightforward procedure. 

Three-Signal Interaction 

We shall now proceed to the investigation of the phe-
nomenon which we recognized upon closer inspection of 
the frequency balance, specified by ( 17). Specifically, 
we shall state the stability conditions for a symmetrical 
pair of small signals A, cos 0, and A_,cos0_, in presence 
of the large, sustained signal AL cos OL, under the as-
sumption I coL —co. I 

Again we obtain from ( 12), ( 13), ( 14), and ( 15) 

and 

e2 

e2 

e2 

3 
— a3A,A 2L 
2 

3 cos (20L, — Oa) 
— a3A.A 2L  
4 cos 0, 

3 
= ,.LA — a3A 3L 

01, 4 

3 
= µA„ — a3A,A 2L 

e, 2 

3 cos (2OL — 0—) 
— a3A_,A 2L 
4 cos Os 

(30) 

(31) 

(32) 

The stable amplitude for the large signal is specified 
by (24), and stability with respect to the large signal re-
quires (29) to hold. To check stability of the large signal 

with respect to the symmetrical pair of small signals we 
follow Warren's approach :3 

If A and A, are equal and positive we can make (30) 
and (32) identical. Furthermore, if 

0- = (i2L -I- (2N -F 1)r (33) 

we have cos (20L-0,) = — cos 0_, and cos (20L — O,) 
= —cos 0„, and both expressions assume a maximum 
value, since a3<0. 

ks k, 
e3 = -- Aa = --- 

0_8, kL kL 

which means that the symmetrical disturbance may 
grow for 

(34) 

k, > kL. (35) 

It is interesting to note that the growth of the sym-
metrical disturbance depends on ka/kL only, and is inde-
pendent of the small signal gain 12. 

For k,<1 L the three-signal effect cannot appear, and 
the center mode is stable. 

Warren states that the frequency characteristic of the 
loop has to be concave downward for stability with re-

spect to the three signal effect. This curvature has to be 
prescribed in accordance with (26), and cannot exceed 
a certain maximum degree, if stability of some modes 
is not to be lost. For our stability tests we evaluated the 
steady-state loop gain for the small signal, and con-
cluded stability if it turned out to be less than one. The 
degree of nonlinearity will be of no influence due to 
the resistive nature assumed, but transients would 
have to be considered for rates of growth of the order of 
r. We may argue though, that transients will merely 
slow clown the process of growth of a disturbance, and 
that our results are still valid, as crude an approxima-
tion as they might be. 

GRAPHICAL METHOD OF ANALYSIS AND QUALITATIVE 
TREATMENT OF MODE SWITCHING 

Two-Signal Transmission in a Normalized Cubic Non-
linearity 

For our van der Pol approximation of the non-
linearity 

e2(t) = aiel(t) ase13(1) (36) 

we may always normalize el and e2 to convert (36) into 

3 1 
C2(t) 2 e1(i) — —2 e(t). (37) 

The normalized voltages è1 and é2 are defined as 
é2=e2/e2max and el = edel(e2...). We still have the linear 
transmission parameter el(p) at our disposal to prescribe 
an arbitrary small signal gain in the loop, if we permit 

fl(p) I > 1. Again we shall define km = I (u )„,), to be the 
steady state transmission factor. The choice of km and 
the physical interpretation of the normalized voltages 
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will then specify the degree of nonlinearity in the circuit. 
This is true, since for fixed al in (36) the small signal gain 
is determined by le,o; a,, e2rnax and ei(e2..) specify a3. 

Since the normalized characteristic corresponds quite 
well to typical parameters of physical systems, we may 
associate direct practical meaning to the results to be 
obtained. 

All the following stability tests shall be based on 
sufficiency of small signal discrimination and absence of 
the three-signal effect, which according to Warren' 
means concave downward loop gain characteristic 
vs frequency. 

For two signals ( 13) reduces to 

Mt) = A cos 00 B cos 01, (38) 

where A and B have been introduced for the A, for con-
venience. Substituting into (37) we have 

3 3 
i2(t) tA'' (_ A — — A3 — —3 A B 2) COS Op 

2 8 4 

+ ( 3 3 3 — B — — 133 — — BA 2) cos 01 
2 8 4 

3 
— — A B[A cos (00 — 0) + B cos (00 + 20)], 
8 
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Fig. 4—Two-signal discrimination characteristic. 

Recirculation Viewpoint 

The feedback equation for the steady state is defined 
as , 

Mt) = kné2(1 — ± Mt), (40) 

and (37) holds simultaneously. 
Eq. (37) may be interpreted as definition of equiva-

lent linear transmission coefficients for each individual 
component of (37). If only mode frequencies are con-
sidered, the time dependence is readily removed from 

(39) (40), and for the two-signal case, one obtains for each 

single frequency 

where 0 = 01— 00, with w,—wo=ô. 
In Fig. 3 magnitudes and frequencies of components 

of (39) are illustrated. On a spectrum analyzer this 
distribution has been observed in a physical case, where 
co0 represented sustained oscillation and coi a small 
instruction signal. With a square-law detector an ap-
parent beat frequency is observed. This is a convenient 
method of measuring frequency of oscillation by 
"straddling" it with a small signal of known, variable 
frequency. 

0 
1  

w10(00+ 8 (.00  -4- 2 8 

Fig. 3—Frequency distribution of the two-signal transmission 
for cubic nonlinearity. 

Inspection of (39) shows that the family of curves 
W= (3 U/2-3W8-3U172/4) characterizes transmis-
sion of wo or w1 in the nonlinear fourpole. U may be 

either A or B, and V either B or A respectively. An 
index A or B for W shall denote the choice of A or B for 

U, and consequently B or A for V. Thus the two sets of 
curves WA and WB are conveniently combined in one 
set W, and interpretation of U and V specifies the par-
ticular set ( Fig. 4). 

U = k„W(U, V) ± u. (41) 

For oscillation at coo and U1=0, U=A, (41) defines 
the stable level of A. The corresponding straight line 
has been drawn in Fig. 4. Depending on k„ in (41) the 
feedback line intersects WA(A, 0) to render the point of 
stability. Of course 1/k„ must be smaller than 

aW(A, 0) 
aA 21.0 

to assure net gain in the loop. Reducing the loss of the 

feedback network corresponds to decreasing of in 
Fig. 4. 
An instruction signal of frequency wo will synchronize 

the oscillation, and -4(t) will be in phase with the in-
struction signal by definition of mode frequencies in 
terms of r, after all transient amplitudes are sufficiently 
small. Eq. (41) may then be written as: 

A = koWA + Ai= koWA -1- koiWA = ko" WA, (42) 

where ko" will depend on WA. Since ke > 0 one has ke > ko, 
and hence 

1 1 — < — ke leo 

1 
and eo" = tan-' 

ke 

In presence of an instruction signal of the frequency 
of the oscillation, the stable point is shifted on the 
WA (A, 0) curve. A straight line connecting it with the 
origin in the WA(A) diagram may be interpreted as a 
new feedback line with decreased slope 1/k0". The 
change in saturation causes decreased or increased out-
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put level, depending on the location of the stable point 
with respect to the maximum of WA. Variation of the 
output level in this fashion has also been observed ex-

perimentally. 

Stability Criteria 

Eq. (39) and Fig. 3 show that two new frequencies 
are generated in the region of interest by the two-
signal effect. This is true for the cubic polynomial and 
is a reasonable approximation for all other cases of 
practical importance. If these two frequencies may be 
disregarded, as in systems with nonuniform distribu-
tion of the mode frequencies co,„, stability may be 
checked on an arbitrary two-signal basis and super-

position holds. 
Again assuming A to be the large signal, one obtains 

from (41) and (39) for A.-0 and B<<1 

3 1 \ 3 

\2 8 As= (:). 

Graphically this may be interpreted as the straight-line 
intersection with WA(A, 0). 
An incremental amplitude B is subjected to loop gain 

given by the slope of the curve WB(A, B) for the par-
ticular level A and at B=0, and the feedback coef-
ficient kl. 

Eq. (39) renders 

3 3 3 
WB B — — B3 — — BA 2), (44) 

2 8 4  

and differentiating (44) 

ÛW8 ( 3 9 
= --- B2 — — A2 aB ), 2 8 3 4 

For B«1 

aw. 

aB 

3 3 A2) , 
Bo) 2 4 

(43) 

(45) 

(46) 

which specifies the desired slope. Buildup of B from 
zero level would mean 

aw8 
k1 

aB B-0 
> 1, 

or net loop gain for col. The assumption of sustained 
oscillation at coo implies a relation between ko and A, and 
combining (46) with (43) we obtain 

aWB 2 3 
k1 = k1(-- — (47) 

aB ko 2 

For stability of A we have 

2k1 3 1, 

ko — 2 -1 

which is but a restatement of (26). According to (26) we 
could specify a "forbidden region" in Fig. 4. Stability of 

< 1, (48) 

the large signal as defined by (29) also imposes such re-
striction, and the feedback line has to lie above the 
dotted line in Fig. 4. As mentioned before we might still 
have stability below the dotted line, but this would re-
quire more accurate investigations, to be demonstrated. 

Mode Switching 

The results obtained so far show that the small signal 
discrimination properties of a system sustaining a single 

sinusoid have to be changed, if a signal with small 
amplitude is supposed to build up in presence of a large 
one of different frequency. Both signals correspond to 

mode frequencies of our system. 
Now for mode frequencies the impression of an in-

struction signal may be interpreted as a reduction of 
loss in the loop for this particular frequency, (42). It 
will be shown that this modifies the small signal dis-
crimination in the desired way. Then an instruction 
signal of amplitude less than that of the sustained 
oscillation may switch the system to the corresponding 
mode frequency, but there appears a well-defined 
threshold level. 
To verify these statements a two-mode system with 

kl=k0=k is considered and small levels of the instruc-
tion signal Bi cos colt, col being a mode frequency, are 
assumed for the time being. Sustained oscillation shall 
have been established in the loop at coo, corresponding 
to a level Ak0 specified by the feedback coefficient k. 
This situation is illustrated by two graphs derived from 
Fig. 4, as shown in Fig. 5(a) and 5(b). 

(a) 

Fig. 5—Stability for large and small signal. 

Experimentally it has been observed that a small in-
struction signal Bi, of amplitude insufficient to switch 
the system from coo to col, causes a stable state where 
sustained oscillation at coo exists in presence of col, the 
impressed frequency. 

This corresponds to 

3 3 3 
A k = k(-- A k - - A k3 - - A k132), (49) 

2 8 4 

which is the definition of the stable level of A in the 

presence of B. (For a sufficiently large B, this equation 
has no positive, real solution for Ak, which means that 
the system has switched to coo.) 
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For B«1 one obtains from (44) 

3 
WB = — ( A 1 — —2)B. 2 2 (50) 

In Fig. 5(b) this corresponds to replacement of the 
curves labeled A by the straight lines defined in (50). 
Thus a linearized system, as far as col is concerned, is 
btai nut. 

Stability requires BK, the stable level associated with 
col, to be 

BK = ktra Bi, 

which follows from (41). 
With (50) this renders 

BK 
1 — K ' 

Bi 3k( .Ak2 
K = 1 — 2 ), (51) 

2  

and (49) has to hold simultaneously. 
K is a number less than one and denotes the equiva-

lent linear transmission coefficient for col in presence of 
stable oscillation at coo, with level Ak. For positive K the 
effective level BK at the input of the nonlinear fourpole 
is greater than B1. The fact that col is a mode frequency 
has been taken into account in (51) by assigning proper 
algebraic signs. In a " flat" system the transient caused 
by switching on col with amplitude B1 at 1=0 would be 
readily expressed in a series expansion analogous to ( 10). 
For Bi sufficiently small, Ak may be considered a con-
stant, and the series converges for ICI less than 1. For 
small instruction signals this linearized analysis is a 
practical approximation, and the transient behavior is 
analogous to that of the linearized system in the second 
section. 
A similar buildup will occur even though (50) cannot 

be maintained due to larger BK. Still an impressed Bi 
may produce a BK>Bi. If BK is sufficiently large, Ak 
will be reduced accordingly, and finally the system will 
switch to col. The existence of this threshold effect could 
also have been anticipated from (47), which is realized 
to be smaller than one by a finite and well-defined 
amount. 
Due to the impressed signal the feedback line for its 

frequency is shifted to the right in Fig. 5(b) by an 
amount B. For a level Bi, too small to produce switch-
ing, two separate line intersections determine the stable 
levels for small and large signal. In Fig. 5(a) the original 
feedback line intersects the A curve labeled BK to 
render Ak, and in Fig. 5(b) the shifted feedback line 
intersects the B curve labeled Ak at B —BK. This last 
value could also be interpreted as intersection with the 
dotted line in Fig. 5(b), which is obtained from the 

original feedback line by reducing 1/k to 1/k", accord-
ing to (42). 

Graphical Determination of Stability 

Once k and B1 are specified, an iteration method is 
used to determine the steady-state levels Ak and BK. 
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In a physical system the actual step-buildup will bear 
some resemblance to the iterative steps, but the fact 
that non-zero recirculation time is involved causes more 
complicated transients. The stable equilibriums as-
sumed for the construction are established after several 
recirculations only and thus, in an actual buildup, the 
system always "lags" with respect to the construction. 
In Fig. 6, Bi first is assumed to be zero, which renders 
Ak=Ako. Then the transmission of col is given by curve 

Aka in the corresponding W(B) diagram. (The two sets 
of curves WA and WB are identified in Fig. 6.) The 
straight line WB=1/k(B—Bi) is drawn, and its inter-
section with curve WB(A ko, B) determines Bx1, the first 
value of BK in the iterative process. Bin would cause 
Ak to drop to AM, if it would be the stable input-level 
B. The process is repeated for Aki and convergence 
occurs quite rapidly, or it is realized that the system 
switches to col, as in Fig. 6. For the present assumptions 
a B=0.3 is sufficient to switch a system from stable 
oscillation, of input level 1.2 at coo, to col. 
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Fig. 6—Graphical determination of stability. 131 =0, 3 switches 
the system from stable oscillation with input level A ko = 1,2. 

For switching, Bi has to be chosen large enough to 
bring the effective input level BK to a value, for which 

the corresponding A curve can no longer intersect the 
feedback line. This is just a restatement of previous con-
clusions. 
The graphical method may conveniently be applied 

to nonlinear characteristics specified by curve data. 

Narrow-Band Systems 

If selectivity is present in the loop to restrict the 
number of modes, the contribution of the selective ele-
ments to the over-all transient has to be considered for 
even an approximation. In a two-mode oscillator, which 
will be described in the experimental part, a filter re-
stricts loop gain to two mode frequencies. To effectively 
suppress all other modes, the bandwidth of the filter 
has to be of the order of the mode spacing. Since the 
transient time is 1/Af, minimum instruction time 
r + MAD has to be expected. This agrees well with the 
experimental observation of instruction within 1.5 to 
2 recirculations. 
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EXPERIMENTAL WORK 

The basic scheme of an S-band recirculation system is 
given in Fig. 7, and conventional components repre-
sented the specific elements in early experiments. 

INSTR. SIGNAL 

MAGIC TEE 
;READ-OUT 

Fig. 7-- -Experimental recirculation system. 

Extensive open-loop measurements were made to 
check various filter adjustments. Mode spacings of 50 
mc could be obtained with bistable and tristable oscil-
lators. 
To increase the mode spacing, the time delay in the 

loop had to be reduced. The main limitation for this lies 
in the active element, a Huggins-type traveling-wave 
tube. Construction of special narrow-band slow-wave 
circuits and design for minimum transit-time would be 
desirable.'6 This has not been considered for the present 
experiments. 

Independently of other work" an electron coupling 
scheme using a conventional helix-type tube has been 
devised to render a very compact recirculation system. 
Four separate couplers were placed along the tube, and 
the three regions thus formed are sufficiently decouplecl 
in the reverse direction by attenuators and directional 
properties of the system ( Fig. 8). The feedback assembly 
forms a compact unit which fits into the capsule of the 
traveling-wave tube ( Fig. 9). The loops of the coaxial 
cavity are adjusted for 300-mc/3-db bandwidth and the 
insertion loss is negligible. Two modes at 2790 and 2985 
mc, corresponding to a mode spacing of 195 mc, could 
be established. 

If the additional transit delay is tolerable, as for series 
time operations, coupler 1 may be spaced close to the 
gun, and appreciable gain is available for the instruction 
signal. Couplers 3 and 4 are spaced quite closely, since 
the beam is saturated in this region. Gain and phase 
may be varied by adjustment of the helix voltage and 
the beam current. 
The effective loop delay for a mode spacing of 195 mc 

is 5.1 mpsec, and mode switching could be accomplished 
within 7 mµsec, for sufficiently large level of the in-
struction signal. 

16 In a conventional sense, large bandwidth is often directly asso-
ciated with high speed. For regenerative processes, however, it is 
important to consider at what expense of transit time this band-
width has been obtained. 
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Fig. 8—Detailed view of the bistable oscillator assembly. 

Fig. 9—Assembled feedback unit. 

The observed oscillations were quite stable and re-
producible. A block diagram for a binary counter, a 
possible application, is shown in Fig. 10. 

COUNTING 
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3.2 kMc 

MODUL ATOR 3, 0 k Mc 
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6,2kMc 0u..T_PLIT PULSE 

Fig. 10—Block diagram of a binary counter. 

CONCLUSION 

If the regenerative properties of the multimode oscil-
lator are to contribute to fast mode switching wave-
forms, minimum delay of the feedback loop and maxi-
mum small signal gain /2 are required. Thus speed im-
plies a certain deviation from quasi-linearity. Under the 
assumption of negligible third-harmonic transmission in 
the loop, which condition is readily met in physical 
cases, it is shown that sustained oscillation at any of a 
set of sinusoids is still possible. The standard stability 
checks are extended to above situation of increased 
nonlinearity and the sufficient conditions obtained show 
good correspondence with experimental results. Graphi-
cal methods are employed to demonstrate threshold and 
switching phenomena with the least complexity. The 
feasibility of high-speed bistable oscillators, which may 
be thought of as thé analogy to multivibrators in the 
frequency domain, could be demonstrated on an S-band 
system. 
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LIST OF SYMBOLS 

el, e2, e,, e,= Voltage time functions in the feedback 
loop. 

E1, Ei= Laplace transforms of time functions. 
r = Constant delay of the feedback network. 

/3(p) = Transfer function of the feedback net-
work. 

2:1 = Transfer differential operator represent-
ing I3(p) in time domain. 

e2 =f(ei) = Nonlinear characteristic. 
µ = Small signal transmission factor of the 

nonlinearity. 
p = cr -Fjw = Complex frequency. 

pn=0-»+iwn= Natural modes of the linearized system. 
co. = Steady state or mode frequency of non-

linear system. 
&on= Mode spacing. 

O = cot-I-0 = Time angle. 
k = Steady-state transmission factor of the 

feedback network. 
A, An, B = Amplitude coefficients. 
Ak, BK=Steady-state levels for A and B. 

A L= Amplitude of a large signal. 
A. = Amplitude of a small signal. 

U, V, W= Normalized amplitudes. 
K = Equivalent loop transmission factor for 

the small signal. 
= Evaluation parameter for Taylor series. 

A Reactance Theorem for Antennas* 
CURT A. LEVISt, ASSOCIATE, IRE 

Summary—A rigorous expression for the frequency derivative of 
the input reactance or susceptance of an arbitrary antenna is de-
rived by integration of Maxwell's equations. This expression is 
shown to depend on the polarization properties of the far field of the 
antenna and on a quantity which may be interpreted as the electro-
magnetic energy stored in its near field. The theorem gives a precise 
theoretical foundation to an intuitive analysis, based on network 
theorems, which has been used with some success to predict the 
bandwidth properties of antennas. 

INTRODUCTION 

R
ELATIONS between the impedance behavior of 
lumped circuits and the energy stored in their 
elements have been of considerable importance 

in network theory.' Their contribution has been not so 
much to direct calculation as to an insight into the be-
havior of resonant circuits, the sharpness of resonance 
being dependent on the circuit Q, which is proportional 
to the ratio of stored to dissipated energy. These rela-
tions have been extended to microwave circuits, where 
certain integrals involving electric and magnetic field 
quantities are interpreted as electric and magnetic 

• Original manuscript received by the IRE, January 2, 1957; 
revised manuscript received, April 30, 1957. The research in this 
paper was performed under a contract with the Air Res. and Dey. 
Center, Wright-Patterson AFB, Ohio. , 
t Antenna Lab., Dept. of Elec. Eng., Ohio State Univ., Colum-

bus, Ohio. 
I E. A. Guillemin, "Communication Networks," John Wiley & 

Sons, Inc., New York, N. Y. vol. II, ch. 6; 1935. 

stored energy.2." Since many antennas are narrow-band 
devices with definite resonance properties, it is natural 
that these concepts were extended also to antenna 
theory. In discussing the impedance of such antennas, 
it has become customary to speak of Q and stored energy 
even though these quantities are difficult to define 
rigorously, for, in the case of antennas, all of space must 
be considered and the apparent stored energy becomes 
infinite under the usual steady-state assumptions. 

Various devices have been used to circumvent this 
difficulty. Chu' calculated a lower bound for the stored 
energy of antennas on the basis of an approximate equiv-
alent circuit for each radiated spherical mode. Counter' 
divided the total electromagnetic fields into "radiation" 
and "local" fields. " Radiation" fields are assumed to con-
tribute only to a flow energy which must be subtracted 
from total energy in order to obtain the stored energy 
from which Q can be calculated. A defect of this method 

2 S. Ramo and J. R. Whinnery, "Fields and Waves in Modern 
Radio," John Wiley & Sons, Inc., New York, N. Y., p. 423 ff; 1953. 

$ C. G. Montgomery, R. H. Dicke, and E. M. Purcell, eds., 
"Principles of Microwave Circuits," McGraw-Hill Book Co., Inc., 
New York, N.Y., ch. 5; 1948. 

4 L. J. Chu, "Physical Limitations of Omnidirectional Antennas," 
Tech. Rep. 64, Res. Lab. of Electronics, Mass. Inst. Tech.; 1948. 

6 V. A. Counter, " Miniature Cavity Antennas," Rep. No. 2, Con-
tract No. W 28-099-ac-382, Microwave Lab., Stanford Univ., June 
30, 1948. 



1957 Levis: A Reactance Theorem for Antennas 1129 

is that the flow velocity must be postulated; Counter 
assumed a value (µE)-"2 at all points of space. 
The approach to be taken here will develop from 

Maxwell's equations a rigorous formula for the fre-
quency derivative of the reactance or susceptance of an 
antenna. This formula contains certain integrals which 
are suggestive of stored energy, but such interpretations 
must be made cautiously. The reactance or susceptance 
derivatives also are shown to depend on certain polari-
zation properties of the antenna. Such a connection has 
been established for particular configurations before ;6 
it is exhibited here as a very general property. The for-
mulas do not lend themselves readily to computation. 
They are more likely to be useful in furnishing addi-
tional insight into antenna resonance phenomena. 

INTERPRETATION OF CERTAIN ELECTRO-
MAGNETIC QUANTITIES 

Certain electromagnetic quantities which appear in 
the theorem are of interest because of their possible in-
terpretation as physically meaningful quantities. The 
mks system of units1 will be used and a time dependence 
eiwg will be implied. 

Mean Power Flow 

The normal component of the Poynting vector 
4 Re (E X H*), when integrated over a closed surface, 
gives the mean power flow across the surface. This does 
not rigorously establish the quantity 

P = Re (E X H*) (1) 

as a rate of local mean power flow,' and some authors 
have vigorously rejected such an interpretation.9a° 
Others have found it very useful. At any rate, if one 
wishes to postulate that energy is stored in electro-
magnetic fields and that a power flow through space 
does take place, then P is its most widely accepted 
measure. In the far field, the power density decreases as 
R-2 where R is the distance from the point of observa-
tion to the antenna. It is therefore convenient to define 
a power flow per unit solid angle (subtended at the an-
tenna) by 

P0 = ¡R2 Re (E X H*), (2) 

so that Pri is independent of the distance from the an-
tenna to the point of observation. 

• T. H. Crowley, "Relations between Impedance and Polariza-
tion," Project Rep. 339-21, Antenna Lab., Ohio State Univ. Res. 
Foundation, prepared under Contract W 33-038 ac21114, Air Res. 
and Dey. Center, Wright-Patterson AFB. 

7 J. A. Stratton, "Electromagnetic Theory," McGraw-Hill Book 
Co., Inc., New York, N.Y. p. 16 ff; 1941. 

8 Ibid., pp. 131-137. 
9 R. W. P. King, "Electromagnetic Engineering, Vol. I: Funda-

mentals," McGraw-Hill Book Co., Inc., New York, N. Y., pp. 188-
193; 1945. 

18 M. Mason and W. Weaver, "The Electromagnetic Field," 
Univ. of Chicago Press, Chicago, Ill., p. 264 ff; 1929. 

Energy Density 

The quantities .b.LH.H* and 1€E•E* are the most 
widely accepted measures of the average energy stored 
in oscillating magnetic and electric fields, respectively. 
These interpretations are subject to the same criticisms 
as that concerning the mean power flow. 

Phase 

The phase of a linearly-polarized field vector F is 
easily defined by writing the vector in polar form. Let 

F= IF' u, (3) 

where u is a unit vector. Then 0 is taken as a measure of 
the phase of F. A formula for 0 is 

-,--- 4 Im in (F. F). (4) 

This formula can also be applied in the case of ellipti-
cally-polarized fields and is proposed as a definition for 
the phase of such fields. 

Group Velocity 

The velocity of energy or signal propagation is a dif-
ficult subject even for simple unbounded media." The 
group velocity is closely related to energy propagation. 
For plane waves in unbounded media and for singly 
propagating modes in cylindrical waveguides, this 
velocity is given by 

vu = (de dr.o)-' (5) 

where (3 is the propagation constant. In terms of the 
phase of the field components this can be written as 

1,9 = ( —s • Va0/aw)-1 (6) 

where the wave under consideration is a pure traveling 
wave, s is a unit vector in the direction of P, and 4, is 
computed by (4) from H for TM waves, from E for TE 
waves, and from either for TEM waves. Eq. (6) is a 
more complicated expression than (5), but it is more 
general since it deals directly with the fields. 

Polarization 

In the far field of an antenna its polarization proper-
ties are functions of direction only. Some of these 
properties can be specified directly in terms of the field 
vectors without recourse to any coordinate system. One 
such quantity is the axial ratio, r, defined as the ratio 
of the major to the minor axis of the polarization ellipse. 
The orientation of the major axis cannot be specified 
without a coordinate system, but a change of orientation 
can. To illustrate, let a be the directed angle between 
some arbitrary axis, perpendicular to the propagation 
direction (say the e2 axis in Fig. 1), and the major axis 
of an elliptically-polarized wave. Count a positive if it 
is in the same direction as the rotation of the electric 
field vector with time. Obviously, a is independent on the 

11 Stratton, op. cit., pp. 330-340. 
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Counter's (i.e)-112. The last integral represents the total 
radiated power times a weighed average of certain 
polarization properties as a function of direction, the 
weight being the power density. This integrand vanishes 
for linear polarization. 

In line with this interpretation, (9) can be rewritten as 

ii 2 dX 
ig. 1. = f [Un UE T0H-111(IV 

4 dw v   
± PT( 2r a) 

Antenna 
Location 

Point Of 
Observation 

choice of axis, but the rate of orientation change, da/dco, 
is not. It will be denoted by a, 

= da/dco. 

STATEMENT OF THE THEOREM 

The theorem can be stated in three related but not 
fully equivalent forms. Let t, denote the input voltage at 
the antenna terminals and i the input current. Let 

Z = R jX = Y-1 = (G jB)-i (8) 

be the input impedance, and r the axial ratio. Then one 
form of the theorem is 

il 2 

4 

where 

dX = f (pH • H* + EE• E*) 
(1W v 4 

1 a 
— Re (E X H*) • V — 011idV 
2 aw 

2r 
f Pa  ud9, 

r2 + 1 

441 = Im In (H. H), 

(7) 

the volume integral is to be taken over all of external 
space, and the integral with respect to 2 over all possible 
directions. The symbol a/aco which appears in (9) de-
notes partial differentiation with respect to angular fre-
quency. Current is here considered as an independent 
variable; physically, the operation a/aco corresponds to 
the divided difference between two readings taken under 
identical conditions except for an infinitesimal increase 
in the frequency of the generator accompanied by a re-
adjustment of its strength such that the magnitude of 
the input current stays constant, and with the under-
standing that the phase of all field quantities always is 
to be referred to the input current. 
The first two terms within the brackets suggest in-

terpretation as the mean magnetic and electric energy 
densities discussed in the previous section. The last 
term contains the product of power density and general-
ized group velocity. The volume integral is therefore 
very similar in form to that suggested by Counter, the 
only difference being in the "energy flow velocity" factor 
where the generalized group velocity takes the place of 

where 

r 2 1 

UH = j.JI. II* represents local magnetic energy 
IIE=leE• E* represents local electric energy 

vor'P represents local flow energy 
Pr is the total radiated power 
P is the magnitude of the Poyn-

ting vector P 
is the axial ratio 

VgH is calculated by (6) from the H 
vector, 

and the symbol ( ) denotes the weighted average de-
scribed above. 

It should be noted that (9) is rigorous (the derivation 

is given in the Appendix), but the interpretation sug-
gested in ( 11) is arbitrary. For instance, one may wish 
to interpret the volume integral as representing "stored 
energy," but the conclusion that it is therefore always 
positive would be erroneous. It is a well-known fact that 
linearly-polarized antennas may have negative reactance 
slopes, therefore the volume integral may be negative. 
This example shows that the interpretations should be 
made cautiously and within the framework of (9). 
Another form of the theorem is the exact dual of the 

first, viz., 

v1 2 dB -=J [-1 (µH • H* EE • E*) 
4 du, v 4 

1 a 
▪ — Re (E* X H) • V — chidV 
2 aco 

2r 
▪ Pa   oc/12, 

r2 + 1 

where 

(12) 

= Im In (E • E) (13) 

and a /aco in ( 12) now represents differentiation with the 
input voltage considered as an independent variable. 
Examination of the left sides of (9) and (12) shows that 
the two forms should give identical results, but with op-
posite sign, when 

X = 0 = B. (14) 
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A third form is 

i 12 X dIZI I v1 2 B 41'1 

4 Z I dw 4 Y I do) 

= f1 a [— (121-1-H* €E- E*)+ —2 Re (E* X H)•V 
v 4 aw 

2r 
-1- f Pu  edit (15) + 1 

where 
= Im ln (E H•s) (16) 

and 0/aw treats the product (v -i) as an independent 
variable. Here the terms involving impedance and ad-

mittance derivatives vanish at resonance. 
It should be noted that the factor which plays the 

role of energy velocity differs in the three forms. Thus 
a single unambiguous expression for the velocity of en-
ergy propagation away from an antenna does not 
emerge from the present analysis. Calculation of the 
velocity term unfortunately requires more knowledge of 
the frequency behavior of the field than is usually avail-
able. For this reason, the theorem is likely to be a more 
conceptual than a computational aid. 
The volume integrals in (9), ( 12), and ( 15) extend over 

all of external space. However, if a finite integration 
volume is used, the error behaves no worse than Rn-', 
where R„ is the nearest distance from the antenna to the 
boundary of the integration volume. This follows di-
rectly from the derivation (see Appen(lix), since only 
terms of this order are neglected. The far-zone fields 
therefore do not contribute significantly to the stored 
energy integral. 
The proof of the theorem is rather involved and is 

presented as an Appendix. Only the first form is proved. 
Modifications for the others are indicated, and they can 
be derived without difficulty. 

APPENDIX 

PROOF OF THE THEOREM 

To prove the theorem, two lemmas are needed. A 
time dependence 0" will be implied throughout. 

Lemma 1 

In a lossless, source-free, isotropic region V bounded 
by a surface S with outward unit normal n and contain-
ing no nonlinear electric or magnetic materials, 

(H* X E' + H' X E*)• ndS 

= if (pH. H* + iE • E*)(11%, ( 17) 

where the prime denotes partial differentiation with re-
spect to co, p= -1-wt', and i=E+We. To prove the lem-
ma, V is divided into subregions V; such that any sur-

faces at which /2 or E are discontinuous become bound-
aries of the subdivisions. In each subregion, Maxwell's 

equations are satisfied, 

✓ X E = — jwylf, (18) 

✓ X H jcotE. (19) 

The conjugates and partial derivatives of each side of 
these equations can be taken and the resulting relations 
combined to obtain 

E' • V X H* — H* - V X E' + E* • V X H' — H' • V X E* 

= j(iE•E* + 17.11 • H*). (20) 

By use of a vector identity, the left side of ( 20) becomes 
V• (H* Xr+1-1' X E*) and by integrating over l ; and 
using Gauss' theorem, a set of formulas similar to ( 17) 
is obtained, except that they apply to the individual 
subregions rather than the region V itself. If a summa-
tion on j is then performed, the volume integrals sum 
into a volume integral over all of V. Let SA be the 
boundary surface common to V; and rk. For each Sjk 
there will be two surface integrals, one arising from the 
application of Gauss' theorem to l ; and similarly one 
from Vk. Since the tangential components of E and H 
are continuous across Sik, and since the outward normals 
are oppositely directed in the two integrals, the sum of 
the internal surface integrals vanishes and it is found 
that only the external boundaries contribute. Their 
contribution amounts to an integration over all of S. 

This proves the lemma. 

Lemma 2 

Let S. be a spherical surface of radius R centered at 
some point on the antenna and sufficiently large to en-
close the entire antenna and all discontinuities. Beyond 
S2, the medium will be assumed homogeneous. Let n2 
be the unit outward normal to S2. Then 

(E' X H* ± E* X H') • n2dS2 

= 2 f(µ/e)"(H' • H*)dS2+ 0(R-'), (21) 
s, 

where 0(R.) denotes terms of the order of Rn. (More pre-
cisely, F(R) = 0(R") means that the quantity I R-nF(R)I 
is bounded for very large positive values of R. In the 
case of vector functions, this must be true for each 
component.) The terms of order /2-' do not contribute 
significantly if S2 is chosen in the far field of the antenna. 
The lemma is proved by expanding the antenna field in 
terms of outgoing spherical waves.r2 Using the coordi-
nate system of Fig. 1, the field components of each mode 

satisfy 

12 Stratton, op. cit., ch. 7. 
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111 = 0(R-2), 
112 = 0(R—'), 
112 = 

HI' = O(R-1), 
112' = 0(e), 
113' = 0(e), 

=- 0(R-2) 

E2 =" (WE)I2113 + 0(R-3) 
E2 = — (WE)'I2H2 + 0(R-3) 
= 0(R-1) 

E2 = (M/e) 1121-13' ± 0(R-2) 
E3 = (P/E)112112' 0(1?-2) (22) 

and this is therefore also true of the total fields. Ex-
pansion of the integrands in (21) in terms of compo-
nents and use of (22) proves the lemma. 
To prove the theorem, consider the electromagnetic 

field radiated by an antenna such as shown in Fig. 2 or 

Fig. 2. 

Fig. 3. The terminal surface SI is chosen so that an 
antenna impedance can be defined. In Fig. 2, it encloses 
a conical gap across which excitation is applied to the 

antenna conductors, C, which are assumed to conduct 
perfectly. The gap is small, and the fields about it are 
uniform. The voltage y is defined by 

v = f E•dl, (23) 

where the integration is to be performed from one con-
ductor across the gap to the other. A similar definition 
for the current i is 

i =j H • dl, 

Fig. 3. 

In Fig. 3, energy is supplied through a waveguide (or 
coaxial line) propagating a single mode. SI is a trans-
verse plane where the impedance will be defined. Denote 
by ei the normalized vector function which character-
izes the transverse electric field components of the 
propagating mode at SI. (The dimensions associated 
with ei are meters-'.) The general transverse electric 
field at SI is then given by 

ET = ve,, (26) 

a relation which defines the voltage v. Let the propaga-
tion direction at Si be given by the unit vector rh. The 
transverse components of the magnetic field are then 
specified by 

HT = in, X eb (27) 

and this relation defines the current, i. The impedance 
is defined by (25) as before. In both models, S2 is a 

spherical surface which encloses the antenna at a very 
large distance from it, C represents conducting surfaces 
of the antenna, and V is the volume enclosed by SI, C, 
and S2. 
The fields in V and on its boundaries are functions of 

position, frequency, and excitation. In specifiying ex-
citation, one can specify y, or i, or their product—but not 
independently since the ratio Z is a function of only the 
antenna geometry and frequency. Thus one of the ways 
of specifying completely the functional dependence of 
the fields in V is to write 

E = E(i, x, y, z, w), 

(24) H -= H(i, x, y, z, (0), 

with the path of integration circumferentially around 
the gap. The impedance is, of course, the ratio 

Z = v/i. (25) 

(28) 
(29) 

where x, y, z are the Cartesian coordinates of the point 
at which the fields are evaluated in some reference sys-
tem whose origin we shall take somewhere in the an-
tenna structure. All variables in (28) and (29) are 
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considered independent. Application of lemma 1 to the 
fields in V, and noting that tangential E vanishes on 

C, yields 

- f (H* X E' ± H' ± E*) nidS1 

= j f • H* + fE • E*)dV 

f(E' X H* + E* X H') • n2dS2. (30) 
s, 

The left-hand integral can be reduced to ev'-1-ev*. 
Since the prime denotes partial differentiation with re-
spect to co, and since i is considered as an independent 
variable in (28) and (29), 

0 (31) 

and 

dZ 
= . 

dco 
(32) 

Lemma 2 applies directly to the right-hand integral. If 
one denotes the volume integral in (30) by 

4ET = f (pH H* iE•E*)dV, 

the result is 

dZ 

dw 

1 a 
H' • H* = — (H • H*) — ln (H • H) ± G (38) 

2 aw 

where 

G = 
(H X H') • (H X H*) 

H H 
(39) 

The quantity G is closely related to certain polarization 
properties of the field. For instance, a necessary and 
sufficient condition for linear polarization is HXH* O. 
In fact, it will be shown that in the far field G can be 
expressed entirely in terms of the power density and 
polarization properties. To show this, one expands the 
fields in terms of their components and uses (22) to 
obtain 

(1:12113' - 1-1311- 2')(H211,1* - L13112*) 
G -  ± 0(1?-8). (40) 

1122 ± H32 

The polarization at any point of the field is given byn 

E3 112 
p = j — = - — 0(1?-'). (41) 

E2 H3 

Then to an accuracy of order R-z, 

(11 • Le) 
112113* - 1131-12* = _AP + 

(33) 1 ± pp* 

H22 ± H32 = H22(1 - p2), 

= j4Er ± 2 f (£/€) 2/2(H' • H*)dS2 0(R-'). (34) 
S2 

Since 

Re(H'• H*) = —a (H • H*), 
aw 

(35) 

the real part of (34) merely states that an increase in 
input resistance represents an increase in radiated 
power for constant current input. The imaginary part is 

luz dX 
4 dw 

1 
= ET f ( 1/ E) 112 1m (H' • H*)dS2 0(R-'). (36) 

2 ,„ 

The quantity (H' • H*) can be expanded by a vector 

identity 

H' • H* = 
(11. 

(H H)(H' H*) 

1 
  [(H.11')(H' H (H X H') 
(If II) 

(H X H*)], (37) 

H2Hs' - H3112' = - H321/ 

and 

(42) 

(43) 

(44) 

G = 1/(P ± P*)(11 • H*)  
(45) 

(1 -I- pp*)(1 - p2) 

The parameter p is dependent on the choice of local 
coordinate vectors to which the field components are 
referred, but from (39) it is apparent that G is inde-
pendent of this choice. To arrive at a more basic physi-
cal picture of G, one can employ the q-plane representa-
tionn by transforming according to 

p = (1 - q)/(1 q). (46) 

In terms of the new parameter, 

1 (1 - qq*) d 
G -= - — (H • H*)   in q. (47) 

2 (1 ± qq*) dto 

The axial ratio r of the polarization ellipse is given by 

1 I q I 
r = +   (48) 

- 1 - llq 
and its orientation angle a with respect to the e2 axis 
(paragraph entitled " Polarization") by 

" V. H. Rumsey, "Techniques for handling elliptically polarized 
waves with special reference to antennas, part I—transmission 
between elliptically polarized antennas," PROC. IRE, vol. 39, pp. 
535-40; May 1951. Correction in PROC. IRE, vol. 43, p. 733; June 
1955. 
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a = 4 Im ln q, (49) 

where the upper sign applies to right-hand and the 
lower to left-hand polarization." Accordingly, 

Im G = 2(H • H*)  + 0(R-3), (50) 
r2 -I- 1 

and (38) yields 

Im (H' • MK) (H • H*)4,11 + 2(H • H*)   cr 
1.2 -I- 1 

± 0(1?-3). (51) 

This result will now be used in (36), 

i i 12 dX 1 12 ) 1/2 

  - = Er + -- f (-- (H • H*)(till'dS2 
4 clw 2 s2 E 

1/2 

▪ f (H . H*)   
s, E r' +l 

crdS2 

▪ 0(1?-'). (52) 

In the first integral (j/E) 112 (H • Hic) can be replaced by 
Re (E* XH) • riz with error of the order of (1?-1). Since 
cbs' vanishes on SI, because of (31), and tangential E 
vanishes on C, this integral can be extended over these 
surfaces as well. Once more applying Gauss' theorem 
yields 

14 "IRE Standards on Radio Wave Propagation, Definition of 
Terms"; 1942. 

182 04/e) " 2 H . H k)9511dS2 

= f V. [Re (Et X Ifickli'ld V. (53) 

By a vector identity 

V. [Re (E* X H)//] 

--- Re (E* X H')-Vck ll' ctur'17 • Re (E* X H), (54) 

but V• Re (E*XH) vanishes in any region where 
Maxwell's equations in the form of ( 18) and ( 19) are 
satisfied. Therefore 

Is (,À/e)"2(11. Fr)(141dS2 
= f Re (E* X H) • Vierl dV (55) 

Eq. (55), together with (52) and (33), proves the theo-
rem in the form of (9) when R is allowed to increase 
without limit. 
The other forms are proved very similarly. One dif-

ference is the interpretation of OH' in (53). In the far 
field, E and H are essentially in phase at all frequencies, 
and consequently Os' or Op' may be substituted for OH' 
in this equation. Another difference arises out of (28) 
and (29); for the second form of the theorem, one uses 
instead of i as the independent variable, and for the 

third form, the product (vi) replaces i in these equations. 

Heat Loss in Grooved Metallic Surface* 
ENRIQUE A. MARCATILIt 

Summary—This paper describes an elementary and powerful 
way to calculate the conduction current losses in metallic waveguide 
walls, that have parallel periodic grooves of semicircular cross sec-
tion, when the diameter of the circles is small with respect to the 
wavelength, but long with respect to the skin depth. The helix circu-
lar-electric waveguide falls in this class, and its circular-electric-
wave losses have been estimated. 

The method consists in guessing judiciously the solution of Max-
well's equations close to the wall. It turns out that with the first two 
obvious guesses, close approximations to the rigorous solution are 
obtained for grooves at right angles and parallel to the tangential 
magnetic field. 

* Original manuscript received by the IRE, February 20, 1957. 
i" Bell Telephone Labs., Inc., Holmdel, N. J. 

INTRODUCTION 

1" T IS KNOWN that the power dissipated by con-duction current in a waveguide or cavity is approxi-
mately' 

1 
P f 111112(1s 

2(5g s 
(1) 

in which .3 is the skin depth, g the conductivity of the 
metal wall of which S is its boundary, and II, the 

1 S. A. Schelkunoff, " Electromagnetic Waves," D. Van Nostrand 
Co., Inc., New York, N. Y., p. 320; 1947. 



1957 Marca/ii: Heat Loss in Grooved Metallic Surface 1135 

intensity of the magnetic field tangential to the wall 
calculated assuming g= . 

Eq. ( 1) is a very good approximation, provided that 
the radius of curvature of any element of S is large com-
pared to the skin depth, and consequently, the calcula-
tion of the heat loss is reduced essentially to the 
boundary value problem of finding I . 

Consider now a tube of circular cross section made by 
winding a helix with a pitch equal to the diameter of the 
wire. The inside of the tube is a waveguide and if the 
diameter of the wire is small compared to the wave-
length, the normal modes far from cutoff can be defined 
assuming that the tube behaves like a circular cylindri-
cal waveguide of diameter equal to the inside diameter 
of the helix. The approximation of the helix to a cylinder 
is very good for the macroscopic problem of calculating 
phase constants, but in general a poor one for the micro-
scopic determination of I 1/11. Before finding II,, 
several simplifications will be made. 

1) Since the diameter of the wire is very small with 
respect to the wavelength and the modes are far 
from cutoff, the Bessel functions that define the 
electromagnetic field in the neighborhood of the 
wall will be approximated by circular functions. 
This means that only for the purpose of calculating 
111,1, the tube may be rectified and the wall to be 
considered is made of an infinite number of parallel 
straight wires infinitely long with their axes con-
tained in a plane. 

2) Only TEM waves polarized parallel or perpendicu-
larly to the grooves and impinging perpendicularly 
to the wall will be considered. Therefore, the pitch 
is ignored and the results obtained will be applica-
ble only in regions of semicircularly grooved wall 
where the tangential magnetic field is parallel or 
perpendicular to the groove, ( Fig. 1). 

Fig. 1—Semicircularly grooved walls impinged by TEM fields. 

3) The last approximation is actually the method 
used to solve the boundary value problem. The 
method consists in assuming that the field is de-
scribed by the first terms of the Fourier series that 
would be needed for the exact solution. By judi-
cious selection of each term, the metallic boundary 
turns out to be similar to the semicircularly 
grooved one. 

The method described has been already used,' but for 

2 J. C. Maxwell, "Electricity and Magnetism," Cambridge, Lon-
don, Eng., 3rd ed., vol. 1, sec. 203; 1904. 

the particular problem we are solving, the solution is so 
simple and full of information that the author thought 
it was worth writing down in detail. 

MAGNETIC FIELD PERPENDICULAR TO THE GROOVE 

Consider the following electromagnetic field that 
satisfies Maxwell's equations, 

2r 27 
E = sin z + A exp — 1/(-271)2 — (27)2 cos x (2) 

a X a 

aE 

ax 

(3) 

(4) 

E is the electric field in the y direction; X, the free space 
wavelength; a, a period of the field along x; g, the mag-
netic permeability, and co, the angular pulsation. The 
exponential dependence of time is understood. 

If (a/X)«1, the electric field for z«(X/27r) becomes 

27 27r 27 
E — z + A exp (— — z) cos — 

X a a 
(5) 

and the description of the metallic boundary is obtained 
making E= 0, that is 

27r 27 
— -F A exp (— — i) cos — =- 0 (6) 
X a a 

where and t are the cartesian coordinates of the sur-
face. Calling 

27 
— = 
a 

27 
— = 
a 

a 
A = — — e 0 exp e 0 

and separating variables, (6) becomes 

(7) 

(8) 

(9) 

i" 
— exp (e — e = cos e. (10) 

For each value of the new arbitrary constant o, this 
equation represents a cylindrical surface with generatrix 
parallel to the y axis and directrix given by ( 10). Several 
members of this family of curves have been plotted in 
Fig. 2. The range of e has been selected from 0 to ir since 
cos E is an even function with respect either to E = 0 
or E=7. 
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Fig. 2—Grooved wall cross sections for one correction tern). 
Conduction current parallel to grooves. 

For the sake of completeness, it must be said that for 
negative values of Zo, the curves obtained are symmetri-
cal to those already drawn, with respect to the line 
e=r/2, and consequently they do not need to be re-
produced. 
Of all the half periods of the metallic wall cross section 

in Fig. 2, only those given by 0 < E0 0.279 (shaded 
area), and particularly that corresponding to Zo = 0.279 
as a limiting case will be considered from now on, the 
reason being that for the continuous part of these 
curves, I I < 1, and consequently, the condition 
i«(X/27r) imposed previously, is fulfilled. 
Now it is possible to discuss the physical meaning of 

(2), (3), and (4). Far from the wall, that is for z—,00, 
the field is a standing TEM wave and the short circuit 
equivalent to the metallic wall is located in z = 0 no 

matter what the value of A is. Since by (9), IAl « 1, the 
second term of (2), (3), and (4) becomes a correction 
only important for small values of z. This correction 
changes the cross section of the boundary surface from 
a straight line to a periodic curve that is sinusoidal for 
— (AX/a)«1, and that for (AX/ a) = — 11e, that is, for 
"o-.= 0.279, becomes very similar to an arc of circle which 
has been drawn in Fig. 2 (dotted line) for comparison 

purposes. 
Whatever the value of eo, all curves of Fig. 2 coincide 

in correspondence of the equivalent plane short circuit 
located in = O. From the figure it is evident that for 
eo 0.279, a small change in the top of the groove cor-
responds to a large one in the bottom of it, the physical 
reason being that for ro 00 the wall is made of a succes-
sion of cutoff waveguides; the deeper the grooves, the 
longer the cutoff waveguides and consequently, the 
shape of the bottom of them becomes unimportant. 

CONDUCTION CURRENT LOSSES FOR GROOVES PERPEN-
DICULAR TO TANGENTIAL MAGNETIC FIELD 

Because of the presence of the grooves, conduction 
current loss P(N, is different from the value P(0) that 
the same standing wave would dissipate on a flat sur-
face. The unitary increase of heat loss is 

(11) 
P(0) P(0) 

Each value of P, calculated from ( 1), is a very good ap-
proximation as long as the radius of curvature of any 
element of the cross section is large compared to the 
skin depth. The only region where this condition is not 
satisfied is for io = 0.279 at = ir, but its contribution to 
the loss is that of a small area compared to the rest of 
the cross section, and consequently the error introduced 
may be neglected. Since in ( 1) 

1:111 2 = .1-121 2 ± H.1 2 = HIP[ 1 + (dIde)] 

ds = der (a)2 = dde[1 ( 2 1/2 7-fe 
d 

-O  

(11) becomes from (3), (5), and (9) 

AP 1 fr 
= — [1 ro exp (ro — r) cos EP 

P(0) o 

+ ( (-1±d ) 2 2de — 1. (11') 

The integration has been made graphic-numerically 

except for I eoi « 1, since in that case lei « 1, and being 
exp erA,i, the integration can be made analytically. 

Fig. 3 shows graphically ( 11) using as abscissas the 

0.0 

0.0 

AP 

P(0) 
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5 

4 

0.0 

0 --------. 
t.1.U4 

eMAX e1.41N 

27T 

µ 10 2 
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2) Grooves parallel to the conduction current have 
unitary heat loss increase of the order of a few 
per cent. 

3) If a flat metallic surface is grooved in the direction 
of the conduction current the equivalent short cir-
cuit moves toward the metal eo. 

As a second approximation, consider the following 
electromagnetic field: 

27r 
E = sin — z 

X 

exP /1/ (12 (1 2 z) ce's x a X a 

cos E = 

112 = 0 = 1 exp (— emin ei) 

— 2 exp (- 2e,„;„ e2) (17) 

is obtained. 

For the same points of discontinuity, ( 16) becomes 

em;„ — exp ( — end» + exp ( — 2e..7, + e2) = 0. ( 18) 

From ( 17) and (18), exp e, and exp e2 are found to be 
only functions of emin and ( 16) becomes 
e + ( 1 + 2e„,;„) exp ( min —) Cose 

+ o + exp — e)] cos 2e = 0. ( 19) 

Separating variables, 

exp emin) 1 1 ± A /( 1 ± 2eininy  e  exp rgemin — e)j).-
(20) 

4 1 ± end. 1/ 4 1 ± emin l 2(1 ± emin) 2 

Ir 2 2 

N exp (— ,K 4 2ir—) — (—) z) cos — x 
a X a 

1 aE 
H. = 

ilsco az 

1 aE 
H, = — — 

iuw OX 

These expressions are similar to (2), (3), and (4) only 

that another term of the Fourier expansion has been 
added. 

Assuming (a/X)«1, the electric field in 14 «X be-
comes 

27r 27r ) 27r 
E = — z M exp — — z cos — x 

X a a 

4x 
N exp (-- — z cos — x 

a l z 
(15) 

and the metal surface capable of satisfying the boundary 
value of this field is 

+ exP ( — e + cos + exp(2+ 2 ) cos ze = 0 ( 16) 

where e, and 2 are arbitrary constants, e= (27r/a)t, 
e = (27r/a)e, and t and are the coordinates of the direc-
trices of the cylindrical metallic surfaces. Because there 
are two arbitrary constants, there is a double infinity of 
possible curves represented by ( 16), but we are inter-
ested in those that, like curve e0= 1 of Fig. 2 have a dis-
continuity in the derivative at e equal to any odd num-
ber of 7r. This discontinuity corresponds to H2=0 at the 
bottom of the grooves. Consequently from ( 13) and ( 15), 
after the familiar change of variables, and for e. =-- 
and E=(2n±1)71- with n= + 0, 1, 2, 3 • • • 

Since we are looking for deep grooves, selecting 
I end. >1, the fraction before the square root is positive. 
The consequence is that since cos E has positive as well 
as negative values the negative sign of the alternative 
choice must be selected. For the points at the bottom 
of the grooves, e= (2n + 1)7r and e=rmin, (20) becomes 

1 1 ± 2e,„;,, 1 3 ± 2eznin 
—1 = 

4 1 + ;„ 4 1 + emin 

and after some algebra 

3 
emin — — • 

2 

Carrying this expression to (20), the equation of the 
wall cross section is 

cos e = — exp (—e + 1.5) 

• [i — V1 + + exp [- 2(1.5 e) I 1 (21) 

and its geometry is shown in Fig. 4 together with a 
circle (dotted line) for comparison purposes. 
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Fig. 4—Grooved wall cross section for two correction terms. 
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Again, the unitary increment of power dissipated on 
the wall on account of the grooves (21), was calculated 
graphic-numerically from the expression 

AP 1  P(0) e  =  f [1 + 2 exp (- 1.5 — cose 
7r 0 

+ exp (- 3 — 2) cos 20 

The result is 

.[1+(lyrde — 1. 

AP 
= 0.069 

(22) 

P(0) 

Now it is possible to plot àP/P(0) against relative 

groove depths, re ‘, max — for three wall cross sections 
made of successive arcs of circles of radii r (Fig. 5). The 
coordinates of these points are: 

ernax egnin AP 
1)   = 0 and  = 

P(0) 

corresponding to a flat surface and the electro-
magnetic field has no correction term. 

emax — en,. 1.279 AP 
2)   = 0.284 and   = 0.049 

4.5 P(0) 

corresponding to one correction term. 

emax i-guin 1.833 AP 
3) — 0.505 and   = 0.069 

3.62 P(0) 

corresponding to two correction terms. 
Observing Fig. 5, it becomes apparent that with these 
three points it is possible to extrapolate the result for 
a relative groove depth equal to 1. For this abscissa, 
AP/P(0) = 0.09+ 0.01.3 

MAGNETIC FIELD PARALLEL TO THE GROOVI?, 

Consider the following electromagnetic field 
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Fig. 5—Unitary heat Ic»,s increase for conduction current parallel 
to grooves. (0), ( 1), and (2) are the number of correction terms. 

E z = 
1 axt, 
iew a. 
1 ally 

Ey = (23) 
iece ax 

For (a/X)«1 and on the surface of the metal, the field 
becomes with 

Hy = 1— —1 (e (±)2 + A exp (-0 cos e (24) 
2 X 

E z =  1 27r [ a X — — — — A exp ( — e) cos e] (25) 
u, X X a 

1 2r X 
E, = — — A exp (— e) sin t. (26) 

iew X a 

Far from the wall, the amplitude of the standing 

electric field is from (23) for z--> co 

2r 1 2r 
Hy = cos z E = — — • (27) 

X ew X 

On the metallic surface the amplitude of the electric 
field obtained from (25) and (26) is 

+ A exp(— 1/(-r)2 — (22 z) cos -2-7-r- x 
a X a 

Esi = V E xi' ± E,1 2 = — A1 /221 ( a e +rx A exp (HI ) exp (— e) cos t 
E, X V \ X ) L 

When this paper was finished, the author found out that J. A. 
Morrison of Bell Telephone Labs, has worked out an exact solution 
for the increase of heat loss in the case of relative groove depth 
equal to 1, and his result is 

àP 8 f 

P(0) 
[K(k)]2dc — 1 = 0.085 

or3 0 

where c= k2 and K(k) is the complete elliptic integral of the first kind 
and modulus k. 

and the maximum possible value is 

1 21a X 
Es!max — — —  A exp 

eg X X a 

From (27) and ( 28) 

. (28) 
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Eal„,.. a  =— E Id -1-- IA! exp( — e). (29) X a 

Assuming for the time being that 

I + --X I A I exp (-- e) « 1, (30) 

the electric field on the metallic surface is very small and 
the transformation of conduction current into displace-
ment current is negligible. The consequence is that the 
geometry of the wall is obtained making Hz, a constant. 
From (24) 

2 orr 
— + 2 (— A exp (-- e) cos e = B (31) 

a) 

where B is an arbitrary constant. 
Establishing the location of the top of the grooves in 

= 0; 2n7r, n = + 0, 1, 2, 3, • • • 

and the bottom of the grooves in 

e = emin; = (2m + 1)7r, m = + 0, 1, 2, 3 

the following results are obtained from (31) 

X a   einin2  
A — (32) 
a X 2[1 + exp (— e,„,„)1 

[1 (  e  ) 2 [1 + exp ( - — eini„) i]  (e) . (33) 
emir, 

Carrying (32) to (30), the inequality reads 

a r , emj. 2 exp (— e) 
  « 1 

X L ' ' 2 [ 1 exp ( — e„,,„)] 

and in the most pessimistic condition, that is, at the bot-
tom of the groove and for exp( — e„,h,)>>1, 

a 
"nin2 « 1. 

2X 
(34) 

As long as this inequality is fulfilled, (33) represents the 
cross section of the wall; several members of the family 
are plotted in Fig. 6. 

CONDUCTION CURRENT LOSSES FOR GROOVES PARALLEL 
TO TANGENTIAL MAGNETIC FIELD 

The unitary increase of heat loss due to the grooves 
is calculated from ( 11) and ( 1) 

AP 

P(0) 

18 
ePds — f 1111012ds 

so 

1 H00 12d, f,. 
(35) 

where He is the intensity of the magnetic tangential field 
on the grooved wall, I H io!, the intensity of the tangen-

0,4 

0,8 

1,2 

1.6 

2,0 

-24 

......,,.........,, 

..."•....., ..,,,....... 
• s 

•i:s  tii pi= - I 

RADIUS OF THE C RCLE 
3.34 IN SCALE 

• 
• 
• 

hi 

• 

' MIN = - 2 

... ., .. . - . - 
&IN' - 2.218 

4=27., Te 
6 

Fig. 6—Grooved wall cross section for one correction term. 
Conduction current perpendicular to grooves. 

tial field if the wall is plane, S is the surface of the 
grooved wall, and So the surface of the flat wall. 
14 obtained from (24) and (32) is very close to 

unity and 11101 = 1 by definition, therefore (35) yields 

AP S — S0 — 

Po So a 
(36) 

where 1 is the length of the cross section per period. 
Because of the fact that close to the short circuit the 

electric field is close to zero if (34) is satisfied, it is possi-
ble to conclude from (36) that whatever the shape of the 
curve, the unitary increase of heat loss is proportional to 
the unitary increase of cross section of the wall. 

CONCLUSION 

An elementary and accurate way has been shown to 
calculate the heat losses in metallic waveguide walls 
that have parallel periodic grooves of semicircular cross 
section when the diameter of each semicircle is small 
with respect to the free space wavelength and large with 
respect to the skin depth. 
The conduction current loss is 7r/2 times the heat loss 

calculated with flat surface if the grooves are perpen-
dicular to the conduction current and 1.09+0.01 the 
heat loss calculated with flat surface if the grooves are 
parallel to the conduction current. 
This last result is a good approximation to the experi-

mental value obtained for a helical waveguide4 of 7/16-
inch diameter carrying TE 01° mode at 5.4-mm wave-
length. The pitch is approximately two times the 0.00445-
inch diameter of the wire and the conduction current 
loss plus the coupled power to the outside lossy jacket 
has been measured to be 1.1 times the value of heat loss 
for the circular cylindrical waveguide. Since the spaces 
between successive turns are cut off waveguides for cir-
cular electric modes, the coupled power is negligible and 
the excess loss is essentially due to the presence of 
grooves on the wall. 

' J. A. Young, unpublished work. 
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IRE Standards on Letter Symbols and Mathe-
matical Signs, 1948 (Reprinted 1957)* 

(57 IRE 21 SI) 

NEW FOREWORD 

T
HE MATERIAL contained in this printing is ab-
stracted from the 1948 Standards on Abbrevia-
tions, Graphical Symbols, Letter Symbols and 

Mathematical Signs, now out of print. The abbrevia-
tions portion of that document has been superseded by 
Standard 51 IRE 21 S1, while the graphical symbols 
portion has been superseded by Standard 54 IRE 21 Sl. 
The 1957 Symbols Committee and the Standards Com-
mittee have authorized reprinting of this remaining 
portion of the 1948 Standard in the belief that it will 
serve a useful purpose pending completion of a more 
comprehensive Standard being prepared by the Symbols 
Committee. 

101. GENERAL PRINCIPLES OF LETTER 
SYMBOL STANDARDIZATION 

101.1. General 

In preparing manuscripts, it is suggested that authors 
give careful attention to the use of symbols from this 
and other standard lists and to the principles here given. 
Symbols used should be defined clearly. When a table of 
symbols is not given, it is desirable to make reference to 
the standard lists from which the symbols are taken. 
The many numbers, letters, and signs which are similar 
in appearance should be distinguished carefully. 

101.2. Definitions 

A magnitude letter symbol is a single letter, with sub-
script or superscript if required, used to designate the 
magnitude of a physical quantity in mathematical equa-
tions and expressions. Two or more magnitude symbols 
printed together always represent a product. Magnitude 
letter symbols are to be distinguished from the follow-
ing: 

101.21. Abbreviations, which are shortened forms of 
names and expressions employed in texts and tabula-
tions. Neither the abbreviation of the name of the unit 
of a physical quantity nor the single-letter designation 
of the unit should ever be used in place of the magnitude 
symbol in an equation. 

101.22. Mathematical signs and operators, which are 
characters used with magnitude symbols to denote 
mathematical operations and relations. 

• Reprints of this Standard, 57 IRE 21 SI, may be purchased 
while available from the Institute of Radio Engineers, 1 East 79th 
Street, New York, N. Y., at $0.60 per copy. A 20 per cent discount 
will be allowed for 100 or more copies mailed to one address. 

101.23. Graphical symbols, which are conventional-
ized diagrams and letters used on plans and drawings. 

101.24. Chemical symbols, which are letters and other 
characters designating chemical elements and groups. 

101.3. Units 

The same symbol should be used for the magnitude of 
the same physical quantity regardless of the units em-
ployed and regardless of special values occurring for 
different states, points, parts, times, etc. The units em-
ployed and the special values may be designated when 
necessary by subscripts, superscripts, or by upper and 
lower-case letters when both are specifically included as 
symbols in a standard list. The units used should be in-
dicated when necessary. Sometimes different symbols 
are used for the components of a vector. 

101.4. Subscripts 

A subscript preferably should be a single character. 
It is commonly employed to indicate a specified value 
of a physical quantity, such as pressure or temperature. 
A multiple subscript, sometimes divided by a comma, 
refers to more than one state, point, part, time, etc. A 
subscript should not be attached to a subscript except in 
extreme cases. 

101.5. Superscripts 

A symbol with a superscript, such as a prime (') or a 
double prime ("), should be enclosed in parentheses, 
braces, or brackets before affixing an exponent. A com-
plicated exponent (or any other expression frequently 
repeated) may be replaced by a single symbol selected 
to represent it. Reference marks should not be attached 
to symbols. 

101.6. Conflicts 

Conflicts which would occur when different physical 
quantities are assigned identical magnitude symbols in 
the same or different standard symbol lists may be re-
solved in one of the following ways: 

101.61. For one or more of the conflicting uses, the 
given symbol may be employed with subscript or super-
script selected by the author. 

101.62. If one of the quantities has an alternate sym-
bol in a standard list, it may be used. 

101.63. A slight change in the name of the quantity 
may remove the conflict. For instance, one may use 1 for 
"length of radius" when r for "radius" conflicts with r 
used for the magnitude of another quantity. 
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101.7. Unlisted Quantities 

The symbol chosen by an author for a physical quan-
tity not appearing in any standard list should be one 
that does not already have a different meaning in the 
field of the text. 

Item 

Scalars 

Vectors 

Phasors 

Conjugate phasors 

Absolute magnitude of phasor 

Letter exponents and subscripts 

Numbers 
Names and abbreviations of units 
Names of functions and operators 

Exceptions to preceding item: Single-letter 
designations of functions and operators 

101.86. Abbreviations and names of units should be 
printed in roman type. 

101.87. Mathematical signs and operators should be 
printed in roman type except when they are single let-
ters, in which case they should be printed in italics. 

101.88. Examples of typographical standards: 

Standard 

E 

E 

E 

E* 

E or 

LEI 

E h, Eh 

4 
amp, m 
cos, exp, 
curl, log, 
div, grad 
d, Dz, f(x) 
Jo(x), j, a, 
P(n, r) 

101.8. Typography 

101.81. Letter symbols and letter subscripts, whether 
upper or lower case, should be printed in italic type un-
less definitely specified otherwise. On manuscript this 
is indicated by underlining each symbol which is to be 
italicized. 

101.82. Letter symbols for scalar quantities are 
printed in italic type. When special type is used for vec-
tor quantities, the same letter in italic type should be 
used for the corresponding scalar magnitude of the 
vector quantity. 

101.83. Letter symbols for vector quantities should 
be printed in bold roman type, unless the text deals only 
with the magnitudes of the vector quantities and not 
with their vector relations. On manuscript, bold roman 
type is indicated by wavy underlining. 

101.84. Letter symbols for phasor quantities are 
printed in bold italic type. Phasor quantities are quan-
tities whose values are expressed by complex numbers. 
The conjugate of a phasor may be designated by a star 
following the letter symbol of the phasor. On manuscript 
bold italic may be indicated by both straight and wavy 
underlines, such as A. 

101.85. Numerals are printed in roman type whether 
appearing as terms in equations, coefficients, exponents, 
or subscripts. 

for Printed Page 

(italic) 

(bold roman) 

(bold italic) 

(bold italic) 

(italic) 

(bold italic) 

(italic) 

(roman) 
(roman) 
(roman) 

(italic) 

Standard for 
Manuscript 

E 

E 

E 

E* 

E or 
LE I 
Eh, Eh 

4 
amp, m 
cos, exp, 
curl, log, 
div, grad 
d,Dx, f(x) 
Jo(x),j,a, 
P(n, r) 

102. SPECIAL PRINCIPLES 

102.1. Applications to Electrical Circuits 

102.11. Instantaneous values of current, voltage, and 
power which vary with time are represented by the 
lower-case letter of the proper symbol. 

Example: i, e, p, ia, ea. 
102.12. Maximum, average, and root-mean-square 

values are represented by the upper-case letter of the 
proper symbol. 
Example: I, E, P, I„, E„. 
If necessary to distinguish between maximum, aver-

age, or root-mean-square values: 
Maximum values may be represented by the sub-

script "tn." 
Example: E„„ I„„ E„„,. 
Average values may be represented by the subscript 

Example: I pa et 

Root-mean-square or effective values may be repre-
sented by the upper-case letter without subscript. 

Example: E, I, E9, 

102.2. Applications to Electron Tube Circuits 

102.21. External. Values of resistance, impedance, 
admittance, etc., in the external circuit of an electrode 
may be represented by the upper-case symbols for the 
quantities with the proper electrode subscripts. 
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Example: R1, .21, Y5, R„, Z,„ Y„, C„. 
102.22. Inherent. Values of resistance, impedance, ad-

mittance, etc., inherent in the tube may be represented 
by the lower-case symbol with the proper electrode sub-
scripts. 

Example: rib, zi, yi, r„, z„, y„, c„. 

102.3. Applications for Electron Tubes 

102.31. Symbols for quantities in electrode circuits of 
electron tubes are developed from the proper quantity 
symbol and subscripts representing the electrodes con-
cerned. When one of the electrodes concerned is the 
cathode, the subscript "k" may be omitted and the 
single subscript understood to mean "with respect to 
the cathode." 

102.32. The electrode abbreviations to be used as 
subscripts are: 

h 

d 

general (convention for any electrode) 
filament 
heater 
cathode 
grid (c also used: see 102.36) 
plate or anode (b also used; see 102.36) 
metal shell, or other self-shielding envelope 
deflecting, reflecting, or repelling electrode (elec-
trostatic type). 

Example: eik, ei, Eptc, Ep, Cop. 
102.33. Grid subscripts for multigrid tubes are devel-

oped by a numerical addition to the subscript. Grids are 
numbered according to position out from the cathode. 
When no numerical subscript appears, reference to the 
control grid is assumed. 

Example: ea, e,,2, 4102, eo• 
102.34. Deflection electrode subscripts for cathode-

ray tubes are developed by a numerical addition to the 
subscript. 

Example: Cd1d2, ed1d2, ed3d4. 
102.35. In a double-subscript symbol, when the di-

rection of the relationship is significant, the first sub-
script should designate the electrode circuit in which the 
effect (product of the multiplying operation) is measur-
able; and the second subscript should designate the elec-
trode circuit in which the cause (operand or multiplicand) 
is measurable. This subscript sequence conforms to the 
mathematical convention for writing determinants from 
a set of fundamental Kirchhoff's equations. 

Example: gj231, gpu, g,,,,. 
102.36. When necessary to distinguish between com-

ponents of current and voltage encountered in electron-
tube circuits, the following symbols may be used. Their 
application to the case of a tube having a small varying 

component in the plate circuit is illustrated in the ac-
companying diagram in Fig. 1. 

102.361. Instantaneous current and voltage values of 
a varying component may be represented by lower-case 
symbols with the subscripts "g" and "p" for grid and 
plate, respectively. 

TINE 

tee 

(Nis VARYING-compomuir VALLE) 

ip (INSTANTANEOUS VARYING - 

COMPON Eli T ,ALOE) 

_rpm (MAXIMUM VARYING - 

COMPONENT VALUE) 

•—• 

Fig. 1. 

Example: e„, i,„ 
102.362. Instantaneous total values of current and 

voltage (no-signal dc value plus varying-component 
value) may be represented by lower-case symbols and 
the subscripts "b" for plate and "c" for grid. 
Example: ib, ec, 
102.363. Root-mean-square and maximum current 

and voltage values of a varying component may be rep-
resented by upper-case symbols and the subscripts given 
in 102.361. 
Example: E„, I„, E,„,. 
102.364. Values of current and voltage for the no-

signal or static condition may be represented by upper-
case symbols and the subscripts given in 102.362. 

Example: Ea, Ib, Ec. 
102.365. Average values of current and voltage for 

the with-signal condition may be represented by the 
addition of the subscript "s" to symbols determined in 
accordance with 102.364. 

Example: lb., Earl, Eba• 
102.366. Supply voltages for electron tube elements 

may be represented by upper-case symbols and doubling 
the electrode subscripts indicated in 102.362 plus "ff" 
for the case of heater or filament supply. 

Example: Eff, Ecc, Ebb, Ecc2. 

103. LIST OF LETTER SYMBOLS AND MATHEMATICAL 
SIGNS (IN ALPHABETICAL ORDER OF QUANTITY) 

a 
Y, 

a 

co 
o 

absorption factor 
Y, y admittance 

acceleration, angular 
acceleration, linear 
amplification factor of 
(µ=µ„) (see j.t factor) 

angle, solid 
angle, transit 
angular frequency (co 271-f) 
angular frequency, resonance 

an electron tube 
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A area 
attenuation constant (7 =a-1-j3) 

e base of Naperian or natural logarithms 
(e =2.718 • • • ) 

dl 
brightness, luminance (B=  

dA cos 0) 

C, c 
Xe 
e 

Zo 

X 

Q, q 
o. 

G, g 
o-, p 

I, I, i 

J, 
ji 

Is, is 

o 

la 

J, 

X 

o. 

D 
d, D 
ro 
e 

e, 

e, 

D 

¿le 77 

d 
a 
a 
D 

capacitance, (permittance) 
capacitive reactance 
capacitivity, dielectric constant, dielectric co-

efficient 
characteristic impedance, surge impedance 

charge, electronic (e= 1.602 • • • X10'9 
coulombs) 

charge, line density 
charge, quantity of electricity (electric) 
charge, surface density of 
charge, volume density of (electric) 
complex frequency, oscillation constant 

(P= (5—Pico) 
conductance 
conductivity 
conductivity, thermal 
coupling coefficient 
current, electric 
current density, electric 
current density, sheet (linear current density) 
current, saturation of a cathode, total electron 

emission 
damping constant, damping coefficient (decay 

constant) (p = b+jco) 
deionization time 
density, current 
density, magnetic flux 
density of charge, linear 
density of charge, surface 
density of charge, volume 
density of radiant flux 
density, sheet current (linear current density) 
derivative operator 
diameter 
dielectric constant, complex (vo••--..f,.-kj60Xu) 
dielectric constant, dielectric coefficient, ca-

pacitivity 
dielectric constant of evacuated (free) space 

(e„- 8.855 • • • X10-12 farad per meter) 
dielectric constant, relative (specific inductive 

capacitance) 
dielectric flux, displacement flux ( flux of elec-

tric displacement) 
dielectric flux density, electric displacement 
dielectric susceptibility (intrinsic capacitivity) 

[Et= (Er - 1)Ej 

differential operator 
differential operator, partial 
diffusivity, thermal 
displacement, electric (dielectric flux density) 

0, O displacement, phase (phase angle) 
D duty factor, duty cycle (D = tip) 

efficiency 

( S- 1 ) elastance, self-elastance — 
c 

E electric field, electric field strength, electric 
intensity, electric field intensity 

electric moment of a dipole 
E, e, V, v electromotive force, electric potential differ-

ence, voltage 
emissivity 

Ex emissivity, spectral 
et emissivity, total 

energy, work 
U energy, internal or intrinsic 
U energy, radiant 
H enthalpy, heat content 
S entropy 
a expansion, temperature coefficient of linear 
exp exponential function 

Faraday constant 
H field strength, magnetic (magnetic intensity, 

magnetizing force) 
figure of merit of a reactor 
flux density, radiant 
flux, dielectric (displacement flux, flux of elec-

tric displacement) 
flux, luminous 
flux, magnetic (flux of magnetic induction) 

d 
flux, radiant (4)=. q) 

force 
frequency 
frequency, angular (co = 27rf) 
frequency, critical or cutoff 
frequency, pulse recurrence 
frequency, resonance 
frequency, resonance angular 
gravitational acceleration 
gravitational constant 
heat content, enthalpy 
heat, quantity of 
heat, rate of flow of 
heating time, cathode 
illuminance, amount of illumination 

dF 

impedance, characteristic (surge impedance) 
impedance of a medium, intrinsic 
impedance, self-impedance 
increment 
inductance, mutual 



Bi 

1 

In 
log 

Sr, Sp 

Mo 

Mr 

Mr 
B, 

M. 

A 

Ar 

r„, 
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inductance, self-inductance 
induction, magnetic (magnetic flux density) 

(B =1.41.i„H) 
inductive reactance 
intensity, electric (electric field strength, elec-

tric field intensity, electric field) 
intensity, luminous (candle power) 

ddcoF 
1=— 

intensity, magnetic (magnetizing force, mag-
netic field strength) 

d 
intensity, radiant (..T= c1))— 

dco 

intrinsic induction, magnetic polarization 
(Bi B —n„H) 

internal or intrinsic energy 
length 
length of path 
light, quantity of 
logarithm to base e 
logarithm to base 10 
luminance (see brightness) 

Fx 
luminosity factor (K=) — 

luminous flux 

( I = dF) luminous intensity — 
dco 

luminous sensitivity of a phototube 
magnetic flux (flux of magnetic induction) 
magnetic flux density (magnetic induction), 
(B= µ,1£,H) 

magnetic intensity, magnetizing force (mag-
netic field strength) 

magnetic moment 
magnetic permeability 
magnetic permeability, initial 
magnetic permeability of evacuated (free) 

space 
magnetic permeability, relative 
magnetic polarization (intrinsic induction) 

(Bi = B i.i.H) 
magnetic susceptibility (intrinsic magnetic 
permeability) = (Mr— 1)µ„) 

magnetic vector potential 
magnetic vector potential, retarded 
magnetizing force, magnetic intensity (mag-

netic field strength) 

magnetomotive force, magnetic potential 
mass 
mercury condensate, temperature of 
moment of a dipole, electric 
moment of inertia 

Ma 

Mi 

gi33.2 

moment, magnetic 
µ factor of an electron tube, relative effect of 

change on electrode "j3" to change on elec-
trode "j2" (conditions of other electrodes to 
be specified) (see amplification factor) 

L12, etc. mutual inductance 
e Naperian or natural logarithms, base of 

(e =2.718 • • • ) 
number of poles 

N number of turns or conductors 
number per unit of measurement 

D operator, derivative 
d operator, differential 
V operator, vector 
a operator, partial differential 

operator, 90° rotational, or V-1 
a operator, 120° rotational 

oscillation constant, complex frequency 

(P = (5-Fico 
period 
permeability, initial magnetic 
permeability, magnetic 
permeability, intrinsic magnetic (magnetic 

susceptibility), (.4=m, — 1)12.) 
permeability, relative magnetic 
permeability, magnetic, evacuated (free) space 
permeance 
permittance, capacitance 
phase constant, (wave number) wavelength 

27r 
constant (e = )— 

x 

phase displacement, phase angle 
ir pi, a ratio (7r =3.14159 • • • ) 

Planck constant (h =6.624 • • • X10-34 joule 
sec) 

polarization, electric (P = (er— 1)€,E) 
poles, number of 

V, y, E, e potential difference, electric; electromotive 
force; voltage 

Vr potential, electric scalar, retarded 
potential, magnetic; magnetomotive force 

A potential, magnetic vector 
Ar potential, magnetic vector, retarded 
P, p power, active power 
P„ power, anode or plate dissipation 
F„ power factor 

power, grid dissipation 
P, power, input 
Po power, output 

pressure 
propagation constant (y =a +i)(3) 
pulse-recurrence frequency 

Q, q quantity of electricity 
quantity of electric charge 
quantity of heat 
quantity of light 
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U radiant energy 

4) radiant flux 4)=_dU\ 
di 

radiant flux density 

R, r 

q 
Xc 
XL 
X, x 
F, 
P, 

at 

dt.) 
radiant intensity (J=— 

dco 

radius 
rate of flow of heat 
reactance, capacitive 
reactance, inductive 
reactance, self-reactance 
reactive factor 
reactive voltamperes (reactive power) 
reflection coefficient 
reflection factor 
reluctance 

reluctivity 1 ) 

R, r resistance 
resistance, temperature coefficient of 
resistivity or specific resistance 

Jr resonance frequency 
X, resonance wavelength 
V,. retarded electric scalar potential 
A, retarded magnetic vector potential 
I„ j, saturation current of a cathode, total electron 

emission 
secondary-emission ratio 

Z, Z, z self-impedance, impedance 
self-inductance, inductance 

X, x self-reactance, reactance 
sensitivity of a phototube, dynamic 

SF, s F sensitivity of a phototube, luminous 
S sensitivity of a phototube, static 
S2870, S2870 sensitivity of a phototube, 2870° Kelvin 

tungsten 
slip (in electrical machinery) 
specific heat, thermal capacity of unit mass 
specific resistance or resistivity 

E spectral emissivity 
S standing-wave ratio 
E summation 
o- surface density of charge 
Zo surge impedance, characteristic impedance 

B, b susceptance (Y=G-I-jB) 
es, n susceptibility, dielectric (intrinsic 

ity) (ei = (er — 1)€,) 

thir i susceptibility, magnetic 
permeability) 

temperature 
a temperature coefficient of linear expansion 
a temperature coefficient of resistance 
TH, temperature of mercury condensate 

thermal capacity of unit mass, specific heat 
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Et 

g,2,1 
"j2" to a change on electrode "ji" 

g„ (also g„) transconductance, inverse (inverse mutual 
conductance), effect in grid circuit to change 
on plate 

gm (also g„) transconductance, grid-plate (mutual con-
ductance) effect in plate circuit to change on 
control grid 

O transit angle 
transmission factor 

V vector operator 
vector, unit (X-axis) 
vector, unit ( Y-axis) 
vector, unit (Z-axis) 
velocity 
velocity of light in vacuum 

(c = 2.998 • • • X 105 kmps) 
V, y, E, e voltage, electromotive force, electric potential 

difference 
P, voltamperes (apparent power) 
P, voltamperes, reactive (reactive power) 
V volume 

volume density of electric charge 
wavelength constant, phase constant (wave 

X. 
X 
X, 

E 

a 
capacitiv- a 

A 
(intrinsic magnetic A 

A 
A, 
a 
a 

a 

thermal conductivity 
thermal diffusivity 
time 
time constant 
time of cathode heating 
time of deionization 
time of pulse duration 
time of pulse fall 
time of pulse rise 
total emissivity 
transconductance, conversion 
transconductance, effect in circuit of electrode 

number) (e = 27r) 
X 

wavelength, critical or cutoff 
wavelength in free space 
wavelength, resonance 
work, energy 
Young's modulus of elasticity 

104. LIST OF LETTER SYMBOLS AND MATHEMATICAL 
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linear acceleration 
120° rotative operator 
area 
sheet current density (linear current density) 
magnetic vector potential 
retarded magnetic vector potential 
absorption factor 
angular acceleration 
attenuation constant 
temperature coefficient of linear expansion 



C, c 

D 
d, D 
d 
D 
D 
V 

o 
o 

e 

E 

E, e, 

e 
E 
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temperature coefficient of resistance 
thermal diffusivity 

brig(htness, luminance B= 
dl 

dA cos (V 

magnetic flux density, magnetic induction 
(B="/.41.4,H) 

susceptance (Y=G+jB) 
magnetic polarization, intrinsic induction 

(131- B -µ„H) 
wavelength constant, phase constant (wave 

number) (0 =27) 
X 

capacitance (permittance) 
specific heat, thermal capacity of unit mass 
velocity of light in vacuum 

(c= 2.998 • • • X 105 kmps) 
derivative operator 
diameter 
differential operator 
duty factor, duty cycle (D=1„f„) 
electric displacement, dielectric flux density 
vector operator 
damping constant, damping coefficient (decay 

constant) (p =-- (5-1-jw) 
secondary-emission ratio 
increment 
partial differential operator 
base of Naperian or natural logarithms 

(e=2.718 • • • ) 
electric field, electric field strength, electric in-

tensity, electric field intensity 
V, v electromotive force, electric potential differ-

ence, voltage 
electronic charge (e = 1.602 X10-19 coulombs) 
illuminance, amount of illumination 

(E= d ) 
dA 

Young's modulus of elasticity 
capacitivity, dielectric constant, dielectric co-

efficient 
emissivity 
dielectric susceptibility (intrinsic capacitance) 

(Ei== (Er-- 1)E.) 
spectral emissivity 
complex dielectric constant (co e---€,.-Fj60Xcr) 
exponential function 
relative dielectric constant (specific inductive 

capacitance) 
total emissivity 
dielectric constant of evacuated (free) space 

(€,= 8.855 • • • X10-42 farad per meter) 

g„ also g„ 

0-
1, 

I, I, i 

Is, id 

J, -T 

K, 

efficiency 
intrinsic impedance of a medium 

n, ei dielectric susceptibility (intrinsic capacitance) 
(€i(er-1)€„) 

Faraday constant 
force 
frequency 
luminous flux 
magnetomotive force, magnetic potential 

fe critical or cutoff frequency 
pulse-recurrence frequency 
power factor 

F, reactive factor 
fr resonance frequency 
G, g conductance 

g, g gravitational acceleration 
gravitational constant 
conversion transconductance 

g,2,1 transconductance, effect in circuit of electrode 
"j2" to a change on electrode "j1." 

g„, also g„ grid-plate transconductance (mutal con-
ductance), effect in plate circuit to change 
on control grid 
inverse transconductance (invese mutual 
conductance), effect in grid circuit to change 
on plate 

conductivity 
propagation constant (y 
heat content, enthalpy 
magnetic intensity, magnetizing force (mag-

netic field strength) 
Planck constant (h = 6.624 • • • X10-" joule 

sec) 
current 

luminous intensity ( I - dip ---- 
dw 

moment of inertia 
unit vector (X-axis) 
saturation current of a cathode, total electron 

emission 
current density 
unit vector ( Y-axis) 

radiant intensity ( j=  dcl) 
dw 

90° rotative operator or V-1 
coupling coefficient 

Fx 
luminosity factor (K= —) 

4)), 

magnetic susceptibility 
thermal conductivity 
unit vector (Z-axis) 
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1 
In 
log 
L12, etc. 
X 
X 
X, 
X, 

/2e, K 

jlja j2 

n 

co 
we 
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inductance, self-inductance 
length 
logarithm to the base e 
logarithm to the base 10 
mutual inductance 
line density of charge 
wavelength in free space 
critical or cutoff wavelength 
resonance wavelength 
magnetic moment 
mass 
amplification factor of an electron tube 

=y„) (see y factor) 
magnetic permeability 
magnetic susceptibility, intrinsic magnetic 

permeability (yi = (µ,-1)) 
y factor of an electron tube, relative effect of 

change on electrode "j3" to change on elec-
trode "j2" (conditions of other electrodes to 
be specified) 

initial magnetic permeability 
relative magnetic permeability 
magnetic permeability of evacuated (free) 

space 
number of turns or conductors 
number per unit of measurement 

reluctivi tv ( v =— 
1 ) 

angular frequency (co = 27rf) 
solid angle 
resonance angular frequency 
electric moment of a dipole 
electric polarization (P= (Er — 1)€„E) 

number of poles 
oscillation constant, complex frequency 

(P = (31-jw) 
133 permeance 
P, p power, active power 

pressure 
P„ grid dissipation power 
Pi input power 
Po output power 

anode or plate dissipation power 
P, reactive voltamperes (reactive power) 

voltamperes (apparent power) 
(I) magnetic flux (flux of magnetic induction) 

d), O phase displacement, phase angle 

d 
radiant flux (1)= - 

di 
cl) 

Ir pi, a ratio (7r = 3.14159 • • • ) 
dielectric flux, displacement flux ( flux of elec-

tric displacement) 
figure of merit of reactor 

Q, q 

R, r 
GI 
R, r 

quantity of electricity 
quantity of electric charge 
rate of flow of heat 
quantity of heat 
quantity of light 
radius 
reluctance 
resistance 
reflection coefficient 
reflection factor 
resistivity or specific resistance 
volume density of electric charge 
dynamic sensitivity of a phototube 

1 
S elastance, self-elastance S = — 

C 

S entropy 
length of path 

S standing-wave ratio 
slip (in electrical machinery) 

S static sensitivity of a phototube 
SF, SF luminous sensitivity of a phototube 

S2870, S2870 2870° Kelvin tungsten sensitivity of a photo-
tube 

ct, 'y conductivity 
summation 

o. surface density of charge 
temperature 
time 
period 
deionization time 
time of pulse fall 
temperature of mercury condensate 

tk cathode heating time 
tp time of pulse duration 

time of pulse rise 
time constant 
transmission factor 

0, (1) phase displacement, phase angle 
O transit angle 

internal, intrinsic energy 
U radiant energy 
V, y, E, e electric potential difference, voltage, electro-

motive force 
velocity 

✓ volume 
V, retarded electric scalar potential 

radiant flux density 
work, energy 

X, x reactance, self-reactance 
Xe capacitive reactance 
XL inductive reactance 
Y, Y, y admittance 
Z, Z. z impedance, self-impedance 
Zo characteristic impedance, surge impedance 

tj 

TH9 

ir 
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Correspondence  

The Use of Speech Clipping in Sin-
gle-Sideband Communications Sys-
tems* 

Clipping has been used extensively in 
radio communications systems because clip-
pers reduce and regulate the peak value of 
an audio wave. Therefore, clipping allows 
the use of higher depths of modulation and 
provides a safeguard against overmodula-
tion. Relatively simple clipper circuits may 
be used to increase the effective range of a 
communications transmitter. 

Voice of America engineers, after con-
ducting detailed studies of means of com-
batting jamming, reported that clippers pro-
vide signal-to-noise and interference im-
provements of approximately 9 db. VOA 
engineers further point out that clippers 
offer a basic advantage over compressors or 
limiters in that clippers operate instantane-
ously. Studies of many speech patterns 
show that high-frequency sounds, necessary 
for good intelligibility, normally occur im-
mediately after low-frequency, high ampli-
tude sounds. Compressors, which are quick 
to reduce gain and slow to restore gain, ef-
fectively reduce the amplitude of these high 
intelligibility, high-frequency sounds. Clip-
pers, being instantaneous in operation, do not 
suffer from this limitation. 

During the past few years there has been 
great interest shown in single-sideband 
transmission and it might be interesting to 
consider the application of clippers to single-
sideband radio telephone transmitters. In 
the following, an analysis for determining 
the output wave form produced by a perfect 
single-sideband suppressed carrier transmit-
ter, when fed a severely clipped audio wave, 
will be discussed. Since a severely clipped 
sine wave closely resembles a square wave, 
square waves are generally used as the basis 
for determining the operating characteristics 
of clipping systems and will be used in the 
following analysis. 

The Fourier series, representing the 
square wave, shown in Fig. 1, is as follows: 

2 cos 3x cos 5x cos 7x 
e — (cos x 

3 5 7 

cos 9x 

9 

If this wave is used to 100 per cent ampli-
tude modulate a transmitter, the spectrum 
shown in Fig. 2 results. This AM wave may 
be represented by the revolving phasor dia-
gram shown in Fig. 3 for the instant T=0. 

If the carrier and one sideband are elim-
inated, Fig. 4 results. The amplitude of this 
single-sideband wave is equal to the instan-
taneous sum of the inphase and quadrature 
components of the phasors. If we assume 
that the upper sideband is transmitted and 
the carrier is completely eliminated, the 
strongest component remaining will be the 
first-order upper sideband which will be used 

* Received by the IRE, April 25, 1957. 

!rt 

1/3rr 

Fig I. 
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'rift 

as a reference frozen phasor. Then the other 
components will rotate about this funda-
mental sideband component and by sum-
ming the inphase and quadrature com-
ponents, we are able to arrive at the follow-
ing relationship: 

(1) -= (in-phase2 + quadrature2)"2 

= 1 
1 [( cos 2cut cos 4cut 

3 5 

cos 6cd 

7 )2 

(sin 2031 sin 4w1 

3 5 

0.5 

rt 

7 • • • )2] I/2 1/511" sin 6coi 

where w is equal to 2rF and F is equal to the 
fundamental frequency of the square wave. 

It should be noted that this envelope 
function is composed of even harmonics 
whereas the square wave fed to the single.. 
sideband generator is composed of only odd 
harmonics. The reason for this is that the 
carrier is eliminated and the strongest corn-
component remaining is the first-order side-
band which is displaced from the carrier fre-
quency by the fundamental frequency of the 
square wave. 

This equation has two equal maximum 
amplitude points at +90° and —90°. Fig. 5 
(opposite) is a phasor diagram for the +90° 
condition. It should be noted that when the 
fundamental sideband vector rotates 90° from 
its initial position, shown in Fig. 3, the third 
harmonic shifts three times 90° and the fifth 
harmonic swings five times 90°, etc. It 

Y3TT 

Fig. 3. 
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should be noted that all the sideband com-
ponents line up in phase creating a large 
peak voltage. 

The peak amplitude of the single-side-
band wave is 2.02/T volts, when harmonics 
of the fundamental square wave frequency 
up to and including the 15th are considered. 
Thus, the peak amplitude is 2.02 times 
greater than the fundamental sideband fre-
quency amplitude. 

The peak amplitude of a conventional 
AM signal or a compatible single-sideband 
signal (CSSB) is 7r/4 times the amplitude of 
the fundamental component of the envelope. 
Thus, there is a total gain of 2.02 times 4/7r 
or 8.2 db for CSSB over conventional single-
sideband operation. However, there is a 6-db 
advantage of single-sideband suppressed or 
reduced carrier transmission over CSSB be-
cause of the carrier power saving, making a 
net gain of 2.2 db in favor of CSSB. In addi-
tion, CSSB, offers appreciable advantages in 
reduced cost and complexity of equipment 
because it allows the use of standard AM 
receivers. A more thorough comparison be-
tween the two systems has recently been 
published.1.2 

In conclusion, it would appear that the 
important advantages obtainable by the use 
of simple clipping systems may not be fully 
enjoyed by conventional reduced or sup-
pressed carrier single-sideband systems. 

LEONARD R. KAHN 
Kahn Res. Labs. 
Freeport, N. Y. 

L. R. Kahn, 'A Compatible Single-Sideband 
System." paper presented at the Second Annual Sym-
posium on Aeronautical Communications. Utica, N. 
Y.; October 9, 1956. 

L. R. Kahn, "Comparison of Compatible Single-
Sideband with Other Single-Sideband Systems for 
Aeronautical Service," paper presented at the Wash-
ington Symposium sponsored by ARINC. Washing-
ton. D. C.; February 1, 1957. 

Fast Switching by Use of Avalanche 
Phenomena in Junction Diodes* 

The literature on the transient behavior 
of semiconductor junction diodes has been 
centered mainly on the recovery transient 
that occurs on suddenly switching from the 
forward to the reverse direction. However, 
junction diodes also often exhibit a trouble-
some transient when switched from the re-
verse to the forward direction. This is par-
ticularly pronounced when the diode is 
switched into relatively high currents. A 
recent communication pointed out that 

• Received by the IRE. April 19, 1957. 

junction diodes could be switched much 
faster by operation around the avalanche 
breakdown voltage rather than by operation 
around zero bias, as is customary.' In that 
letter, the emphasis was on the recovery 
transient that normally occurs on cessation 
of the driving pulse, and it was demonstrated 
that this transient is insignificant when a 
diode is switched through the avalanche 
breakdown region from high to low current. 
The objects of this letter are to point out ex-
plicitly that a similar improvement should 
be obtained when switching through ava-
lanche breakdown from low to high current, 
and to exhibit oscillographic evidence that 
such improvement is indeed realized. 

For a P+N junction whose operation can 
be described entirely in terms of a diffusion 
process, it can be shown that the diode volt-
age in response to an applied current step 
is 

V(1) = (kT /q) In [I (4//.)erf (//7.)1/21. ( I) 

In ( 1), k = Boltzmann constant, T=absolute 
diode temperature, q= electronic charge, 
/0 = magnitude of applied current step, 
/.=- diode saturation current, t = time, and 
r = hole lifetime in the N region. The deriva-
tion of ( 1) assumes that the diode bulk re-
sistance, R, is negligible. If it is not, a step 
term IoR must be added to the right side of 
(1). Quite good experimental confirmation 
of ( 1) can be obtained if Io is small. A typical 
example of such agreement is shown in Fig. 
I, for which the value of /o was about 50 

Fig. I—Waveforms of low-level normal forward 
switching for a I N46I diode. The sweep speed was 
0.2 usec/cm. The upper trace shows the generator 
voltage vs time (scale: 20 vicm). from which an 
applied current step of 50 j..a was obtained through 
a series resistor R (1 megohm). The lower trace 
shows the resultant diode voltage vs time (scale: 
0.5 vicm). 

microamperes. The upper trace is that of the 
generator voltage step, and the lower trace 
shows diode voltage as a function of time 
in response to the current step obtained from 

J. E. Scobey, W . A. White. and B. Salzberg, 
"Fast switching with junction diodes." PROC. IRE, 
vol. 44, pp. 1880-1881; December. 1956. 

the generator through a relatively large re-
sistance. It will be observed that the diode 
transient behavior is generally similar to 
that of a shunt combination of capacitance 
and resistance. 

For much larger values of the applied 
current step, the character of the transient 
changes radically. The diode behavior 
changes from that of a capacitance-resistance 
arrangement to that of an inductance-
resistance arrangement. There seems to be 
no quantitative theory available that de-
scribes the diode voltage response to large 
current steps. It has been pointed out, how-
ever, that the appreciable conductivity 
modulation which takes place at high carrier 
injection levels is probably the dominating 
mechanism here.' 

It seemed to us that both forward and re-
verse transients, which occur when switching 
to or from high currents about zero bias, 
could be eliminated by switching about the 
avalanche breakdown voltage. The basis for 
our expectation was twofold: I) the dielec-
tric relaxation and drift times involved in 
driving into, as well as out of, the avalanche 
region are very short—of the order of 10-" 
to 10-" seconds; and 2) since there is no 
injection of minority carriers, the relatively 
long time associated with the conductivity 
modulation process characteristic of normal 
operation at high current levels is not in-
volved. 

To ascertain whether these ideas were 
well founded, a simple circuit arrangement 
was set up. It consisted of a Hewlett-
Packard Type 212A pulse generator shunted 
by a 50-ohm resistor, in series with a resistor 
R and a diode. The input of a Tektronix 
Type 545 oscilloscope (with Type 53/54-K 
preamplifier) was connected across the diode 
to observe its voltage-vs-time behavior. 
With this simple arrangement, a diode could 
be switched from zero into its forward direc-
tion and back, and also, by reversing the 
diode polarity, from zero into its avalanche 
region and back. The positive output pulse 
from the generator was kept fixed at an 
amplitude of about 50 volts. The value of 
the series resistor R was kept high enough to 
ensure that constant-current step was ap-
plied to the diode in both modes of opera-
tion. The diode used to obtain Figs. 1 and 2 
was a Hughes Type 1N461 silicon junction 
diode, selected for its sharp avalanche break-
down characteristic. Normal switching was 
obtained with the diode cathode grounded, 
whereas avalanche switching was obtained 
with the diode anode grounded. For the lat-
ter mode of operation, the value of R was 
reduced to permit a comparison at the same 
current level as used in normal switching. 

As mentioned previously, the lower 
trace of Fig. 1 provides a good check of the 
theory on which ( 1) is based. No correspond-
ing oscillogram of avalanche operation is 
provided here. At the very low level of ap-
plied current that was used-50 micro-
amperes—the transient behavior in the re-
verse direction is determined principally by 
the charging current through the transition 
capacitance—of the order of 10 gpf for the 
diode employed—rather than by the ava-
lanche breakdown conductance. 

O W. Shockley, "Electrons and Holes in Semicon-
ductors," D. van Nostrand Co.. Inc., New York. 
N. Y., p. 99; 1950. 
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(h) (a) 

Fig. 2--(a)-(c) Waveforms of avalanche and normal switching for a IN461 diode. 
The sweep speeds were 5.0 psec/cm. 0.5 psec/cm, and 0.04 psec/cm, respectively. 
The upper traces show the generator voltage vs time (scale: 20 v/cm), fmtn 
which an applied current step of 400 ma was obtained through a series resistor 

Fig. 2(a)—(c) illustrates avalanche and 
normal switching operation for an applied 
current step of about 400 milliamperes at 
three different sweep speeds. The upper. 
traces in each figure show pulse-generator 
output voltage vs time, the center traces 
show diode voltage vs time for avalanche 
switching, and the lower traces show diode 
voltage vs time for normal switching. The 
marked overshoot of the leading edge of the 
forward transient that occurs in normal 
switching, clearly shown in the lower trace 
of Fig. 2(a), is completely absent in ava-
lanche switching. Fig. 2(a) also shows that 
the severe recovery transient characteristic 
of the normal switching mode, which is 
known to be associated m ith minority carrier 
storage, is completely absent in the ava-
lanche switching mode, even at the high cur-
rent used. [The shape of the recovery 
transient in the lower trace of Fig. 2(a) is 
typica1,3 except for its drop below the base-
line. The latter feature resulted from the 
presence of a blocking capacitor in the pulse 
generator which caused the applied pulse to 
go slightly negative, instead of zero, for a 
short time.] Figs. 2(b) and 2(c) are similar to 
Fig. 2(a) except that, because of the higher 
sweep speeds used, the recovery transient 
does not appear. The center trace of Fig. 
2(c) shows that switching into the avalanche 
region occurs with no observable transient. 
Thus, if the transient behavior of the ava-
lanche switching mode is to be determined 
by these means within times less than the 
order of a few millimicroseconds, it will be 
necessary to utilize pulse generators and os-
cilloscopes with faster rise times than were 
available for our experiments. In addition, 
to avoid spurious circuit effects introduced 
by lead inductance and capacitance it will be 

I B. Lax and S. F. Neustadter. "Transient re-
sponse of a p-n junction." J. A p pl. Phys., vol. 25, pp. 
1148-1154; September, 1954. 

(c) 

R. The center traces show the resultant diode voltage for avalanche switching 
(R =27 ohms, scale: 20 v/cm) The lower traces show the diode voltage :or nor-
mal switching (R=120 ohms, scale: 1 v/cm). 

necessary to utilize the diodes designed for 
rf use. 

In the above work, constant-current 
pulses were applied merely as a matter of 
practical convenience since the diode ex-
hibits low steady-state resistance at the 
current level used. Equivalent results can be 
obtained, however, by applying constant-
voltage pulses to the diode, and sampling the 
diode current as a function of time. For the 
normal switching mode, at low applied volt-
ages, the current rises abruptly and then 
rapidly decays, within a time of the order of 
the hole lifetime, to its steady-state value. 
At relatively high applied voltages, the for-
ward current transient appears as an abrupt 
rise, which is followed by a much more 
gradual rise to its steady-state value.' 

As a matter of interest, in connection 
with the conductivity modulation process, a 
forward switching experiment was carried 
out on the Philco 1N263 germanium micro-
wave mixer diode. In Fig. 3, the upper trace 
again shows the pulse-generator output volt-
age vs time, the center trace shows the 
diode voltage vs time in response to a cur-
rent pulse of 400 milliamperes, and the 
lower trace shows the diode voltage in re-
sponse to a current pulse of 40 milliamperes. 
As will be observed, the forward transient is 
significant for the high-amplitude current 
pulse, but is barely discernible for the low-
amplitude pulse. The recovery transient is 
negligible, by comparison, in both traces. 

Thus, it appears that a very marked im-
provement in the transient behavior can be 
obtained when normal high-level switching 
of junction diodes is replaced by switching 
about the avalanche breakdown voltage. In-
deed, the duration of the transients in the 
avalanche mode of operation is so short as to 

M. C. Waltz, "On some transients in the pulse 
response of point-contact germanium diodes," PROC. 
IRE. vol. 40, pp. 1483-1487; November, /952. 

Fig. 3—Waveforms of high-level switching for a 
IN263 microwave mixer diode The sweep speed 
was 0.5 psec/cm. The upper trace shows the 
generator voltage vs time (scale: 20 v/cm. The 
center trace shows the diode voltage vs time in 
response to an applied current step of 400 ma 
(R=120 ohms, scale: 2v/cni). The lower trace 
shows the diode voltage vs time in response to an 
applied current step of 40 ma (R=1200 ohms, 
s-ale: 0.5 v/cm). 

challenge measurement by readily available 
pulse generators and oscillographs. More-
over, to realize the inherent high speed of 
avalanche operation, it will be necessary to 
mocÂfy the diode lead arrangement so that it 
does not constitute a limiting factor. 

We wish to thank A. Barone for heiping 
us with the experiments described above. 

B. SAL2BERG 
AND E. W. SARD 

Airborne Instruments Lab., Inc. 
Mineola, N. Y. 
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Differentiating Devices* 

Devices which can accurately differenti-
ate or integrate time-varying electrical sig-
nals are utilized in many diverse applica-
tions, such as pulse circuits, analog com-
puters, and systems which require sinusoidal 
signals in exact quadrature. 

One type of circuit used for electronic 
differentiation is shown in Fig 1. The trans-
fer function of this circuit in Laplacian 
operator form is: 

K  

Fo(s)  ‘K + 1 RCs 

Fi(s) RC   K + ) s + I 
‘ I 

Fig. 1. 

• Received by the IRE, April 26, 1957. 

The derivation of this transfer function is 
predicated upon the following assumptions: 

1) The circuit is not affected by the 
impedance of the input source or the output 
sink. 

2) The circuit is not affected by the 
input and output impedances of the ampli-
fier. 

3) All elements operate within their 
linear ranges. 

The transfer function approaches that of a 
perfect differentiator, i.e., RCs, when the 
gain K is made very large, and the output is 
inverted. 
A different circuit configuration, shown 

in Fig. 2, produces the following transfer 
function subject to the assumptions listed 
previously. 

Fo(s) RCs  

El(s) RC(4 — K)s + 1 

If the gain of the feedback amplifier is ad-
justed to a value of 4, the pole in the 
idealized transfer function is completely 
cancelled. In practice, a value very slightly 
less than the theoretical optimum is used to 
insure stability. 
A powerful capability of the latter cir-

cuit derives from the ability to optimize K 

Fig. 2. 

for certain classes of signals For example, 
when the device is used as a 90° phase 
shifter for stable sinusoidal signals, small 
errors in K produce small errors in the out-
put amplitude, but more significantly, small 
output phase errors. A dc signal propor-
tional to the phase error can be derived from 
operation on the input and output signals, 
and this signal can be utilized to control K. 
This form of feedback error correction is 
applicable when the input signal has a pre-
dictable characteristic (e.g., a carrier fre-
quency component) which can be separated 
from random signal components. 

Similar results are obtainable for inte-
grating circuits. 

CAPT. HERBERT B. VOELCKER, JR. 
U. S. Army Signal Engineering Labs. 

Fort Monmouth, N. J 
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on September 20, 1925, in Great Falls, Mont. 
He received the B.S. degree in electrical en-
gineering from Montana State College, and 
began his graduate studies as a teaching and 
research assistant at the Electronics and Mi-

M. CHODOROW 

crowave laboratories at Stanford University 
where he was awarded the M.S. and Degree 
of Engineer in E.E. in 1950 and 1951, respec-

tively. In 1951, he 
began work at Stan-
ford University as a 
research associate in 
the Microwave Lab-
oratory, where he was 
associated primarily 
with high-power twt 
research while con-
tinuing his graduate 
work on a part-time 
basis. In 1955, he re-
ceived the Ph.D. de-
gree in electrical en-

gineering. 
Dr. Craig joined the General Electric 

Microwave Laboratory in Palo Alto, Calif. 
in 1954 and since that time has been en-
gaged in the development of high-power tw 
tubes. 

He is a member of Tau Beta Pi, Phi 
Kappa Phi, and Sigma Xi. 

R. A. CRAIG 

Myron S. Glass (A'36—VA'39—M'55—SM 
'56) was born on May 25, 1902 in Eddyville, 
Iowa. He received the M.S. degree in physics 
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C. A. LEVIS 

R. L. JEPSEN 

from the University of Chicago, in 1926. He 
joined the Technical Staff of Bell Telephone 
Laboratories the same year. 

From 1926 to 1941, 
Mr. Glass was en-
gaged in development 
work on various elec-
tronic devices, prin-
cipally cathode ray 
tubes and phototubes. 
From 1941 to 1954, he 
was engaged in de-
velopment work on 
magnetrons. 

Since 1954, he has 
M. S. GLASS been engaged in de-

velopment work on 
magnetic focusing circuits for traveling-
wave tubes. 

Robert L. Jepsen (A'52) was born on 
June 16, 1920 in Valley, Wash. He received 
the B.S. degree in electrical engineering from 

Washington State Col-
lege in 1944 and the 
Ph.D. degree in phys-
ics from Columbia 
University, in 1951. 

He was employed 
by the Radio Cor-
poration of America, 
Lancaster, Pa., from 
1944 to 1946 as a 
magnetron research 
and development en-
gineer. Between 1946 
and 1951, he was a 

research associate at the Columbia Radia-
tion Laboratory where he was engaged in re-
search on magnetrons. He joined Varian As-
sociates as a research physicist in 1951, and 
has been director of the microwave tube re-
search activity for over five years. His re-
search studies have included klystrons, trav-
eling-wave tubes, backward wave oscillators, 
ion oscillations, vacuum pumps, and molecu-
lar amplifiers. 

Dr. Jepsen has published several papers 
on electron tubes, and holds patents in this 
field. He is a member of Tau Beta Pi and 
Sigma Xi. 

Curt A. Levis (S'48-A'53) was born in 
Berlin, Germany, 1926. He came to the 
United States in 1938 and entered Case 

Institute of Technol-
ogy in 1944. He spent 
two years as an elec-
tronic technician in 
the Navy, after 
which he returned to 
Case and received 
the B.S. degree in 
electrical engineering 
in 1949. From 1948 
to 1949, he was em-
ployed as studio en-
gineer at WSRS. He 
received the A.M. 

degree from Harvard University in 1950 
and the Ph.D. degree in 1956 from Ohio 
State University, where he is now an assist-
ant professor in the department of electrical J. J. SURAN 

V. MET 

engineering and an associate supervisor at 
the Antenna Laboratory. 

Dr. Levis is a member of Tau Beta Pi, 
Sigma Xi, Eta Kappa Nu, and Pi Mu 
Epsilon. 

Enrique A. Marcatili (M'56) was born 
in C6rdoba, Argentina, on August 1, 1925. 
He was awarded the degree of Aeronautical 

Engineer in 1947, and 
the degree of Electri-
cal Engineer, in 1948. 
He received a gold 
medal from the Uni-
versity of Córdoba 
for the highest scho-
lastic record. 

He joined Bell Tel-
ephone Laboratories 
in 1954 after study-
ing Çerenkov radia-
tion in Córdoba, and 
since that time, has 

been engaged in waveguide research at Holm-
del, N. J. Specifically, he has been concerned 
with the theory and design of branching fil-
ters in the millimeter region. 

Mr. Marcatili is a member of the AFA 
(Physical Association of Argentina). 

E. A. MARCATILI 

Viktor Met was born on September 10, 
1928 in Vienna, Austria. He received the 
Dipl. Ing. from Technische Hochschule, 

Vienna, in 1952 and 
was the recipient of 
a Fulbright Travel 
Grant in the same 
year. M'hile working 
toward the M.S.E.E. 
degree, which he re-
ceived in 1953 from 
the University of 
Minnesota, he was a 
teaching assistant at 
that University. 

Upon his return 
to Austria, he was a 

research assistant at Technische Hochschule. 
He received the degree of Dr. techn. in 1955. 
Since November, 1955, Dr. Met has been a 
member of the technical staff at General 
Electric Microwave Laboratory in Palo Alto, 
Calif. 

Jerome J. Suran (A'52-SM'55) was born 
in New York, N. Y. on January 11, 1926. 
After having served for three years with the 

U. S. Army during 
World War II, he re-
ceived the B.S.E.E. 
degree from Colum-
bia University, New 
York, N. Y., in 1949 
and continued grad-
uate studies there 
and at the Illinois 
Institute of Technol-
ogy, Chicago, Ill. 

From 1949 to 
1952, Mr. Suran was 

H. H. W IEDER 

W. WELROWITZ 

employed in the field of control systems de-
sign and development by J. W. Meaker and 
Co., New York, N. Y. and in the field of fm 
communication research and development 
by Motorola, Inc., Chicago, Ill. Since 1952, 
he has been active in the area of solid-state 
circuits as a member of the Electronics Lab-
oratory of the General Electric Company, 
Syracuse, N. Y. 

Mr. Suran has a professional engineering 
license in the State of New York and is a 
member of the ALEE and the Research 
Society of America. 

Walter Welkowitz (S'46-A'49-M'55) 
was born in Brooklyn, N. Y.. on August 3, 
1926. He received the B.S. degree in elec-

trical engineering 
from Cooper Union, 
New York, N. Y., 
in 1948. In 1949, he 
received the M.S. de-
gree from the Univer-
sity of Illinois, Ur-
bana, III., and in 1954, 
he was awarded the 
Ph.D. degree by that 
university for his work 
on the effects of high 
intensity sound on 
muscle tissue. 

In 1955, after a year as a researcher and 
lecturer at Columbia University's Graduate 
School of Engineering, Dr. Welkowitz joined 
Gulton Industries, Metuchen, N. J., where 
his work has led to the development of many 
new ultrasonic devices, including flowmeters 
and a wide variety of ultrasonic transducers 
and generating equipment. 
A member of the Acoustical Society of 

America, Dr. Welkowitz is the author of 
several papers on the subject of ultrasonics 
and related acoustic topics. He recently de-
veloped an intracardiac heart microphone 
for cardiological research. 

Harry H. Wieder (S'47-A'50-M'55) was 
born in Romania on June 4, 1919. From 
1941 to 1945, Mr. Wieder served in the U. S. 

Army with a combat 
radio liaison group 
attached to the 
French Forces in 
North Africa and 
Europe. From 1945 
to 1949, he attended 
the University of 
California, receiving 
the B.S. degree in 
physics. 

From 1949 to 
1953, Mr. Wieder 
was employed at the 

National Bureau of Standards on a number 
of classified projects, and continued gradu-
ate studies at the University of Maryland. 
Since 1953, Mr. Wieder has been associated 
with the U. S. Naval Ordnance Laboratory, 
Corona, Calif., where he heads the Dielec-
trics and Semiconductors Branch of the 
Physical Science Department. 

Mr. Wieder is a member of the American 
Physical Society. 
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Calendar of Coming Events 
and Authors' Deadlines 

Automatic Control Conf., San Francisco, 
Calif., Aug. 19-20 

High Energy Symp., Oak Ridge, Tenn., 
Aug. 19-24 

WESCON, Fairmont Hotel and Cow 
Palace, San Francisco, Calif., Aug. 
20-23 

URSI General Assembly, Boulder, 
Colo., Aug. 22-Sept. 5 

Symp. on Long Haul Communications, 
Honolulu, Hawaii, Aug. 27-29 

Special Technical Conference on Mag-
netic Amplifiers, Penn Sheraton Ho-
tel, Pittsburgh, Pa., Sept. 4-5 ( DL*: 
June 11, D. Feldman, Bell Tel. 
Labs., Whippany, N. J.) 

Industrial Electronics Symp., Morrison 
Hotel, Chicago, Ill., Sept. 24-25 

PGBTS Fall Symp., Willard Hotel, 
Wash., D. C., Sept. 27-28 

Nat'l Electronics Conference, Hotel 
Sherman, Chicago, Ill., Oct. 7-9 
(DL*: June 1, V. H. Disney, Armour 
Res., Found., Chicago, Ill.) 

Computers in Control Symp., Chalfonte-
Haddon Hall Hotel, Atlantic City, 
N. J., Oct. 16-18 

IRE Canadian Convention, Exhibition 
Park, Toronto, Can., Oct. 16-18 

Conf. on Eng. Writ. & Speech, New 
York City, Oct. 21-22 

East Coast Aero & Nay. Conf., Lord 
Baltimore Hotel & 5th Reg. Armory, 
Bait., Md., Oct. 28-30 

PGED Meeting, Shoreham Hotel, 
Wash., D. C., Oct. 31-Nov. 1 ( DL*: 
Aug. 15, W. M. Webster, RCA, 
Somerville, N. J.) 

PONS Annual Meeting, Henry Hudson 
Hotel, New York City, Oct. 31-Nov. 
1 ( DL*: June 30, W. A. Higin-
botham, Brookhaven Nat'l Labs., 
Upton, N. Y.) 

Annual Symp. on Aero Commun., Hotel 
Utica, Utica, N. Y., Nov. 6-8 

Radio Fall Meeting, King Edward Hotel, 
Toronto, Can., Nov. 11-13 

PGI Conference, Atlanta-Biltmore Ho-
tel, Atlanta, Ga., Nov. 11-13 (DL*: 
July 15, R. L. Whittle, Fed. Tele-
commun. Labs., 1389 Peachtree St., 
N.E., Atlanta 9, Ga. 

Mid-America Electronics Convention, 
Kan. City Mun. Audit., Kan. City, 
Mo., Nov. 13-14 

New England Radio-Elec. Mtg., Me-
chanics' Bldg., Boston, Mass., Nov. 
15-16 

Conf. on Magnetism Sheraton-Park 
Hotel, Wash., D. C., Nov. 18-20 
(DL*: Aug. 15, L. R. Maxwell, U. S. 
Nay. Ordnance Lab., White Oak, 
Silver Springs, Md.) 

Elec. Computer Exhibition, Olympia, 
London, England, Nov. 28-Dec. 4 

PGVC Conf., Hotel Statler, Wash., 
D. C., Dec. 4-5 ( DL*: July 1, G. E. 
Woodside, Jr., 1145 19th St., N.W., 
Wash., D. C. 

IRE Nat'l Convention, N. Y. Coliseum 
and Waldorf-Astoria Hotel, New 
York City, Mar. 24-27 ( DL*: Nov. 1, 
G. L. Haller, IRE Headquarters, 
New York City) 

* DL = Deadline for submitting ab-
stracts 

Receiving their Fellow award,; from Rudolfo Soria. Chicago IRE Section Chairman, at the annual Chicago 
Section recognition banquet were (left) Rinaldo DeCola and (right) Eugene Mittelmann. 

At the recent three-day joint RTCA-I RE symposium on air traffic control in Los Angeles were (left to right): 
V. J. Braun, Los Angeles IRE Section Chairman; R. E. Lee, Federal Communications Commissioner; J. T Hen-
derson, 1957 IRE President; J. T. Dellinger, RTCA Chairman; J. G. Bennett, Executive Assistant to the Presi-
dential Air Safety Advisor. 

The Professional Groups on Aeronautical 8t Navigational Electronics, and Military Electronics held a luncheon at 
Hotel Belmont-Plaza, New York City, March 19. Present were (left to right): Capt. C. L. Engleman. PGMIL 
Chairman; Maj. Gen. W. M. Morgan, Commander of the Air Force Cambridge Research Center; E. P. Curtis, 
Special Presidential Assistant for Aviation Facilities Planning; Joseph General. PGANE Chairman; and W. R. G. 
Baker, Professional Groups Committee Chairman. 
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PIONEER AWARD GOES TO HYLAND 
The 1957 Pioneer Award was conferred 

upon L. A. Hyland, vice-president and gen-
eral manager of Hughes Aircraft Company, 
by the IRE Professional Group on Aero-
nautical and Navigational Electronics. 

The plaque which Hyland accepted be-
fore the IRE's National Conference on 
Aero Electronics honored him for his dem-
onstration in the early 1930's that radio 
waves will reflect from objects, a basic radar 
discovery. He first observed and proved the 
principle of radar detection of aircraft while 
an associate engineer in the Naval Research 
Laboratory at Anacostia in 1931. In 1921 he 
had participated in the first blind landing of 
a flying boat by radio. 

Left to right—L. A. Hyland and P. C. 
Sandretto. PGANE Awards Chairman. 

Mr. Hyland is credited with more than 
forty inventions, including the shielded 
spark plug which made possible radio com-
munications in aircraft by clearing up inter-
ference. He received the Distinguished Pub-
lic Service Award, highest civilian honor of 
the United States Navy, in 1950. He is a 
member of the Society of Naval Engineers 
and the Society of Automotive Engineers. 

HIGH-ENERGY SYMPOSIUM SET 
FOR AUG. 19-24 AT OAK RIDGE 

A symposium on high-energy physics 
will be held in Oak Ridge, Tenn., Aug. 19-
24. The symposium will be presented under 
the joint sponsorship of Oak Ridge National 
Laboratory and the Oak Ridge Institute of 
Nuclear Studies. 

The six-day program will be conducted 
on an introductory level and will be ad-
dressed to scientists who have not previously 
been working in the field of high-energy or 
elementary-particle physics. 

The lecturers and conference leaders tak-
ing part in the symposium are Maurice 
Neuman and L. Alvarez, University of 
California; Martin Block, Duke University; 
G. T. Zorn, Brookhaven National Labo-
ratory; A. Pevsner, Johns Hopkins Uni-
versity; V. L. Fitch, Princeton University; 
and D. T. King, University of Tennessee. 

Subjects on the program include the 
theory of elementary particles and their 
interactions, experiments using the nuclear-
emulsion techniques and bubble chambers, 
and counter experiments. 

Further information may be obtained 
from the University Relations Division, Oak 
Ridge Institute of Nuclear Studies, P. O. 
Box 117, Oak Ridge, Tenn. 

M ICHIGAN STUDENT W INS FIRST 
NEC AWARD IN ELECTRONICS 

The winner, chosen in national competi-
tion, of the National Electronics Conference 
fellowship in electronics for the 1957-58 
academic year, is Richard T. Denton, cur-
rently working toward a doctor's degree in 
electrical engineering at the University of 
Michigan. He received his master's and 
bachelor's degrees at Pennsylvania State 
University. Mr. Denton plans to study 
electronic systems analysis and design. 

The award is the first to be given under 

Call for Papers 

NOVEMBER 1 IS DEADLINE FOR 1958 IRE NATIONAL 

CONVENTION PAPERS 

The 1958 IRE National Convention will be held at the Waldorf-Astoria Ho-
tel and New York Coliseum, New York City, March 24-27, 1958. 

Prospective authors are requested to submit all of the following by Novem-
ber 1, 1957. 
(1) 100-word abstract in triplicate, title of paper, name and address; 
(2) 500-word summary in triplicate, title of paper, name and address; and an 

indication of the technical field in which the paper falls. 
The technical fields which may be covered are: 

Aeronautical & Navigational Engineering Writing and Speech 
Electronics Industrial Electronics 

Antennas and Propagation Information Theory 
Audio Instrumentation 
Automatic Control Medical Electronics 
Broadcast & Television Receivers Microwave Theory & Techniques 
Broadcast Transmission Systems Military Electronics 
Circuit Theory Nuclear Science 
Communications Systems Production Techniques 
Component Parts Reliability & Quality Control 
Education Telemetry & Remote Control 
Electron Devices Ultrasonics Engineering 
Electronic Computers Vehicular Communications 
Engineering Management G. L. Haller, Chairman 

Address all material to: 1958 Technical Program Committee, 
The Institute of Radio Engineers, 
1 East 79 St., New York 21, N. Y. 

a recently adopted program for sponsoring 
advanced study in electronics. The NEC 
fellowship, worth $2,500, is for a year of 
graduate study at any of eight colleges and 
universities participating in the conference. 

These include Illinois Institute of Tech-
nology, Northwestern University, and Uni-
versity of Illinois as sponsors, and Michigan, 
Michigan State, Purdue, Notre Dame, and 
Wisconsin universities as cooperating insti-
tutions. 

The sponsoring group also includes the 
IRE and American Institute of Electrical 
Engineers, with the Radio-Electronics-Tele-
vision Manufacturers' Association and So-
ciety of Motion Picture and Television En-
gineers as participating members. 

TRANSISTOR PAPERS REQUESTED 

The 1958 Transistor and Solid-State 
Circuits Conference, to be held February 
20-21, 1958, will be co-sponsored by the 
IRE Professional Group on Circuit Theory, 
ALEE Committee on Solid State Devices, 
IRE and AIEE Philadelphia Sections, and 
the University of Pennsylvania. The confer-
ence will be held at Irvine Auditorium and 
University Museum on the campus of the 
University of Pennsylvania. 

Papers representing original contribu-
tions in the transistor and solid-state circuit 
fields are solicited for presentation at this 
two-day meeting. Abstracts of 500-1000 
words should be furnished not later than 
October 11, 1957 to R. H. Baker, M. I. T. 
Lincoln Lab., Box 73, Lexington 73, Mass., 
or to J. G. Linvill, Stanford Research Lab., 
Stanford Univ., Stanford, Calif. 

LUNCHEONS HIGHLIGHT INDUS-
TRIAL ELECTRONICS SYMPOSIUM 

The Sixth Annual Industrial Electronics 
Symposium, sponsored by the IRE Profes-
sional Group on Industrial Electronics and 
Chicago Section, and the ALEE and its Chi-
cago Section, will be held at the Morrison 
Hotel, Chicago, Sept. 24-25. Sixteen papers 
planned for presentation at this symposium 
will elaborate on the characteristics, use and 
integration of transducers into systems to 
measure and control complete processes. 
A feature of the symposium will be 

speeches at two luncheons by J. D. Ryder, 
Dean of Engineering at Michigan State 
University, and A. E. Sperry, President of 
Panellit, Inc. 

Advance registration for members of 
IRE and AIEE is urged. Checks for $3.00 
should be sent to Industrial Electronics 
Symposium, c/o L. A. Thacher, Electro 
Products Labs., 4501 N. Ravenswood Ave., 
Chicago, Ill. Non-members must register at 
the door for $5.00; IRE-ALEE members may 
register at the door for $4.00. 

The symposium committee consists of: 
H. L. Garbarino, Co-Chairman; E. A. 
Roberts, Co-Chairman; E. Mittelmann, 
Program; J. N. Banky, Publicity; L. A. 
Thacher, Secretary-Treasurer; J. W. Grant, 
Arrangements; G. H. Brittain, Luncheons; 
P. W. Conway, Facilities; R. C. Crossley, 
Registration; A. L. Thayer, Printing; J. R. 
Wessling, Ladies' Program; R. S. Gardner, 
Harold Chestnut, C. E. Smith, R. M. Soria, 
and E. R. Whitehead. 
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DOCTOR OF SCIENCE DEGREE 
CONFERRED UPON M. D. HOOVEN 

M. D. Hooven (A'26-VA'39-SM'53), 
chief electrical engineer of the Public Service 
Electric & Gas Co., Newark, N. J., received 
the honorary degree of Doctor of Science, 
June 6, at the 41st commencement exercises 
of Newark College of Engineering. He was 
awarded this degree in recognition of his 
outstanding record as a professional en-
gineer, good citizen and devoted servant to 
the advancement of his profession and en-
gineering education. 

Born in Weatherly, Pa., May 30, 1897, 
Mr. Hooven began his engineering educa-
tion at Carnegie Institute of Technology, 
but left during World War I to serve as a 
member of the U. S. Army Signal Corps. 
Following the war, he resumed his education 
at Bucknell University, from which he 
graduated magna cum laude in 1920. 

After serving as an engineer with the 
Westinghouse Electric & Manufacturing 
Co., under the tutelage of C. L. Fortescue, 
pioneer in high-voltage transmission design, 
and as radio engineer with the Robbins 
Electric Co., he joined Public Service in 
1922. 

Mr. Hooven is past president of the 
Montclair Society of Engineers and a mem-
ber of Eta Kappa Nu. He is a fellow of the 
American Institute of Electrical Engineers 
which he served as director for four years 
and vice-president for two years. He is now 
its immediate past president. 

He is a member of the American Society 
of Mechanical Engineers and the National 
Society of Professional Engineers. He is 
chairman of the liaison committee between 
the N.S.P.E. and the Engineers Joint Coun-
cil, on which he also serves. 

In engineering education, as separate 
from professional engineering groups, Mr. 
Hooven holds membership in the American 
Society for Engineering Education, and is a 
member of its Committee on Development 
of Engineering Faculties. He has also been 
active in the Engineers' Council for Pro-
fessional Development as vice-president for 
one year and present president. He is the 
first chairman of the Committee on a Survey 
of the Engineering Profession. 

R. J. ROCKWELL NAMED MARSTON 

M EDAL W INNER AT IOWA STATE 

R. J. Rockwell (A'25-M'31-SM'43-
F'45) was announced at the June Com-
mencement exercises of Iowa State College 
as the 1957 winner of the Marston Medal. 
The medal is awarded annually in memory of 
the late Dean Anson Marston of the faculty 
of engineering to an alumnus of at least 30 
years' standing in recognition of outstanding 
achievement in the field of engineering. 

SYMPOSIUM ON AUTOMATIC 
CONTROL SET FOR AUGUST 19 
IN SAN FRANCISCO 

A Symposium on Automatic Control is 
being sponsored by the IRE Professional 
Group on Automatic Control with partici-
pation by the Instruments and Regulators 
Division of the ASNIE, and the Feedback 
Control Systems Committee of the AIEE. 
The Symposium will be held at the Mark 

Hopkins Hotel in San Francisco on Monday, 
August 19, the day before WESCON. The 
program will consist of a morning technical 
session on Practical Applications in Non-
linear Control, during which four invited 
papers will be presented, and an afternoon 
panel discussion on Obstacles to Progress in 
Nonlinear Control. M. V. Long of the Shell 
Development Company will serve as chair-
man of the morning technical session, and 
Harold Chestnut will serve as moderator of 
the panel which will consist of John L. 
Bower of North American Aviation; Er-
nest G. Holzman of General Electric; 
O. J. M. Smith of UCLA; Charles F. Tay-
lor of Daystrom; and George P. \Vest of 
Ramo-Wooldridge. 

On Tuesday and Wednesday, August 
20-21, three technical sessions on automatic 
control will be presented as part of the 
WESCON technical program. These are 
being organized by the PGAC and consist of 
one session on each of the following topics: 
Nonlinear Control Systems, Sampled Data 
Control Systems, and Statistical Methods 
in Feedback Control. 

The executive committee for the Sym-
posium is comprised of: General Chairman, 
E. M. Grabbe; Technical Program, T. M. 
Stout; Publicity, J. M. Jones; Arrange-
ments, H. S. Robinson; Technical Program 
(WESCON), A. M. Hopkin. Communica-
tions concerning the Symposium may be 
addressed to J. M. Jones, c/o Hughes Air-
craft Company, Bldg. 6, Mail Station 2344, 
Culver City, Calif. 

HARRY KRUTTER W INS DISTIN-
GUISHED SERVICE CITATION 

The Distinguished Civilian Service 
Award, the highest honor which the Secre-
tar), of Defense can bestow on civilians, 

has been presented 
to Harry Krutter 
(SM'47), Chief Sci-
entist at the Navy's 
Air Development Cen-
ter, Johnsville, Penn-
sylvania. 

Dr. Krutter was 
previously honored 
last fall when he was 
presented with the 
Navy's Distinguish-
ed Civilian Service 
Award, which made 

him eligible for consideration for Defense 
Department recognition. 

Secretary of Defense Charles Wilson 
recognized Dr. Krutter for "his outstanding 
scientific achievements in connection with 
the development of radar and electronic 
equipment now used in the country's air-
borne early warning equipment and for pro-
viding the nation with an important and 
timely improvement in its capability to de-
fend itself." 

Dr. Knitter has been associated with the 
Naval Air Development Center, the Navy's 
largest aeronautical research and develop-
mental activity, since 1949. 

ETA KAPPA Nu ELECTS OFFICERS 

At the recent annual meeting of Eta 
Kappa Nu at Cornell University, Ithaca, 
N. Y., the following officers were elected: 
C. T. Koerner (A'34-VA'39-M'55), Presi-

H. KRUTTER 

dent; Larry Dwon, Vice-President; C. H. 
MacDonald, Eastern Representative on the 
National Advisory Board; M. B. Reed (A'41 
-SM'48), Central Representative; and R. E. 
Nolte (M'48-SM'56), Western Representa-
tive. 

Eta Kappa Nu Association is an electri-
cal engineering honor society with a present 
membership of more than 28,000 persons se-
lected for leadership qualities, attainments 
and activities. The society is known for its 
annual election of the "Outstanding Young 
Elect! ical Engineer," and its sponsorship of 
a movie on engineering careers. 

PROFESSIONAL GROUP NEWS 

The following PG Chapters were ap-
proved June 21 by the Executive Comit-
tee: PG on Information Theory, Boston 
Section; PG on Military Electronics, North-
west Florida Section; PG on Reliability & 
Quality Control, San Francisco Section. 

The formation of a new IRE Professional 
Group on Education was approved by the 
IRE Executive Committee on April 10. 
The PG on Education becomes the 25th 
Group to join the Professional Group sys-
tem. The following persons have been 
elected to serve as its first officers: J. D. Ry-
der, President; R. L. McFarlan, Vice- Presi-
dent; and J. G. Truxal, Secretary-Treasurer. 
The Group's assessment fee is $3.00, effective 
July 1, 1957. 

The formation of a new IRE Professional 
Group on Engineering Writing and Speech 
(PGEWS) was approved by the IRE Ex-
ecutive Committee at its meeting on May 
14. This Group, the 26th IRE Professional 
Group, has as its objective " the study, de-
velopment, improvement and promotion of 
the techniques of preparing, organizing for 
use, processing, editing, collecting, conserv-
ing, and disseminating any form of informa-
tion in the electronics and related fields by 
and to individuals and groups by means of 
direct or indirect methods of communica-
tion." 

At its first meeting, the Administrative 
Committee of the Group elected D. J. Mc-
Namara as chairman and Charles DeVore 
as vice-chairman. Miss Eleanor M. Mc-
Elwee was appointed secretary and Herbert 
Michaelson was chosen treasurer. 

In contrast to other IRE Groups which 
are concerned with specific branches of en-
gineering research and development, the 
PGEWS will be concerned with the tech-
niques used in written and oral communica-
tion of engineering information. Its objec-
tives will include the development and pro-
mulgation of acceptable standards for 
writing, editing, illustrating, oral delivery, 
and the like, and the improvement of writing 
and speaking by engineers. It is believed 
that the Group will consist not only of en-
gineers whose primary concern is with the 
presentation of technical information in 
written, oral, or graphic form, but also of 
other engineers who will join in order to par-
ticipate in the services the Group can offer. 

Plans are currently uder way for a Group 
symposium to be held in the New York area 
in the early fall. Any IRE member may join 
the Professional Group on Engineering 
Writing and Speech by writing to the Tech-
nical Secretary at IRE Headquarters and 
asking that his name be added to the mem-
bership list. 
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1957 Western Electronic Show and Convention 
AUGUST 20-23, 1957, SAN FRANCISCO, CALIF. 

The 1957 Western Electronic Show and 
Convention, held in alternate years at Los 
Angeles and San Francisco, is scheduled for 
the Cow Palace at San Francisco, Calif., 
Aug. 20-23. There will be 765 exhibits on 
display in three large exhibit halls, and 47 
technical sessions will convene at the Cow 
Palace. A special evening session on con-
trolled fusion research will be held at the 
Fairmont Hotel, San Francisco, August 21. 

New to WESCON will be an interna-
tional program which will present speakers 
and papers from abroad. This program, 
incidentally, is held with the cooperation of 
URSI, whose Twelfth International As-
sembly meets in Boulder, Colo, the following 
week. A Future Engineers' Show will serve 
also to display the best exhibits of science 
fairs previously held by western secondary 
schools. This show will be open to the public 
and awards will be given to the best student 
exhibitors. 

Planned are field trips to the U. S. Army 
Nike installation; U. S. Naval Radiological 
Defense Lab.; Eitel-McCullough and Litton 
Industries, two manufacturers of electron 
devices; Ames Aeronautical Lab.; Univ. of 
Calif. Radiation Lab.; Ampex Corp. and 
Lenkurt Electric Co., two companies pro-
ducing audio and instrumentation devices; 
the U.S.S. Halibut at Mare Island Naval 
Shipyard, the first nuclear-powered guided 
missile submarine; Data Processing Center 
of the Bank of America; California Academy 
of Sciences; Stanford Univ. Radio Propaga-
tion Field Station, Electronics Research 
Lab. and Microwave Labs.; and Lockheed 
Missile Research Labs. 

Special events scheduled during the con-
vention are: the All- Industry cocktail party 
in the Garden Court of the Sheraton- Palace 
during the evening of Aug. 20; the Distribu-
tor-Representative breakfast in the Terrace 
Room of the Fairmont Hotel on the morning 
of Aug. 22; the WESCON supper dance in 
the Garden Court of the Sheraton- Palace on 
t he same evening; and the All- Industry 
Luncheon in the Gold Room of the Fairmont 
Hotel at noon on Aug. 23. 

Ladies' activities will include a harbor 
cruise, a peninsula tour, a get-acquainted 
tea, a fashion show and luncheon, and a 
theater party to "Around the \Vorld in 
Eighty Days." 

Registration at the 1957 WESCON will 
be handled only at the Cow Palace. Regis-
tration cards, previously mailed to IRE 
members, should be brought to the Cow 
Palace. The registration fee will be $1.00 per 
person for everyone. 

WESCON is sponsored jointly by the 
\Vest Coast Electronic Manufacturers' 
Association, and the Los Angeles and San 
Francisco IRE Sections. General Chairman 
of the 1957 WESCON is D. B. Harris. His 
helpers are: B. M. Oliver, Convention Vice-
Chairman; N. H. Moore, Show Vice-Chair-
man; H. M. Stearns, Secretary-Treasurer; 
C. F. Wolcott, B. S. Angwin, E. P. Gertsch, 
and H. P. Moore, members of WESCON's 
Board of Directors; Jack Ingersoll, Arrange-
ments; I). .\. Watkins, Technical Pr, gram; 

J. J. Halloran and J. V. N. Granger, All-
Industry Luncheon Co-Chairmen; D. H. 
Ross, Cocktail Party; A. J. Morris, Field 
'Trips; K. R. Spangenberg, International 
Program; J. L. Cori and E. J. Schmidt, 
Registration Co-Chairmen; Chandler Murphy, 
Visitors' Housing; E. E. Ferrey, Public Rela-
tions; D. M. Perham, Historical Exhibit; 
S. F. Kaisel, Future Engineers' Show, Mrs. 
H. W. Smith, Jr., Women's Activities; C. N. 
Meyer, Visitors' Services; Don Larson, Busi-
ness Manager; Mrs. J. W. Jarrett, Office 
Manager; and W. C. Estler, Public Rela-
tions Representative. 

TUESDAY, AUGUST 20 

9:30 A.M.—NOON 

Session 1 

Transistor Circuits 

Chairman: J. G. Linvill, Stanford Univ. 
A New Method of Designing Low-Level, 

High-Speed Semiconductor Logic Circuits, 
W. B. Cagle and W. H. Chen, Bell Tel. Labs. 
A Wide-Band Transistor Feedback Am-

plifier, R. P. Abraham, Bell Tel. Labs. 
Base Current Feedback in Transistor Out-

put Pairs, W. F. Palmer and A. Anouch, 
Sylvania Elec. Prod. 
A Multi-Stage Video Amplifier Design 

Method, J. J. Spilker, Jr., Stanford Univ. 

Session 2 

Microwave Components 

Chairman: A. A. Oliner, Microwave Re-
search Inst. 
A New Waveguide Attenuator Element 

Utilizing Corrugated Metallic Surface Com-
bined with Resistance Cord, Kiyoshi Morita 
and Kunihiro Suetake, Tokyo Inst. of 
Technology, Tokyo, Japan. 

Three-DB Strip-Line Directional Cou-
plers, J. K. Shimizu, Stanford Research Inst. 

Waveguide to Stripline Couplers, P. J. 
Sferrazza and H. Perini, Sperry Gyroscope 
Co. 
A New Type of Directional Coupler for 

Coupling Coaxial Line to TE-I0 Waveguide, 
R. F. Schwartz, Univ. of Pa. 

Coupling of Rectangular Waveguides Hav-
ing a Common Broad Wall Which Contains 
Uniform Transverse Slots, J. A. Barkson, 
Hughes Research Labs. 

Session 3 

Nonlinear Automatic Control Systems 

Chairman: E. M. Grabbe, Ramo-Wool-
dridge Corp. 

On the Design and Comparison of Con-
tactor Control Systems, I. Flugge-Lotz and 
E. H. Lindberg, Stanford Univ. 

Phase Plane Trajectories as a Tool in 
Analyzing Nonlinear Attitude Stabilization 
for Space Missile Application, J. L. Halvor-
sen, Lockheed Missile Systems Div. 

An Analysis of the Effects of Certain Non-
linearities on Servomechanism Performance, 
C. L. Smith and C. T. Leondes, UCLA. 

Optimalizing Control-Design of a Fully 

Automatic Cruise Control System for a Turbo-
Jet Aircraft, W. K. Genthe, John Oster Mfg. 
Co. 
A General Method for Analyzing and Syn-

thesizing the Closed Loop Response of a Linear 
and a Nonlinear Servomechanism, H. H. El-
Sabbagh, Case Inst. of Technology. 

Session 4 

Component Part Design and Performance 

Chairman: J. E. Fort, RCA. 
Designing Relays for High Reliability, 

D. H. Cunningham, RCA. 
A Stacked Ceramic Vacuum Relay, J. W. 

Daniels, Jennings Radio Mfg. Co. 
Development of a Guided Missile Program 

Timer, B. F. Hubbard, Hubbard Scientific 
Labs. 

Molded Metal Film Resistors, C. Wellard 
and S. J. Stein, International Resistance Co. 

Vitreous Enamel Dielectric' Capacitors— 
A Key to Reliability, B. L. Weller, Vitramon, 
Inc. 

Session 5 

Electronic Research Abroad 

Chairman: R. R. Spangenberg, Stanford 
Elec. Labs. 

Wave Propagation Research at the Uni-
versity of Sydney, V. A. Bailey, Univ. of 
Sydney, Australia. 

Electronics Research at the University of 
Adelaide, L. G. H. Huxley, Univ. of Adelaide, 
Australia. 

Electronics Research in the Philips Lab-
oratories, D. B. H. Tellegen and H. Rinia, 
Philips Labs., Eindhoven, Holland. 

The Electronics Research Program at 
Siemens and Halske, W. Veith, Siemens & 
Halske, Munich, Germany. 

New Developments of the Strophotron, H. 
Haggblom and S. Tomner, Svenska Elek-
tronror, Stockholm, Sweden. 

Session 6 

Information Theory 

Chairman: Arnold Shostak, Office of 
Naval Research. 

The Information Rate of the Human Chan-
nel, J. R. Pierce, Bell Tel. Labs. 

Communication as a Game, N. M. Blach-
man, Sylvania Elec. Defense Lab. 

Information Theory in the USSR, Paul 
Green, Lincoln Lab., M.I.T. 
A Coded Facsimile System, W. S. Michel, 

W. O. Fleckenstein and E. R. Kretzmer, 
Bell Tel. Labs. 

List Decoding for Noisy Channels, Peter 
Elias, M.I.T. 

2:00 P.M.-4:30 P.M. 

Session 7 

Models for Systems 

Chairman: W. H. Huggins, Johns Hop-
kins Univ. 

Representation of Nonlinear Operators, 
L. A. Zadeh, Columbia Univ. 

Propagation of Statistics in Systems, 
Bernard Widrow, M.I.T. 
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Mixed, Distributed and Lumped Systems, 
O. J. M. Smith, Univ. of Calif. 

Panel discussion. Participants: L. A. 
Zadeh, Bernard Widrow, O. J. M. Smith, 
Brockway McMillan, Bell Tel. Labs., and 
W. K. Linvill, Inst. of Defense Analysis. 

Session 8 

Microwave Ferrite Devices 

Chairman: A. L. Aden, Sylvania Micro-
wave Physics Lab. 

Multi-Element Ferrite Devices, Beau-
mont Davison, Case Inst. of Technology. 

Mixing in Ferrites at Microwave Frequen-
cies, P. H. Vartanian, Microwave Engrg. 
Labs., and E. N. Skimal, Sylvania Micro-
wave Physics Lab. 

Viewpoints on Resonance in Ideal Ferrite 
Slab-Loaded Rectangular Waveguides, Harold 
Seidel, Bell Tel. Labs. 

Microsecond Ferrite Microwave Switch, 
L. A. Blasberg and Harold Saltzman, 
Hughes Aircraft Co. 

Ferrite Switches in Radar Duplexers, 
A. H. McEuen and J. P. Vinding, Cascade 
Research Corp. 

Session 9 

Computer Systems 

Chairman: William Martin, Marchant 
Research Inc. 

System Organization of the Mobidic Com-
puter, John Terzian, Sylvania Elec. Prod. 

The Nordic Computer, W. D. Rowe and 
T. A. Jeeves, Westinghouse Elec. Corp. Re-
search Labs. 

Interrogation in the Bizmac System, O. H. 
Propster, Jr., RCA. 
A Reliable Character Sensing System for 

Documents Prepared on Conventional Busi-
ness Devices, D. H. Shephard, P. F. Bargh 
and C. C. Heasly, Jr., Intelligent Machines 
Research Corp. 

Optimum Character Recognition System 
Using Decision Function, C. K. Chow, Bur-
roughs Corp. 

Session 10 

Component Part Design, Control and 
Assembly 

Chairman: M. A. Acheson, Sylvania 
Elec. Prod. 

Circuit Components for High Voltage DC 
Power Supplies, Victor \Vouk, Beta Electric. 

Planning Your Components Process for 
Maximum Capacity, O. II. Jensen, Sylvania 
Elec. Prod. 

An Investigation of the Effects of Humid-
ity and Temperature on X X X-P Printed Wire 
Boards, John Spaulding, General Electric 
Co. 

Design Considerations for Ceramic Printed 
Circuit Packaging, J. H. Fabricius, Sprague 
Electric Co. 
A Study of Dielectric Absorption Test 

Methods for Capacitors to be Used in Differ-
entiating, Integrating and Time Constant Ap-
plication, R. W. France, U. S. Electronic 
Development Corp. 

Session 11 

Engineering Management 

Chairman: C. R. Burrows, Ford Instru-
ment Co. 

Engineer Management in Brazil, A. II. 
Schooley, Naval Research Labs. 

Evaluating Scientists and Engineers for a 
Research and Development Activity, R. A. 
Martin, Hughes Research and Development 
Labs. 

Your Self-Development into Supervision 
and Management, H. M. O'Bryan, Sylvania 
Elec. Prod. 

The Transition from Engineer to Super-
visor, H. M. Elliott, RCA. 

Systems Engineering, I. L. Auerbach, 
Burroughs Corp. 

Session 12 

Antennas and Propagation 

Chairman: J. B. Smyth, Smyth Research 
Assoc. 

The Quarter- Wave Dipole, Bengt Joseph-
son, Research Inst. of National Defense, 
Stockholm, Sweden. 

General Design Considerations for Trans-
ponder TA CA N Antenna, E. G. Parker and 
A. Casabona, Federal Telecommunication 
Labs. 

Reflections from a Convex Surface, J. J. 
Brandstatter, Stanford Research Inst. 

Summary of Tropospheric Path Loss Meas-
urements at 400 MCPS over Distances of 25 
to 830 Miles, J. H. Chisholm, \V. E. Mor-
row, J. F. Roche and A. E. Teachman, 
M.I.T. 

Effects of Super-Refractive Layers on 
Tropospheric Signal Characteristics in the 
Pacific Coast Region, A. P. Barsis and F. M. 
Capps, National Bureau of Standards. 

W EDNESDAY, AUGUST 21 

9:30 A.M.—NOON 

Session 13 

Semiconductor Devices I 

Chairman: E. L. Steele, Motorola, Inc. 
A Silicon PNP Fused-Junction Tran-

sistor, A. L. Wannlund and W. P. Waters, 
Hughes Aircraft Co. 

Complementary High Speed Power Tran-
sistors for Computer and Transmission Appli-
cation, R. W. \Vestberg and T. R. Robillard, 
Bell Tel. Labs. 

Transistors by Grown-Diffused Technique, 
Boyd Cornelison and W. A. Adcock, Texas 
Instruments. 
A Five- Watt, Ten- Megacycle Transistor, 

J. E. Iwerson, J. T. Nelson and F. Keywell, 
Bell Tel. Labs. 

Diffused Fifty- Watt Silicon Power Tran-
sistors, Robert Anderson and Elmer Wolff, 
Texas Instruments. 

Session 14 

Electronics in High Speed Flight 

Chairman: S. B. Batdorf. 
Electronics in the B-52 Bomber, R. L. 

Shahan, Boeing Airplane Co. 
Electronics in Aeronautical Research, J. A. 

White, Ames Aeronautical Lab. 
Role of Electronic Trajectory Measure-

ment Systems in Missile Test, Vernon Miller, 
White Sands Proving Ground. 

Missile Aerophysics Phenomena of Elec-
tronic Import, Daniel Bershacler, Lockheed 
Missile Systems Div. 

Session 15 

Sampled Data Control Systems 

Chairman: A. M. flopkin, Univ. of Calif. 

Optimal Nonlinear Control of Saturating 
Systems by Intermittent Action, R. E. Kal-
man, Columbia Univ. 

Additions to the Modified Z- Transform 
Method, E. I. Jury, Univ. of Calif. 

Additional Techniques for Sampled Data 
Feedback Problems, G. M. Kranc, Columbia 
Univ. 

Signal Flow Reductions in Sampled-Data 
Systems, J. M. Salzer, Magnavox Research 
Labs. 

Conditional Feedback Systems Applied to 
Stabilization of Missile Pitch Attitude, D. R. 
Katt, Lockheed Missile Systems Div. 

Session 16 

Communications Systems Engineering 

Chairman: J. W. Worthington, Jr. ,USAF. 
A Detailed Description of the Synchronous 

Detection Process, John Webb, General Elec-
tric Co. 

Design Principles of High Stability Fre-
quency Synthesizers for Communications, 
N. H. Young and V. L. Johnson, Federal 
Telecommunications Lab. 

Microwave Systems—Pipeline Style, F. V. 
Long, Texas Eastern Transmission Corp. 

An Experimental Data Transmission 
System Speed Translator Using Magnetic 
Tape, W. A. Malthaner, Bell Tel. Labs. 

Session 17 

Military Research Requirements in 
Electronics 

Chairman: Jobe Jenkins, Lockheed Mis-
sile Systems Div. 

Role of Basic and Applied Electronics Re-
search in the Defense Program, J. M. Bridges, 
Office of the Assistant Secretary of Defense. 

Air Force Requirements in Basic and Ap-
plied Electronics Research, L. O. Hollings-
worth, Air Force Cambridge Research Cen-
ter. 

Army Requirements in Basie and Applied 
Electronics Research, H. J. Merrill, Signal 
Engrg. Lab. 

Navy Requirements in Basic and Applied 
Electronics Research, Arnold Shostak, Office 
of Naval Research. 

Session 18 

Microwave Antennas 

Chairman: M. D. Adcock, Hughes Air-
craft Co. 

Mutual Coupling in Two-Dimensional 
Arrays, J. Blass and S. J. Rabinowitz, W. L. 
Maxson Corp. 

Scattering of Microwaves by Figures of 
Revolution, J. S. Honda, Stanford Research 
I nst. 

Pulsed Operation of Traveling- Wave 
Monoptelse Arrays Utilizing Phase Compari-
son Techniques, C. E. Phillips, Convair. 

Feed Optimization in Multi- Feed An-
tennas, J. A. Kuecken, General Electric Co. 

Note on a Technique for Analyzing Three-
Dimensional Scanning .4 ntenna Performance, 
F. J. Gardiner, I-T-E Circuit Breaker Co. 

2:00 p.m.-4:30 P.M. 

Session 19 

Semiconductor Devices II 

Chairman: R. N. Noyce, Shockley Semi-
conductor Lab. 



1158 PROCEEDINGS OF THE IRE August 

Resistance of Silicon Transistors to Neu-
tron Bombardment, R. C. Gillis and J. W. 
Tarzewell, Autonetics. 

Medium Power Silicon Rectifier, R. J. 
Andres and E. L. Steele, Motorola. 

Diffused Silicon Diodes—Design, Char-
acteristics and Life Data, Paul Zuk, J. H. 
Wiley and H. E. Hughes, Bell Tel. Labs. 

Some Silicon Junction Diode Recovery 
Phenomena, T. E. Firle, Hughes Aircraft Co. 

The Nesistor—A Semiconductor Negative 
Resistance Device, R. G. Pohl, The Rauland 
Corp. 

Session 20 

Microwave Instrumentation 

Chairman: S. B. Cohn, Stanford Re-
search Inst. 

Phase Stabilization to Microwave Fre-
quency Standards, E. F. Davis, Jet Propul-
sion Lab. 

The Theoretical Sensitivity of the Dicke 
Radiometer, L. D. Strom, Texas Instruments 

Homodyne Generator and Detection Sys-
tem, G. C. Mathers, Hewlett-Packard Co. 

Frequency Translation by Phase Modula-
tion, E. M. Rutz and J. E. Dye, Emerson 
Research Labs. 

Equipment and Techniques for the Meas-
urement of Radar Reflections from Model 
Targets, P. D. Kennedy, Ohio State Univ. 

Session 21 

Statistical Methods in Feedback 
Control 

Chairman: O. J. M. Smith, Univ. of Calif. 
Control System Optimization to Achieve 

Maximum Hit Probability Density, G. S. 
Axelby, Westinghouse Elec. Corp. 

Statistical Analysis of Sampled Data Sys-
tems, G. E. Johnson, IBM Corp. 

Nonlinear Amplitude-Sensitive Control 
Systems with Stochastic Inputs, D. W. C. 
Shen, Univ. of Pa. 

Gain Modulation in Servomechanisms, 
J. F. Buchan and R. S. Raven, Westing-
house Elec. Corp. 

Session 22 

Symposium on Crystal Filters 

Chairman: Leo Storch, I Iughes Aircraft 
Co. 

Historical Notes on Crystal Filters, A. R. 
D'Ileedene, Bell Tel. Labs. 

Present Design Approaches, D. I. Kosow-
sky, Hycon-Eastern. 

Test Procedures and Instrumentation, 
Alvin Strouss, Bulova Watch Co. 

Present Performance Limitations, W. R. 
Ives and D. L. Hammond, Scientific Radio 
Prod. 

Future Design and Performance, L. 
Storch. Hughes Aircraft Co. 

Session 23 

Television and Radio Broadcasting 

Chairman: J. L. Berryhill, KRON-TV. 
Traveling Wave VHF Television Trans-

mitting Antenna, M. S. O. Siukola, RCA. 
Video Tape Recorder Symposium. Partici-

pants: Ross Snyder and Charles Ginsburg, 
Ampex Corp., and representatives of net-
works using the recorders. 

Understanding the Artist's Problem in 
Telecasting, William Wagner, KRON-TV, 
San Francisco. 

A Compatible Single-Sideband System 
Designed for the Broadcast Service, L. R. 
Kahn Research Labs. 
A Stable Precision Television Demodu-

lator, Herbert Hartmen, KCRA-TV, Sacra-
mento. 

Operation, Maintenance and Field Tests 
of Quadrature-Fed Antennas, Harry Jacobs, 
KGO-TV, San Francisco. 

Session 24 

Data Handling Devices 

Chairman: L. C. Nofrey, Marchant Re-
search, Inc. 

Magnacard—A New Concept in Data 
Handling, R. M. Hayes and J. Wiener, Mag-
navox Research Lab. 

Magnacard—Mechanical Handling De-
tails, A. M. Nelson, H. Stern and L. Wilson, 
Magnavox Research Lab. 

Magnacard—Magnetic Recording Studies, 
J. Burkig and L. Justice, Magnavox Re-
search Lab. 
A Very High Speed Punched Paper Tape 

Reader, A. M. Angel, Nat'l. Cash Register Co. 
An Air- Floating Disk Magnetic Memory 

System, W. Farrand, North American Avia-
tion. 

8:00 p.m.-9:30 P.M. 

Session 25 

Controlled Nuclear Fusion 

Chairman: Luis Alvarez, Univ. of Calif. 
Controlled Nuclear Fusion, Herbert York, 

Livermore Lab., Univ. of Calif. 

THURSDAY, AUGUST 22 

9:30 A.M.—NOON 

Session 26 

Computers in Network Synthesis 

Chairman: D. O. Pederson, Univ. of 
Calif. 

Digital Computers and Network Theory, 
T. R. Bashkow and C. A. Desoer, Bell Tel. 
Labs. 

Network Analysis and Synthesis by Digi-
tal Computer, W. Mayeda and M. E. Van 
Valkenburg, Univ. of Ill. 

Computers in R-C Network Synthesis, S. 
Mason, M.I.T. 

Digital Computers as Tools in Design-
ing Transmission Networks, D. T. Bell, Bell 
Tel. Labs. 

Session 27 

Microwave Tubes I 

Chairman: C. K. Birdsall, G. E. Micro-
wave Labs. 

Methods of Increasing Bandwidth of 
High Power Microwave Amplifiers, W. J. 
Dodds, T. Moreno and W. J. McBridge, 
Jr., Varian Assoc. 

Wide Band Klystron Amplifiers, W. L 
Beaver, R. L. Jepsen and R. L. Walter, 
Varian Assoc. 

The SAL-89, A Grid Controlled Pulse 
Klystron Amplifier, J. D. Swearingen and 
C. Veronda, Sperry-Rand Corp. 
A Gun and Focusing System for Crossed-

Field Traveling-Wave Tubes, O. L. Hoch and 
D. A. Watkins, Stanford Univ. 

Injection of Convergent Beams Focused 
by Periodic Magnetic Fields, Charles Suss-
kind and J. L. Palmer, Univ. of Calif. 

Session 28 

Computer Circuit and Logical Design 

Chairman: Jerre Noe, Std t iford Research 
Inst. 

The Transistor NOR Circuit, W. D. 
Rowe, Westinghouse Elec. Corp. 

Flux Quantized Counter, J. R. Bacon and 
G. H. Barnes, Burroughs Corp. 

Logic Design Symbolism for Direct 
Coupled Transistor Circuits in Digital Com-
puters, J. B. O'Toole, Hughes Weapon Sys-
tems Development Labs. 
A Mathematical Formulation of the Gener-

alized Logical Design Problem, D. Ellis, 
Litton Industries. 
A Five Microsecond Memory for UDOFT 

Computer, A. Ashley, Sylvania Elec. Proc. 

Session 29 

Automatic Instrumentation 

Chairman: W. H. Fenn, Hughes Air-
craft Co. 
A New Concept for a Paper- Tape High-

Information Rate Reader, Warren Welcome, 
Calif. Technical Industries. 

Large Screen Bar-Graph Scope—A New 
Tool for Continuous Visual Monitoring of 
Multichannel Data, H. O. Wolcott, Federal 
Tel. & Radio Co. 

Automatic Missile Check-Out Equipment, 
M. R. Beck and Robert White, Bendix 
Aviation Corp. 

Rapid Automatic Check-Out Equipment 
for Maintenance of Weapon Systems, D. Y. 
Keim, Sperry Gyroscope Co. 

Automatic Test Systems for Production, 
H. S. Dordick, RCA. 

Session 30 

Reliability Program 

Chairman: O. B. Moan, Lockheed 
Missile Systems Div. 

Reliability—A Practical Program, Mor-
ton Barov, Farnsworth Electronics Co. 

Research-Insurance for the Future, R. M. 
Barrett, Air Force Cambridge Research Cen-
ter. 

Reliability and the Component Engineer, 
R. W. Brown, Boeing Airplane Co. 

The AQL Myth, M. A. Acheson, Syl-
vania Elec. Prod. 

Lessons to be Learned for an Unique 
Reliability Program, L. J. Blumenthal, Bell 
Aircraft Corp. 

Session 31 

Antennas 

Chairman: D. C. Ports, Jansky & Bailey, 
Inc. 

Space- Frequency Equivalence, W. E. 
Kock and J. L. Stone, Bendix Aviation. 

Two-Dimensional Endfire Array with 
Increased Gain and Side Lobe Reduction, 
H. W. Ehrenspeck and W. J. Kearns, Air 
Force Cambridge Research Center. 

The Split Reflector Technique for Broad-
Band Impedance Matching of Center- Fed 
Antennas Without Pattern Deterioration, 
R. L. Mattingly, B. McCabe and M. J. 
Traube, Bell Tel. Labs. 

Coupled Waveguide Excitation of Travel-
ing Wave Antennas, W. L. Week, Univ. of 

A New Satellite Tracking Antenna, C. J. 
Sletten, F. S. Holt, P. Blacksmith and G. R. 
Forbes, AFCRC. 
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2:00 P.M.-4:30 P.M. 

Session 32 

Passive and Active Circuits 

Chairman: J. M. Pettit, Stanford Univ. 
The Design and Optimization of Syn-

chronous Demodulators, R. C. Booton, Jr., 
and M. H. Goldstein, Jr., M.I.T. 

The Extraction of Waveform Informal on 
by a Delay-Line Filter Technique, J. H. Park, 
Jr. and E. Glaser, Johns Hopkins Univ. 

Stable Amplifiers Employing Potentially 
Unstable Transistors, G. S. Bahrs, Stanford 
Univ. 

Synthesis of Active RC Transfer Func-
tions by Means of Cascaded RC and RL 
Structures, I. Horowitz, Brooklyn Polytech. 
Inst. 

Negative Impedance Circuits, W. R 
Lundry, Bell Tel. Labs. 

Session 33 

Microwave Tubes H 

Chairman: D. A. Watkins, Stanford 
Univ. 

Use of Multiple-Helix Circuits in 100-
Watt CW Traveling- Wave Amplifiers, J. L. 
Putz and G. C. Van Hoven, General Elec-
tric Microwave Lab. 

High Gain TWT for X-Band, Robert 
McClure, Sperry Gyroscope Co. 

Development and Operation of Low-Noise 
Broadband Traveling- Wave Tubes for X-
and C-Bands, F. B. Fank and F. M. Schu-
macher, General Electric Microwave Lab. 

Shot Noise Amplification in Beams Be-
yond Critical Perveance, J. C. Twombly, 
Univ. of Colo. 

Microwave Frequency Mixing and Divi-
sion with Beam Type Tubes, R. W. De-
Grasse, D. A. Dunn, R. W. Grow and G. 
Wade, Stanford Univ. 

Session 34 

Medical Applications of Super-Voltage 
Radiation 

Chairman: R. R. Newell, Stanford-Lane 
Hospital. 

Some Considerations in the Choice of 
High Energy Machines for Therapy, Craig 
Nunan, Varian Assoc. 

Medical Applications of the Linear Ac-
celerator, Mitchel Weissbluth, Stanford 
Medical School. 

Biological and Medical Applications of 
High Energy Protons, C. A. Tobias, Donner 
Lab., Univ. of Calif. 

Medical Applications of the Synchro-
tron, Gail Adams, Univ. of Calif. Hospital. 

Session 35 

Instrumentation 

Chairman: P. D. Lacy, Hewlett-Packard 
Co. 
A Survey of Equipment Used in Radio-

activity Logging of Oil Wells, C. E. Williams, 
Ramo-Wooldridge Corp. 

Millimicrosecond Photography with an 
Electronic Camera, E. C. Maninger and 
R. W. Buntenbach, Precision Technology, 
Inc. 

Instrumentation Applications of the Video-
Tape Recorder, E. L. Keller, Ampex Corp. 

Design of a High-Speed Transistor Deci-
mal Counter with Neon-Bulb Read-Out, R. D. 
Lohman, RCA. 

A New Transfer-Storage Counter, R. W. 
Wolfe, Burroughs Corp. 

Session 36 

Vehicular Communications I 

Chairman: M. E. Kennedy, Los Angeles 
Dept. of Communications. 

Qualitative Performance Evaluation of 
Land Mobile System, J. R. Neubauer, RCA. 

High Power UHF Station Transmitter, 
Richard Ocko, General Electric Co. 

Antennas for VHF Communications 
Systems, Ralph Bykerk, Tele-Beam Indus-
tries. 

Frequency Cross Roads for the Mobile 
Services, Lester Spillane, San Francisco. 

Session 37 

Production Techniques 

Chairman: R. J. Stahl, Dalmo Victor Co. 
Applications of Flying Spot Scanning 

Techniques to Automatic Inspection, H. P. 
Mansberg, Allen B. Du Mont Labs. 

Evaluation of Etched Circuit Boards from 
the Standpoint of Vibration, N. R. Dunbar, 
Autonetics. 

Preassembled Component Modular Sys-
tems, J. D. Heibel, Erie Resistor Corp. 

Capacitors for Automation, G. P. Smith, 
Corning Glass Works. 

Use of Ceramic- Metal Seals, J. L. Hall, 
Thermo Materials, Inc. 

FRIDAY, AUGUST 23 

9:15 A.m.-11:45 A.M. 

Session 38 

Audio 

Chairman: Frank Lennert, Ampex Corp. 
General Consideration on Phasing Two-

Way Loudspeakers, J. K. Hilliard, Altec 
Lansing Corp. 
A Wide Angle Loudspeaker of a New 

Type, Leonard Pockman, Ampex Corp. 
Simplified Audio Impedance Measure-

ments, Vincent Salmon and M. R. Berg, 
Stanford Research Inst. 

Multi- Channel Audio Recorders, W. M. 
Fujii, Ampex Corp. 

Methods of Recording Commercial Stereo-
phonic Masters, R. J. Tinkham, Ampex 
Corp. 

Session 39 

Advances in Microwave Solid-State 
Devices 

Chairman: C. L. Hogan, Harvard Univ. 
Microwave Atomic Amplifiers and Oscil-

lators, George Birnbaum, Hughes Research 
Labs. 

Measurements on Active Microwave Fer-
rite Devices, K. M. Poole and P. K. Tien, 
Bell Tel. Labs. 

Maser Amplifier Characteristics for One-
and Two-Iris Cavities, M. L. Stitch, Hughes 
Research Labs. 

Microwave Properties and Applications of 
Garnet Materials, G. P. Rodrigo, Harvard 
Univ. 

L-Band Isolators Utilizing New Materials, 
G. S. Heller, M.I.T. Lincoln Lab. 

Session 40 

Analog and Digital Computer Devices 

Chairman: Paul Morton, Univ. of Calif. 
Rake, A High Speed Binary—BOD and 

BCD Binary Buffer, G. F. Mooney and 
J. P. Hart, Rocketdyne. 

Simulation of Transfer Functions Using 
Only One Operational Ampliter, A. Bridg-
man, Sylvania Elec. Prod. 

Function Generation by Integration of 
Steps, E. H. Heinemann, Douglas Aircraft 
Co. 
A Transistorized, Multi- Channel, Air-

borne Voltage-to-Digital Converter, R. M. 
MacIntyre, Ramo-Wooldridge Corp. 

The Bizmac Transcoder, D. E. Beaulieu, 
RCA. 

Session 41 

Telemetry I 

Chairman: C. H. Hoeppner, Radiation, 
I nc. 

An Airborne Filter for Low Distortion of 
FM Sub- Carriers, Warren Link, Lockheed 
Aircraft Corp. 

Development of a High-Speed Transis-
torized Ten-Bit Coder, L. McMillian, Radia-
tion, Inc. 
A Transistorized PCM Telemeter for 

Extended Environments, R. E. Marquand 
and W. T. Eddins, Radiation, Inc. 
A Stable Transistorized PDM Keyes, D. 

A. Williams, Jr., Bendix Aviation Corp. 
Television as an Aid to Remote Sensory 

Perception, J. P. Day, Convair. 

Session 42 

Vehicular Communications II 

Chairman: A. A. MacDonald, Motorola, 
I nc. 

Nine Hundred MC—A Potential Vehicu-
lar Communications Band, C. J. Schultz, 
Motorola, Inc. 

Providing Mobile Coverage in Isolated 
Desert Terrain, R. L. Brinton, T. R. Ferry 
and E. L. Hare, Pacific Gas & Electric Co. 

The Use of VHF Radio in Railroading, 
J. W. Brannin, Southern Pacific Co. 
A Selective Signaling System, Don 

Bentley, Electrical Communications. 

Session 43 

New Electronic Techniques for Industry 

Chairman: V. B. Corey, Donner Scien-
tific Co. 

Industrial Applications of Vacuum Re-
lays, R. E. Johnston, Jennings Radio Mfg. 
Corp. 

Electron Paramagnetic Resonance—A 
New Form of Spectroscopy, R. M. Sands. 
Varian Assoc. 

Television in Radiography, A. R. Ogilvia, 
Sierra Electronic Corp. 

Electronic Counting as an Industrial Tool, 
James Cunningham, Systron, Inc. 

2:00 P.M.-4:30 P.M. 

Session 44 

Ultrasonic Engineering 

Chairman: T. A. Peris, Lockheed Missile 
Systems Div. 
A Survey of Ultrasonic Generators, W. G. 

Cady, Pasadena, Calif. 
A Novel Magnetostrictive Ultrasonic 

"Jack-Hammer" Type Rotating Drill for 
Boring Small Holes in Hard Materials, N. K. 
Marshall, Lockheed Missile Systems Div. 

Non-Destructive Tests for Structural Ad-
hesives, C. T. Vincent, Stanford Research 
Inst. 
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Considerations in I-F Filter Design, J. S. 
Turnbull, Collins Radio Co. 

Session 45 

Television Receivers and Televisual 
Devices 

Chairman: J. M. Rosenberg, Litton 

Securing 110-Degree Sweep for the Public 
Domain, W. D. Schuster and E. O. Stone, 
Sylvania Elec. Prod., and C. E. Torsch, 
The Rola Co. 
A Brightness-Enhanced Color Receiver 

Employing Automatic Decoding in the Chro-
matron, R. H. Rector, Litton Industries. 

21-Inch Direct- View Storage Tube, N. J. 
Koda, N. H. Lehver and R. D. Ketchpel, 
Hughes Research Labs., 

The Television Color Translating Micro-
scope, V. K. Zworykin, RCA. 

Automatic Fine- Tuning for Television Re-
ceivers, C. W. Baugh, Jr., Westinghouse 
Elec. Corp. 

Session 46 

Ionospheric Propagation 

Chaiman: T. J. Keary, Naval Electron-
ics Lab. 

Long-Range Auroral Backscatter Echoes 
Observed at 12 MC/S from College, Alaska, 
L. Owren and R. A. Stark, Univ. of Alaska. 

Meteor Burst Communication—Part I: 
Oblique Path Meteor Propagation Results, 
W. R. Vincent, R. Wolfram, B. Sifford, W. 
Jaye and A. M. Peterson, Stanford Res. Inst. 

Metoer Burst Communication—Part II: 
VHF Meteor Burst Communications System, 
W. R. Vincent, R. Wolfram, B. Sifford, W. 
Jaye and A. M. Peterson, Stanford Res. Inst. 

Experimental Equipment for Communica-
tion Utilizing Meteor Bursts, R. J. Carpen-
ter and G. R. Ochs, National Bureau of 
Standards. 

High Frequency Multipath Analysis by 
the Shea Pulse-Long Pulse Method, J. D. 
Lambert, Hughes Weapon Systems De-
velopment Labs. 

Session 47 

Telemetry II 

Chairman: J. J. Dover, Air Force Flight 
Test Center. 
A Transistorized High-Performance FM/ 

FM System, William Fulton, Bendix Avia-
tion Corp. 

C 

A Transistor-Magnetic Sub- Carrier Dis-
criminator, G. H. Barnes and R. M. Till-
man, Burroughs Corp. 
A Low-Level Magnetic Commutator, D. C. 

Kalbfell, Kalbfell Electronix.1 
Missile Temperature Tel4metering, Jay 

Cox, Lockheed Aircraft Corr4 

Session 48 

Nuclear Sciencé 

Chairman: W. W. Sali bury, Zenith 
Radio Research Corp. 

The Varian Free Precessii Magnetome-
ter, M. E. Packard and T. L. iAllen, Varian 
Assoc. 

Radiation Effects on Silicon Diodes, J. W. 
Clark, H. L. Wiser and M D. Petroff, 
Hughes Aircraft Co. 

Particles and Accelerators G. C. Mc-
Farland, High Voltage Engrg Corp. 

The Electrical Aspects of the UCRL 
72C-Mev Synchrocyclotron, B. H. Smith, 
K. H. MacKenzie, J. Reidel, Q. Kerns, 
W. R. Baker, C. Park and R. L. Thornton, 
Radiation Lab., Univ. of Calif .J 

The Electrical Design of a Heavy-Ion 
Accelerator, Ford Voelker, Ral:liation Lab., 
Univ. of Calif. 
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Books  
An Introduction to Cybernetics by W. R. 
Ashby 

Published ( 1956) by John Wiley & Sons. Inc., 440 
Fourth Ave., N. Y. 16. N. Y. 287 pages +7 index pages 
+ix pages. Illus. 81 X51. 86.50. 

Dr. Ashby, who is known to many en-
gineers as the author of Design for a Brain 
and the father of the "homeostat," has 
written what he considers an easy introduc-
tion to cybernetics and not "merely a chat 
about cybernetics." The preface informs us 
that the book addresses itself to the "many 
workers in the biological sciences" who "are 
interested in cybernetics and would like to 
apply its methods and techniques to their 
own specialty." It is Ashby's contention 
that the basic ideas of cybernetics can be 
treated without reference to electronics and 
that they are fundamentally simple. Ashby 
expresses, furthermore, the conviction that 
although advanced techniques may be 
needed for advanced applications, a great 
deal can be done in the biological sciences by 
the use of quite simple techniques, provided 
they are used with a clear and deep under-
standing of the principles involved. He ex-
presses the belief that by refining common-
place and well-understood concepts step by 
step, the biological worker who has no 
knowledge of mathematics beyond elemen-
tary algebra can be introduced to such cyber-
netics topics as feed-back, stability, regula-
tion, ultrastability, information, coding, 
noise, and so forth. 

Ashby divides his book into three major 
parts: Part I deals with the principles of 
mechanisms (including those that apply to 
determinate machines and very large sys-
tems). Part II, entitled, "Variety," deals 
with what is meant by information; it is de-
signed to enable the reader "to proceed 
without difficulty to the study of Shannon's 
own work." Part Ill deals with regulation 
and control and provides "an explanation of 
the outstanding powers of regulation pos-
sessed by the brain, as well as the principles 
by which designers may build machines of 
like power." 

The book is well written and equally well 
produced (with the exception of a rather 
curious index which includes entries such as 
borrowed knowledge, chair, chameleon, 
coffee, fly-paper, flying saucer, ghosts, Hit-
ler, etc.). And yet, this reviewer cannot rid 
himself of a certain uneasiness in recom-
mending it for the purpose for which Ashby 
wrote it, to wit: for those who want to 
achieve by self-study an actual mastery of 
the subject. Many admittedly easy exer-
cises are scarcely designed to relieve this re-
luctance. When, in the chapter entitled, 
"The Black Box," exercise 6/16-2 asks the 
question, "To what degree is the Rock of 
Gibraltar a model of the brain?," it is with 
a sense of keen disappointment that one 
reads the answer, " It persists, so does the 
brain; they are isomorphic at the lowest 
level." Such exercises hardly do justice to 
the often insightful exposition that Ashby 
provides elsewhere. 

The book's strongest point is, perhaps, 
that it brings the mathematically unso-
phisticated reader into some elementary 

contact with a broad spectrum of mathe-
matical raw materials for conceptual models. 
In this respect Ashby's book fills a void in 
the cybernetic literature in spite of its ex-
ceptionally scant bibliography. 

Ashby's views of and aspirations for 
cybernetics as a mathematical discipline are 
revealed when he writes, "the truths of 
cybernetics are not conditional on their be-
ing derived from some other branch of sci-
ence." In Ashby's view, cybernetics, whose 
subject matter is the domain of all possible 
machines, can, like mathematical physics, 
be indifferent to the criticism that it gives 
prominence to the study of nonexistent 
systems. Here Ashby becomes a victim of 
his own semantics. The position of esteem 
that mathematical physics occupies today 
must in large part be attributed to the fact 
that throughout the past three centuries 
scientists have learned to abstract from 
their experience aspects that are both math-
ematically manipulable and yet relevant 
to predicting and controlling an ever-widen-
ing range of physical phenomena. 

Workers in the "soft" sciences were 
deeply stirred by the cybernetic wave of the 
future. Here was a suggestion that they use 
new mathematical models and techniques 
that promised to be more applicable to prob-
lems of information, organization, percep-
tion, and perhaps even learning than the 
calculus had been. Here was a bridge to an 
era of computer technology with its poten-
tialities of handling large quantities of data 
and of trying out complex conceptual models 
in reasonable time spans. Here was, finally, 
new hope for a rapprochement between sci-
entists in these so-called soft areas with their 
more secure colleagues under the aegis of a 
possible unity of the communications sci-
ences. Many of these hopes have been 
dashed, and much good will has been dissi-
pated by those who, honestly, proclaimed 
that the problems of the biological and social 
sciences were on their way toward "solution" 
each time they had to their own satisfaction 
been able to transform "organized com-
plexity" by the use of a more or less com-
mon-sense verbal device. 

This reviewer is convinced that we must 
not relax our efforts but that we must on the 
contrary, dig in for a much longer pull. There 
are some tender shoots in areas in which 
models of modest scope and measurable 
phenomena are actually on speaking terms. 
We must intensify our explorations of ma-
thematical models (such as in the theory of 
automata and continue to search for signifi-
cant experiments that will take advantage of 
our newly-acquired armamentarium. 

There are passages in Ashby's book that 
are not in marked disagreement with the 
above views. And yet, the tone of the whole 
book does not seem to convey the proper per-
spective of the road ahead. There are scien-
tists whose current work is more or less di-
rectly inspired by the writings of Wiener, 
Shannon, etc., Should their work be labeled 

* It might perhaps be more appropriate to call 
them the not-so-vertebrate sciences: their problems 
are tough rather than soft, but the fields lack a strong 
theoretical backbone. 

as cybernetics and be introduced accord-
ingly? This is certainly a matter of choice. 
Ashby has a perfectly good right to ignore 
these rather specific experiments and to sub-
stitute his own vision of the spectrum of 
problems that cybernetics will ultimately 
be capable of dealing with. But by not giving 
us at least one example of a truly successful 
application of a cybernetic model to a really 
tough biological problem, Ashby's book 
claims too nuich and proves too little. 

W. A. ROSENBLITII 
M.I.T. 

Cambr!dge 39, Mass. 

Elektronische Rechenmaschinen und In-
formationsverarbeitung ed. by A. Walther 

Pulkshed ( 1956) by Verlag Friedr. Vieweg 
Sohn, Braunschweig, Postfach 185, Germany. 2r) 
pages +viii pages. Illus. Ill X51. Paperboall 2) 
DM. 

Like many o.ther proceedings of com-
puter conferences, this volume covers a wide 
range of subjects, from the design to the ap-
plication of digital computers. This one, 
however, has a decidedly cosmopolitan 
flavor. The authors come from eleven coun-
tries and their papers are printed in three 
different languages. 

The title, Electronic Digital Computing 
and Information Processing, was that of a 
conference held in Darmstadt, Germany, in 
October, 1955. The organizer of the confer-
ence, Prof. A. Walther of Darmstadt, is 
also the editor of this book containing the 
sixty-four papers delivered at the confer-
ence. He has ably performed a most difficult 
job. The authors represent most of the 
major computing centers in Western Europe, 
as well as the United States and three east-
ern countries (the USSR, Czechoslovakia, 
and Eastern Germany). Prof. Walther has 
collected their papers into a readable and in-
teresting volume. 

Forty-five of the papers are in German, 
seventeen in English, and two in French. 
English-speaking readers will find that the 
linguistic hurdles have been lowered by the 
inclusion of English abstracts for papers not 
in English. A curious sidelight is the fact 
that the two Soviet papers appear in Ger-
man while the three Czech papers are 
printed in English. 

The book records an important confer-
ence and is thus of historical value. Many 
of the papers describe machines and tech-
niques employed at various European com-
puting centers. Others present research 
work of more general interest. The volume 
contains some unusual items, such as a 
demonstration that all arithmetic and logical 
computer operations can be built up from 
just one essential instruction containing 
only an address. 

The technical material will be largely 
familiar to those who have followed develop-
ments in the U. S. What is, perhaps, most 
interesting to such readers is the account of 
the many computer projects which are 
carried on in Europe, and the resourcefulness 
displayed in the face of limited budgets. 

WERNER BUCHHOLZ 
IBM Corp. 

Poughkeepsie, N. Y. 
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Theorie und Technik der Pulsmodulation by 
E. Hblzler and H. Holzwarth 

Published ( 1957) by Springer-Verlag. Reichpiet-
schufer 20, Berlin W. 35, Germany. 489 pages +3 ap-
pendix pages +7 pages of bibliography +6 index pages 
+xiv pages. Illus. 91 X61. 57 DM. 

The authors state in the preface of this 
book that their daily work at the Siemens & 
Halske Central Laboratories revealed time 
and again a widespread lack of information 
in the field of pulse techniques. They felt 
that it would be a worthwhile undertaking 
to give an up-to-date description of the state 
of the art with emphasis on pulse modula-
tion, pulse transmission, and the effects of 
noise. On these topics the authors can speak 
with authority since they have done exten-
sive work on pulse modulation systems for 
long-distance communication circuits. 
A brief review of the contents of this 

book shows the comprehensive treatment of 
the material. The first chapter gives a re-
view of amplitude and frequency modulation 
(AM and fin) including frequency band re-
quirements, influence of phase and ampli-
tude distortions and the effects of noise. A 
short qualitative description of pulse am-
plitude modulation (PAM), pulse phase and 
pulse duration modulation (PPM and PDM) 
and pulse code modulation (PCM) follows. 
The second chapter shows in detail how 
Fourier and Laplace transformations may 
be used to translate pulse phenomena from 
the time domain into the frequency domain. 
Subsequent sections are concerned with the 
discussion of three sampling theorems, quan-
tization of signals, and attendant distortion. 
The third chapter contains a well written 
review of the principal circuits for pulse gen-
eration, pulse modulation, differentiation, 
integration, gating, clipping, clamping and 
others. The fourth chapter is devoted to a 
rather sophisticated analysis of pulse defor-
mation after transmission through linear 
networks. Applying Bode's theorems to 
phase and attenuation characteristics of 
low-pass filters (and by frequency transfor-
mation to band-pass filters) the authors 
show how pulse deformation may affect the 
quality of transmission and produce cross-
talk in time-sharing systems. As everywhere 
in this book, theoretical results are applied 
to practical cases, and suggestions are made 
to improve circuit performance. The in-
fluence of noise on PAM, PPM, PDM, and 
PCM is treated in the fifth chapter. Here 
the emphasis is on a careful analysis of the 
gain in signal-to-noise ratio through the 
use of specific modulation methods such as 

PPM and PCM. The advantages of signal 
compression and expansion and the proper-
ties of combinations of two modulation 
methods (e.g. PPM-AM, PCM-AM, and 
PAM-fm) are also discussed. The sixth and 
final chapter supplements Chapter Three by 
describing complete pulse modulation sys-
tems such as a 24-channel PPM-AM com-
munication system. Pulse measurements 
and component design are not covered. 

The book is written for electrical en-
gineers interested or active in pulse work. 
The style is lucid and concise. The analytical 
treatment in Chapters Two, Four, and Five 
can be followed without difficulty. Many 
numerical examples and over four hundred 
diagrams and figures assist the reader. The 
material covered is sufficiently general to be 
useful in many applications of pulse tech-
niques such as radar, television, telemeter-
ing, and high speed digital computing. For 
those readers who are particularly interested 
in pulse modulation and its application to 
communication systems and microwave 
links this book should be an invaluable 
source of information. 

W. H. VON AULOCK 
Bell Tel. Labs.. Inc. 

Whippany, N. J. 

Transistor Engineering Reference Hand-
book by H. E. Marrows 

Published (1956) by John F. Rider. Inc., 116 W. 
14 St.. N. Y. 11, N. Y. 288 pages +2 index pages +viii 
pages. Illus. 12 X9. $9.95. 

The author states in the introduction 
that, while many publications dealing with 
transistors are available, "the need to as-
semble and coordinate information on all 
the commercial aspects of the industry un-
der one cover had led to the writing of this 
book." 

The volume contains five sections. Sec-
tion I is a "General Survey of Transistors." 
Following a chronology of important tran-
sistor developments, a short description of 
transistor materials, structures and fabrica-
tion techniques and a list of pertinent refer-
ences is given. Characteristics and circuit 
properties of junction transistors are dis-
cussed next. A classified bibliography on 
transistor applications concludes the section. 
The material is complemented by forty fig-
ures and tables related mainly to transistor 
circuit design. 

Section II occupies most of the volume 
and presents detailed data sheets (including 
characteristics and performance ratings) 
on some two hundred types of commercial 

transistors which were available at the time 
when the book was written. 

Section III contains reference data on 
circuit components used with transistors, 
such as audio transformers of various cate-
gories, IF and pulse transformers, capaci-
tors, batteries, thermistors. A list of com-
mercially available transistor test sets is 
also given. 

Section IV lists the specifications and, in 
many cases, shows the circuit diagrams of 
some one hundred products utilizing tran-
sistors. Products described are various ampli-
fiers, pulse generators and other oscillators, 
power converters, meters, flip-flops, com. 
munication equipment and radio receivers. 

The volume is completed by a Manu-
facturers' Directory (Section V). 

This reviewer is unable to display a great 
deal of enthusiasm for Section I. The ma-
terial is too condensed to serve either as an 
understandable introduction to transistor 
physics and applications for the beginner or 
as a usable reference for engineers ac-
quainted with the art. As the section stands, 
not even the little space occupied by it is 
used efficiently. For example, the author 
describes such experimental devices as fila-
mentary transistors, field-effect transistors 
and fieldistors but makes no mention of 
drift-transistors and unijunction transistors. 
The model-circuits presented are not se-
lected most judiciously to be representative 
of the co ntemporary art. There is some du-
plication: for example, instead of presenting 
a larger variety of flip-flops with a descrip-
tion of their respective merits, three essen-
tially identical configurations are shown on 
page I-25; similarly, the configurations of 
Fig. 1-19 and 1-20 and those of Fig . 1-20A 
and 1-20B are identical. 

The author did a very conscientious and 
useful job in compiling the material of Sec-
tions II, I II and IV. These sections will be 
of considerable use to transistor circuit de-
signers. It certainly is preferable to have 
information on transistors and associated 
components available in a single volume 
rather than to have to search for the material 
in countless specification sheets assembled 
in a multiplicity of folders. 

It should, of course, be remembered that, 
due to the steady release of new and im-
proved transistors and components, the 
value of the book is necessarily ephemeral. 
However, for the present, it will be found 
useful bv many engineers. 

A. P. STERN 
General Electric Co. 

Syracuse. N. Y. 
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Abstracts of IRE Transactions  

The following issues of "Transactions" have recently been published, and 
are now available from the Institute of Radio Engineers, Inc., 1 East 79th 
Street, New York 21, N. Y. at the following prices. The contents of each issue 
and where available, abstracts of technical papers are given below. 

Sponsoring Group 

Group IRE Non-
Publication Members Members Members* 

Broadcast & TV 
Systems 

Broadcast Transmis-
sion Systems 

Electron Devices 
Engineering Manage-

ment 
Information Theory 
Reliability & Quality 

Control 
Telemetry & Remote 

Control 

Vehicular Communica-

tions 

PGBTS-8 $ .90 $1.35 $2.70 

Vol. BTR-3, No. 1 1.40 2.10 4.20 
Vol. ED-4, No. 2 2.05 3.10 6.15 

Vol. EM-4, No. 2 1.00 1.50 3.00 
Vol. IT-3, No.1 2.20 3.30 6.60 

PGRQC-10 1.20 1.80 3.60 

Vol. TRC-3, No. I 2.40 3.60 7.20 

Vol. TRC-3, No. 2 1.15 1.70 3.45 

PGVC-9 .75 1.10 2.25 

'Public libraries and colleges may purchase copies at IRE Member rates. 

Broadcast & TV Receivers 

VOL. BTR-3, No. 1, JUNE, 1957 
Lyman R. Fink (p. 1) 
A One Tube Crystal Filter Reference Gen-

erator for Color TV Receivers-R. H. Rausch 
and T. T. True (p. 2) 

An Ultrasonic Remote Control for Home 
Receivers-R. Adler, P. Desmares, and J. 
Spraclden (p. 8) 
A remote control system for TV receivers is 

described which employs ultrasound in the 
vicinity of 40 kc. Slowly decaying single-fre-
quency signals are produced by striking alumi-
num rods with a hammer. The receiver employs 
limiting followed by frequency selection and 
integration to discriminate against acoustic 
interference. 

Considerations governing the design of the 
mechanical sound transmitter are presented 
and a mass production technique for adjusting 
the mechanical resonant frequencies is de-
scribed. The paper closes with a discussion of 
the ultrasonic microphone used in the receiver. 

The Measurement of CRT Beam Aper-
tures-E. J. Quinlan (p. 14) 

Portable TV Design Considerations- F. R. 
Wellner and M. E. Jones (p. 18) 

Techniques of Color Purity Adjustment in 
Receivers Employing the "Apple" Cathode-
Ray Tube-R. C. Moore, A. Hopengarten, and 
P. G. Wolfe (p. 23) 
A New Noise-Gated AGC and Sync System 

for TV Receivers-Part I-J. G. Spraclden and 
W. Stroh (p. 28) 

A New Noise-Gated AGC and Sync Sys-
tem-Part II-G. C. Wood (p. 32). 

Transistor Feedback Preamplifiers-R. P. 
Burr (p. 35) 

Determination of Transistor Performance 
Characteristics at VIIP-G. E. Theriault and 
H. M. Wasson (p. 40) 

Broadcast Transmission Systems 

PGBTS-8, JUNE, 1957 
The Correction of Differential Phase Dis-

tortion in Color Television Transmitters-
V. J. Cooper (p. 1) 

Automatic Gain Control in TV Automation 
-M. H. Diehl, W. J. Hoffman, and W. L. 
Shepard (p. 6) 

An automatic programming device depends 
on automatic gain control in typical TV ap-
plications. An "All-Electronic" agc with suf-
ficient operational range for use as an integral 
part of a monochrome vidicon film center is 
described and compared to other gain control 
methods. 

An automatic programmer also lends itself 
to the switching functions of a color film cen-
ter, using the flying spot scanner principle. The 
simplicity of the All-Electronic agc method 
described emphasizes the superiority of the 
flying spot scanner system for TV station oper-
ation. 

A 50-Watt Amplifier for Microwave Re-
lays-L. W. Mallach (p. 10) 

The significant problems encountered in 
the engineering development of a Idystron 
amplifier system for 6000 megacycle microwave 
television relays are discussed and the final 
results and limitations of the system are set 
forth. All data submitted herewith is on the 
basis of laboratory results. 

Video Transmission Testing Techniques for 
Monochrome and Color-J. R. Popkin-Clur-
man (p. 14) 

Achievement of Practical Tape Speed for 
Recording Video Signals-C. P. Ginsburg 
(p. 25) 

Electron Devices 

VOL. ED-4, No. 2, APRIL, 1957 
On the Switching Transient in the Forward 

Conduction of Semiconductor Diodes-H. L. 
Armstrong (p. 111) 

When a semiconductor diode is caused sud-
denly to pass forward current, the voltage 
across it shows a transient, overshooting its 
steady-state value. This transient behavior is 
analyzed with the help of a recently given 
theory of forward current and high-level mi-
nority carrier injection in the diodes, with 
special attention to types of diode often used in 
pulse circuits, where these transients may be 
important. The waveform of the transient is 

calculated for a hypothetical diode with char-
acteristics similar to some types in common use, 
and it is found to be very similar to those 
actually observed. 

Temperature Characteristics of the Trans-
fluxor-H. W. Abbott and J. J. Suran (p. 113) 

Measurement of High-Frequency Equiva-
lent Circuit Parameters of Junction and Surface 
Barrier Transistors-A. R. Molozzi, D. F. Page 
and A. R. Boothroyd (p. 120) 

Methods are described for the determina-
tion of the high-frequency parameters of junc-
tion and surface barrier transistors and involve, 
in addition to the knowledge of the usual 
low-frequency parameters, measurement of the 
product of C. and the extrinsic base resistance 
roo, roo itself, and the alpha cutoff frequency 
fa. A previously described method is used to 
determine the product rboCe, but new methods 
are described for the measurement of roo and 
fa. The measurements are of "bridge" type, 
involving simple circuit adjustments for a 
response null at a single frequency. 

Typical experimental results are given for 
transistors having fa values as high as 85 mc, 
C. values down to 2.3 pF and no ranging from 
45 to 400 ohms. The limits quoted for ja and Co 
refer to surface barrier transistors. Comparison 
with results derived by alternative methods of 
measurement show good agreement. 

Dependence of Magnetron Operation on the 
Radial Centering of the Cathode-G. E. 
Becker (p. 126) 
A modified Western Electric 4J52 magne-

tron has been constructed in which provision 
was made for displacing the cathode laterally in 
a controlled and measurable way while the 
tube was in operation. In all the tests which 
were made, it was found that the operation of 
the magnetron was best when the cathode was 
on center. As the cathode was displaced lateral-
ly in any direction the efficiency decreased, 
the frequency pushing increased, the spectrum 
deteriorated, and back-heating of the cathode 
increased, while the pulling figure, the Q's, 
and the circuit efficiency remained unchanged. 
None of these quantities was sharply dependent 
on cathode position when the cathode was near 
center. Displacement of the cathode from center 
by a distance as large as 6 per cent of the nomi-
nal cathode-anode spacing produced negligible 
changes in operation, as far as the factors 
listed above are concerned. Preliminary and 
less precise results on staring-time jitter, and 
pulse-to-pulse amplitude and frequency jitter 
indicate that the same conclusion may be 
drawn about these factors. 

Aperture Lens Formula Corrected for 
Space Charge in the Electron Stream-C. K. 
Birdsall (p. 132) 

The aperture lens formula of Davisson and 
Calbick is rederived to include the effect of 
space charge forces. The correction is applied 
to a parallel flow Pierce gun, leading to the 
focal length reduction as a function of per-
veance, e.g., 30 per cent reduction at perveance 
3 X 10-8. 

Some Characteristics of a Cylindrical Elec-
tron Stream in Immersed Flow-G. R. 
Brewer (p. 134) 

The dc focusing characteristics of a cylin-
drical electron stream totally immersed in a 
uniform axial magnetic field are studied for the 
condition of laminar electron flow. The magni-
tude and wavelength of the beam radius per-
turbations and the angular velocity of preces-
sion of the electrons are determined as func-
tions of the magnetic field, space-charge den-
sity, and initial injection slope. 

Traveling-Wave Tube Propatation Con-
stants-G. R. Brewer and C. K. Birdsall 
(p. 140) 
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A brief summary of some new computations 
of the incremental propagation constants for a 
traveling-wave tube is presented in the form 
of graphs. 

The data includes values of the wave growth 
factor xi for larger values of the loss param-
eter d. 

The computations for large values of the 
space-charge parameter QC and of the gain 
parameter C have revealed an anomalous 
propagation region for negative ranges of the 
velocity parameter b, which shows the transi-
tion from resistive-wall type interaction to the 
usual traveling-wave tube type interaction. 
A Ceramic-Metal Voltage Reference Tube 

—J. W. Culp and P. Koskos (p. 144) 
A glow discharge voltage reference tube 

constructed entirely of ceramic and metal 
has been developed. Minimum size ( T2), ex-
treme ruggedness, and unusual electrical 
stability characterize the tube. Operating volt-
age is approximately 85 v. 

Performance of the reference tube under 
conditions of shock, vibration, high tempera-
ture, and high altitude is described. Operat-
ing voltage stability over extended periods 
is demonstrated by presenting the results of 
precision measurements. Other aspects, such 
as temperature coefficient, ionization voltage, 
and the slope and smoothness of the voltage-
current characteristic are discussed. 

Traveling-Wave Tube Limiters—F. B. 
Fank and G. Wade (p. 248) 

Good broad-band microwave limiters can 
be built by appropriately modifying conven-
tional traveling-wave tubes. For example, 
with a single one-watt tube modified suitably 
the output power could be held constant to 
within ± 4 db over a range of input power of 
approximately 20 db. By modifying two such 
tubes in the proper way and using them in 
cascade the range of input power for limiting 
could be increased to greater than 45 db, and 
this accomplished over a 700-mc frequency 
range centered at S band. This was done with 
commercially available traveling-wave tubes. 
All the necessary modifications were made 
from outside the tube envelope. 

Experimental results indicate that beam 
saturation for these tubes when operated con-
ventionally occurs first under the attenuator 
section. By increasing the gain between the 
attenuator and the output coupler, the beam 
saturation can be made to occur first under the 
output coupler. This fact was of great use in 
the development of the limiters. 
A High-Sensibility Cathode-Ray Tube for 

Millimicrosecond Transients—K. J. Germes-
hausen, S. Goldberg, and D. F. McDonald 
(p. 152) 
A high-sensibility cathode-ray tube has 

been developed for the photographic recording 
of transients in the millimicrosecond region. 
The new cathode-ray tube uses a traveling-
wave deflection system with magnetic focusing 
and attains a spot diameter of 0.001 inch. The 
first models have a sensibility of 0.026 volt/ 
trace width and a writing speed of 10,1 trace 
widths/second. Improved production models 
are expected to have sensibilities of less than 
0.02 volt/trace width. 

In this particular application, sensibility 
in volts per trace width and writing speed in 
trace widths per second are the significant per-
formance characteristics. Analysis of the de-
pendency of these on several important param-
eters in the general cathode-ray tube de-
sign shows that the use of a much smaller spot 
and display than is conventional results in 
large gains in sensibility. 

Analysis also indicates that maximum sensi-
bility is achieved with the deflection plates 
located in the lens region. Magnetic focusing 
is used to permit this optimum deflection plate 
location. To allow the choice of long plates 
with short effective transit time, a traveling-
wave deflection system is employed. Post-

deflection acceleration is introduced to obtain 
high writing speeds. 
A Power Series Solution of the Traveling-

Wave Tube Equations—J. A. Mullen (p. 159) 
A solution of the initial value problem for 

the three-wave formulation of the traveling-
wave tube equations is obtained in the form 
of a series in powers of Ks, whose coefficients 
are evaluated recursively without solving the 
determinantal equation. 

Design and Performance of a High Power 
Pulsed Magnetron—E. C. Okress, C. H. 
Gleason, R. A. White, and W. R. Hayter (p. 
161) 

This paper describes the salient features of 
a magnetron which attained by the spring of 
1953 a peak power of up to 10 megawatts at 
10 microseconds pulse duration and 17 kilo-
watts average power. 

There was little previous knowledge or 
experience available for guidance at the time 
(1947) the development was started. Among 
the most important problems which had to be 
solved were: 1) the establishment of reliable 
criteria of r-mode stability as guides for high 
power magnetron design; 2) the development of 
a microwave window of sufficient bandwidth 
for lower order mode loading and which would 
permit operation of the tube at full power in air 
at atmospheric pressure; 3) the development of 
a cathode capable of withstanding high back 
bombardment power with reasonable life; 
4) the development of methods for fabricating 
a large magnetron; 5) the elimination of volt-
age breakdown in various parts of the magne-
tron; 6) the development of a modulator to 
produce and measure 2- to 10-microsecond 
pulses up to 100 kilovolts and up to 400 am-
peres; and 7) the development of a calorimetric 
load of low thermal capacity for testing the 
magnetron at full power. 

This paper is intended to assist the de-
signers of magnetrons and systems to better 
appreciate: I) the problems involved in the 
simultaneous attainment of multimegawatt 
power levels at long pulse durations, long wave-
length and high duty; 2) what has been ac-
complished in this regime with magnetrons; 
and 3) that the experimental material given 
in the discussion is representative of an ad-
vance in magnetron art and not necessarily a 
limitation of what can be expected by way of 
performance from the pulsed magnetron. 

Analysis of Coupled-Structure Traveling-
Wave Tubes—Nathan Rynn (p. 172) 

Until now there has been no general method 
available for taking into account the effect of 
the electron beam on coupled-structure coup-
lers and attenuators for traveling-wave tubes. 
This paper presents an analytical procedure 
for this purpose based on the coupled mode ap-
proach of S. E. Miller and J. R. Pierce. It is 
valid for loosely coupled structures with small 
loss, only one of which is coupled directly to the 
beam. In addition to other relations, a general 
root equation is developed which takes into 
account loss in either or both of the coupled 
structures, space charge in the beam, and the 
possibility of different phase velocities in each 
structure. Typical plots of the incremental 
wave parameters are shown. An experimental 
verification of the theory is presented that 
shows that predictions made by means of it 
will be fair to good. 

Backward-Wave Oscillator Starting Con-
ditions—R. D. Weglein (p. 177) 

Detailed calculations of the starting con-
ditions for backward-wave oscillations were 
carried out in the region O<QC<0.25. The 
coupled-mode theory is called upon to explain 
the complex nature of the propagation con-
stants for backward-wave interaction. 

Backward-Wave Oscillators for the 8000-
18,000-Megacycle Band—H. R. Johnson and 
R. D. Weglein (p. 180) 

Design and construction of research models 
of two backward-wave oscillators, covering the 

bands 7.6-12.4 and 11.6-18.0 kms, are de-
scribed. These tubes are tuned purely electron-
ically and cover their tuning ranges continu-
ously with a power output of 25-mw absolute 
minimum. The highest electrode voltage used is 
2100 volts; the over-all weight is about 7 
pounds. These properties are achieved through 
a novel tube design which enables reduction 
of tube diameter where it is within the solenoid, 
and through use of a novel split magnet and 
rf match idea to enable reduction in necessary 
solenoid inner diameter. 

Experimental Notes and Techniques (p. 
185) 

Program—Second Annual Technical Meet-
ing on Electron Devices—[Sponsored by the 
Professional Group on Electron Devices, 
October 25-26, 1956, Shoreham Hotel, Wash-
ington, D. C. (p. 188)]. 

Contributors (p. 197) 

Engineering Management 

VOL. EM-4, No. 2, JUNE, 1957 
Selecting Research and Development Per-

sonnel for a Small Laboratory—Arnold Ad-
dison (p. 43) 

In today's competitive labor market, it i$ 
not always a simple task to obtain research 
and development personnel. The engineering 
graduates from our colleges and universities 
are not sufficient to meet the staggering de-
mands of American industry today. 

Providing the most competition to the 
smaller research laboratories for urgently 
needed scientific manpower are large industrial 
and governmental organizations. Even so, if 
both salary and working conditions are favor-
able, personnel can be procured for these 
smaller organizations. This presentation dis-
cussed these important factors in developing a 
research and development program: 1) what 
areas of research and development do you 
wish to follow, 2) what kinds of research and 
development workers should you employ, and 
3) where should you get your manpower? 

Maintaining the Research and Develop-
ment Personnel in a Small Laboratory— 
Arnold Addison (p. 46) 

What you do with your engineering per-
sonnel after you get it is extremely important. 
Failure to understand management's responsi-
bility in handling engineering personnel will 
result in a poor investment in the cost of select-
ing and subsequent training of such people. 
A realistic understanding of how not only to 
attract but hold your engineering personnel 
will pay dividends; you will hold the men you 
have so carefully chosen because certain basic 
needs have been met. 

It is significant to note that this is not only a 
problem which faces the large industrial labora-
tories, but is also true of the small laboratories 
which at the present time are employing pro-
fessional engineering people in large numbers. 

Evaluating Engineers and Scientists for a 
Research and Development Activity—R. A. 
Martin and J. Pachares (p. 50) 

Dilemma of Engineers in Management— 
A. N. Curtiss (p. 62) 

The Science of Research Management— 
F. N. Stephens (p. 65) 

Management and Engineering—Profes-
sions of Progress—H. L. Richardson (p. 68) 

Liaison Relations in Research and De-
velopment—A. H. Rubenstein (p. 72) 

Personnel Selection and Training for Engi-
neering Management—W. R. G. Baker (p. 79) 

Engineering Management Challenge in 
Weapons Development—G. F. Metcalf (p. 82) 

Information Theory 

VOL. IT-3, No. 1, MARCH, 1957 
Philip M. Woodward (p. 2) 
Entropy and Negentropy—P. M. Wood-

ward (p. 3) 



1957 Abstracts of IRE Transactions 1165 

The IRE "Affiliate" Plan—A New Ven-
ture in Engineering Society Structure and 
Service—W. R. G. Baker (p. 4) 

On the Estimation in the Presence of Noise 
of the Impulse Response of a Random, Linear 
Filter—G. L. Turin (p. 5) 
A sounding signal is transmitted through a 

transmission medium which may be character-
ized as a linear filter whose impulse response is 
random, i.e., drawn according to some prob-
ability law from an ensemble of possible im-
pulse responses. To the output of the medium 
is added random noise; the resultant waveform 
is the received signal. A receiver is required to 
operate on this received signal so as to make a 
linear, minimum-mean-square-error estimate 
of the impulse response of the transmission 
medium. 

Two problems concerned with the design 
of such a sounding system are considered in 
this paper. The first is the determination of 
the transfer function of the optimum linear 
estimating filter in the receiver. The second 
is the optimization of the spectrum of the 
transmitted sounding signal. 

The Output Signal-to-Noise Ratio of Cor-
relation Detectors—P. E. Green, Jr. (p. 10) 

Expressions are derived for the output signal-
to-noise ratio of a correlation detector when the 
two input functions to be correlated differ 
only by the presence of an arbitrary linear filter 
in each path, and the addition of noise to 
each. It is assumed that the signal and noises 
are Gaussian with arbitrary power density 
spectra, and the integration is performed by a 
filter of arbitrary transfer function. Two types 
of correlation detectors are distinguished, the 
low-pass detector in which the integrator is a 
low-pass filter, and the band-pass detector in 
which one of the two input functions is deliber-
ately displaced in frequency by A and the 
integrator is therefore a band-pass filter tuned 
to A. Output signal-to-noise ratio expressions 
for the two types are almost identical. 

Error Rates in Pulse Position Coding— 
L. L. Campbell (p. 18) 

An expression for the error rate in a system 
using a binary pulse position code is derived. 
In the system considered, the pulses amplitude 
modulate a carrier and the resultant signal 
is contaminated by additive Gaussian noise. 
At the receiver the pulses are recovered by an 
envelope detector. If synchronization errors 
and post-detection filtering are neglected, it is 
shown that the probability of a binary error 
is approximated well by 1/2 exp (—a2/2), 
where a2 is the peak input signal-to-noise 
power ratio. Finally, the error rate is derived 
for the case where the signal amplitude is 
subject to random fading. Some comparisons 
are made with error rates derived by Mont-
gomery for other systems with and without 
carrier fading. It is found that when the signal 
is subject to fading the pulse position system 
is better than a comparable system using 
threshold detection. 

The Part of Statistical Considerations in the 
Separation of a Signal Masked by a Noise— 
J. A. Ville (p. 24) 

The object of this paper is to demonstrate 
that the stochastic considerations presently in-
volved in signal detections are purely descrip-
tive and are not sufficiently developed to reach 
the proposed aim. 

On a Cross-Correlation Property for Sta-
tionary Random Processes—J. L. Brown, Jr. 
(p. 28) 

Given two stationary random processes 
x2(1) and x2(1), the cross-correlation property 
of interest is the following: If one of the two 
processes is distorted by an instantaneous non-
linear device, then the cross correlation after 
the distortion is proportional to the cross-
correlation function prior to the distortion. 

Using an expansion of the second-order 
joint probability distribution p(xl, x2) in-
troduced by Barrett and Lampard, a necessary 

and sufficient condition for the above cross-
correlation property is given in terms of re-
quirements on the expansion coefficients. 

In certain cases, the constant of propor-
tionality involved in the cross-correlation 
property is equal to the "equivalent gain" of 
the nonlinear device as defined by Booton. 
A necessary and sufficient condition for these 
two constants to be identical is formulated in 
terms of the expansion coefficients of p(xi, 
x2). The class of distributions satisfying this 
condition is a subclass of the set of distributions 
for which the cross-correlation property is 
valid. 

A Systematic Approach to a Class of Prob-
lems in the Theory of Noise and Other Ran-
dom Phenomena—Part I—D. A. Darling and 
A. J. F. Siegert (p. 32) 

The problem of finding the probability of 
distribution of the functional 

f‘. 4,(X(r), 
where X(r) is a (multidimensional) Markoff 
process and e(X, r) is a given function, ap-
pears in many forms in the theory of noise 
and other random phenomena. We have shown 
that a certain function from which this proba-
bility distribution can be obtained is the unique 
solution of two integral equations. We also 
developed a perturbation formalism which 
relates the solutions of the integral equations 
belonging to two different functions e(X, r) 
If the transition probability density for X(r) is 
the principal solution of two partial differential 
equations of the Fokker-Planck-Kolomgoroff 
type, the principal solution of two similar dif-
ferential equations is the solution of the integral 
equations. As an example, we calculated the 
probability distribution of the sample proba-
bility density for a stationary Markoff process. 

A Systematic Approach to a Class of Prob-
lems in the Theory of Noise and Other Random 
Phenomena—Part II, Examples—A. J. F. 
Siegert (p. 38) 

The method of Part I is applied to the 
problem of finding the probability distribution 
of u iu og K(r)x2(r) dr, where K(r) is a given 
function and x(r) is the Uhlenbeck process. 
The earlier methods of Kac and the author 
yielded the characteristic function of this dis-
tribution as the reciprocal square root of the 
Fredholm determinant D of an integral equa-
tion. The present method yields a second-
order linear differential equation with initial 
condition only for D as function of t. For the 
special cases K(r) 1 and K(r) -= e'T the 
characteristic function is obtained in closed 
form. 

In Section III, we have verified directly 
from the integral equation the differential 
equation for D and some relations between 
D and the initial and end point values of the 
Volterra reciprocal kernel which appear in the 
joint characteristic function for u,x(0) and 
x(i). 

On the Capacity of a Noisy Continuous 
Channel—Saburo Muroga (p. 44) 

The capacity of a noisy continuous channel 
is discussed in both cases where the signal 
transmitted over the channel is expressible by 
a process with mutually independent random 
variables and where it is expressible by a 
Markov process. Unlike discrete channels, 
continuous channels impose certain restrictions 
on transmitter power in general. In the case 
of a continuous channel under disturbance of 
additive noise, a theorem on the capacity in 
terms of channel parameters is obtained and 
applied. Then in the general case of a Markov 
process a general procedure to calculate the 
capacity is shown. 

Merit Criteria for Communication Systems 
—A. Hauptschein and L. S. Schwartz (p. 52) 

Merit criteria are presented for the trans-
mission of information through noisy channels. 

The operational problem is formulated in such 
a way as to permit the minimum communica-
tion cost required to transmit a message over a 
communication system with a specified degree 
of reliability for given noise and loading 
(traffic density) conditions to be determined. 
The better system transmits the information 
at less cost. Cost values are shown to be func-
tions of the basic merit parameters power, 
bandwidth and time, and the operational load-
ing conditions. The formulation is general and 
can be applied to the evaluation of any modu-
lation or coding system. Comparative evalua-
tion of systems should result in performance 
indices which would permit judicious choice 
of systems for use in various operational 
situations. 

First-Order Markov Process Representa-
tion of Binary Radar Data Sequences—G. C. 
Sponsler (p. 56) 

Study of radar detection-trial data se-
quences has indicated the existence of interscan 
correlation. The theory of simple or first-order 
Markov chains is here applied to characterize 
the statistics of such sequences of correlated 
binary data consisting of detections ( I's) and 
nondetections (0's) of a tracked target upon 
successive radar scans. Both stationary dis-
crete and non-stationary continuous parameter 
processes are considered, for which relations 
are derived between four transition probabili-
ties. pi„ and the absolute detection probability, 
/3, and the so-called blip-scan ratio. 

The discrete parameter, first-order Markov 
chain theory, presented first, is extended to 
the case wherein the blip-scan ratio may be 
expressed as a function of time. It is possible 
to employ the resulting nonstationary, con-
tinuous parameter solution to simulate radar 
data for aircraft flights of arbitrary patterns. 
Certain restrictions upon the admissible class 
of blip-scan functions are presented. In the 
case of the continuous parameter first-order 
process, the scan-to-scan correlation coefficient 
is shown to be restricted to positive values. 
An application is made to an automatic 
initiation problem. 

Automatic Bias Control for a Threshold 
Detector—J. Dugundji and E. Ackerlind (p. 
65) 
A method for automatically controlling the 

threshold bias in a detector is described and 
analyzed. 

In Section I, the threshold bias problem is 
described: bias is set for a constant false alarm 
rate (or a constant false alarm time). By "stand-
ard biasing" is meant the common practice of 
adjusting the required bias under the assump-
tion that the noise is Gaussian and has a fiat 
power spectrum. 

In Section II, the error that is made by 
standard biasing, if it turns out the Gaussian 
noise does not have a flat power spectrum, is 
given. 

In Section III, the automatic biasing meth-
od is given in the case where a constant false 
alarm time is required (its operation to main-
tain a constant false alarm rate is analogous). 
The device envisioned operates as follows: one 
bias level to is used as reference; the number 
of crossings per false alarm time T with posi-
tive slope of the noise envelope through to is 
averaged over a sufficiently long time to yield 
a stable value C. This count C serves to de-
termine the threshold bias v. The level te 
changes only if the "long time" average count 
changes; it is specifically assumed that there 
is no response to instantaneous changes in C. 
It is shown that such a biasing method auto-
matically adjusts to give a constant false alarm 
time (or rate), whenever the noise is Gaussian, 
and so has an advantage over the standard 
biasing method. 

In Section IV, the efficiency of both methods 
for non-Gaussian noise is compared. 

In Section V, the probability of detection 
of a short (relative to the averaging time) 
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"sure" signal with Rayleigh distributed am-
plitude is given when automatic biasing is 
used; due to the complexity of the expression 
obtained, no direct comparison has been made 
with the case where standard biasing is used. 

Exact Integral Equation Solutions and 
Synthesis for a Large Class of Optimum Time 
Variable Linear Filters—J. S. Bendat (p. 71) 

This paper presents the exact integral 
equation solution and synthesis for a large class 
of optimum time variable linear filters charac-
terizing many physical problems. The signal 
random process is expressed in nonstationary 
Fourier series ensemble form, with certain 
statistical information assumed about its 
coefficients. The noise perturbation is repre-
sented by a damped exponential-cosine auto-
correlation function, which is of major impor-
tance in fields of physics and engineering, such 
as radar, meteorology, and automatic control. 
For any finite operating period from 0 to 1, 
the optimum time variable weighting function 
h(r, e) is found to be of a separable form, con-
sisting of functions of parameter r multiplied 
by functions of parameter 1, plus two delta 
function contributions at the beginning and 
end. Valid synthesis designs are developed for 
such separable weighting functions. Asymp-
totic synthesis techniques are formulated which 
cover special situations of long-time or short-
time operation. The results are applied to two 
examples of practical interest. 

Contributors (p. 81) 

Reliability fSr Quality Control 

PGRQC-10, JUNE, 1957 
Reliability Indices for Missile Electronic 

Component Parts—T, S. Bills (p. 1) 
Accelerated Life Testing of Capacitors — 

G. J. Levenbach (p. 9) 
One of the problems facing the designer of 

modern electronic communication systems is 
the ultimate reliability to be achieved under 
service conditions. The required level of reli-
ability together with the unavoidable com-
plexity of present-day equipment calls for 
components having extremely low failure rates. 
Evaluation of the failure rates of such magni-
tude in the laboratory or pilot plant is practi-
cally impossible within a reasonable length of 
time and with a reasonable number of com-
ponents. One way to meet this problem is the 
artificial reduction of the time to failure. This 
reduction of time or, in other words, the ac-
celeration of life must be realistic to be of any 
value, which presents many problems in ac-
tual life testing. 

In recent years several papers have been 
published concerning statistical methods ap-
plied to life tests showing an exponential dis-
ditribution of time to failure. These methods 
have been used as the basis for the design of an 
experiment to explore the acceleration obtain-
able in testing capacitors of recent desgin. 
Some results of this experiment estimating 
acceleration factors corresponding to increases 
in applied voltages and ambient temperatures 
are presented. 

Topology of Switching Elements vs. Reli-
ability—J. P. Lipp (p. 21) 

The topology of switching elements is ex-
plored from a probability or reliability stand-
point. Arrays are indicated which offer a 
greater degree of reliability than any one of 
their elements, hence disproving the belief 
that circuit complexity necessarily lessens reli-
ability. A further result is production of a 
simple mathematical technique adaptable to 
the solution of complex circuits in terms of 
reliability. Such "circuits" may actually con-
sist of redundant communication paths as a 
more general interpretation of switching ele-
ments. 

Dynamic Failure Control for Military Elec-
tronics—W. F. Luebbert (p. 34) 

Failures in electronic equipment can cost 

time, effort, supplies, money and even lives. 
Most reliability programs concentrate almost 
exclusively upon failure prevention; their main 
interest seems to be in developing failure resist-
ant components and equipment. However, to 
assume that such an approach can eliminate 
all possibility of failure is unrealistic. It is 
much more practical to view the tendency to 
failure as ever-present and to place more em-
phasis upon control of failures and their effects 
(a concept including but not limited to pre-
vention). There is a close analogy between the 
nondynamic approach to reliability and the 
"Maginot Line" type of military strategy, and 
between the dynamic failure control approach 
advocated here and the modern "Atomic War" 
type of strategy. The notorious "game" of 
Russian Roulette is used as an example, pur-
posely far removed from electronics, of the 
dynamic approach to failure control and of 
the importance to dynamic failure control of 
thorough systems analysis. 

In this article emphasis is upon the philos-
ophy and foundations of the dynamic failure 
control viewpoint, and a minimum of formal 
rules and detailed suggestions are given. Yet 
it should be obvious that the dynamic ap-
proach would lead to increased emphasis upon 
the inhibition of failures by environment and 
application control, upon the possible usefulnes 
of techniques to predict failures before they 
occur and upon the ability to detect, isolate 
and correct failures promptly. This approach 
also points toward the potential advantages of 
redundancy and dynamic failure compensation 
to permit over-all success in spite of part failure. 
Most of all it emphasizes the need for consider-
ing failures and their possible effects in over-all 
system planning. Equipment users can use the 
dynamic failure control approach to achieve 
operational reliability and effectiveness from 
unreliable equipment, while equipment de-
signer-developers can use it to develop reliable 
equipment from unreliable parts. 

(Papers Presented al the Radio Fall Meet-
ing, October, 1956, Syracuse, N.Y.) 

Factors in the Reliability of Germanium 
Power Transistors—A. B. Jacobsen (p. 43) 

Naval Material Laboratory Transistor Re-
liability Study—R. E. Martin (p. 49) 

Success Story—Transistor Reliability-
1956—C. H. Zierdt, Jr. (p. 57) 

Telemetry & Remote Control 

VOL. TRC-3, No. 1, APRIL, 1957 

(Proceedings of the 1957 National Sym-
posium on Telemetering, April 14-16, 1957, 
Philadelphia, Pa.) 

Introduction to the 1957 National Sym-
posium on Telemetering 

Phase Angle Analogs in Out-of-Sight Con-
trol Instrumentation—C. L. Parish (p. 1.1) 

This paper describes the methods and tech-
niques employed in real time display of tele-
meter data for missile control purposes. Em-
phasis is placed on the use of the electrical 
phase angle between two alternating voltages as 
the analogue of vehicle flight parameters such 
as altitude, airspeed, heading, etc. Attention 
is given to the advantages and disadvantages 
of the various transmission methods and the 
factors governing the choice of analogue for a 
particular function. 
A system presently in use at Chance 

Vought Aircraft, Inc. is discussed from an ap-
plication point of view. Methods of display and 
the effect on over-all accuracy are considered. 

Some suggestions are given as to the logical 
extension of the system to provide semi-auto-
matic landing of recoverable missiles. 
A Wide-Band Microwave Link for Tele-

metering—R. E. Glass (p. 1.2) 
The microwave link to be described operates 

in the 4-kmc frequency region and can be set 
up for any desired bandwidth between 40 to 

250 megacycles. In its present state, the tele-
metering system uses a pulsed-frequency 
modulated carrier obtained by use of either a 
klystron or a voltage-tuneable magnetron. The 
receiver directly amplifies the carrier to a level 
of + 27 DBM where it is amplitude limited and 
discriminated. 

This system has been used in the field 
since January, 1955 and has proved to be quite 
reliable. Its use to date has been limited to 
measuring time intervals of 200 microseconds 
or less, and to faithfully reproducing pulse 
shapes requiring up to 250-mc bandwidth. 

The various components utilized to ac-
complish the desired transmitting and receiving 
functions in this portion of the microwave band 
will be described. 
A Low-Level, High-Speed Sampling Sys-

tem—J. P. Francis (p. 1.3) 
Currently available equipment for the high-

speed sampling of large numbers of low-level 
transducers such as strain gages and themo-
couples tends to have serious limitations on 
accuracy and life, or on reliability and econo-
my. A design of equipment for this purpose 
which is not so seriously limited is described 
It combines commercially available units with 
certain components which have required de-
velopment. It consists of a low-level multi-
plexer, dc amplifiers, a second stage of multi-
plexing at high level, a voltage-to-digital con-
verter, and a recording unit. The design of 
the multiplexers is described. The low-level 
multiplexer has accuracy and life exceeding 
that of conventional units, and avoids the 
necessity for an amplifier on each input chan-
nel. The high level multiplexer has comparable 
accuracy at electronic speeds. These units are 
used as building blocks to provide for large 
numbers of input channels with a high degree of 
flexibility. Typical system features are de-
scribed. 

A Remote Control System for an Airborne 
Test Vehicle—Lyman Nickel (p. 1.4) 

This paper describes a remote control sys-
tem which provides continuously variable 
channels having an error of less than one per 
cent of full scale as well as a number of "on-
off" or binary channels. This system is a meth-
od for transmitting and receiving control sig-
nals for an airborne test vehicle. 

Petroleum Production Telemetering and 
Remote Control Systems—J. C. Stilley (p. 
1.5) 

The techniques and systems described in 
this paper clearly establish the advantages of 
a well designed telemetering and remote control 
system for the proper and safe operation of any 
pipeline or petroleum processing plant to en-
able the dispatcher or plant operator at a 
central control office to be informed of the 
operating condition of the equipment at the 
various pump, process or compressor stations 
along the pipeline or at the plant. This con-
centration of information data, enables a check 
and record of delivery schedules, efficiency of 
station operation, product losses, fail-safe con-
ditions, alarm conditions and other pertinent 
general data. Digital or tone type telemetering 
provide an efficient and economical media for 
such systems. 

Flight Test Data System Victor System 
272—G. Luecke and G. E. Sandgren (p. 2.2) 

This is an fm system designed specifically 
to record data aboard an aircraft under flight 
test and process the data to an acceptable and 
highly accurate form with reduction equipment 
located at a ground station. No telemetering 
link is required. Magnetic tape is the storage 
medium. The data outputs are time correlated. 
FM information is recorded on a thirty 

track, 3,000 ft. 1 r magnetic tape for a maxi-
mum of forty minutes per red. Twenty-five 
tracks are used for data, which include a 
voice channel. Four tracks are used for refer-
ence signals for error correction, for timing and 
calibration markers, and for addressing the 
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data on the tape with real time coding. One 
track is a spare. 

Commercially available fm modulators of 
the resistance bridge controlled, voltage con-
trolled or inductance controlled variety may 
be used with carrier frequencies at the RDB 
channels 8 to 13. As many as six carriers may 
be multiplexed onto each tape track. Standard 
inputs are used to calibrate the airborne modu-
lators. 

The ground reduction system uses the cali-
bration information to automatically correct 
errors due to zero drift and sensitivity changes 
in system components. The ground system also 
corrects errors due to changes of tape velocity, 
commonly termed wow and flutter, by both 
mechanical and electronic devices. 

Function generators provide a means for 
correcting nonlinear transducer curves to lin-
ear outputs. 

Twenty-four demodulators and an audio 
channel will produce outputs for each play-
back pass of the tape. The demodulator outputs 
will drive oscillographs or strip chart recorders 
directly. At the same time, any one output 
may be fed to an analog to digital converter. 
The converter will digitize up to 1,000 samples 
per second and store the digitized information 
on an IBM 727 tape memory in a binary pat-
tern suitable as a direct input to an IBM 704 
computer. The data outputs from the demodu-
lators are correlated in time to give a true 
indication of the time relationship of the signal 
inputs. 

Real time addresses are on the tape every 
ten seconds and the playback of the tape read-
out can be programmed by using the addresses 
to start and stop the tape under search or read 
modes of operation. The tape readout may be 
started at any second interval. Readout over 
a particular section of tape may be repeated 
by selecting a repeat operating function. 

The Transmission of Pulse Width Modu-
lated Signals Over Restricted Bandwidth 
Systems—H. J. Heffernan (p. 2.3) 

The apparent anomaly of transmitting PW 
signals, with pulse lengths as short as 90 micro-
seconds, over restricted bandwidth systems 
with bandwidths in the order of 3 kc's, are 
discussed. 

It has been shown that in reality, data is 
transmitted not as pulses of absolute length, 
but of relative length. However, resolution 
errors introduced using the techniques described 
do result in some increase in jitter. 

No attempt has been made to compare 
operating thresholds or to make S/N compari-
sons as such figures as are now available would 
not be indicative of system performance when 
using optimized fm/fm discriminator output, 
low pass filters. 

Extension of FM/FM Capabilities—H. O. 
Jeske (p. 2.4) 

An experimental investigation has been 
conducted by Sandia Corporation to determine 
the feasibility of using the higher frequency fm 
subcarriers as carriers for a group of lower fre-
quency fm subcarrier channels. The system 
tested was composed of eighteen channels be-
ing carried on three high-frequency subcarrier 
channels operated with a modulation index of 
one together with eight conventional fm/fm 
channels, or a total of twenty-six information 
channels per RF system. The maximum error 
due to nonlinearities in the transmission system 
was found to be ± 1.5 per cent when a modula-
tion index of two is used. The system tested 
employed only conventional fm/fm com-
ponents. From this investigation it is indicated 
that at least forty information channels per RF 
system may be employed using standard RDB 
subcarrier frequencies and that the response 
of information channels may easily be doubled 
over their normal ratings if extreme accuracy 
is not required. 

Telemetering System for the I-17 Missile 
—J. A. Cox (p. 2.5) 

This paper describes the circuits, com-
ponents and packaging of a high performance 
airborne six-channel fm/fm telemetering system 
developed by the Lockheed Missile Systems 
Division for use in the Air Force X-17 Missile 
Program. The package, weighing 314. pounds 
and measuring 8 inches in diameter by 14 
inches long obtains highly accurate information 
under the severe environmental conditions en-
countered by a hypersonic ballistic missile. 

By utilizing time division multiplexing on 
four channels, 79 quantities are measured. A 
bridge-modulated subcarrier oscillator permits 
the use of variable reluctance transducers on 
commutated channels. Where possible, plug-in 
components were reduced in size by transistor-
ization, printed wiring boards, and encapsula-
tion techniques. The antenna coupling de-
vice is a radial folded cavity which carries the 
full structural load, and permits excitation of 
longitudinal r-f currents on the surface of the 
vehicle. 

The philosophy and techniques associated 
with the development and application of this 
system resulted in many useful features pro-
viding exceptionally high information capacity, 
accuracy, reliability, and versatility. 

Transistor Circuits Applied to Telemetering 
—J. H. Smith (p. 3.1) 

The PDM portion of a PDM-FM tele-
meter system for missile operation is described 
with respect to design philosophy. The system 
approach has been used in order to produce a 
compatible marriage of circuitry to the re-
quired input and output devices. This has been 
particularly profitable in the case of the com-
mutator and 70 kc transistor subcarrier oscilla-
tor. Transistor circuits have been applied in all 
cases except the subcarrier oscillator and this is 
now in the final development stage. This paper 
discusses several applications which have been 
successfully transitorized and are now in pro-
duction. The solutions of problems associated 
with design for simplicity of circuits, minimum 
size and weight, ruggedness and reliability are 
covered. 

A Low-Level Electronic Subcommutator— 
J. M. Walter, Jr. and J. H. Searcy (p. 3.2) 
A Low-Level Electronic Subcommutator 

has been designed and developed by Radiation, 
Inc. This subcommutator (or commutator) uses 
the low-level switch described at the 1957 IRE 
National Convention and was a parallel de-
velopment with the switch. Semiconductor 
devices were used extensively throughout the 
subcommutator, thus permitting miniaturiza-
tion and ruggedization even though the cir-
cuits are extensive and complex. This paper 
explains the functioning of this subcommutator 
by describing the system for which it was de-
signed, the circuits within the subcommutator, 
and its potential applications. 

High-Speed High-Accuracy Multiplexing 
of Analog Signals for Use in Digital Systems— 
R. E. Marquand (p. 3.4) 

Low Level Transistorized Chopper Ampli-
fier—H. F. Harris and T. E. Smith (p. 3.5) 

Low-level transistorized chopper ampli-
fiers have been constructed for a specific mis-
sile application. With minor modifications, 
these amplifiers can meet the requirements for 
general usage. The chopper is capable of proc-
essing 900 signals per second at a common mode 
rejection of 1000:1. The gain is smoothly ad-
justable ± 20 per cent of full scale and the 
output is linear within 1 per cent of a straight 
line drawn between the end points. Operation 
is consistent over a temperature range of 
+40°F to 165°F with less than 10 per cent 
variation in gain. The amplifier's rise time is 
less than 300 microseconds. Input impedance 
is 25 k or better and output impedance is 5 k 
or less. Ripple is less than 10 millivolts peak. 

Progress Report on a Solid State FM-FM 
Telemetering System—E. Y. Politi (p. 3.6) 

Program progress of hypersonic missiles and 
satellites is dependent upon advances in the 

telemetering art, for instrumentation must be 
functional under the imposition of severe envi-
ronmental extremes. Recently, a solid state 
fm-fm telemetering system has been developed 
that is immune to shock and vibration of con-
siderable magnitude. Transistorized units of 
the solid state system described in this paper 
are inductance, resistance, and voltage con-
trolled subcarrier oscillators, a missile roll indi-
cator, and a mixing amplifier. 

Operational Problems in Aircraft Tele-
metering—E. F. Shanahan (p. 4.1) 

Data Processing, Analog or Digital—A. S. 
Westneat (Abstract) (p. 4.2) 

Application of Telemetry to Flight Testing 
at Boeing Airplane Company, Wichita Division 
—A. J. C. Dettbarn (p. 4.3) 

The Design Features of an Automatic 
Oscillograph Reader—D. L. Segel and Graham 
Tyson (p. 4.4) 

The Northrop oscillograph reader is an 
automatic device designed and built to elimi-
nate the previously laborious task of reducing 
data gathered from telemetering and other 
engineering tests. Most of the members of this 
convention are in fields of engineering that 
require oscillographic recording as a means of 
capturing data. It is assumed that most engi-
neers are familiar with the old inaccurate sys-
tem of sharpened pencils and fifty division to 
the inch rulers and to the era of data reducers 
with the so called calibrated eyeballs. The pro-
cedure in reducing an oscillograph record is to 
determine the displacement of each trace from 
a reference line and store this information so 
that at a later time, by means of a previously 
determined calibration curve, the displacement 
can be converted into terms of the original in-
put variable. 

Recently, several companies have brought 
forth devices employing manually operated 
movable crosshairs to represent the two co-
ordinates of deflection and time. These em-
ploy analogue-to-digital converters to record 
the observed data on tabulators or punched 
cards. While these later machines have a great 
deal of appeal to the data reducer, any large 
amount of data to be reduced still represents 
a very tedious job with accuracies depending 
for the most part on the physical condition of 
the operator. 

In order to produce results from a large 
amount of data with extreme accuracy, the 
automatic reader was developed. Initial work 
was started in October, 1953 and completion 
took place by October, 1954. 

Space Ship Telemetry—Hans Scharla-
Nielsen (Abstract) (p. 4.6) 
A Direct Computer Controlled Data Edit-

ing System—B. M. Gordon (Abstract) (p. 5.1) 
Handling PCM on the Ground—Some 

Problems, Some Solutions—T. lIagan (Ab-
stract) (p. 5.2) 

Commutating Switch Development for 
Critical Applications—F. H. Gerring (Abstract) 
(P. 5.3) 

Specification and Design of Mechanical 
Sampling Devices Relative ta Telemetering 
System Requirements—E. B. Garretson and 
J. F. Brinster (p. 5.4) 

A Telemetry Automatic Reduction System 
—TARE II—E. T. Hatcher (p. 5.6) 

A Ruggedized RF Power Amplifier for Use 
in the 200 MC Telemetry Band—D. D. McRae 
(p. 6.1) 

This paper discusses the design considera-
tions involved in the development of a rugged-
ized 50-watt rf power amplifier, tunable over 
the frequency band of 215 to 245 megacycles. 
The amplification is accomplished in one stage, 
using an Eimac ceramic tetrode. The unit is 
capable of operating under severe airborne 
environmental conditions. Several novel fea-
tures are incorporated in the amplifier design 
to match the circuitry to the ceramic tetrode. 
These features include a tuned input tank com-
posed of two transmission lines, and a tuned 
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transmission-line output tank that has been 
curved to conserve space. The unit is blower 
cooled and requires approximately 100 cubic 
inches of housing volume in its present configur-
ation. 

Completely Transistorized Strain Gage 
Oscillator—W. H. Foster (p. 6.2) 

Described is a completely transistorized 
strain gage oscillator (S.G.0.). Its primary use 
is in conjunction with a resistive-type strain 
bridge transducer to furnish a frequency modu-
lated signal that is directly proportional to an 
applied force such as stress or pressure. It is 
expected that due to desirable characteristics 
it will find major application in the fields of 
telemetry and remote control, primarily in 
flight testing of aircraft and missiles. While the 
S.G.O. was designed primarily for airborne use, 
it also has applications in the fields of spectros-
copy, thermodynamics, and mechanics. 

The theory of operation of the S.G.O., in-
cluding mathematical analyses, is described in 
considerable detail. Special emphasis is placed 
on the incorporation of transistors. The uses, 
applications, and performance of the S.G.O. 
are also discussed together with its electrical 
and physical characteristics. The transistorized 
S.G.O. was developed for the AFFTC as a 
portion of Project DATUM under USAF Con-
tract No. AF 04(611)-683. 
A New Transistor-Magnetic FM/FM Sub-

Carrier Discriminator—G. H. Barnes and R. M. 
Tillman (p. 6.3) 

An Electronic Commutator—P. Slavin (p. 
6.4) 

This paper will discuss the design and per-
formance of a very small electronic commuta-
tor which uses symmetrical transistors and 
sub-miniature cold cathode tubes. Three vari-
ations of the basic design have been built hav-
ing sampling rates of up to 2000 per second. 
The error increases with temperature and 
source impedance; the maximum error at 25°C 
with 2 K ohms source resistance being 15 milli-
volts. (on 5.0 volt range). Transistors as de-
fined current switches and environmental test 
on cold cathode tubes are part of the paper. 

A Transistorized Pulse Width Keyer— 
J. A. Riedel, Jr. (p. 6.5) 

Notation and Characteristics of Two-Level 
Codes—G. Birkel, Jr. (p. 7.1) 

Notations signifying various permutations 
of 2-level (binary) aggregates permit the tailor-
ing of digital codes to fit particular hardware 
applications. Definitions of terms and permu-
tation properties are followed by coding tech-
niques and some applications. The techniques 
are illustrated by code tables that serve as 
examples for discussions in the text. 
PDM Bandwidth Requirements—F. E. 

Rock (p. 7.2) 
This paper is concerned with experimental 

and theoretical bandwidths of pulse duration 
modulation signals. 
A theoretical evaluation of a hypothetical 

PDM system is examined and extrapolated in-
to the region of standard hardware. The presen-
tation takes the form of curves depicting band-
width requirements. A look at the mathe-
matics of the PDM curves is taken to show the 
effect of sampling speed and data frequency. 

Experimental evaluations are presented in 
the form of spectrum photographs. 

Theoretical Considerations of Practical 
Data Transmission Systems—F. M. Young 
(Abstract) (p. 7.4) 

Noise and Bandwidth in PDM/FM Radio 
Telemetering—K. M. Uglow (p. 7.5) 
A general equation for signal/noise output 

ratio in PDM/FM transmission is presented. 
Two special cases devised by Feldman-Bennett 
and Nichols-Rauch are derived and discussed. 
The performance of PDM/FM/FM is de-
rived, and the advantages of PDM/FM/FM 
over PAM/FM/FM for very narrow-band 
subcarrier work are pointed out. 

PCM Data Collecting and Recording Sys-
tem Designed for Airborne Use—P. Knight 

(P• 8.1) 
A pulse-code modulated data-collecting and 

recording system has been developed especially 
for airborne applications. Up to 16 channels of 
analog data can be sampled at a rate of 150 
times per second. The sampled information is 
converted to 8-bit binary code groups with an 
accuracy of ± 0.2 per cent and then recorded 
on magnetic tape. The system also provides for 
recording, along with the data, time history 
and voice information. This system is com-
patible with a UKR-7 ground processing sys-
tem, resulting in a complete fast, automatic, 
and highly accurate data-reduction system. 

Design of All Channel Ultra-Stable FM 
Discriminator—Sherman Rigby (p. 8.2) 

Telemetering Receiving System at the Air 
Force Missile Test Center—H. A. Roloff 
(Abstract) (p. 8.4) 

PDM-PAM Conversion System—R. L. 
Kuehn and W. T. Johnston (p. 8.5) 

The requirements and methods for changing 
pulse amplitude modulation to pulse duration 
modulation are met by a PDM to PAM Con-
verter. This unit functions over a wide range 
of input signals and can include, if desired, 
servo correction of zero and full scale refer-
ences. As part of an integrated system, the 
converter is augmented with an all electronic 
commutator simulator, gate generators, and 
patching facilities. The converter features pro-
visions for switching in the absence of up to 
five information channels, protection against 
generation of false master pulses, and a com-
pensated duty-cycle circuit. 
A Low Level Commutation System for 

Telemetry Application—Frank Shandelman, 
A. E. Hartung, and Harold Golden (p. 8.6) 

Addendum—A Solid-State Pulse-Width 
Modulator—Henry Kaplan and M. A. Schultz 

(P. 3.3) 
Simplifying FM Sub-Carrier Measurements 

by Digital Normalizing Techniques—John 
Humphries (p. 4.5) 
A method has been developed of normaliz-

ing digital measurements of RDB sub-carrier 
frequencies so that the operator is never re-
quired to deal with frequency data. The meth-
od has the advantages of the high accuracy in-
herent in digital measurements together with 
extreme simplicity of operation and constant 
resolution for all RDB channels. 

Telemetry Magnetic Tape Recorder/Re-
producer—R. E. Hadady and S. Gilman (p. 
5.5) 

An entirely new magnetic recorder/repro-
ducer system has been developed for telemetry 
use. Designed for 7-track, 4" tape and 14" 
reels, it is easily convertible to r and tape 
(2 to 14 tracks). Primary design features are 
extreme accuracy (.05% peak wow and flutter), 
versatility (completely interchangeable analog, 
PDM and fm electronics, or any combination 
of these), and mechanical simplicity and relia-
bility. 

Coding for Suppression of Noise and Inter-
ference in Airborne PCM Telemetering Sys-
tems—H. F. Harmuth (p. 7.3) 

For the transmission of data from aircraft 
and missiles to a ground station, compact, low-
power equipment in the air is mandatory, but 
considerable complexity can be acceptable for 
the receiver. To transmit data reliably with 
low transmitter power under conditions of noise 
and inteference normally encountered in air-to-
ground transmissions, one may apply noise 
suppressing coding techniques such as PCM. In 
standard PCM a signal consists of a sequence 
of pulses with positive or negative ampli-
tude, and the signals are detected by sampling 
the amplitudes and ascribing the value +1 to 
a positive amplitude and the value — 1 to a 
negative amplitude. An improvement of about 
7 db in signal-to-noise power ratio over this sys-

tem may be obtained by using a detection 
method based on correlation. The received sig-
nal is multiplied by a certain function, and the 
integral of this product taken over the length 
of the whole signal assumes the value + 1 or 
— 1. For each bit of information in the signal a 
different multiplying function is used. A signal 
with eight bits of information will thus be 
represented by eight integrals of value + 1 
or — 1 each. This "integration system" behaves 
—as far as noise is concerned—like an "ampli-
tude sampling system" having a bandwidth 
equal to one half times the pulse rate. Since am-
plitude sampling systems usually are operated 
with five times that bandwidth in order to 
keep the filter distortions sufficiently low, the 
gain of 7 db mentioned above is obtained. 

Time Interval Telemetering System—Ned 
Wilde (p. 8.3) 

Random nonrepetitive pulses space from 
0.5 to several hundred microseconds apart 
originate in a moving source. These time inter-
vals are to be measured and immediately dis-
played in digital form at a remote point located 
10 to 20 miles from the vehicle. This application 
of telemetering techniques requires a system 
capable of transmitting, measuring and dis-
playing the time intervals to an accuracy of 
±25 millimicroseconds in addition to pro-
viding a signal suitable for ground tracking of 
the source. 
A system study was conducted followed by 

the construction of a laboratory prototype 
model to demonstrate the feasibility of per-
forming the desired functions. The resulting 
telemetering system operated at a carrier 
frequency of 10 KMC, transmitting a CW 
tracking signal between timing pulses and no 
signal during a timing pulse. The transient de-
cay time of the system at the beginning of a 
timing pulse became the rise time of that pulse 
at the input to the time interval measuring unit. 
The time is measured in discrete steps of 25 
millimicroseconds with a maximum error of 
±1 step or ± 25 millimicroseconds. The time 
interval measuring and display units are com-
pletely electronic in nature. The stored informa-
tion is permanently displayed on decade coun-
ters within a few microseconds after its occur-
rence and remained until the counters are 
manually reset. Additional pulses in the system 
did not affect a display. 

Prior to measurement, the time interval 
information can be extracted from the system 
in analog form suitable for real time simulation 
or recording; after measurement, the informa-
tion can be extracted in digital form suitable 
for computations or recording. It is believed 
that a system of this type could approach a 
potential accuracy of ± 10 millimicroseconds 
while maintaining the same degree of flexi-
bility. 

VOL. TRC-3, No. 2, MAY, 1957 
The Chairman's Message (p.1) 
Ballistic Missile Telemetry—L. L. Rauch 

(p. 2) 
Telecontrol— E. L. Gruenberg (p. 5) 
The original concept of telemetry has be-

come too limited to include all that now exists 
in the modern fields of telemetry and remote 
control. Modern progress has resulted in the 
need for new concepts to embrace two new 
branches of development. The first, Teletest, 
encompasses the new art of remote experimen-
tation with its problems of multiple measure-
ment and recording. The second, Telecontrol, 
refers to the science of control at a distance. 

The development of telemetry is reviewed 
and the distinguishing characteristics of the 
newer concepts are delineated. An interesting 
possible extension of Telecontrol to remote 
experimentation is pointed out. The recognition 
of the new concept of Telecontrol may stimu-
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late progress in the field by unifying associ-
ated disciplines required to solve the newer 
problems. 

A Survey of Progress Reported During 1955 
in Telemetry and Remote Control—K. M. 
Uglow (p. 9) 

Progress in the fields of telemetry and re-
mote control reported during 1955 is summar-
ized under the headings: 

Data processing, data storage, digital trans-
mission equipment, millivolt telemeter equip-
ment, multiplexing methods and equipment, 
radio transmission, remote control, theory and 
analysis, transducers, and transistorized tele-
meter equipment. 

The small proportion of it dealing with 
remote control is a reflection of the content of 
those technical sessions which have been spon-
sored by the IRE Professional Group on Tele-
metry and Remote Control. 

A Note on the Frequency Distribution of 
A FM/FM Signal—P. B. Arnstein (p. 13) 

An approximate expression is derived giv-
ing the amplitude and phase of the individual 
frequency components of an fm/fm signal when 
the input is a sinusoid. The approximation is 
subject to the restrictions that the subcarrier 
frequency be large in comparison to the highest 
modulation frequency, and that the ratio of 
subcarrier deviation to subcarrier frequency 
be much less than unity. 

Some qualitative properties of the fre-
quency spectrum are pointed out and discussed, 
and illustrations of representative single sub-
carrier-frequency distribution are presented. 
Although subject to the above restrictions, the 
results are shown to be applicable to present 
day fm/fm telemetry techniques. 

The Influence of Coding on Closed Loop 
Remote Control Systems—Zeev Bonenn (p. 
16) 

The effects of various simple coding meth-
ods on the stability of a remote control sys-
tem are discussed. It is shown that these 
methods create stability problems and require 
better observation. Command and observation 
channels requirements are compared and it is 
shown that a compensatory relationship be-
tween them exists. 

Noise and Bandwidth in FM/FM Radio 
Telemetering—K. M. Uglow (p. 19) 

This paper discussed the derivation, limi-
tations, and use of system equations relating 
input and output signal/noise ratios in fm 
detection with band-pass and with low-pass 
output filters and in fm/fm multiplex trans-
mission. The fm/fm equation is: 

(S/N)n 

—(S/N)c(3/4)"2(13o/Fuo)0 (focils)(11so/FoD) 

where 
(S/N)o is the output (data voltage) rms 

signal/noise ratio, 

(S/N)c is the input (radio carrier channel) 
rms signal/noise ratio, 

Bc is the input (radio carrier channel) 

fDC 

fs 

fDS 

FuD is the output (data voltage) low-
pass filter bandwidth, 

is the peak deviation of the carrier 
due to the subcarrier, 

is the center frequency of the fre-
quency-modulated subcarrier, and 

is the peak deviation of the sub-
carrier due to the data voltage 
(assumed a sine wave). 

System for Rapid Reduction of Telemetric 
Data—E. D. Heberling (p. 23) 

This paper describes automatic telemetric 
data reduction equipment being developed by 
the Instrumentation Division at the U. S. 
Naval Ordnance Laboratory, Corona, Calif., 
under joint sponsorship of the Navy Bureaus of 
Ordnance and Aeronautics. The design of some 
of the components has been completed and 
checked and will be described in detail in this 
report. The high-speed analog to digital con-
verter is being procured from a commercial 
source. A high-capacity magnetic tape recorder 
is not currently available on the market for 
recording data at the maximum rate (30,000 
samples per second) provided by other com-
ponents of the system. It is expected that a 
suitable magnetic recorder will become avail-
able in the near future. 

Transistorized Time Multiplexer for Tele-
metering—J. M. Sacks and E. R. Hill (p. 26) 
A transistorized time multiplexer or com-

mutator is described with applications to tele-
metry. The unit develops a commutated 
PAM signal corresponding to the IRIG stand-
ard for time multiplexing of an fm/fm signal. 
The channel input impedance is 500 k ohms 
and the channel response is accurate to ± 0.5 
per cent of modulation range. The present unit 
includes 15 channels sampled 10 times per 
second, but channel switching rates up to at 
least 15 kc are feasible. Channel selection is 
achieved by two multivibrator rings operating 
a matrix of diode switches. The commutator 
consumes 1 watt from a single 45 volt supply, 
the accuracy being virtually unaffected by 
+20 per cent change in supply voltage. The 
unit will operate satisfactorily with channel 
accuracy maintained at ± 0.5 per cent and the 
commutating frequency changing less than 
1 per cent in the temperature range 25°C. to 
70°C. 

An Automatic Test Set for FM/FM Tele-
metry Systems—H. A. McGee and P. S. 
Klasky (p. 30) 

Techniques of automation are applied to 
the problem of preflight check-out of airborne 
telemetry systems. The result is a test set that 
measures and analyzes key system parameters 
without operator participation. 

Operation of the subcarrier analyzer portion 
of the test set is described. Circuit details of pre-
set binary counter chain, counter read-out 
matrix, and GO/NO-GO voltmeter are given. 
An example of typical test set packaging is 
shown. 

Vehicular Communications 

PGVC-9, JUNE, 1957 
Foreword (p. 1) 
Adjacent Channels and the Fourier Curse— 

J. S. Smith (p. 3) 
This paper shows the results of measure-

ments of adjacent channel interference due to 
wide and narrow band FM, AM, and SSBAM 
transmitters. A brief analytic discussion is 
made to illustrate why the expected results are 
obtained and a functional method of measure-
ment is described. Tite measured transmitters 
were of a standard available commercial de-
sign except that in some cases filters were added 
for audio cutoff to show the possible improve-
ment in performance (lue to restriction of audio 
band pass to the modulator. 

Results indicated that at 20 kc, the nar-
rowest spacing common in mobile radio use, 
there was little difference between the narrow 
systems of modulation. At closer spacings than 
20 kc the SSB transmitter showed limitations 
due to noise. At closer spacings than 20 kc 
the results for FM were obscured by the limita-
tions of the receiver selectivity. 

Comparison of SSB and FM for VHF Mo-
bile Service—H. Magnuski and W. Firestone 
(p. 12) 

Mobile SSB and fm systems are compared 
on the basis of the saine equipment size. The 
influence of the speech processing on the com-
parative results is discussed. It is concluded 
that SSB may provide a somewhat better 
range of operation with considerable spectrum 
saving but the S/N ratio in strong signal areas 
will be poorer. 

Remarks will be strictly limited to the use 
of SSB for mobile service, voice communication 
in vhf band above 30 mc and not to other SSB 
applications. 

There are two major questions to answer. 1. 
Will SSB be suitable for vhf mobile applica-

tion and how well will it perform in comparison 
to fm or to put it bluntly, will all fm systems 
become obsolete overnight? The second ques-
tion is: Why bother with SSB in the first place, 
will it really save the frequency spectrum and 
provide more channels? 

This paper will try to cover the first 
question, the second will be only briefly men-
tioned; the answer to it is complex and not an 
obvious "yes," or "no." 

In comparing SSB and fm some engineers 
previously based the comparison either on equal 

transmitter peak power or equal average pow-
er, or what not; some claim that SSB is better 
than fm by 9 db, some think it is 20 db or more 
better and some others think that it is no 
darn good at all. These figures are not ques-
tioned; they are all correct, relative to the as-
sumptions made in comparing the systems. 

Seventh National Conference, IRE Pro-
fessional Group on Vehicular Communications, 
Single Side Band Panel Discussion—"Single 
Side Band AM for Mobile Communications?" 

(1). 19) 
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534.2-8 1999 
Attenuation of Ultrasonic Waves of Finite 

1180 Amplitude in Liquids—V. Narasimhan and 
1180 R. T. Beyer. (J. Acme Soc. Amer., vol. 28, 
1181 pp. 1233-1236; November, 1956.) The attenu-
1181 ation was measured in water and in aqueous 
1181 solutions of acetic and manganous sulphate. 
1181 In contrast to the results of Towle and Lindsay 
1182 (2809 of 1955), the results indicate that for 
1182 water the rate of increase of cx/r2 with pressure 
1182 decreases with increasing frequency. 

The number in heavy type at the upper 
left of each Abstract is its Universal Decimal 
Classification number and is not to be confused 
with the Decimal Classification used by the 
United States National Bureau of Standards. 
The number in heavy type at the top right is 
the serial number of the Abstract. DC numbers 
marked with a dagger (t) must be regarded as 
provisional. 

ACOUSTICS AND AUDIO FREQUENCIES 

534.13:539.2/.31.083 1995 
Physical Acoustics and the Properties of 

Solids—W. P. Mason. (J. Acoust. Soc. Amer., 
vol. 28, pp. 1197-1206; November, 1956.) 
Many of the techniques of physical acoustics 
can be used to study the elastic properties and 
internal friction of a wide range of materials. 
Several examples are discussed in detail. 

534.2 1996 
Dispersion Equation for Normal Waves in 

Stratified Media—L. M. Brekhovskich. (A kust. 
Z., vol. 2, pp. 341-351; October-December, 
1956.) A simple method of deriving the disper-
sion equation is shown and some particular 
cases are considered. 

534.2 1997 
Comparison of Methods of Calculating 

Pressure Fluctuations at a Diaphragm—H. 
Jung. (Hochfreq. und Elektroak., vol. 65, pp. 
37-41; September, 1956.) The derivation of 
pressure conditions based either on considera-
tions of the statistical distribution of molecular 
impacts or on the natural frequencies in a one-
or three-dimensional model leads to an equiva-
lent result only if isothermal conditions are 
assumed. 

534.2-14 1998 
On the Pressure Dependence of Sound Ab-

sorption in Liquids—L. Liebermann. (J. 
Acoust. Soc. Amer., vol. 28, pp. 1253-1255; 
November, 1956.) The absorption depends not 
only on the familiar shear viscosity, but also 
on bulk viscosity which relates to the dilation 
or compression of the liquid. The analysis is 
applied to water and ethyl alcohol. 

534.21-14 2000 
The Effect of Gas Bubbles on Sound 

Propagation in Water—J. D. Macpherson. 
(Proc. Phys. Soc., London, vol. 70, pp. 85-92, 
plate; January 1, 1957.) An investigation in the 
frequency range 15-100 kc. 

534.22-14 2001 
Rao's Rule and its Basis—B. B. Kudryavt-

sev. (Akust. Z., vol. 2, pp. 331-340; October-
December, 1956.) Rao's empirical relation con-
necting the velocity of sound in liquids and 
molecular volume (Indian J. Phys., vol. 14, pp. 
109-116; April, 1940) is discussed. Thirty-eight 
references including eleven to Russian litera-
ture. 

534.232:538.65:621.318.134 2002 
Performance of Cermanic Ferrite Resona-

tors as Transducers and Filter Elements—van 
der Burgt. (See 2232.) 

534.232:546.431.824-31 2003 
Vibrations in Long Rods of Barium Titanate 

with Electric Field Parallel to the Length— 
C. V. Stephenson. (J. Acoust. Soc. Amer., vol. 
28, pp. 1192-1194; November, 1956.) Tue 
fundamental resonant and antiresonant fre-
quencies are related to physical properties of 
the material. The theory was verified by ex-
periment. 

534.26 2004 
Theory of Scattering of Sound by a Thin 

Rod—L. M. Lyamshev. (Akust. Z., vol. 2, pp. 
358-365; October-December, 1956.) An ex-
pression is derived for the sound pressure in 
the scatter field of a thin, infinitely long, elastic 
rod with circular cross section, taking into 
account the longitudinal and flexural vibra-
tions. 

534.26 2005 
Some Results of the Theory of Diffraction 

of Sound at an Elastic Sphere—S. N. Rzhevkin. 
(Akust. Z., vol. 2, pp. 366-371; October-De-
cember, 1956.) 

534.26-14:534.88 2006 
Theory of the Shadow Zone Diffraction of 

Underwater Sound—W. J. Noble. (J. Acoust. 

Soc. Amer., vol. 28, pp. 1247-1252; November, 
1956.) The theory of diffraction by a dark half-
plane and an asymptotic expansion of the edge 
wave are used to calculate transmission 
anomalies. The dependence of the calculated 
tubes on range, wavelength, and depth agrees 
with observations. 

534.613 2007 
The Possibility of an Absolute Calibration 

of Emitters and Receivers of Sound by Radi-
ation Pressure without the Use of a Radi-
ometer—V. A. Zverev. (Akust. Z., vol. 2, pp. 
378-379; October-December, 1956.) Absolute 
calibration by a modulation method is outlined. 

534.78 2008 
Electronic Binary Selection System for 

Phoneme Classification—J. Wiren and H. L. 
Stubbs. (J. Acoust. Soc. Amer., vol. 28, pp. 
1082-1091; November, 1956.) A system for 
automatic classification of spoken English into 
several groups of phonemes is described. 

534.78 2009 
Note on Pitch-Synchronous Processing of 

Speech—E. E. David, Jr., and H. S. McDonald 
—(J. Acoust. Soc. Amer., vol. 28, pp. 1261-
1266; November, 1956.) A gating system for 
reducing channel capacity based on the quasi-
periodic nature of speech waveforms. 

534.78 2010 
Determination of the Speech Spectrum 

through Measurements of Superposed Samples 
—T. H. Tarnoczy. (J. Acousi. Sac. Amer., vol. 
28, pp. 1270-1275; November, 1956.) The 
application of a magnetic-recording technique 
to Hungarian speech is reported. 

534.78: 621.391 2011 
The Information Content of Noise Sounds— 

F. Enkel. (Nachrichtentech. Z., vol. 9, pp. 493-
498; November, 1956.) Analytical tests using 
logatoms were made to assess the importance 
of the continuous noise spectrum above 4500 
cps and the dynamic structure of consonant 
sounds. Redundancy in normal speech is also 
discussed. 

534.79 2012 
The Cuves of Constant Loudness for Con-

tinuous Tones and for Single Pressure Im-
pulses—R. Feldtkeller. (Prequenz, vol. 10, pp. 
356-358; November, 1956.) Brief discussion of 
a comparison of the curves. The impulses con-
sidered are of Gaussian shape, and their loud-
ness is determined with reference to a 1-kc 
tone. 

534.833.4 2013 
Reactive Components in Sound Absorber 

Construction—C. Becker. (J. Acoust. Soc. 



1957 Abstracts and References 1171 

Amer., vol. 28, pp. 1068-1071; November, 
1956.) 

534.84 2014 
The Development of Equipment for Meas-

uring Intelligibility Ratio—W. Erler. (Hoch-
freq. und Elektroak., vol. 65, pp. 53-59; Septem-
ber, 1956.) The apparatus described is used for 
the experimental determination of the ratio 
defined by Thiele (311 of 1954); it is suitable 
for direct tests or for tests on models to a scale 
of 1:20. 

534.843 2015 
Methods for Evaluating and Measuring the 

Diffusion of the Acoustic Field in Closed 
Rooms—W. W. Furdujew (Furduev). (Nachr-
Tech., vol. 6, pp. 448-454; October, 1956.) 
Critical survey and discussion of definitions and 
methods proposed by various authors. A meas-
urement based on the correlation coefficient and 
taking account of the composition of the sound 
appears to be the most suitable and convenient 
method [see also 2973 of 1952 (Gershman)]. 
Twenty-one references. 

534.845 2016 
The Dynamic Flow Parameter (Flow Re-

sistance) of Circular Short Ducts—W. Kraak. 
(Hochfreq. und Elektroak., vol. 65, pp. 46-49; 
September, 1956.) The flow conditions in the 
short ducts of perforated sound-absorbing 
panels are calculated and a correction factor 
allowing for the length of the ducts is deter-
mined experimentally. Text results confirm 
the validity of the formulas given. 

534.846 2017 
Acoustics of Large Orchestral Studios and 

Concert Halls—T. Somerville and C. L. S. 
Gilford. (Proc. I EE, Part B, vol. 104, pp. 85-
97; March, 1957.) A comparison between the 
acoustic properties of old-style concert halls 
and studios with more modern designs having 
fan-shaped plans and reflecting surfaces. The 
modern practice of directing sound to the back 
of the hall by reflection may improve speech 
audibility, but reduces musical quality. 

621.395.61/.62 2018 
Speech Communications in Noise: some 

Equipment Problems—M. E. Hawley. (J. 
Acoust. Soc. Amer., vol. 28, pp. 1256-1260; 
November, 1956.) The paper includes discus-
sions on the merits of pressure gradient micro-
phones which discriminate against sound from 
distant sources, avc, and peak clipping and the 
use of headsets and earplugs. 

621.395.623.7 2019 
Investigation of the Reproduction of Audio 

Frequencies by a Cone-Type Loudspeaker— 
F. Valentin. (C.R. Acad. Sci., Paris, vol. 244, 
pp. 735-737; February 4, 1957.) Theory and 
experiment indicate that for true response above 
the resonance frequency a loudspeaker should 
be operated with constant-current rather than 
constant-voltage excitation. 

621.395.625.3 2020 
A Survey of Factors Limiting the Perform-

ance of Magnetic Recording Systems—E. D. 
Daniel, P. E. Axon, and W. T. Frost. (Proc. 
IEE, Part B, vol. 104, pp. 158-168; March, 
1957.) The nature and magnitude of departures 
from ideal performance of the various system 
elements are examined together with the ele-
ment properties required for improved per-
formance. 

ANTENNAS AND TRANSMISSION LINES 

621.372.2 2021 
A Theoretical Study of Propagation along 

Tape Ladder Lines—P. N. Butcher. (Proc. 
IEE, Part B, vol. 104, pp. 169-176; March, 
1957.) Dispersion curves are calculated for 
single-ridge, double-ridge, single T-section and 
double-T-section ladder lines in which the 

rungs of the ladder are thin tapes. Qualitative 
predictions are confirmed. 

621.372.2 2022 
The Coupling Impedance of Tape Struc-

tures—P. N. Butcher. (Proc. SEE, Part B, 
vol. 104, pp. 177-187; March, 1957.) The 
exact solution to the problem of TEM wave 
propagation along a periodic array of parallel 
straight tapes is applicable to the determination 
of coupling impedances and dispersion curves of 
a variety of tape structures. 

621.372.2:621.318.134 2023 
Design Considerations for Broad-Band 

Ferrite Coaxial-Line Isolators—J. Duncan, 
L. Swern, K. Tomiyasu, and J. Hannwacker. 
(Pnoc. IRE, vol. 45, pp. 483-490; April, 1957.) 
Circular polarization of the H vector is pro-
duced by partially filling the coaxial line with 
a low-loss dielectric. Results are given for 
isolators of this type having an octave band-
width. 

621.372.2 : 621.318.134 2024 
Analysis of Nonreciprocal Effects in an N-

Wire Ferrite-Loaded Transmission Line—H. 
Boyet and H. Seidel. (Pnoc. IRE, vol. 45, pp. 
491-495; April, 1957.) An analysis for a struc-
ture of N wires surrounding a thin ferrite pencil 
magnetized longitudinally. 

621.372.43:621.317.3.029.64 2025 
An S-Band Coaxial Load—L. W. Shawe. 

(Proc. IEE, Part B, vol. 104, pp. 191-192; 
March, 1957. 

621.372.8 2026 
Propagation of Radio Waves in Slightly 

Curved Waveguides—A. G. Sveshnikov. 
(Radiotekhnika i Elektronika, vol. 1, pp. 1222-
1229; September, 1956.) An approximate 
method of calculating em wave propagation 
in slightly irregular waveguides is presented 
and the general formulas obtained are applied 
to the calculation of propagation in circular 
cross section waveguides with a) circular and 
b) sinusoidal curvature. 

621.372.8 2027 
Gyrotropic Infinitely Long Cylindrical 

Waveguide—R. G. Mirimanov and L. G. 
Lomize. (Radiotekhnika i Elektronika, vol. 1, 
pp. 1195-1221; September, 1956.) Review of 
theory of em wave propagation in cylindrical 
waveguides, completely filled with ferrite, in 
the presence of longitudinal and transverse 
magnetizing fields. Nineteen references, includ-
ing six to Russian literature. 

621.372.8 2028 
Calculation of Losses in Smooth Walls of 

Circular Waveguides on the basis of Maxwell's 
Equations—A. Turski. (Arch. Elektrotech., vol. 
5, pp. 567-587; 1956. English summary, pp. 
588-589.) The basic approach used is similar to 
that made by Sommerfeld in calculating the 
propagation of guided waves along a single 
solid conductor. By this approach, the field can 
be determined without assuming that the 
walls are perfectly conducting. A transcenden-
tal equation, which arises from the boundary 
conditions, is solved approximately giving the 
propagation constant and the damping factor. 
The errors introduced by other approximate 
methods for calculating the damping of various 
modes in circular waveguides are estimated. 

621.372.8 2029 
H-Guide—a New Microwave Concept— 

F. J. Tischer. (Electronic Ind. Tele-Tech, vol. 
15, pp. 50-51, 136; November, 1956.) The 
waveguide described consists of a dielectric 
slab of H-shaped cross section with flat metal-
lized outer vertical surfaces. Its attenuation is 
lower than that of rectangular guides and de-
creases continuously with increasing frequency. 
Junctions can be made without special connec-

tors and the construction of microwave systems 
s simplified. 

621.372.8:621.316.727.029.6 2030 
A Microwave Waveguide Trombone Phase 

Shifter—A. W. Adey and J. Britton. (Canad. 
J. Phys., vol. 34, pp. 1112-1118; November, 
1956.) "A microwave phase shifter is described 
which is based on the sliding principle of the 
trombone and which involves the telescoping 
together of two snugly-fitting sections of rec-
tangular waveguide of different cross sectional 
dimensions. X/2 transformers are used to 
reduce the reflection at the change of waveguide 
cross section. An attempt is made to increase 
the bandwidth of the instrument by making the 
transformers of different lengths. A phase 
change of several wavelengths is possible with 
an error of approximately ± one degree." 

621.372.8: 621.318.134 2031 
The Character of Waveguide Modes in 

Gyromagnetic Media—H. Seidel. (Bell Sys. 
Tech. J., vol. 36, pp. 409-426; March, 1957.) 
"The effect of birefringence is studied in rec-
tangular and circular waveguides with special 
attention paid to propagation characteristics 
in guides of arbitrarily small cross section. 
Propagating, small-size structures are found in 
certain ranges of magnetization for both types 
of guide." See also 19 of 1957. 

621.396.677.029.64:621.372.8 2032 
An Experimental Dual Polarization Antenna 

Feed for Three Radio Relay Bands—R. W. 
Dawson. (Bell Sys. Tech. J., vol. 36, pp. 391-
408; March, 1957.) "The fundamental prob-
lems associated with coupled-wave transducers 
which operate over a 3-to-1 frequency band 
have been explored and usable solutions found. 
The experimental models described are di-
rected toward the broad objectives of feeding 
the horn-reflector antenna with two polariza-
tions of waves in the 4-, 6- and 11-kmc radio 
relay bands." 

AUTOMATIC COMPUTERS 

681.142 2033 
The Wisconsin Integrally Synchronized 

Computer—a University Research Project— 
J. L. Asmuth, C. H. Davidson, J. B. Miller, 
D. S. Noble, and A. K. Scidmore. (Commun. & 
Electronics, no. 25, pp. 330-338; July, 1956.) 

681.142 2034 
Approximate Solution of Differential Equa-

tions with Partial Derivatives using Electrical 
Analogues—E. S. Kozlov and N. S. Nikolaev. 
(Avtomatika i Telemekhanika, vol. 17, pp. 890-
896; October, 1956.) Analogs for solving La-
place, Poisson, and Fourier-type equations are 
briefly discussed. 

681.142 2035 
A New Analogue Computer using Matrix 

Iteration for Determining the Roots of Alge-
braic Equations—J. Miroux. (Ann. Télécom-
mun., vol. 11, pp. 226-232; November, 1956.) 
The mathematical principles underlying an 
experimental computer are detailed. Its appli-
cation and possible development are discussed. 

681.142:621.314.7 2036 
The Junction Transistor as a Computing 

Element—E. Wolfendale, L. P. Morgan, and 
W. L. Stephenson (Electronic Eng., vol. 29, 
pp. 2-7, 83-87, and 136-139; January-March, 
1957.) The small-signal and transient charac-
teristics of the transistor and their application 
to the design of basic circuits are described and 
examples of computer elements using transis-
tors are given. 

CIRCUITS AND CIRCUIT ELEMENTS 

621.3.011.6 2037 
Time Constants—(Wireless World, vol. 63, 

pp. 218-223; May, 1957.) A discussion of the 
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rise and fall of voltage in RC and RL circuits 
with particular reference to blocking oscillators. 

621.3.011.6:621.374 2038 
Choice of Optimum Time Constants for 

Sections of Complex Pulse Systems—S. N. 
Krize. (Radiotekhnika i Elektronika, vol. 1, pp. 
1255-1257; September, 1956.) A method of 
selecting the time constants so as to obtain 
a maximally steep pulse front of the output 
voltage is discussed. 

621.3.012 2039 
The Approximate Representation of At-

tenuation Curves by Straight Lines—M. 
Gosewinkel. (Frequenz, vol. 10, pp. 348-356; 
November, 1956.) The method described is 
simpler, but less accurate, than others previ-
ously known [e.g., 2869 of 1955 (Kaufmann)]. 
It is particularly useful for evaluating the 
equivalent circuits of electroacoustic systems. 

621.316.726.078.3 2040 
Phase-Lock A.F.C. Loop—R. Leek. (Elec-

tronic Radio Eng., vol. 34, pp. 141-146 and 177-
183; April and May, 1957.) A detailed analysis 
is made of a system for tracking the rate of 
change of frequency (approximately 10 kc per 
second) of an input signal. Sources of error are 
discussed. 

621.316.86:537.312.6 2041 
Industrial Types of Thermistors and their 

Field of Application—B. T. Kolomiets, I. T. 
Sheller, E. V. Kurlina, and G. I. Pavlova. 
“?adiotekhnika i Electronika, vol. 1, pp. 1177-
1185; August, 1956.) The characteristics of 
Russian thermistors are tabulated and pre-
sented graphically and section drawings show-
ing the construction of various types are 
given. 

621.318.43:538.221 2042 
Analysis of Instability and Response of 

Reactors with Rectangular-Hysteresis-Loop 
Core Material in Series with Capacitors—J. T. 
Salihi. (Commun. £5,' Electronics, no. 25, pp. 
296-305; July, 1956. Discussion, pp. 305-307.) 

621.318.57:621.314.7 2043 
The Symmetrical Transistor as a Bilateral 

Switching Element—R. B. Trousdale. (Com-
mun. 87• Electronics, no. 26, pp. 400-403; Sep-
tember, 1956.) The application of a Ge alloy-
junction transistor in switching circuits is de-
scribed. Signal attenuation greater than 100 
db in the "off "-position and insertion loss less 
than 0.2 db in the "on»-position can be ob-
tained. Possible improvements are discussed. 

621.319.4:537.311.33 2044 
A Metal-Semiconductor Capacitor—R. L. 

Taylor and H. E. Haring. (J. Electrochem. Soc., 
vol. 103, pp. 611-613; November, 1956.) A 
porous Ta/Ta206/Mn02 capacitor is described. 
The characteristics are similar to those of wet 
electrolytic capacitors. 

621.319.43 2045 
Decade Air Condenser—W. H. F. Griffiths. 

(Engineer, London, vol. 202, pp. 691-693 and 
728-731; November 16 and 23, 1956.) A de-
tailed illustrated description is given of the 
design of a variable capacitor in which setting 
and reading errors are minimized. The moving 
plates, each comprising ten "fingers," are 
located by a click mechanism to give the re-
quired capacitance increments. Fixed plates are 
suitably slotted to compensate for edge ca-
pacitances. An instrument consisting of two 
decade units with increments 1000 and 100 pf 
and a continuously variable element is illus-
trated. 

'621'319.45 2046 
On the Residual Voltage with Electrolytic 

Capacitors—W. C. van Geel and C. A. Pis-
tonus. (Philips Res. Rep., vol. 11, pp. 471-478; 
December, 1956.) The residual voltage occur-

ring in the electrolytic system Al/41203 electro-
lyte is examined experimentally and the effect 
is explained on the assumption of a displace-
ment of Ale ions in the 41203 lattice. 

621.372.4+621.372.5 2047 
Contribution to the Synthesis of Two-

Terminal and Four-Terminal Reactance Net-
works—W. Saraga. (Nachrichtentech. Z., vol. 9, 
pp. 519-532; November, 1956.) The method of 
synthesis cEscussed uses as primary design 
parameters the points at which suitably chosen 
rational functions become unity. The applica-
tion of this method, although very restricted, 
permits the realization of networks with a 
minimum of calculation; analysis based on 
these "unity points» is much more widely 
applicable. Twenty-two references. 

621.372.412:537.228.1 2048 
The Concept of Resonance of Piezoelectric 

Crystal Resonators—G. Becker. (Arch. elekt. 
übertragung, vol. 10, pp. 467-477; November, 
1956.) The relation between the equivalent 
series and parallel resonance and the physical 
resonances is discussed and the definition of the 
concepts is extended. Criteria are given for dif-
ferentiating between the two types of crystal 
oscillators. 

621.372.413 2049 
On the Coupling between Two Cavities— 

R. N. Gould and A. Cunliffe. (Phil. Mag., vol. 
1, pp. 1126-1129; December, 1956.) A general 
method of calculating the electric and magnetic 
field configurations and associated eigenvalues 
is derived in terms of orthogonal functions for 
two electromagnetic cavity resonators which 
are coupled through an iris closed by a thin 
partition. 

621.372.5 2050 
General Theory of Circuits with Nonlinear 

Magnetic Elements—S. A. Ginzburg. (Aldo-
matika i Telemekhanika, vol. 17, pp. 799-810; 
September, 1956.) 

621.372.54 2051 
Catalogued Filters—E. Glowatzki. (Nach-

richtentech. Z., vol. 9, pp. 508-513; November, 
1956.) Report on systematic filter calculations 
carried out with the aid of the electronic com-
puter GI at Gottingen. A survey of data 
already tabulated is illustrated by examples 
from the catalogue. See also 351 of 1956. 

621.372.54 2052 
Frequency Transformations and Dissipative 

Effects in Electric Wave Filters—D. J. H. 
Maclean. (Electronic Eng., vol. 29, pp. 108-114; 
March, 1957.) The relevant frequency trans-
formation, e.g., low pass to band-pass, is applied 
to the root positions of the low-pass equivalent 
network; the resulting pattern is used in a 
graphical estimation of the effects of dissipa-
tion. 

621.372.54 2053 
Synthesis of Tchebycheff Parameter Sym-

metrical Filters—A. J. Grossman. (Paoc. IRE, 
vol. 45, pp. 454-473; April, 1957.) A discussion 
of the earlier work of Darlington (1361 of 1940) 
on reactive Tchebycheff-type filters, with de-
tails of their design. 

621.372.543 2054 
Synchronous Filter-Oscillator for Fre-

quency [-controlled] Equipment in Tele-
mechanics—V. L. Inosov and A. M. Luchuk. 
(Avtomatika i Telemekhanika, vol. 17, pp. 936-
940; October, 1956.) The operation of this 
relay filter circuit is based on synchronism of 
the local-oscillator frequency with the input 
signal. The capture of the local-oscillator fre-
quency by signals within a narrow band about 
the natural frequency of the oscillator results in 
an effective narrow-band filter. A suitable cir-
cuit is described. 

621.372.543.2:538.652 2055 
Equivalent Circuit of a Resonant, Finite, 

Isotropic, Elastic Circular Disk—R. L. Sharma. 
(J. Acoust. Soc. Amer., vol. 28, pp. 1153-1158; 
November, 1956.) The analysis applies to the 
first three symmetrical flexural modes. The 
results are in fair agreement with experimental 
data on mechanical filters. 

621.372.543.2: 621.372.413 2056 
A Resonant-Cavity Filler for the S-Band— 

A. A. L. Browne. (Proc. IEE, Part B, vol. 104, 
pp. 193-195; March, 1957.) A tunable filter 
terminated with coaxial couplings has a second-
harmonic rejection of more than 30 db. 

621.372.55:534.861.3 2057 
Correct Low- and High-Ifrequency] Com-

pensation of Sound Distortion—H. Wilz. 
(Funk-Technik, Berlin, vol. 11, pp. 628-630; 
November, 1956.) The development of a tone-
compensated volume control in the form of a 
RC network is described. 

621.372.56.029.6 2058 
Methods of Vapour Deposition and Meas-

urement for the Manufacture and Calibration 
of Strip Attenuators for the Microwave Region 
—M. Bonitz. ( Nachr- Tech., vol. 6, pp. 443-
448; October, 1956.) Brief outline of method 
ensuring uniform deposition by using a plane 
source of evaporation, and description of a 
method of reasonable accuracy based on 
vswr for use where standard atienuators are 
not available. 

621.372.6 2059 
The Admittance Matrix of Passive and 

Active Networks—H. Pecher. (Arch. elekt. 
übertragung, vol. 10, pp. 494-498; November, 
1956.) General rules for the formation of the 
matrix are derived and applied to known tube 
and transistor circuits. 

621.373.4 2060 
Nonlinear Coupled Systems—L. Sideriades. 

(J. Phys. Radium, vol. 17, supplement to no. 
11, Phys. Ape, pp. 159A-1754; November, 
1956.) See also 2339 and 2666 of 1956. 

621.373.4 2061 
Fluctuations in a Valve Oscillator in the 

Presence of Grid Current—L. I. Gudzenko. 
(Radiotekhnika i Elektronika, vol. 1, pp. 1240-
1254; September, 1956.) Phase and amplitude 
fluctuations in tuned-anode and tuned-grid 
oscillators due to the thermal noise of the re-
sistance in the tuned circuit and the shot 
noise in the anode and grid currents are con-
sidered; the depression of the shot noise by the 
space charge is neglected. Fluctuations in a 
tuned-grid oscillator with automatic cathode 
bias are also discussed. 

621.373.4.029.6 2062 
Influence of the Transit Angle of Electrons 

in a [reflex-klystron] Valve on the Synchroniz-
ing Action of an External Signal—F. M. 
Klement'ev. (Radiotekhnika i Etektronika, vol. 
1, pp. 1284-1287; September, 1956.) Theoreti-
cal discussion. Conditions for the stability of 
synchronization are derived. 

621.373.421.11 2063 
The Fluctuation-Type Nature of the Estab-

lishment of Oscillation Amplitude in an Oscil-
lator—V. I. Tikhonov. (Radiotekhnika i 
Elektronika, vol. 1, pp. 1262-1267; September, 
1956.) A quantitative estimate is made of the 
effect of initial conditions on the variance of the 
times required to reach a given amplitude of 
oscillations. 

621.373.421.13:621.372.412 2064 
The Performance of Crystal Oscillators— 

R. A. Spears. (A.T.E. J., vol. 11, pp. 234-240; 
October, 1956.) The effects of variations in 
circuit constants and parameter" are described 
with particular reference to temperature 
effects. 
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621.373.43 2065 
Experiments with Pulse Generators with 

High Pulse Repetition Frequency—R. Gerharz. 
(Z. angew. Phys., vol. 8, pp. 531-535; Novem-
ber, 1956.) The apparatus investigated con-
sists, basically, of a single-stage electron 
multiplier and a coaxial delay line; it produces 
pulses of consistent shape, at a maximum fre-
quency of 40 mc, 2-mp.s rise time, and peak 
amplitude of about 5 v. Modifications to obtain 
frequency multiplication and division are also 
discussed. 

621.373.43:621.383.27: 535.376 2066 
An Electron Multiplier as a Pulsed Light 

Source—Gerharz. (See 2309.) 

621.373.431.1:621.318.57:621.373.52 2067 
Power Transistor Switching Circuit—C. 

Huang and E. Slobodzinski. (Commun. & 
Electronics, no. 25, pp. 290-296; July, 1956.) 
Methods and results of measurements of the 
dc parameters of the Type-2N68 transistor 
are discussed. Bistable transistor circuits with 
temperature compensation are described. 

621.373.442:621.372.543.2 2068 
Application of Underexcited RC Oscillators 

as Band [-pass] Filters—L. N. Kaptsov. 
(Radiotekhnika i Elektronika vol. 1, pp. 1258-
1261; September, 1956.) 

621.373.52 2069 
A Single-Transistor Magnetic-Coupled Os-

cillator—Kan Chen and A. J. Schiewe. 
(Commun. Cc' Electronics, no. 26, pp. 396-399; 
September, 1956. Discussion p. 400.) The oscil-
lator circuit developed by Van Allen (Trans. 
AIEE, vol. 74, pp. 356-361; July, 1955) is 
discussed. This consists of two magnetic cores 
with two junction transistors acting as switches 
and produces a square wave of frequency pro-
portional to the dc input voltage. From this 
circuit a single-core, single-transistor oscillator 
has been derived which has good frequency 
stability with temperature when a Si-transistor 
is used. 

621.373.52 2070 
Field-Effect-Transistor Applications—C. 

Huang, M. Marshall, and B. H. White. 
(Commun. Ee Electronics, no. 25, pp. 323-329; 
July, 1956.) Parameters of a Ge transistor are 
measured with reference to an ac equivalent 
circuit. The design of some suitable switching 
and oscillator circuits is outlined. 

621.374.4:621.385.029.6 2071 
Frequency Multiplication with a Reflex 

Klystron— E. N. Bazarov and M. E. Zhabotin-
ski. (Radiotekhnika i Elektronika, vol. 1, p. 
1292; September, 1956.) Brief note on con-
version efficiency obtained with a klystron the 
resonator of which was tuned to the second 
harmonic. The theory was discussed earlier 
(1375 of 1957). 

621.375.2: 621.3.08.015.3 2072 
Periodic Sampling Logarithmic Amplifier— 

S. J. Nettel. (Rev. Sci. Instr., vol. 28, pp. 37-
40; January, 1957.) This amplifier gives a 
logarithmic output over four decades, derived 
from the time taken for the voltage across a 
parallel RC combination to decay to a fixed 

value. 

621.375.2.029.3 2073 
Inexpensive Pre-amplifier—P. J. Baxan-

dall. (Wireless World, vol. 63, pp. 209-212; 
May, 1957.) Description of a unit with nega-
tive-feedback tone control suitable for use with 
a crystal pickup and the high-quality amplifier 
described earlier (1706 of 1957), or for af tuning 
in an fm receiver. 

621.375.23 2074 
The Interaction Concept in Feedback De-

sign—N. H. CrowIturst. (Audio, vol. 40, pp. 
38, 85 and 32, 81; October and November, 

1956.) A method of analyzing feedback ampli-
fiers is presented which enables the effect of 
closing the feedback loop to be considered in 
isolation. 

621.375.3 2075 
Bibliography of Magnetic Amplifiers for 

1955—G. V. Subbotina. (Avtomalika i Tele-
mekhanika, vol. 17, pp. 858-864; September, 
1956. Over 130 references, including over 30 
to Russian papers, dissertations and patents, 
are listed. 

621,375,3 2076 
The Pulse-Stretch Coupling Circuit—H. W. 

Patton. (Commun. ér Electronics, no. 26, pp. 
377-379; September, 1956.) The circuit de-
scribed is for use on half-wave and full-wave 
magnetic amplifiers where fast response and 
high-power gain are required. A biasing pulse is 
used to block the power winding of the reactor 
thus facilitating reset. 

621.375.4 2077 
The Design of Wide-Band Transistor 

Amplifiers—G. Meyer-Brtitz and K. Felle. 
(Nachrichtentech. Z., vol. 9, pp. 498-503; No-
vember, 1956.) Formulas are derived for calcu-
lating the approximate frequency characteris-
tics of multistage amplifiers. 

621.375.4 2078 
Temperature Stabilization of Transistor 

Amplifiers—L. M. Valiese. (Commun. & Elec-
tronics, no. 26, pp. 379-384; September, 1956.) 
Design formulas, particularly for thermistor 
compensation, are derived from an analysis 
of the thermal behavior of the amplifier. 

621.375.5:546.42/4311.824-31 2079 
Hysteresis Loops in Dielectric Amplifiers— 

E. Wingrove, L. Depian, and W. L. Shevel. 
(Commun. & Electronics, no. 25, pp. 283-288; 
July, 1956. Discussion, pp. 288-289.) The 
behavior of nonlinear capacitors used in 
dielectric amplifiers was investigated experi-
mentally. The ceramic material examined con-
sisted of sintered (Ba, Sr)TiO3 crystals formed 
into 0.007-inch thick sheets silvered on both 
sides. Amplifier analysis is simplified by repre-
senting the nonlinear capacitor by equivalent 
linear circuit elements. 

621.376.222.029.63 2080 
Minimizing Incidental Frequency Modula-

tion in Amplitude-Modulated U.H.F. Oscilla-
tors—G. Schaffner. (PRoc. IRE, vol. 45, pp. 
524-530; April, 1957.) Compensation for 
changes in cathode-grid transit time is ob-
tained by adjustment of the feedback and 
cathode lines. 

621.376.23:621.375.4:621.314.7 2081 
A Transistor Demodulator—H. Sutcliffe. 

(Electronic Eng., vol. 29, pp. 140-141; March, 
1957.) The junction-type transistors provide 
linear signal amplification besides rectification. 

621.376.54 2082 
Pulse-Width-Modulation Unit for Investi-

gating Pulse Control Systems by means of an 
Electronic Analogue—M. A. Shnaidman. (Avio-
matika i Telemekhanika vol. 17, pp. 910-920; 
October, 1956.) 

GENERAL PHYSICS 

535.215+537.37 2083 
New Views on the Mechanism of Photo-

conductivity and Phosphorescence—N. A. 
Tolstoi. (Radiotekhnika i Elektronika, vol. 1, 
pp. 1135-1143; August, 1956.) Discussion of 
the "two-step" excitation mechanism. This 
theory is contrasted with the "binolecular" 
theory. 

537.226.1 2084 
Remark on the Calculation of the Static 

Dielectric Constant—H. Frühlich. (Physica, 
vol. 22, pp. 898-904; October, 1956.) "Macro-

scopic relations are derived between the dielec-
tric constant and the fluctuations of the dipole 
moment of a substance. They can be used as a 
basis for a microscopic calculation of the dielec-
tric constant." 

537.226.2: 537.311.33 2085 
Measurement of the Permittivity of High-

Conductivity Materials (Semiconductors)— 
F. M. Popov. (Radiotekhnika i Elektronika, 
vol. 1, pp. 1268-1271; September, 1956.) Re-
sults are tabulated of an experimental investi-
gation of the validity of four different formulas 
for calculating the permittivity of a semicon-
ductor by measurement of the dielectric con-
stant of a mixture of the semiconductor and a 
dielectric with known permittivity. 

537.226.2: 537.311.62 2086 
The Introduction of an Effective Dielectric 

Constant at High Frequencies—E. A. Kaner 
and M. I. Kaganov. (Zh. Eksp. Teor. Fiz., vol. 
31, pp. 459-461; September, 1956.) An effec-
tive dielectric constant given by the relation 
eeff=(47r/cZ),, where Z is the surface imped-
ance of the metal, is shown to apply under 
anomalous as well as normal skin-effect condi-
ditions. 

537.226.3:621.317.335.029.63 2087 
The Association of Dipole Molecules 

[determined] from an Investigation of the 
Dispersion and Absorption of their Solutions 
in the dm-Wave Region—E. Fischer and N. 
Zengin. (Z. Phys., vol. 147, pp. 113-124; No-
vember 27, 1956.) 

537.3 2088 
Proceedings of the International Confer-

ence on Electron Transport in Metals and 
Solids—(Canad. J. Phys., vol. 34, pp. 1171-
1423; December, 1956.) A special issue con-
taining the papers presented at the conference 
held in Ottawa in September, 1956, including 
the following: 

Interaction between Electrons and Lattice 
Vibrations—J. Bardeen (pp. 1171-1186). 

On the Electrical Resistivity of Stacking 
Faults in Monovalent Metals—A. Seeger (pp. 
1219-1234). 

The General Variational Principle of Trans-
port Theory—J. M. Ziman (pp. 1256-1273). 

Remarks on the Anomalous Behaviour of 
Alloys Containing Traces of Manganese or 
Similar Elements—G. J. Gorter, G. J. van den 
Berg, and J. de Nobel (pp. 1281-1284). 

Magnetization and Magnetoresistance of 
some Dilute Alloys of Mn in Cu—R. W. 
Schmitt and I. S. Jacobs (pp. 1285-1289). 

On the Resistivity Anomalies in some Di-
luted Alloys—J. Korringa (pp. 1290-1291). 

Heat Transfer in Semiconductors—A. F 
Joffé (pp. 1342-1353). 

On the Transition to Metallic Conductiou 
in Semiconductors—N. F. Mott (pp. 1356-
1367). 

The Chemical Bond in Semiconductors. 
The Group VB to VIIB Elements and Com-
pounds Formed Between Them—E. Mooser 
and W. B. Pearson (pp. 1369-1376). 

Our Knowledge of the Fermi Surface— 
R. G. Chambers (pp. 1395-1420). 

Discussion on the papers is also included. 

537.311.1 2089 
Phenomenological Theory of Conductivity 

—G. Beck. (Nuovo Cim., vol. 4, pp. 1190-1191; 
November 1, 1956. In English.) 

537.323.08 2090 
Methods of Precision Measurement of the 

Peltier Effect and Thermoelectromotive Forces 
—M. Shtenbek and P. I. Baranski. (Zh. Tekh. 
Fiz., vol. 26, pp. 1373-1388; July, 1956.) The 
methods used in an experimental investigation 
into the fundamental thermoelectric relation in 
single crystals of germanium are described in 
detail, and the possible errors are analyzed. 
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537.5 2091 
Radiation Temperature of a Plasma—F. 

Bitter and J. F. Waymouth. (J. Opt. soc. 
Amer., vol. 46, pp. 882-884; October, 1956.) 

537.533 2092 
Electron Emission from Solids after Me-

chanical Work or Irradiation: Exo-electrons 
and Photoelectrons—E. L. Huguenin and J. G. 
Valat. (J. Phys. Radium, vol. 17, pp. 965-975; 
November, 1956.) Survey of theoretical work 
and experimental investigations of this effect. 
Nassenstein's theory (see 87 of 1955) appears 
to be the most generally applicable of those 
noted. Forty-nine references. 

537.533:537.58 2093 
Investigation of Thermionic Emission Dur-

ing the Transition from the Solid into the 
Liquid State—V. G. Bol'shov. (Zh. Tekh. Fiz., 
vol. 26, pp. 1150-1162; June, 1956.) Measure-
ments on Cu, Ag, and Ge are reported. Results 
show that at the melting point a) the thermi-
onic current does not change sharply and b) the 
slope of the log (// r)/(//T) curve changes. 

537.533:539.211 2094 
The Surface Migration of Tungsten Atoms 

in an Electric Field—I. L. Sokol'skaya. (Zh. 
Tekh. Fiz., vol. 26, pp. 1177-1184; June, 
1956.) The temperature dependence of the 
time for a change of shape of a fine tungsten 
point in a field-emission microscope was investi-
gated experimentally. The activation energies 
for the build-up and smoothing processes were 
2.36 and 3.2 ev, respectively. 

537.533.8: 546.561-31 2095 
Investigation of the Angular Distribution 

of Secondary Electrons from Cuprous Oxide and 
their Energy Distribution—N. B. Gornyi. (Zh. 
Eksp. Teor. Fiz., vol. 31, pp. 386-392; Septem-
ber, 1956.) Experimental results, corrected for 
the effect of tertiary electrons, confirm the 
cosine-law angular distribution of secondary 
electrons. The energy distribution at various 
angles was also investigated and the effect of 
tertiary electrons on the experimental results 
is discussed. 

537.56 2096 
The Dissipation of Magnetic Energy in an 

Ionized Gas—T. G. Cowling. (Mon. Not. R. 
Astr. Soc., vol. 116, pp. 114-124; November, 
1956.) Piddington's theory (3578 and 3579 of 
1955) is discussed with reference to the general 
formula derived; the application of the results 
to magnetic fields in interstellar clouds is con-
sidered. 

537.56 2097 
Kinetic Theory of Weakly Ionized Homo-

geneous Plasmas: Part 3—M. Bayet, J. L. 
Delcroix, and J. F. Denisse. (J. Phys. Radium, 
vol. 17, pp. 923-930; November, 1956.) This 
continuation of previous work (see 1624 and 
2915 of 1955) deals with the investigation of 
an imperfect Lorentz-type gas where account 
is taken of the energy exchange between elec-
trons and molecules. A collision operator is 
defined and associated functions and tubes are 
calculated. 

537.56 2098 
Study of Plasmas under Transient Condi-

tions—J. Salmon. (J. Phys. Radium, vol. 17, 
pp. 931-933; November, 1956.) A formula 
is derived to represent the conditions in 
an imperfect Lorentz-type gas after the 
removal of the electric field. A comparison 
shows that results agree with those obtained 
by the method of Bayet, et al. (see 2097 above). 

537.56:538.566 2099 
Microwave Conductivity of an Ionized 

Decaying Plasma at Low Pressures—A. L. 
Gilardini and S. C. Brown. (Phys. Rev., vol. 
105, pp. 25-30; January 1, 1957.) The micro-

wave conductivity of a bounded plasma in a 
slightly nonuniform field is calculated. The 
analysis is applied to two particular cases in 
the theory of the late afterglow of a diffusion-
controlled decaying plasma, inelastic collisions 
being neglected. 

537.56:538.6 2100 
Experimental Investigations of the Motion 

Plasma Projected from a Button Source across 
Magnetic Fields—E. G. Harris, R. B. Theus, 
and W. H. Bostick. (Phys. Rev., vol. 105, pp. 
46-50; January 1, 1957.) The velocity with 
which the front of a "blob" of plasma moves 
across a magnetic field has been measured 
under various conditions; it was found to vary 
slowly with the field strength above 1 kg and 
to increase monotonically with the source 
voltage. See also 1057 of 1957 (Bostick). 

537.564:538.566 2101 
Microwave Determination of the Prob-

ability of Collision of Electrons in Neon—A. L. 
Gilardini and S. C. Brown. (Phys. Rev., vol. 
105, pp. 31-34; January 1, 1957.) Theory (2099 
above) is used to determine the collision prob-
ability for momentum transfer of slow elec-
trons. 

538.2 2102 
Magnetic Hysteresis Losses—K. M. Koch 

and K. Strnat. (Elektrotech. u. Maschinenbau, 
vol. 73, pp. 493-497; November 1, 1956.) A 
preliminary report on an experimental investi-
gation of the mechanism of remagnetization 
processes. 

538.221 2103 
Magnetic After-Effect: Part 2—T. Huzi-

mura. (Sci. Rep. Res. Inst. Tohoku Univ., Ser. 
A, vol. 8, pp. 313-318; August, 1956.) Theory 
based on exhaustion phenomena yields results 
similar to those derived from previous theo-
retical investigations establishing a logarithmic 
time variation of the after-effect, (ibid., vol. 8, 
pp. 87-94; April, 1956.) 

538.23 2104 
A Relation between the Hysteresis Coeffi-

cient and Coercivity—M. Kornetzki. (Z. 
angew. Phys., vol. 8, pp. 536-538; November, 
1956.) The quantitative relation found on the 
basis of theoretical assumptions agrees with 
the mean value derived from previous meas-
urements (see; e.g., 3123 of 1956). 

538.249 2105 
On the Determination of the Time Con-

stants of the Magnetic Diffusion After-Effect— 
P. Brissonneau. (CR. Acad. Sci., Paris, vol. 
244, pp. 1174-1177; February 25, 1957.) 

538.3:52 2106 
Some Aspects of Magnetohydrodynamics— 

G. H. A. Cole. (Advances Phys., vol. 5, pp. 
452-497; October, 1956.) A survey. The effects 
of small and of shock disturbances are dis-
cussed. 

538.56 2107 
On the Presence and Conservation of Re-

active Power in a Radiation Phenomenon—C. 
Budeanu. (CR. Acad. Sci., Paris, vol. 244, 
pp. 1171-1174; February 25, 1957.) Applica-
tion of the complex form of the Poynting vector 
to a medium containing "regions of excitation." 

538.561.029.6: 621.373 2108 
Operation of a Solid-State Maser— 

H. E. D. Scovil, G. Feher, and H. Seidel. 
(Phys. Rev., vol. 105, pp. 762-763; January 15, 
1957.) Details of the operation at 9 kmc of a 
maser oscillator of the type proposed by 
Bloembergen (1062 of 1957). 

538.566.029.6:548.73:001.57 2109 
Microwave Model Crystallography—J. F. 

Ramsay and S. C. Snook. (Electronic Radio 
Eng., vol. 34, pp. 165-169; May, 1957.) A 

general account is given of the problem of X-
ray diffraction simulation at millimeter wave-
lengths, together with the experimental equip-
ment used and the nature of the phenomena. 

538.569.4:538.221 2110 
Ferromagnetic Resonance Phenomena— 

S. A. Ahern. (Research, London, vol. 10. pp. 
15-22; January, 1957.) Theoretical and experi-
mental aspects of ferromagnetic resonance 
phenomena are described with particular refer-
ence to applications in ferrite microwave circuit 
elements. 

538.569.4:538.221 2111 
Magnetostatic Modes in Ferromagnetic 

Resonance—L. R. Walker. (Phys. Rev., vol. 
105, pp. 390-399; January 15, 1957.) A sample 
placed in an inhomogeneous ri field of fixed 
frequency may absorb power at a number of 
magnetic fields. Theoretical arullysis is pre-
sented to account for the case where exchange 
and em propagation can be ignored simul-
taneously. 

538.569.4.029.6:53.08 2112 
Sensitivity Considerations in Microwave 

Paramagnetic Resonance Absorption Tech-
niques—G. Feller. (Bell Sys. Tech. J., vol. 36, 
pp. 449-484; March, 1957.) Problems of setting 
up a high-sensitivity spectrometer are dis-
cussed, including coupling to resonant cavities 
for maximum output, the minimum detectable 
signal under ideal conditions, the optimum 
amount of sample to be used, noise due to fre-
quency instabilities and to cavity vibrations, 
klystron noise, and signal/noise ratio for spe-
cific systems. Experimental results, using a 3-
cm wavelength, are compared with theory. A 
detailed description of a superheterodyne 
spectrometer is given. 

538.569.4.029.6:547 2113 
Paramagnetic Resonance of Free Radicals 

at Millimetre-Wave Frequencies—A. van 
Roggen, L. van Roggen, and W. Gordy. (Phys. 
Rev., vol. 105, pp. 50-55; January I, 1957.) 
Experimental results are given for three radi-
cals measured as single crystals and in solution 
at 36 and 75 kmc. The magnetic resonance 
spectrometer used is described. 

539.11 2114 
Theory of Local Electron States in an Iso-

tropic Homopolar Crystal—M, F. Deigen. 
(Zh. Eksp. Teor. Fiz., vol. 31, pp. 504---511; 
September, 1956.) 

GEOPHYSICAL AND EXTRATER-
RESTRIAL PHENOMENA 

523.16 2115 
Intensity of the Radio Line of Galactic 

Deuterium—R. L. Adgie and J. S. Hey. 
(Nature, London, vol. 179, pp. 370-371; 
February 16, 1957. 

523.16 2116 
Radio Star Scintillations and Interstellar 

Hydrogen—G. A. Harrower. (Nature, London, 
vol. 179, pp. 608-610; March 23, 1956.) Con-
tinuous records of 50-mc radiation from Cassi-
opeia during 1954 have been analyzed. An in-
terpretation of the scintillation effects is dis-
cussed, based on the capture of interstellar 
particles by the sun's gravitational field. 

523.16:523.3 2117 
Reflexion of Radio Waves from the Moon— 

F. J. Kerr and C. A. Shain; J. D. Kraus. (Na-
ture, London, vol. 179, p. 433; February 23, 
1957.) Comment on 3358 of 1956 and author's 
reply. See also 2118 below. 

523.16:523.75 2118 
Relation of 11-Metre Solar System Phe-

nomena to Solar Disturbances—J. D. Kraus. 
(Nature, London, vol. 179, pp. 371-372; Febru-
ary 16, 1957.) The reception of radio signals 
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associated with Venus and the moon (3357 and 
3358 of 1956) is discussed in relation to solar 
disturbances during that period and the pres-
ence of a large cloud of charged particles near 
the moon. 

523.5:621.396.9 2119 
A Radio Echo Survey of Sporadic Meteor 

Radiants—G, S. Hawkins. (Mon. Not. R. 
Asir. Soc., vol. 116, pp. 92-104; November, 
1956.) An analysis of observations made at 
Jodrell Bank with two narrow-beam antennas 
over the period October, 1949-September, 1951. 
For a description of the equipment, see 3003 of 
1951 (Aspinall et al.). 

523.5:621.396.9 2120 
A Radio Echo Method of Meteor Orbit 

Determination—J. C. Gill and J. G. Davies. 
(Mon. Not. R. Asir. Soc., vol. 116, pp. 105-113; 
November, 1956.) The equipment used consists 
of a pulse transmitter operating at 36.3 mc 
and three receivers spaced at 3.5 km. The ac-
curacy attainable is limited to ±2 km in 
velocity and + 3° in radiant position. 

550.385:523.78 2121 
Geomagnetic Variation due to the Solar 

Eclipse of June 20th 1955—M. Ota and S. 
Hashizume. (J. Geomag. Geoelec., vol. 8, pp. 
76-80; June, 1956.) Vector diagrams of the 
magnetic variation observed at four Japanese 
stations and the Sq-field chart for the day are 
briefly analyzed. 

551.510.53:551.594.6 2122 
A Method to Detect the Presence of Ionized 

Hydrogen in the Outer Atmosphere—L. R. O. 
Storey. (Coned. J. Phys., vol. 34, pp. 1153-
1163; November, 1956.) The proposed method 
is based on the observation of the relation be-
tween frequency and time in a whistler. The 
ionized hydrogen should cause a departure of 
the relation at low frequencies from the form 
observed at high frequencies. At magnetic 
latitude 45° the effect should be detectable at 
frequencies below about 2 kc. 

551.510.535 2123 
Night-Time Ionization in the Lower 

Ionosphere: Part 1—Recombination Processes. 
Part 2—Distribution of Electrons and Negative 
Ions—A. P. Mitra. (J. Almos. Terr. Phys., vol. 
10, pp. 140-162; March, 1957.) From various 
ionospheric data, the variation of recombina-
tion coefficient with height, near 80 km and 
time during the night is obtained. Interpreta-
tion of the results is based on the recent sug-
gestion that positive atomic ions of low ioniza-
tion potential are present. The distribution of 
electrons, negative ions (0-, Or), positive 
molecular ( Ye), and positive atomic ions of 
low ionization potential (X+) are deduced 
from the observational results. 

551.510.535 2124 
Lunar Effects on the Equatorial E.—S. 

Matsushita. (J. Almos. Terr. Phys., vol. 10, 
pp. 163-165; March, 1957.) The time of disap-
pearance of equatorial E. at Huancayo is 
shown to be earlier at times of full and new 
moon. This gives support to the author's 
theory that equatorial E. is formed by the 
agency of the eastward electric current jet. 

551.510.535 2125 
The Characteristics of the F2 Regions as 

deduced from the Daily Variations in the 
Ionospheric Layer—T. Shimazaki. (Rep. Iono-
sphere Res. Japan, vol. 10, pp. 124-142; Sep-
tember, 1956.) Summary and discussion of 
previous work (3050 of 1956) amplified by 
results of subsequent study. 

551.510.535:523.7:518.3 2126 
The Calculation of the Sunrise at the Alti-

tudes of the Ionospheric Layers—H. Kautz-
leben. (Z. Met., vol. 10, pp. 337-341; November, 

1956.) A nomogram is derived which gives the 
true local time of sunrise or sunset at altitudes 
up to 500 km for any locality or date. It can 
also be used to determine the true local time 
at which the sun reaches any given height 
above the horizon. The presence of an at-
mospheric layer absorbing ultra-violet radi-
ation necessitates the use of correction data 
so that the time of the effective sunrise can be 
found. 

551.510.535:523.75 2127 
Sweep-Frequency ft and h't Records of the 

Ionosphere at the Time of Solar Flares on 
February 14 and 23, 1956—Y. Nakata. (Rep. 
Ionosphere Res. Japan, vol. 10, pp. 149-151; 
September, 1956.) The records obtained in 
Japan are reproduced and briefly discussed. 

551.510.535: 523.75: 621.396.11 2128 
Some Effects of Intense Solar Activity on 

Radio Propagation—R. E. Houston, Jr, W. J. 
Ross, and E. R. Schmerling. (J. Almos. Terr. 
Phys., vol. 10, pp. 136-139; March, 1957.) 
Records are given showing the effects of a solar 
flare (observed at Tokyo) on nighttime meas-
urements in Pennsylvania, U.S.A., of 75-kc 
pulsed vertical-incidence transmissions. A 
drop in phase height and increase in absorp-
tion occurred 15 minutes after the flare, while 
the group height remained unaltered. 

551.510.535:550.38 2129 
Relation between Noon FI-Layer Ionization 

and Magnetic Dip—J. N. Bhar. (J. Almos. 
Terr. Phys., vol. 10, pp. 168-172; March, 
1957.) The relations are studied for constant 
values of x rather than constant LMT. 

551.510.535: 551.55: 523.5: 621.396.96 2130 
The Height Variation of Upper Atmospheric 

Winds—J. S. Greenhow and E. L. Neufeld. 
(Phil. Mag., vol. I, pp. 1157-1171; December, 
1956.) The results of an investigation by the 
meteor radio-echo technique of variations 
between 80 and 100 km for the year ending 
August, 1955 are given in graphical form and 
discussed. For earlier results, also obtained at 
Jodrell Bank, see 3259 of 1955. 

551.594.6 2131 
A Theoretical Investigation on the Propa-

gation Path of the Whistling Atmospherics—K. 
Maeda and I. Kimura. (Rep. Ionosphere Res. 
Japan, vol. 10, pp. 105-123; September, 1956.) 
Formulas are derived for the exact calculation 
of whistler paths by applying Fermat's 
principle, and are used to determine the ray 
paths for various geomagnetic latitudes. The 
paths do not generally follow the lines of mag-
netic force and in lower latitudes the paths are 
not symmetrical relative to the magnetic 
equator. The theory explains a number of ob-
servational results. 

551.594.6 2132 
On the Direction of Arrival and the Polari-

zation of Whistling Atmospherics—J. Delloue. 
(C.R. Acad. Sc., Paris, vol. 244, pp. 797-
799; February 4, 1957.) Measurements at 5.5 
kc show the direction of arrival to be always 
close to that of the local geomagnetic field and 
to vary, for the same whistler, at the same 
time as the polarization. 

551.594.6 2133 
Waveguide Interpretation d Atmospheric 

Waveforms—F. Hepburn. (J. Almos. Terr. 
Phys., vol. 10, pp. 121-135; March, 1957.) 
Discusses atmospheric waveforms received by 
low-frequency propagation. A graphical con-
struction is given for deducing received wave-
forms, assuming a modified current/time re-
lationship for lightning return-strokes, and 
using waveguide propagation theory. The 
types of waveform encountered are qualita-
tively explained by the theory, and a directional 
dependence is reported. 

551.594.6:621.396.11.029.45 2134 
Lightning and the Propagation of Audio-

Frequency Electromagnetic Waves— Ya. L. 
Al'pert. (Uspekhi Fis. Nauk, vol. 60, pp. 396-
389; November, 1956.) See 919 and 920 of 
1957 (Al'pert and Borodina). 

LOCATION AND AIDS TO NAVIGATION 

621.396.93 2135 
Some Developments of the Decca Navigator 

System—(J. Inst. Nov., vol. 9, pp. 385-405; 
October, 1956.) 

Part 1— Decca for Helicopter Operations— 
J. G. Adam (pp. 385-389). 

Part 2—The Use of the Flight Log—E. R. 
Wright (pp. 389-393). 

Part 3—Dectra [Decca track/range-G. 
Hawker (pp. 394-403). 

Discussion, pp. 403-405. 

621.396.93 2136 
The Total Error in an Adcock Goniometer 

System—K. Baur. (Arch. eleki. Übertragung, 
vol. 10, pp. 491-493; November, 1956.) The 
calculation presented takes into consideration 
the interrelation between the goniometer and 
antenna errors and thus accounts for the dis-
crepancy between theory and practice at the 
higher frequencies. See also 451 of 1957 and 781 
of 1957. 

621.396.933.1 2137 
Airborne Doppler Navigation—G. E. Beck. 

(Wireless World, vol. 63, pp. 225-227; May, 
1957.) A note on the principles and require-
ments of a Doppler system. 

621.396.933.2:551.594.6:621.396.11.029.45 
2138 

Very-Low-Frequency Propagation and Di-
rection-Finding—Horner. (See 2272.) 

621.396.963.325 2139 
Detection of Separations between Adjacent 

Signals on a Simulated P.P.I. Radar Scope— 
R. M. Herrick, H. E. Adler, J. E. Coulson, 
and G. L. Howett. (J. Opt. Soc. Amer., vol. 46, 
pp. 861-866; October, 1956.) Experiments indi-
cate that background luminance is the most 
important factor affecting the threshold at 
which signals can be detected as separate; the 
influence of phosphorescence decay rate and 
scan rate is relatively small. 

MATERIALS AND SUBSIDIARY 
TECHNIQUES 

533.583:621.385 2140 
Barium Getters and Oxygen—R. N. 

Bloomer. (Brit. J. Appt. Phys., vol. 8, pp. 40-
43; January, 1957.) Speed of gettering and film 
capacity are studied under various conditions. 
Films deposited under a very good vacuum are 
initially inert towards oxygen, even in the 
presence of an ionizing electron discharge or 
of incandescent filaments. 

533.583:621.385 2141 
Performance Characteristics of Barium 

Getters—P. della Porta. (Vacuum, vol. 4, pp. 
284-302; July, 1954.) Report of performance 
tests carried out on pure Ba getter material by 
means of an improved capillary method in 
which the pressure in the getter chamber is 
kept constant. Curves of the instantaneous 
absorption capacity and of the gettering rate 
are given for various gases and conditions. 

535.215 2142 
Spectral Distribution of the Internal Photo-

effect in some Systems of Sulphides, Selenides 
and TeUurides—N. A. Goryunova and B. T. 
Kolomiets. (Radiotekhnika i Elektronika, vol. 
1, pp. 1155-1161; August, 1956.) Experimental 
results are presented graphically of an investi-
gation of the internal photoeffect in complex 
semiconducting systems of binary compounds. 
In all graphs the photocurrent per unit of 
incident energy is plotted in arbitary units 
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along the y axis, and the wavelength in 1.4 along 
the x axis. 

535.215:539.23:546.81/.231 2143 
Photoconductivity in Lead Selenide. Ex-

perimental—J. N. Humphrey and W. W. 
Scanlon. (Phys. Rev., vol. 105, pp. 469-476; 
January 15, 1956.) The effects of oxygen, 
sulphur, selenium, and the halogens on the 
photoconductive and electrical properties of 
thin evaporated films have been investigated. 
Each of the above sensitizers acts as an ac-
ceptor impurity. 

535.215:546.482.21 2144 
Internal Photoelectric Effect in Polycrystal-

line Cadmium Sulphide—B. T. Kolomiets, 
A. O. Olesk, and S. G. Pratusevich. (Radio-
tekhnika i Eleldronika, vol. 1, pp. 1162-1166; 
August, 1956.) Report on experimental investi-
gation of the effect of Cu impurity on the 
photoelectric properties of CdS, and of the 
quenching effect of Fe on photoconductivity 
in CdS containing 0.01 per cent Cu activator. 
Results are presented graphically. 

535.215:546.482.21 2145 
The Kinetics of the Growth of Photocurrent 

and the Phenomenon of Quenching of Photo-
conductivity in Cadmium Sulphide—A. D. 
Shneider. (Zh. Tekh. Fis., vol. 26, pp. 1428-
1432; July, 1956.) The kinetic characteristics 
of the photoresistors were investigated experi-
mentally at low intensities of illumination. 
Measurements also showed the absence of a 
'photorectifying effect.' 

535.215:546.482.31 2146 
Cadmium Selenide Photoresistors—B. T. 

Kolomiets and S. G. Pratusevich. (Radio-
lekhnika i Eleldronika, vol. I, pp. 1174-1176; 
August, 1956.) Preliminary results of an experi-
mental investigation of the spectral and in-
tegral sensitivity, current/voltage and current 
/wavelength characteristics of polycrystalline-
CdSe photoresistors are presented graphically 
and are briefly discussed. 

535.215:546.492.221 2147 
Quenching of Photoconductivity in Mer-

curic Sulphide—A. D. Shneider. (Zh. Tekh. 
Fis., vol. 26, pp. 1433-1436; July, 1956.) An 
experimental investigation of infrared quench-
ing at and below room temperature is reported. 
A theoretical interpretation of the results ob-
tained is given. 

535.215:546.561-31 2148 
Properties of the Long-Period Component 

of Photoconductivity of Cuprous Oxide—Yu. I. 
Gritsenko and V. E. Lashkarev. (Radiolekhnika 
I Elekironika, vol. 1, pp. 1167-1173; August, 
1956.) 

535.215:546.817.221:539.23 2149 
Noise, Time-Constant, and Hall Studies on 

Lead Sulphide Photoconductive Films—F. L. 
Lummis and R. L. Petritz. (Phys. Rev., vol. 105, 
pp. 502-508; January 15, 1957.) Measurements 
at frequencies from 20 to 16000 cps showed a 
1/ff component of noise below 100 cps, a 
generation-recombination component between 
100 and 10000 cps, and a Nyquist component 
at higher frequencies. In conjunction with the 
time-constant and Hall measurements, the 
results confirm the theory of photoconduc-
tivity in semiconductor films [1774 of 1957 
(Petritz)I. 

535.215: 547 2150 
Photoelectronics of Organic Compounds— 

A. N. Terenin. (Radiolekhnika i Elektronika, 
vol. 1, pp. 1127-1134; August, 1956.) Survey 
of data on photoionization of organic dyes. 
The nature of photoconductivity of the dyes 
is discussed. Thirty references. 

535.37 2151 
The Emission Spectrum of an Exciton— 

E. F. Gross and M. A. Yakobson. (Zh. Tekh. 
Fis., vol. 26, pp. 1369-1371; June, 1956.) Ex-
perimental results indicate that the "blue" 
luminescence of CdS may be considered as the 
emission by excitons during their annihilation 
in the lattice. 

535.37 2152 
Exciton Absorption and Emission Spectra 

for Cadmium Selenide Crystal—E. F. Gross 
and V. V. Sobolev. (Zh. Tekh. Fis., vol. 26, 
pp. 1622-1624; July, 1956.) 

535.37 2153 
Photoluminescence of Thallous Chloride— 

A. S. Vysochanski. (C.R. Acad. Sci. U.R.S.S., 
vol. 112, pp. 228-231; January 11, 1957. In 
Russian.) An experimental investigation of the 
absorption, excitation and luminescence spectra 
of TIC1 is reported. Results indicate that TICI 
is a typical crystal phosphor in which the excess 
TI atoms perform the function of an activator 
and are both the absorption and luminescence 
centers; absorption leads to the internal photo-
effect, and luminescence is preceded by re-
combination of a conduction-zone electron 
with an excess TI ion. 

535.37 2154 
Influence of the Absorption of Gases on the 

Luminescence of Zinc Oxide—K. V. Tagantsev 
and A. N. Terenin. (C.R. Acad. Sci. U.R.S.S., 
vol. 112, pp. 241-244; January 11, 1957. In 
Russian.) An experimental investigation is re-
Ported of the effect of water vapour, oxygen, 
and ozone on the luminescence of ZnO illu-
minated a) continuously, and b) for 10-sec peri-
ods at intervals of not less than 5 minutes. 

535.37 2155 
Photofluorescence Decay Times of Organic 

Phosphors—T. D. S. Hamilton. (Proc. Phys. 
Soc., London, vol. 70, pp. 144-145; January 1, 
1957.) Decay times for thick crystals and m icro-
crystals of seven phosphors are given. 

535.376 2156 
Influence of Charge-Carrier Injection on 

Alternating-Field Luminescence—D. Hahn 
and F. W. Seeman. (Z. Phys., vol. 146, pp. 
644-654; November 13, 1956.) Additional 
luminescence observed in alternating-field 
excitation of ZnS-based phosphors was investi-
gated. The phosphor, in powder form em-
bedded in a dielectric, was excited at frequen-
cies between 50 cps and 10 kc and field 
strengths of 101-102 v/cm. The additional 
luminescence is probably due to a charge 
transfer at the phosphor/electrode interface. 

535.37 2157 
The Energy Dependence of the Fluores-

cence of Polycrystalline Phosphors Excited by 
Electron Beams and X-Rays—D. Messner. 
(Z. Phys., vol. 147, pp. 24-42; November 27, 
1956.) Analysis of results of investigations 
carried out for an electron-beam energy range 
of 5 to 45 key and with X-rays of 5 to 45 key 
and with X rays of X from about 0.08 to 0.4 A. 
Thirty-three references. 

537.226/.228.1:536.7 2158 
Thermodynamic Theory of Ferroelectric 

Ceramics—H. G. Baerwald. (Phys. Rev., vol. 
105, pp. 480-486; January 15, 1957.) A new 
small-signal theory is developed. An elastic and 
a piezoelectric relation are given which are in 
agreement with experimental data. 

537.226/.227 2159 
New Ferroelectric Crystal Containing No 

Oxygen—R. Pepinsky and F. Jona. (Phys. 
Rev., vol. 105, pp. 344-345; January 1, 1957.) 
Measurements of ferroelectric behavior in 
crystals of (NH4)2 BeF4 are reported at tem-
peratures below — 94.7°C. 

537.226.33:546.431.82A-31 2160 
Investigations Concerning Polarization in 

Barium Titanate Ceramics—G. W. Marks, 
D. L. Waidelich, and L. A. Monson. (Commun. 

Eleceronics, no. 26, pp. 469-477; September, 
1956.) The results of Fourier analyses of 
symmetrical and unsymmetrical hysteresis 
loops are presented. For a BaTiOrdisk the 
second—harmonic content and the electro-
mechanical coupling coefficient reach a maxi-
mum at a polarizing voltage of 15 kv de per cm. 

537.227/.228.1:546.431.824-31 2161 
Effect of Pressure on the Curie Tempera-

ture of Polycrystalline Ceramic Barium Ti-
tanate— H. Jaffe, D. Berlincourt. and J. M. 
McKee. (Phys. Rev., vol. 105, pp. 57-58; 
January 1, 1957.) The Curie point is found to 
increase as the square of the applied stress. 

537.227 2162 
The Effect of a Unilateral Mechanical 

Pressure on the Permittivity of Ceramic 
Ferroelectrics—M. S. Lur'e and A. I. Medovoi. 
(Zh. Tekh. Fis., vol. 26, pp. 1437-1442; July, 
1956.) Under pressures of the 'order of 10 
kg/cm2, the dependence of permittivity on 
pressure is nonstationary for temperatures 
below the Curie point and stationary above the 
Curie point. The nonstationary variation of 
permittivity under pressure becomes stationary 
when the ac field exceeds a certain critical 
value. The orientation of the domains by 
polarization and an additional dc field results 
in the appearance of a stationary dependence 
together with the remnants of the nonstation-
ary process. It is suggested that the non-
stationary dependence of permittivity ob-
served is a result of the orientation processes 
of the domain structure of polycrystalline 
ferroelectrics. 

537.227: 547.476.3 2163 
On the Upper Curie Point of Rochelle 

Salt—M. S. Kosman and A. N. Shevardin. 
(Zh. Tekh. Fis., vol. 26, pp. 1443-1450; July, 
1956.) Hysteresis loops of Rochelle salt speci-
mens were studied over a temperature range 
from 18 to 40°C at a frequency of 50 cps. 
Results show that in strong fields the ferro-
electric properties do not disappear at higher 
temperatures. Although this investigation was 
carried out for the upper Curie point, there 
are good grounds for supposing that similar 
phenomena also occur at the lower Curie point. 

537.228.1:546.431.824-31 2164 
Dependence of the Ratio of Piezoelectric 

Coefficients on Density and Composition of 
Barium Titanate Ceramics—D, Berlincourt 
and H. H. A. Krueger. (Phys. Rev., vol. 105, 
pp. 56-57; January 1, 1957.) 

537.3 2165 
Proceedings of the International Confer-

ence on Electron Transport in Metals and 
Solids—(See 2088). 

537.31:1546.56+546.883 2166 
The Reflection of Slow Electrons from 

Tantalum and Copper—J. P. Hobson. (Caned. 
J. Phys., vol. 34, pp. 1089-1096; November, 
1956.) 

537.311.3 : 539.23: 621.396.822 2167 
Measurement of the Derivations from 

Ohm's Law and of Flicker Effect Shown by 
Very Thin Films of Silver, Gold and Alumin-
ium—C. Uny and N. Nifontoff. (C.R. Acad. 
Sci., Paris, vol. 244, pp. 729-732; February 4, 
1957.) Simultaneous measurements of resist-
ance variation and flicker effect, the latter at 1 
and 5 kc, are reported. Additional irregular 
fluctuations distinct from the flicker effect 
were observed, particularly with Ag films on 
glass. See also 3291 of 1955 (Nifontoff). 

537.311.33 2168 
Contemporary Semiconductor Materials— 

D. A. Petrov. (Bull. Acad. Sci. U.R.S.S., Tech. 
Sei., no. 11, pp. 82-95; November, 1956. In 
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Russian.) A survey, with particular reference 
to the metallurgy and preparation of semicon-
ductor materials. 

537.311.33 2169 
Spontaneous Radiative Recombination in 

Semiconductors—W. P. Dumke. (Phys. Rev., 
vol. 105, pp. 139-144; January 1, 1957.) Ex-
pressions are derived for the radiative recombi-
nation lifetimes due to direct and indirect 
transitions. For intrinsic Ge at room tempera-
ture the calculated lifetimes for both direct and 
indirect transitions are of the order of a second. 
For intrinsic Si the lifetimes are much higher. 

537.311.33 2170 
Carrier Lifetime in Semiconductors for 

Transient Conditions—D. J. Sandiford. (Phys. 
Rev., vol. 105, p. 524; January 15, 1957.) The 
solution for recombination under transient 
conditions contains a time constant associated 
with the readjustment in concentration of the 
recombination centers, in addition to that of 
the main recombination term. 

537.311.33 2171 
Surface Recombination and is Influence on 

the Characteristics of Semiconductor Devices 
—A. V. Rzhanov. (Radiotekhnika i Elektronika, 
vol. 1, pp. 1086-1092; August, 1956.) A dis-
cussion. 

537.311.33 2172 
Behaviour of Semiconductors in Strong 

Electric Fields—Yu. K. Pozhela. (Radio-
lekhnika i Elektronika, vol. 1, pp. 1106-1112; 
August, 1956.) Continuation of work reported 
in 471 of 1957. 

537.311.33 2173 
On Surface Recombination—V. L. Bonch-

Bruevich. (Zh. Tekh. Fiz., vol. 26, pp. 1137-
1140; June, 1956.) 

537.311.33 2174 
The Diffusion of Current Carriers in a Semi-

conductor in the Presence of an External Elec-
tiic Field—E. I. Rashba. (Zh. Tekh. Fi.s., vol. 
26, pp. 1415-1418; July, 1956.) Exact expres-
sions are derived for determining the distribu-
tion of photo-holes in a bar or plate in the 
presence of an external electric field and illumi-
nation by a filament or point light probe. 

537.311.33: 535.21: 535.8 2175 
Two Optical Instruments Used in Semi-

conductor Research—D. G. Avery. (J. Sci. 
liter., vol. 34, pp. 16-17; January, 1957.) A 
single-prism monochromator and a light-spot 
microscope with reflecting objective are de-
scribed. 

537.311.33: 537.312.5 2176 
Bulk Photo-e.m.f. in Semiconductors— 

V. E. Lashkarev and V. A. Romanov. (Radio-
tekhnika i Elektronika, vol. 1, pp. 1144-1146; 
August, 1956.) The theory and the experimen-
tal verification of the bulk photovoltaic effect 
observed in Ge specimens with inhomogeneous 
resistivity are presented. For another theory 
of the effect; see Czech. J. Phys., vol. 5, pp. 
178-192; April, 1955. (Tanc). 

537.311.33:546.26-1 2177 
Some Physical Properties of Diamonds— 

F. C. Champion. (Advances Phys., vol. 5, pp. 
383-411; October, 1956.) A survey including: 
a) theory of the properties of a pure diamond, 
b) physical behavior of real diamonds, c) appli-
cations of defect theory, d) discussion of con-
ducting diamonds, the infrared absorption 
spectrum and the growth of diamonds, and e) 
a comparison between the properties of di-
amonds and of other materials. 

537.311.33: [546.28 + 546.289 2178 
Electron Self-Energy and Temperature-

Dependent Effective Misses in Semiconduc-
tors; n-Type Ge and Si—H. D. Vasileff. (Phys. 

Rev., vol. 105, pp. 441-446; January 15, 1957.) 
A theoretical study of electron self-energy in 
some homopolar semiconductors from which 
the temperature dependence of the principal 
effective masses is deduced. The results are 
found to substantiate the observations of 
Macfarlane and Roberts (2656 and 3646 of 
1955), but not those of Lax and Mavroides 
(1759 of 1956). 

537.311.33: [546.28+ 546.289 2179 
On the Permeation of Hydrogen and 

Helium in Single-Crystal Silicon and Ger-
manium at Elevated Temperatures—A. v. 
Wieringen and N. Warmoltz. (Physica, vol. 22, 
pp. 849-865; October, 1956.) Analysis of mass 
spectrometer measurements in the tempera-
ture range 967°-1207°C for Si and 766°-930°C 
for Ge. No evidence of any permanent influence 
of dissolved H2 on the electrical properties of 
Si and Ge was found. 

537.311.33 : [546.28 + 546.2891: 537.312.9 2180 
Temperature Dependence of the Piezore-

sistance of High-Purity Silicon and Germanium 
—F. J. Morin, T. H. Geballe, and C. Herring. 
(Phys. Rev., vol. 105, pp. 525-539; January 15, 
1957.) Measurements were made over the 
temperature (T) ranges 5°-350°K for Ge and 
20°-350°K for Si. For n-type Ge in the [110] 
direction, and n-type Si in the [100] direction, 
the piezoresistance is substantially linear in 
1-1. For p-type Ge, the results suggest a 
7-1 dependence for pure material, in both 
[110] and [100] directions. For p-type Si, no 
simple temperature dependence is found. The 
results are discussed in relation to theory. 

537.311.33:546.28 2181 
Removal of Boron from Silicon by Hydro-

gen Water Vapour Treatment—H. C. Theuerer. 
(J. Metals, vol. 8, pp. 1316-1319; October, 
1956.) The treatment of liquid silicon with 
H2 containing water vapour at various concen-
trations is investigated with regard to its 
boron-removal efficiency. In combination with 
zone refining this method provides silicon of 
higher purity than otherwise obtainable. 

537.311.33:546.28 2182 
Diffusion and Electrical Behaviour of Zinc 

in Silicon—C. S. Fuller and F. J. Morin. (Phys. 
Rev., vol. 105, pp. 379-384; January 15, 1957.) 
The diffusivity and solubility of Zn in Si single 
crystals were measured. One acceptor level 
only was found for Zn at 0.31 ev above the 
valence band. 

537.311.33:546.28 2183 
Microplasma in Silicon—D. J. Rose. (Phys. 

Rev., vol. 105, pp. 413-418; January 15, 1957.) 
Discrete current pulses and minute luminous 
spots are often observed at breakdown of 
reverse-biased Si junctions. The phenomena 
are postulated to be similar to the gas dis-
charge cathode fall. The mechanism is illus-
trated for the case of the n-i-p structure, and 
analyzed approximately by using a simple 
equivalent circuit. 

537.311.33:546.28 2184 
Hall and Drift Mobility in High-Resistivity 

Single-Crystal Silicon—D. C. Cronemeyer. 
(Phys. Rev., vol. 105, pp. 522-523; January 15, 
1957.) Room-temperature measurements on 
specimens with resistivity ranging from nearly 
intrinsic down to 10-11/. cm indicate that the 
Hall mobilities for lattice scattering are 1560 
and 345 cm2/vsec for electrons and holes 
respectively, and the drift mobilities are 1360 
and 510 cm2/vsec for electrons and holes re-
spectively. 

537.311.33:546.289 2185 
Field-Effect Measurements and Publica-

tion to Semiconductor Surface Studies— 
Shyh Wang. (Sylvania Technologist, vol. 9, 
pp. 111-114; October, 1956.) 

537.311.33:546.289 2186 
Depth of Surface Damage due to Abrasion 

on Germanium—T. M. Buck and F. S. McKim. 
(J. Electrochem. Soc., vol. 103, pp. 593-597; 
November, 1956.) The approximate depth of 
surface damage on Ge as it influences surface 
recombination velocity has been measured for 
a variety of abrasive treatments by etching, 
weighing, and making two types of photomag-
netoelectric measurements. Values range from 
11.‘ or less for fine polishes to 35a for heavy 
sandblasting. Close correlation is found with, 
changes in reverse characteristics of grown-
junction p-n diodes treated in the same man-
ner. 

537.311.33:546.289 2187 
A Shot Tower for Producing Germanium 

Doping Pellets of Uniform Composition—I. A. 
Lesk. (J. Electrochem. Soc., vol. 103, pp. 601-
603; November, 1956.) 

537.311.33:546.289 2188 
Hydrogen and Oxygen in Single-Crystal 

Germanium as Determined by Vacuum Fusion 
Gas Analysis—C. D. Thurmond. W. G. Guld-
ner, and A. L. Beach. (J. Electrochem. Soc., vol. 
103, pp. 603-605; November, 1956.) Concentra-
tion of hydrogen of 3-4X10,, at oms/cm, and of 
oxygen of 1-2X 10,8 atoms/cm, were found in 
three special preparations of Ge obtained by 
hydrogen reduction of Ge02 in graphite. The 
possibility exists that these elements may have 
been present in these crystals as H20. Vacuum 
crystal growing lowered the hydrogen and 
oxygen concentrations 20-30 fold. 

537.311.33:546.289 2189 
The Crucible Problem in the Prolonged 

Heat Treatment of Germanium—W. B8sen-
berg. (Z. angew. Phys., vol. 8, pp. 551-552; 
November, 1956.) Four different methods of 
heating Ge crystals are compared. The use of 
a graphite crucible supporting the induction-
heated crystal in a vacuum enclosed by a cold 
quartz-glass container is the best method for 
maintaining the purity of the crystal. 

537.311.33:546.289 2190 
The Effect of Impurities on the Lifetime of 

Excess Carriers of Charges in Germanium— 
A. V. Rzhanov. (Zh. Tekh. Fiz., vol. 26, pp. 
1389-1393; July, 1956.) Results of an experi-
mental investigation of the effect of impurity 
concentration are reported. 

537.311.33:546.289 2191 
Effects of Thick Oxides on Germanium 

Surface Properties—M. Lasser, C. Wysocki, 
and B. Bernstein. (Phys. Rev., vol. 105, pp. 
491-494; January 15, 1957.) Oxides grown on 
germanium by heating in oxygen are shown to 
inhibit interaction between the germanium and 
the ambient atmosphere. The decay-time of 
the dc-field-effect increases with increasing 
oxide thickness. 

537.311.33:546.289 2192 
Triple Acceptors in Germanium—H. H. 

Woodbury and W. W. Tyler. (Phys. Rev., vol. 
105, pp. 84-92; January 1, 1957.) Both copper 
and gold introduce three acceptor levels in the 
forbidden band. For copper the energy levels 
are 0.04 and 0.32 ev from the edge of the 
valence band and 0.26 ev from the edge of the 
conduction band. For gold they are 0.15 ev from 
the valence band and 0.04 and 0.20 ev from 
the conduction band: additionally, gold intro-
duces a donor level 0.05 ev from the valence 
band. 

537.311.33:546.289 2193 
Formation of Ion Pairs and Triplets be-

tween Lithium and Zinc in Germanium—F. J. 
Morin and H. Reiss. (Phys. Rev., vol. 105, 
pp. 384-389; January 15, 1957.) Measurements 
have been made of carrier mobility, relaxation, 
and energy levels; the results agree with the 
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idea that zinc provides two energy levels for 
electrons in the forbidden gap. 

537.311.33 : 546.289: 546.33 2194 
Absorption of Sodium Ions by Germanium 

Surfaces—S. P. Wolsky, P. M. Rodriguez, and 
W. Waring. (J. Electrochem. Soc., vol. 103, pp. 
606-609; November, 1956.) 

537.311.33:546.289: 546.811 2195 

Solid Solubilities and Electrical Properties 
of Tin in Germanium Single Crystals—F. A. 
Trumbore. (J. Electrochem. Soc., vol. 103, pp. 
597-600; November, 1956.) An experimental 
investigation in the temperature range from 
400°C to the melting point of Ge is reported. 
Results of electrical measurements confirm 
the neutrality of Sn in Ge. 

537.311.33: [546.873.231+546.873.241 2196 
The Electrical Properties of Bismuth 

Chalkogenides: Part 2—Electrical Properties 
of Bismuth Selenide (Bi2Se3); Part 3—Electri-
cal Properties of Bismuth Telluride (Bi2Tea)— 
P. P. Konorov. (Zh. Tekh. Fiz., vol. 26, pp. 
1394-1399 and 1400-1405; July, 1956.) Con-
tinuation of experimental investigation re-
ported in 1500 of 1957. Results are presented 
graphically showing the temperature depend-
ence of electrical conductivity, the concentra-
tion and mobility of current carriers, and the 
coefficient of thermo-emf for both Bi2Se3 and 
Bi2Te2 and of the Hall constant in Bi2Te2; 
the dependence of the mobility of current 
carriers in Bi2Se3 on their concentration is also 
shown graphically. 

537.311.33:546.873.241 2197 
An Ionization-Method X-Ray Structural 

Investigation of Bismuth Telluride—F. I. 
Vasenin and P. F. Konovalov. (Zh. Tekh. Fiz., 
vol. 26, pp. 1406-1414; July, 1956.) An investi-
gation of the cause of the inversion of polarity 
of the thermo-emf when the composition of the 
alloy approaches the stoichiometric ratio is 
reported. Results indicate that the phenome-
non is probably due to the existence of two 
modifications of the alloy. 

537.311.33 : 546.3-1-28-289 2198 

The Electrical Conductivity of Germanium-
Silicon Alloys in the Liquid State—M. S. 
Ablova, O. D. Elpat'evskaya, and A. R. Regel. 
(Zh. Tekh. Fiz., vol. 26, pp. 1366-1368; June, 
1956.) A number of experimental curves are 
plotted showing the width of the forbidden 
band, the abrupt change in electrical conduc-
tivity during melting, and the maximum 
electrical conductivity in the liquid state vs 
the composition of the alloy. 

537.311.33: [546.682.19+546.682.86 2199 
Effective Masses of Electrons in Indium 

Arsenide and Indium Antimonide—R. J. 
Sladek. (Phys. Rev., vol. 105, pp. 460-464; 
January 15, 1957.) Measurements of the elec-
trical conductivity and Hall effect made be-
tween 1.5° and 300°X. 

537.311.33:546.682.86 2200 

The Dependence of the Hall Coefficient of 
a Mixed Semiconductor upon Magnetic In-
duction as Exemplified by Indium Antimonide 
—D. J. Howarth, R. H. Jones, and E. H. Put-
ley. (Proc. Phys. Soc., London, vol. 70, pp. 124-
135; January 1, 1957.) The Bloch-Wilson 
theory is discussed and applied to InSb. Good 
agreement was found between the theory and 
the observed behavior of two p-type single 
crystals. Values found for the intrinsic carrier 
concentration are in good agreement with those 
found elsewhere. 

537.311.33: 549.351.12 2201 
New Semiconductors with the Chalcopyrite 

Structure—I. G. Austin, C. H. L. Goodman, 
and A. E. Pengelly. (J. Electrochem. Soc., vol. 
103, pp. 609-610; November, 1956.) "Com-

pounds of the chalcopyrite group are related 
to well-known semiconductors such as Ge and 
the zinc blend compounds. This relationship 
is discussed briefly and some new data are 
presented regarding the preparation and 
properties of five chalcopyrite compounds 
AgInS2, AgInSe2, CuInSe2, AgInTe2, and 
Cu I nTe2. 

537.311.33: 621.314.63 2202 
Rectifying Semiconductor Contacts—H. K. 

Henisch. (J. Elearochem. Soc., vol. 103, pp. 
637-643; November, 1956.) A review of present 
theory. 

537.311.33: 621.314.632: 546.561.221 2203 
Point Contact of Pt and 7-Cu2S—S. Miya-

tani. (J. Phys. Soc., Japan, vol. 11, pp. 1059-
1063; October, 1956.) Investigations reveal de 
characteristics similar to those of other metal 
/semiconductor rectifiers, but attributed to 
ionic conduction. Experimental results appear 
to confirm the theory developed. 

537.312.6+ 538.632] : 546.3-1-76-59 2204 

Hall Effect and Resistance of Dilute Gold-
Chromium Alloys at Low Temperatures— 
W. B. Teutsch and W. F. Love. (Phys. Rev., 
vol. 105, pp. 487-490; January 15, 1957.) 

537.323 2205 
Thermoelectric Properties of Bismuth— 

G. A. Ivanov and L. I. Mokievski. (Zh. Tekh. 
Fiz., vol. 26, pp. 1343-1344; June, 1956.) 
Contrary to the results obtained by Sato (J. 
Phys. Soc. Japan, vol. 6, pp. 125-127; March 
/April, 1951.) it was found that the coefficient 
of the thermo-emf of bismuth remains constant 
for temperature differences across the specimen 
greater than 0.01°C. 

538.2 2206 
Material of the Conference on Radio-

spectroscopy ( Kazan', 30th May-2nd June 
1955)—(Bull. Acad. Sci. U.R.S.S., str. phys., 
vol. 20, pp. 1199-1356; November, 1956. In 

Russian.) Texts are given of twenty-five papers 
presented at the conference. Subjects discussed 
included paramagnetic and ferromagnetic 
resonance and the characteristics of ferrites. 

538.22 2207 
On the Magnetic Properties of the System 

MnSb-CrSb—T. Hirone, S. Maeda, I. 
Tsubokawa, and N. Tsuya. (J. Phys. Soc., 
Japan, vol. 11, pp. 1083-1087; October, 1956.) 

538.221 2208 
Surface Structures and Ferromagnetic 

Domain Sizes—D. H. Martin. (Proc. Phys. 
Soc., London, vol. 70, pp. 77-84, plate; January 
1, 1957.) Optimum domain sizes in iron and 
silicon-iron crystals have been calculated. 

538.221 2209 
An Investigation of the Magnetization of a 

Structure representing a Model of Magneto-
Dielectric Material—M. N. Grigor'ev and 
I. M. Kirko. (Zh. Tekh. Fiz., vol. 26, pp. 1501-
1508; July, 1956.) A report Is presented on an 
experimental investigation into the magnetiza-
tion of mixtures of spherical or cylindrical 
magnetic particles and quartz sand, in de and 
ac fields (from 0.1 to 20 kc). A number of 
experimental curves are shown, and, using the 
formulas given, magnetic characteristics can be 
derived for other frequencies and packing fac-
tors. 

538.221 2210 
An Analysis of the Magnetization Processes 

in Iron Single Crystals by an Electrical Method 
—R. Parker. (Phil. Meg., vol. 1, pp. 1133-
1146; December, 1956.) 

538.221 2211 
Hysteresis-Relaxation and Permeability of 

Carbon-Containing Silicon-Iron—F. Schreiber. 
(Z. angew. Phys., vol. 8, pp. 539-551; Novem-

ber, 1956.) Results of tests carried out at low 
field strengths on two types of Si-Fe lamina-
tions are given in graphical form and are 
analyzed with reference to the existing theory 
of magnetic after-effects and previous investi-
gations. 

538.221 2212 
Study of Ferrous Ternary Diagrams in re-

lation to Magnetic Interactions: Fe-Ni-Al Sys-
tem—U. H. Roesler. (J. Metals, vol. 8, pp. 
1285-1289; October, 1956.) From a thermody-
namic analysis of the 7-loop in iron alloys it 
appears that Al raises the temperature range 
in which atomic spins in iron become uncoupled 
from one another; this disagrees with Curie 
temperature data for Fe-Al alloys. The anomaly 
is interpreted by assuming that for alloys 
short-range magnetic order above the Curie 
point is maintained to higher temperatures 
than for pure Fe. 

538.221 2213 
The Influence of Heat Treatment on the 

Magnetic Properties of Face-Centered Cubic 
Nickel-Cobalt Alloys—M. Yamamoto and S. 
Taniguchi. (Sci. Rep. Res. Inst. Tohoku Univ., 
Ser. A., vol. 8, pp. 280-292; August, 1956.) The 
anomalous magnetic behavior is explained in 
terms of domain-wall stabilization by induced 
uniaxial anisotropy [1827 of 1957 (Taniguchi)]. 
This provides a satisfactory interpretation of 
the sensitivity to heat treatment of simple 
ferromagnetic solid solutions. 

538.221 2214 
Ferromagnetic Domain Patterns on Nickel 

Crystals: Part 2—Domain Patterns on General 
Surfaces of Unmagnetized Crystals—T. lwata 
and M. Yamamoto. (Sci. Rep. Res. Inst. 
Tohoku Univ., Ser. A, vol. 8, pp. 293-312; 
August, 1956.) A magnetic colloid technique is 
used to photograph domain patterns of various 
types. A detailed interpretation of the compli-
cated patterns is based on previous investiga-
tions (ibid., vol. 5, pp. 433-459; October, 1953) 

538.221 2215 
The Influence of Plastic Deformation on 

the Magnetic Properties of Nickel Single Crys-
tals—H. Dietrich and E. Kneller. (Z. Metallkde, 
vol. 47, pp. 672-684 and 716-728; October and 
November, 1956. English summaries, pp. 683-
684 and 728.) The influence of plastic deforma-
tion on the law of approach to magnetic 
saturation and on coercivity is investigated. 

538.221:537.311 2216 
Properties of the Temperature Dependence 

of the Electrical Resistance of Ferromagnetic 
Metals at Low Temperatures—A. I. Sudovt-
sov and E. E. Semenenko. (Zh. Eksp. Teor. Fiz., 
vol. 31, pp. 525-526; September, 1956.) Ex-
perimentally determined resistance/tempera-
ture characteristics are presented graphically 
for iron and nickel for the temperature range 
1.23-4.2°K. 

538.221:538.249 2217 
Anomalies in Hysteresis Cycles due to 

Diffusion After-Effect—P. Brissonneau. (C. R. 
Acad. Sci., Paris, vol. 244, pp. 868-870; 
February 11, 1957.) Results of measure-
ments made on armco iron at — 21.3°C, which 
are similar to those of Feldtkeller ( 126 of 
1953) for an Si-Fe alloy, are interpreted in 
terms of Néel's theory. 

538.221:538.569.4.029.6 2218 
A Note on the Ferromagnetic Resonance 

in a-Fe203—M. Shimizu. (J. Phys. Soc., 
Japan, vol. 11, pp. 1078-1083; October, 1956.) 
Microwave resonance formulas are derived for 
a ferromagnet with hexagonal and uniaxial 
anisotropy. Results are compared with pub-
lished experimental data. 

538.221:621.318.12 2219 
Magnetic Properties of Magnet Alloys of 
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Iron, Wolfram [tungsten] and Molybdenum— 
H. Masumoto and Y. Shirakawa. (Sei. Rep. 
Res. Inst. Tohoku Univ., Ser. A, vol. 8, pp. 
319-324; August, 1956.) Results are given of a 
series of measurements on alloys of different 
composition. The best characteristics were ob-
tained with a heat-treated alloy containing 
15 per cent w and 15 per cent Mo. 

538.221:621.318.132:538.569.4 2220 
Ferromagnetic Resonance in Metal Single 

Crystals—J. O. Artman. (Phys. Rev., vol. 105, 
pp. 74-84; January 1, 1957.) The microwave 
susceptibility tensor components are calculated 
for single crystals with uniaxial or cubic mag-
netic symmetry, and the resonance relations 
derived. For a simple multidomain structure, 
two resonance conditions are found, depending 
on whether the microwave and static fields are 
parallel or orthogonal. These conditions in-
volve the static field, saturation magnetization, 
anisotropy parameter, and ratio of skin depth 
to domain width; thus domain spacings can be 
inferred from microwave measurements. 

538.221:621.318.134 2221 
Observation of Magnetic Viscosity of Fer-

rites at Low Temperatures—R. V. Telesnin 
and I. A. Lednev. (C.R. Acad. Sci. U.R.S.S., 
vol. 112, p. 48; January 1, 1957. In Russian.) 
Brief note. The experimental results show that 
the magnetic induction at 78°K is lower than 
at 293°K and the hysteresis loop is broader. 

538.221: 621.318.134 2222 
Magnetic Viscosity of Nickel-Zinc Ferrites 

—I. A. Lednev and R. V. Telesnin. (Radio-
tekhnika i Elektronika, vol. 1, pp. 1186-1192; 
August, 1956.) A systematic experimental 
investigation of a series of Ni-Zn ferrites at 
temperatures between 78°K and the Curie 
point is reported. The special circuit used in 
conjunction with a pulse oscillograph is de-
scribed. 

538.221:621.375.3 2223 
Flux Reversal in Magnetic Amplifier 

Cores—F. J. Friedlaender. (Commun. ts• Elec-
tronics, pp. 268-276; July, 1956. Discussion, 
pp. 277-278.) A model describing magnetiza-
tion processes in grain-oriented 50 per cent 
Ni-Fe alloy tapes is developed. Results of tests 
made on eleven toroidal cores are compared 
with theoretical predictions. 

538.221:621.318.134:538.569.4 2224 
Microwave Resonance Relations in Aniso-

tropic Single-Crystal Ferrites— J. O. Artman. 
(Phys. Rev., vol. 105, pp. 62-73; January 1, 
1957.) Detailed analyses are given for spherical 
specimens possessing only first-order aniso-
tropy. The resonance frequency for single-
domain crystals is related to the anisotropy 
parameter, which may be positive or negative, 
and the magnitude and direction of the static 
field H, which is taken to lie in a ( 110) crystal 
plane. The case of a simple multidomain 
structure, appropriate below saturation condi-
tions, is also treated. It is assumed that the do-
mains are lamellas of equal volume, their planes 
being normal to H and their magnetizations 
being oriented in two directions which alternate 
in sequence. Two resonant frequencies are 
found for a given H, depending on whether it 
is parallel or normal to the microwave field. 
The theory agrees with recent experimental 
data. 

539.23:546.87 2225 
Preparation and Electrical Properties of 

Thin Films of Bismuth—A. Colombani and P. 
Huet. (C. R. Acad. Sci., Paris, vol. 244, pp. 
755-758; February 4, 1957.) 

539.23:546.87:537.312.6 2226 
Thermal Development of the Electrical 

Resistance of Thin Films of Bismuth—P. 
Huet and A. Colombani. (C. R. Acad. Sci., 
Paris, vol. 244, pp. 865-868; February 11, 

1957.) Resistance/temperature characteristics 
between 0°C and 320°C are shown for three 
ranges of film thickness. 

549.514.51 2227 
Crystal Defects in Y-Cut Quartz and Their 

Effect on the Equivalent Resistance—H. 
Iwasaki. (J. Radio Res. Labs., Japan, vol. 3, 
pp. 259-264; October, 1956.) The nature of 
etch patterns is investigated. Plates exhibiting 
a crevice pattern, which is due to crystal im-
perfections, have a high equivalent resistance. 

549.514.51:534.133-8 2228 
The Role of Internal Friction in Piezo-

electric Quartz Crystals—A. G. Smagin. 
(C.R. Acad. Sci. U.R.S.S., vol. 112, pp. 425-
426; January 21, 1957. In Russian.) Experi-
mental results indicate that internal friction is 
negligible in comparison with the surface-
layer friction. 

621.315.612.6.017.143 2229 
Further Experimental Investigation of the 

Dielectric Losses of Various Glasses at Low 
Temperatures—J. Volger and J. M. Stevels. 
(Philips Res. Rep. vol. 11, pp. 452-470; De-
cember, 1956.) Results of measurements are 
discussed qualitatively in relation to the glass 
structure. No effect of irradiation on the dielec-
tric losses at low temperatures, such as the 
formation of color centers in quartz crystals 
(see 2768 of 1956), is found. Various loss 
mechanisms are summarized. 

621.315.616 2230 
Variation with Pressure of the Permittivity 

of Polythene—A. C. Lynch and P. L. Parsons. 
(Nature, London, vol. 179, p. 686; March 30, 
1957.) 

621.318.132: 621.314.22 :(43) 2231 
Magnetically Soft Alloys as Material for 

Use in Instrument Transformers-0. E. 
Nifilke. (Arch. tech. Messen, no. 250, pp. 259-
262; November, 1956.) Details of German 
alloys are given. Characteristics and costs are 
compared in graphical form. 

621.318.134: 538.65: 534.232 
Performance of Ceramic Ferrite Resonators 

as Transducers and Filter Elements—C. M. 
van der Burgt. (J. Acoust. Soc. Amer., vol. 28, 
pp. 1020-1032; November, 1956.) A detailed 
review with numerical and graphical data of 
the properties of modern piezomagnetic ma-
terials. Sixty-nine references. 

621.318.2:(43) 2233 
Commercial Types of Permanent Magnet, 

particularly for Measuring Instruments— 
H. Fahlenbrach. (Arch. tech. Messen, pp. 237-
240 and 263-264; October and November, 
1956.) Summary of modern manufacturing 
processes, characteristics and applications of 
German magnetic materials. Twenty-five 
references. 

529.23 2234 
Vacuum Deposition of Thin Films. [Book 

Reviewl--L. Holland. Chapman and Hall, 
London, 1956, 542 pp., 70s. (Nature, London, 
vol. 179, pp. 501-502; March 9, 1957.) 

MATHEMATICS 

51 2235 
On the Integration of Nonlinear Parabolic 

Equations by Implicit Difference Methods— 
M. E. Rose. (Quart. App!. Math., vol. 14, pp. 
237-248; October, 1956.) 

512.831 2236 
A Method for treating the Stability Problem 

in Matrix Eigenvalue Problems—H. R. 
Schwarz. (Z. angels,. Math. Phys., vol. 7, pp. 
473-500; November 25, 1956.) Given the 
eigenvalue problem (A-XE)z = 0 for real or 
complex matrices A, the number of eigenvalues 

X with positive real parts is determined without 
evaluating the characteristic polynomial. A 
procedure is developed for transforming the 
given matrix into a reduced form by applying 
a finite series of elementary transformations; 
the problem can then be solved immediately. 

517 2237 
A Method for the Construction of Green's 

Functions—B. A. Holey. (Quart. Ape Math., 
vol. 14, pp. 249-257; October, 1956.) The 
Green's function associated with any partial 
differential equation is obtained as the solution 
of an integral equation, as the limit of an 
infinite sequence of functions. Convergence of 
this sequence is proved for the case of Helm-
holtz's equation. 

517: 535.13: 538.56 2238 
On the Solution of Maxwell's Equations in 

Cylindrical Coordinates by means of Laplace 
Transforms and Finite Fourier and Hankel 
Transforms—H. Delavault. (C.R. Acad. Sci., 
Paris, vol. 244, pp. 1146-1149; February 25, 
1957.) 

519.2:621.39 2239 
Entropy of Stochastic Processes—M. 

Rozenblat-Rot. (C.R. Acad. Sci. U.R.S.S., 
vol. 112, pp. 16-19; January 1, 1957. In Rus-
sian). 

MEASUREMENTS AND TEST GEAR 

53.087/.088 2240 
Taking Account of Systematic Errors in 

Measurements—H. Weyerer. (Naturwiss., vol. 
43, p. 492; November, 1956.) Systematic 
errors cannot be dealt with by averaging tech-
niques applicable to random errors; a formula 
is presented which permits the systematic 
errors to be taken into account. 

621.317.335+621.317.4111.029.64: 621.318.134 
2241 

Measurement of Dielectric and Magnetic 
Properties of Ferromagnetic Materials at 
Microwave Freqiencies—W. von Aulock and 
J. H. Rowen. (Bell Sys. Tech. J., vol. 36, pp. 
427-448; March, 1957.) Measurements are 
made by observing the perturbation in a cylin-
drical cavity, excited at 9.2 kmc, due to the 
insertion of a small ferrite sample. Thin disk 
samples yield more accurate results below fer-
romagnetic resonance, whereas small spheres 
are preferable near resonance. Experimental 
results are given for low-loss BTL ferrite. The 
loss below resonance is considerably lower for 
polycrystalline ferrites than that predicted by 
Polder's theory for single-crystal ferrites. 

621.317.335.2 2242 
A Simple Apparatus for Measuring Circuit 

Capacitances—J. C. S. Richards. (Electronic 
Eng., vol. 29, pp. 118-120; March, 1957.) An 
instrument is described for measuring capaci-
tance to earth in the range 0-300 pf with 
accuracy within ±2 per cent. 

621.317.444 2243 
Continuously Indicating Precision Mag-

netometer—G. W. Green, R. C. Hanna, and 
S. Waring. (Rev. Sci., Instr., vol. 28, pp. 4-8; 
January, 1957.) A magnetic field can be meas-
ured by finding the resonance frequency of a 
coil suspended in it. Simple auxiliary apparatus 
gives an accuracy within 1 per cent and 0.01 
per cent can be achieved. 

621.317.7:621.316.87:621.396.822.029.6 2244 
A New Standard for Very Low Noise 

Powers in the Microwave Region—H. Jung. 
(Hochfreq. u. Elekiroak., vol. 65, pp. 50-52; 
September, 1956.) The use of heated polar 
liquids as noise sources is proposed. A tube 
through which the heated liquid flows is fitted 
to the waveguide in place of a gas-discharge 
noise generator. Good broad-band matching 
and accuracy is obtained; noise temperatures 
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of gas discharges found in this way agree fairly 
well with available data. 

621.317.7:621.396.324 2245 
Laboratory Test Equipment for Synchro-

nous Regenerative Radiotelegraph Systems— 
Hilton, Law, Lee, and Levett. (See 2288.) 

621.317.7:621.397.6 2246 

Electronic Video-Pattern Generator with 
Continuously Variable Patterns—W. DiIlen-
burger and J. Wolf. (Elektronische Rundschau, 
vol. 10, pp. 293-296; November, 1956.) The 
application and the basic circuits of such an 
instrument are described. 

621.317.7.087.6 2247 
Servo-Operated Recording Instruments— 

R. L. Gordon: A. J. Maddock. (Proc. I EE, 
Part B, vol. 104, p. 187; March, 1956.) Com-
ment on 3830 of 1956 and author's reply. 

621.317.742.029.64 2248 
A Coaxial Standing-Wave Detector for the 

S-Band—L. W. Shawe and G. W. Fynn. 
(Proc. I EE, Part B, vol. 104, pp. 188-190; 
March, 1957.) 

621.317.75:537.226/.227 2249 
Bridge for Accurate Measurement of Ferro-

electric Hysteresis—H. Diamant, K. Drenck, 
and R. Pepinsky. (Rev. Sci. lash'., vol. 28, pp. 
30-33; January, 1957.) This instrument gives 
an undistorted display of hysteresis loops even 
with samples of relatively high conductivity. 
The bridge measurements are independent of 
the frequency and waveform of the applied 
voltage. 

621.317.755:621.385.83 2250 
Blue-Trace Oscillograph, a New Instru-

ment for Recording Nonperiodic Phenomena— 
W. Dietrich. (Nachrichtentech. Z., vol. 9, pp. 
504-507; November, 1956.) The equipment 
described uses a skiatron-type tube. The dark 
trace produced persists for several days, under 
appropriate conditions, or it can be erased in a 
few seconds by means of a built-in heater. Fre-
quency components up to 15 kc can be recorded 
at writing speeds not exceeding 400 ms. 

621.317.763 2251 
Resistive Fins Improve Wavemeter Tuning 

—K. Ishii. (Electronic Ind. Tele-Tech., vol. 15, 
pp. 59, 128; November, 1956.) To increase the 
absorption of electric field energy in cylindrical 
cavity wavemeters, a conventional flat power 
absorber was fitted with radial fins projecting 
into the cavity. The improvement is evident 
from a comparison of the tuning characteristics 
before and after modification. 

OTHER APPLICATIONS OF RADIO 
AND ELECTRONICS 

539.16.08:621.385.15 2252 
Electron Multipliers for the Registration of 

Corpuscular and Hard Electromagnetic Radi-
ations—T. M. Lifshits. (Radiolekhnika i Elek-
tronika, vol. 1, pp. 1272-1283; September, 
1956.) The 13-stage electron multiplier, which 
is similar to that described by Allen (1106 of 
1948), uses an activated Cu-Al-Mg alloy 
cathode and secondary-electron emitters; the 
amplification factor lies between 101 and 10 11 
at a voltage of 300 I/ per stage. Mg or Ta 
photocathodes are used in the ultraviolet 
counter, and a cathode comprising 20 layers 
of Pt foil in the X- and 7-ray counters. 

551.508.1:621.398 2253 
The Scatter Error of the "Modell Lang" 

Radiosonde—W. Klinkow and R. Weide. (Z. 
Met., vol. 10, pp. 308-313; October, 1956.) A 
report is presented of tests on this radiosonde, 
which is the type used in the East German 
meteorological service. Masking by fortuitous 
errors made it impossible to determine the 
scatter between readings given by different 
specimens of the same model. 

616-7:621.374.3: 621.314.7 2254 
A Transistor Cardiotachometer—L. Moly-

neux. (Electronic Eng., vol. 29, pp. 125-127; 
March, 1957.) A small, portable, battery-
operated instrument designed for use in the 
operating suite of a hospital. 

621.317.39:531.71:621.319.43 2255 
Design of Capacitance Displacement Trans-

ducers—R. K. Vinycomb and F. E. Martyr. 
(Instrum. Practice, vol. 10, pp. 985-987; 
November, 1956.) Practical details, including a 
nomogram, are given for simple piston-type 
coaxial-cylinder capacitors for measuring me-
chanical displacements over a wide range. 

621.373.52:621.43.04 2256 
A New Electronic Ignition System for 

Motor Cars—M. J. Guiot. (Électronique, Paris, 
no. 120, pp. 51-52; November, 1956.) The 
equipment described, which is now produced 
commercially, uses an 80-kc transistor oscillator 
and step-up transformer producing 12 to 20 
kv. High efficiency and output independent of 
motor speed are its chief advantages. 

621.383.2:621.385.832:778.5 2257 
The Myriatron—G. H. Lunn and R. A. 

Chippendale. (Electronic Radio Eng., vol. 34, 
pp. 156-160; May, 1957.) The principles of 
operation of an image dissector for high-speed 
cinematography are described. 

621.384.6 2258 
Electrostatic Lens—N. P. Carleton. (Rev. 

Sci. Instr.. vo!. 28, pp. 9-10; January, 1957.) A 
lens having the potential function V(r,z) 

a(20— r2) in cylindrical coordinates was 
found to focus a highly divergent ion beam 
more effectively than conventional lenses. 

621.384.6 2259 
Variable-Energy Particle Accelerators— 

J. W. Gallop. (Nature, London, vol. 179, p. 
492; March 2, 1957.) Comment on recent de-
velopments in design of proton accelerators. 

621.384.612 2260 
Method of Investigating Radial-Phase 

Oscillations of Electrons in a Synchrotron— 
Yu. M. Ado. (Zh. Eksp. Teor. Fiz., vol. 31, pp. 
533-534; September, 1956.) The principles of a 
method based on the observation of light 
radiated by the electrons are described. 

621.384.613 2261 
Approximations for Linear Betatron Oscil-

lations—F. T. Adler and D. Baroncini. 
(Nuovo Cim., vol. 4, pp. 959-974; November 1, 
1956. In English.) "Approximation methods for 
calculating the characteristic exponent of ex-
tended Hill equations are derived and applied 
to the computation of linear betatron oscilla-
tions." 

621.385.833 2262 
Aperture Aberration of Strong-Focusing 

[electron] Lenses—M. Y. Bernard and J. 
Hue. (CR. Acad. Sci., Paris, vol. 244, pp. 732-
735; February 4, 1957.) Continuation of analy-
sis ( 1559 of 1957) with a note on the size and 
shape of the focal distortion caused. 

621.385.833 2263 
The Theory of the Reflection Electron 

Microscope—D. Wiskott. (Optik, Stuttgart, 
vol. 13, pp. 463-478 and 481-493; October and 
November, 1956.) The theory of an electron 
microscope for viewing the object by reflected 
electrons is developed on the basis of geometri-
cal optics and wave mechanics; the approxi-
mate solutions derived agree with experimental 
results. In practice, the resolution obtainable 
should reach 120-150). for a field strength of 
100 kv/cm. 

621.385.833 2264 
The Resolving Power of an Emission-Type 

Electron Microscope in the Presence of a 
Diaphragm, and the Velocity Spectrum of 

Transmitted Electrons—C. Fert and R. 
Simon. (C.R. Acad. Sci., Paris, vol. 244, pp. 
1177-1179; February 25, 1957.) The analysis 
of the microscope described earlier (904 of 
1957) shows that the resolution is independent 
of the velocities of the electrons emitted by 
the cathode. 

PROPAGATION OF WAVES 

621.396.11 2265 
Radio Wave Propagation—( Nature, Lon-

don, vol. 179, pp. 354-356; February 16, 1957.) 
Report on a colloquium held in Paris, Sep-
tember, 1956, covering tropospheric and 
ionospheric propagation and general theoretical 
problems. Papers are to be published in Onde 
élect. 

621.396.11 2266 
On the Multiple Diffraction ol Electromag-

netic Waves by Spherical Mountains—K. 
Furutsu. (J. Radio Res. Labs., Japan, vol. 3, 
pp. 331-390; October, 1956.) The treatment 

discussed in 3186 of 1956 is extended to the 
problem of multiple diffraction. The formulas 
obtained cover a wide range of angles and are 
applicable to diffraction by the earth's surface. 

621.396.11 2267 
The Calculation of Field Strength over 

Mixed Paths on a Spherical Earth—K. Furutsu 
and S. Koimai. (J. Radio Res. Labs., Japan, 
vol. 3, pp. 391-407; October, 1956.) Graphs 
and tables of factors required in field strength 
calculations based on the formula derived in 
2191 of 1956 (Furutsu) are given. 

621.396.11:511.510.535 2268 

D-E Layer Electron Model Revised from 
Considerations of the Diurnal Variation of 
Experimental Results—T. Kobayashi. (J. 
Radio Res. Labs., Japan, vol. 3, pp. 279-305; 
October, 1956.) The electron model (2194 of 
1956) is modified on the basis of an analysis 
of experimental results obtained by various 
authors and a revision of Chapman's theory. 
Absorption charts are compared and the use 
of transmission curves in calculations is illus-
trated. 

621.396.11 : 551.510.535: 523.75 2269 
Some Effects of Intense Solar Activity on 

Radio Preparation—Houston, Ross, and 
Schmerling. (See 2128). 

621.396.11: 551.510.535: 621.317.75 2270 
Measurement of Ionospheric Path-Phase 

for Oblique Incidence—R. Price and P. E. 
Green, Jr. (Nature London, vol. 179, pp. 372-
373; February 16, 1957.) Three techniques for 
direct measurement of path/phase variations 
at oblique incidence are outlined. They are 
based on heterodyning the received wave train 
with an IF that is an integral multiple of the 
pulse repetition rate. Sample recoi-ds are shown. 
Experiments to be made using Cs frequency 
standards include the examination of multi-
path transmissions associated with forward 
scatter. 

621.396.11.029.45 2271 
Lightning and the Propagation of Audio-

Frequency Electromagnetic Waves— Ya. L. 
Al'pert. (Uspekhi Fiz. Nciuk, vol. 60, pp. 369-
389; November, 1956.) See 919 and 920 of 
1957 (Al'pert and Borodina). 

621.396.11.029.45:621.396.933.2:551.594.6 
2272 

Very-Low-Frequency Propagation and Di-
rection-Finding—F. Horner. (Proc. I EE, Part 
B, vol. 104, pp. 73-80; March, 1957.) Direction 
finding observations on a cw transmitter at 16 
kc have established the magnitude of polariza-
tion errors with crossed-loop antennas. Errors 
on atmospherics are similar, but may have less 
practical importance depending on how the 
results are used. The reflecting properties of 
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the ionosphere at 16 kc were found to depend 
on the azimuthal direction of propagation. 

621.396.11.029.55: 551.510.535 2273 
Propagation on 27 Mc/s via E.-Layer Re-

flections—V. liesugi, I. Kasuya, and J. 
Orimo. (J. Radio Res. Labs., Japan, vol. 3, pp. 
265-278; October, 1956.) Report on propaga-
tion tests carried out over 540-1470 km paths 
to investigate the validity of an empirical 
formula relating fEs to field strength, derived, 
by Kono, et al. (1770 of 1955). Disagreement at 
higher field strengths could be explained by 
assuming partial reflections. 

621.396.81.029.55 2274 
Index of Short Radio Wave Intensity—V. 

Hakura and M. Miyamoto. (J. Radio Res. 
Labs., Japan, vol. 3, pp. 307-329; October, 
1956.) The field strength of the 10- and 15-
mc WWV transmissions received at Hiraiso, 
Japan was analyzed by the statistical method 
outlined. The daily indices from 1950 to 1955 

are tabulated. 

621.396.812.3.029.64/.65 2275 
Some Problems Posed by Wave Propaga-

tion at 8-mm and 3-cm Wavelength over the 
Sea and through Rain—D. G. Kiely. (Ann. 
Télécommun., vol. 11, pp. 233-244 and 267-
279; November and December, 1956.) Ac-
count of tests carried out in 1951 and 1952 and 
separately covered by previous reports (see 
e.g., 1554 and 1774 of 1954). 

RECEPTION 

621.396.621:621.376.33 2276 
Principles of Design of Battery-Operated 

Frequency-Modulation Receivers—R. A. Lam-
pitt and J. P. Ilannifan. (J. Brit. IRE, vol. 17, 
pp. 173-185; March, 1957.) A theoretical cir-
cuit diagram of a nine-tube transportable re-
ceiver is included. The main emphasis of the 
discussion is on the mixer, IF amplifier, and 
demodulator stages. 

621.396.621:621.376.33 2277 
Limiters and Discriminators for F.M. Re-

ceivers—G. G. Johnstone. (Wireless World, 
vol. 63, pp. 124-127 and 235-240; March and 
May, 1957.) An analysis and design procedure 
are detailed for the "idealized" ratio detector, 
together with a comparison with the Foster-
Seeley arrangement. Parts 1 and 2: 1220 of 
1957. 

621.396.621:621.396.215 2278 
Frequency Diversity in the Reception of 

Selectively Fading Binary Frequency-Modu-
lated Signals—J. W. Allnatt, E. D. J. Jones, 
and H. B. Law. (Proc. IEE, Part B, vol. 104, 
pp. 98-110; March, 1957. Discussion, pp. 147-
152.) The use of frequency diversity is advo-
cated to obtain all available information from 
both the marks and spaces in radio-telegraphy. 
An experimental demodulation unit showed, 
in laboratory tests and in the field, the advan-
tages of diversity over coventional methods. 

621.396.621:621.396.215 2279 
The Signal/Noise Performance Rating of 

Receivers for Long-Distance Synchronous 
Radiotelegraph Systems using Frequency 
Modulation—H. B. Taw. (Proc. IEE, Part B. 
vol. 104, pp. 124-129; March, 1957. Discus-
sion, pp. 147-152.) Experimental and theoreti-
cal results indicate that the steady-signal 
error-liability of fm radio-telegraph receivers 
of the limiter-discriminator type is character-
ized by a simple exponential function of the 
signal/noise ratio. Fading-signal performance 
with or without diversity is readily derived 
from the steady-signal performance. 

621.396.812:621.396.215 2280 
The Detectability of Fading Radiotelegraph 

Signals in Noise—H. B. Law. (Proc. I EE, 
Part B, vol. 104, pp. 130-140; March, 1957. 

Discussion, pp. 147-152.) An ideal receiver for 
binary synchronous telegraphy is defined and 
the noisy-signal performance of a practical 
receiver measured in terms of its departure from 
the ideal. Analysis leads to a mathematical 
specification for the ideal diversity receiver 
which provides a basis for the design of practi-
cal receivers. 

621.396.812.029.64 2281 
An Experimental Study of some Fading 

Characteristics of 10-mc Waves in the Scatter 
Region—D. G. Kiely, S. J. Robinson, and F. C. 
Chesterman. (J. Brü. IRE, vol. 17, pp. 161-
171; March, 1957.) Data presented include the 
short-term fading rate, amplitude, and fading 
pattern correlation using spaced antennas, for 
a 100-mile path over the Bristol Channel, and 
the amplitude of mean-level fades in the North 
Sea area. 

621. 396.812.3.001.57 2282 
An Improved Fading Machine—H. B. Law, 

F. J. Lee, R. C. Looser, and F. A. W. Levett. 
(Proc. ¡EE, Part B, vol. 104, pp. 117-123; 
March, 1957. Discussion, pp. 147-152.) A 
fading signal with a Rayleigh amplitude dis-
tribution and random phase variations was 
obtained by mixing six components, with 
slightly different and suitably varying fre-
quencies. 

STATIONS AND COMMUNICATION 
SYSTEMS 

621.376.3 2283 
An Investigation of the Spectra of Binary 

Frequency-Modulated Signals with Various 
Build-Up Waveforms—J. W. Allnatt and 
E. D. J. Jones. (Proc. I EE, Part B, vol. 104, 
pp. 111-116; March, 1957. Discussion, pp. 147-
152.) Spectra were determined experimentally. 
Results suggest that trapezoidal modulation 
gives the smallest bandwidth for a given total 
build-up time. 

621.376.5: 621.373.431.1 2284 
A Method of Time-Pulse Transformation— 

I. A. Zakaharya and V. N. Mikhailovski. 
(Avtomatika i Telemekha,nika, vol. 17, pp. 836-
846; September, 1956.) The properties are con-
sidered of a new system of transforming the 
voltage amplitude of rectangular pulses into 
time intervals between the leading edges of 
pulses of higher frequency. The system includes 
a cathode-coupled multivibrator circuit. Analy-
sis suggests applications in telemetry systems. 

621.39:534.78 2285 
A Development of the Collard Principle of 

Articulation Calculation—J. Collard; D. L. 
Richards and R. B. Archbold. (Proc. IEE, 
Part B, vol. 104, p. 196; March, 1957.) Com-
ment on 3873 of 1956 and authors' reply. 

621.39.001.11 2286 
Theory of Transmission of Information 

through Stochastic Communication Channels— 
M. Rozenblat-Rot. (C. R. Acad. Sci. U.R.S.S., 
vol. 112, pp. 202-205; January 1 l, 1957. In 
Russian.) Mathematical paper. 

621.39.001.11 2287 
On the Capacity of a Discrete Channel: 

Part 2—S. Muroga. (J. Phys. Soc., Japan, vol. 
11, pp. 1109-1120; October, 1956.) Extension 
of the theoretical treatment of noisy channels 
outlined in Part 1 (254 of 1954). 

621.396.324: 621.317.7 2288 
Laboratory Test Equipment for Synchro-

nous Regenerative Radiotelegraph Systems— 
C. G. Hilton, II. B. Law, F. J. Lee and F. A. W. 
Levett. (Proc. ¡ RE, Part B. vol. 104, pp. 141 
147; March, 1957. Discussion, pp. 147-152.) 
Element error rate is measured directly. 

621.396.41 8 
Double-Sideband vs Single-Sideband 2Sys-

tems—J. P. Costas. (Paoc. IRE, vol. 45, pp. 

534-537; April, 1957.) The utility of se as 
opposed to dsb transmissions is questioned on 
particular aspects such as spectrum conserva-
tion, power gain, waveform preservation, 
propagation, and expense. 

621.396.41 2290 
Synchronous Communications—R. R. Mc-

Pherson. (Pnoc. IRE, vol. 45, pp. 537-538; 

April, 1957.) Comment on 936 of 1957 (Costas). 

621.396.41 2291 
Single-Sideband Techniques—(Pnoc. IRE, 

vol. 45, pp. 538, 540; April, 1957.) Comments 
on two of the papers noted in 937 of 1957 and 
authors' replies. 

621.396.41 2292 
S.S.B. Performance as a Function of Carrier 

Strength—N. H. Shepherd: W. L. Firestone. 
(Psoc. IRE, vol. 45, pp. 541-543; April, 1957.) 
Comment on 938 of 1957 and author's reply. 

621.396.41:621.396.11 2293 
Single-Sideband Techniques in U.H.F. 

Long-Range Communications—J. E. Bartow: 
W. E. Morrow, Jr, C. L. Mack, Jr., B. E. 
Nichols, and J. Leonhard. (Piton. IRE, vol. 
45, p. 539; April, 1957.) Note of correction to 
939 of 1957. 

621.396.5:621.396.65 2294 
The Application of Rural Radio to Tele-

phone Networks—C. B. Wooster. (A. TE. J., 
vol. 12, pp. 300-312; October, 1956.) A de-
scription of commercially available vhf fin 
equipment for both subscriber and junction 
working. Signal/noise ratios > 51 db are attain-
able. See also 3040 of 1954 (Felix and Wooster). 

621.396.65.029.6 2295 
Propagation Test on Microwave Communi-

cations Systems—H. R. Mathwich, E. D. 
Nuttall, J. E. Pitman and A. M. Randolph. 
(Elec. Eng., vol. 75, pp. 1020-1025; November, 
1956. Commun. & Electronics, no. 28, pp. 685-
691; January, 1957.) Reports of tests at 955.5, 
1965 and 6730 mc over a land-path 20 miles 
long carried out over a period of 16 months. 

SUBSIDIARY APPARATUS 

621.311.6:541.133 2296 
A Constant-Current Device for Use in the 

Measurement of Transference Numbers by 
the Moving-Boundary Method—D. T. Hopkins 
and A. K. Covington. (J. Sci. Instr., vol. 34, 
pp. 20-21; January, 1957.) "A circuit is de-
scribed which will supply a current of between 
0.5 and 2.5 ma, constant to 0.1 per cent with 
a ten-fold load impedance change, in the range 
5-500 ka" 

621.316.722.078.3 2297 
A Low-Voltage D.C. Stabilizer using a 

Saturated-Diode Controller—F. A. Benson and 
M. S. Seaman. (Electronic Eng., vol. 29, pp 
121-125; March, 1957.) Supplies current up to 
30 a. 

TELEVISION AND PHOTOTELEGRAPHY 

621.397.2 2298 
Increasing the Efficiency of the Transmis-

sion of Television Signals—D. A. Novik. 
(Radiotekhnika i Elektronika, vol. I, pp. 1230-
1239; September, 1956.) The bandwidth-
compression system discussed is based on a 
transformation of the time-scale of the tele-
vision signal. Block diagrams of the system are 
given. 

621.397.24: 621.315.212.1 2290 
The "G-Line" Community TV System— 

R. B. Gary. (Radio & Telev. News, vol. 56, pp. 
40-41; November, 1956.) Description of a 15-
mile transmission system using the Goubau 
line to bring television signals to a 
community outside the normal reception area. 
The channel 13 signals are converted to channel 
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4 before launching by a 58-inch diameter, 450 
taper conical horn on to the polyethylene-
coated line. The line is suspended from tele-
phone poles. Nine line amplifiers are used along 
the line. 

621.397.5:621.396.4 2300 
Television with Multiple Sound Channels— 

A. Dubec. (Électronique, Paris, no. 120, pp. 
31-36; November, 1956.) From a comparison 
of various methods of combining several dif-
ferent sound transmissions with a single picture 
signal a carrier-current multiplex system and 
a pam system appear the most suitable. Basic 
characteristics and circuits are discussed with 
reference to French standards. 

621.397.621.2:535.623 2301 
Some Considerations concerning the 

Gamma of a Tricolor Picture Tube—W. F. 
Niklas. (J. Soc. Mot. Pict. Telev. Eng., vol. 
65, pp. 546-551; October, 1956.) The expres-
sion for gamma is derived and its correlations 
with gun design parameters found. Methods 
of compensation for different red, blue, and 
green phosphor efficiencies and the influence 
of manufacturing tolerances on gamma are 
discussed. Among gun designs which permit 
the use of equal drives on all three guns the 
triplet with different spacings in the triode 
gives the best results if close tolerances can 
be maintained. 

621.397.7: 621.396.712.3 2302 
The Du Mont Telecentre—R. D. Chipp, 

(J. Soc. Mot. Pict. Telev. Eng., vol. 65, pp. 
535-542; October, 1956.) Description of archi-
tectural features and of some of the equipment 
installed. 

621.397.8 2303 
The Black-White Step in Vestigial-Side-

band Television Transmissions—D. Bane-
mann and W. Handler. (Arch. elekt. ü bertra-
gang, vol. 10, pp. 457-466; November, 1956.) 
Analysis of investigations made to establish 

tolerances for the various elements of television 
transmitters in conformity with CCIR stand-
ards. The reproduction of a black-white step 
as characterized by rise time, overshoot, and 
smearing was examined; some methods of 
improving picture quality are discussed. 

621.397.5:535.623 2304 
Principles of Color Television [Book Re-

view]—K. McIlwain and C. E. Dean (eds). 
John Wiley & Sons, Inc., New York, N.Y. and 
Chapman & Hall, Ltd., London, 1956. (Na-
ture, London, vol. 179, pp. 645-646; March 30, 
1957.) A work by the Hazeltine Laboratories 
Staff. "This book should be of great value to 
professional television engineers engaged in 
research and development, in equipment de-
sign, or in broadcasting." 

TRANSMISSION 

621.396.61:621.376.3 2305 
Out-of-Channel Radiation from Mobile 

F.M. V.H.F. Transmitters—A. L. Rowles. 
(Electronic Eng., vol. 29, pp. 102-107; March, 
1957.) A low-pass filter following the clipper-
type limiter reduces the power radiated in 
unwanted sidebands produced by harmonic 
distortion in the limiter. 

TUBES AND THERMIONICS 

621.314.7:621.318.57 2306 
The Symmetrical Transistor as a Bilateral 

Switching Element—Trousdale. (See 2043.) 

621.314.7: 621.375.4 2307 
Transistor Bias Stabilization—J. S. Murray. 

(Electronic Radio Eng., vol. 34, pp. 161-165; 
May, 1957.) "A method of using two transistors 
in cascade is described which enables the 
operating conditions of the first to be stabilized 
to a high degree. As a result, it becomes practi-
cable to operate with a very low collector-base 
voltage and so to minimize semiconductor 
noise." 

621.314:681.142 2308 
The Junction Transistor as a Computing 

Element—Wolfendale, Morgan, and Stephen-
son. (See 2036.) 

621.383.27: 621.373.43:535.376 2309 
An Electron Multiplier as a Pulsed Light 

Source—R. Gerharz. (Z. angeut. Math. Phys., 
vol. 7, pp. 529-536; November 25, 1956.) Ex-
periments on multistage photomultipliers with 
grid control and high over-all conductance are 
discussed. For operation as a pulse generator, 
the tube has a coaxial -line feedback from either 
the collector or the last dynode to the control 
grid. The pulse amplitude was about 7v; the 
duration was about 8 X10-9s, or 3 XlIres, 
when coaxial-line stubs were used. Pulse fre-
quency was about 10 mc with a feedback line 
of length 25 m. Blueish luminescence was ob-
served particularly at the dynodes carrying the 
higher currents; the total light energy is esti-
mated at about 0.2 w and the luminescence 
pulses are coincident with the electrical ones; 
an electroluminescence process in the MgO 
secondary-emission layers is believed to be 
responsible. 

621.385.83:621.317.755 2310 
Blue-Trace Oscillograph, a New Instru-

ment for recording Nonperiodic Phenomena— 
Dietrich. (See 2250.) 

MISCELLANEOUS 

621.3-71 2311 
Heat Control in Electronic Equipment— 

E. N. Shaw. (Electronic Eng., vol. 29, pp. 13-
23, 65-70, and 115-118; January-March, 
1957.) An experimental study of natural meth-
ods of cooling compact equipment by determin-
ing the mechanism of heat loss front basic units 
of simple design. An appreciation is obtained 
of the effectiveness of loss by conduction, con-
vection, and radiation and the optimum use of 
each in the construction of single instruments 
and rack-mounted units is illustrated. 


