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THE COVER-The release of hundreds of kilowatt hours of elec-
trical energy in a single stroke of lightning is a major source of 
noise in radio communications systems. Although the physics of 
this discharge is simple in concept, its detailed description is so 
complex that even today the processes by which lightning is gener-
ated are not fully understood. An excellent review of the pres-
ently available facts and most recent authoritative conclusions 
concerning this phenomenon is presented in the article on page 1331. 

Copyright 1957, by the Institute of Radio Engineers. Inc. 
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Scanning the Issue 
The Electrification of Precipitation and Thunderstorms 

(Gunn, p. 1331)—Despite the fact that lightning is one of na-
ture's most commonplace spectacles, the mechanisms by which 
it is produced has remained one of the major puzzles of sci-
ence. It is evident that a predominance of electrical charges of 
a like sign builds up in a rain cloud until the electric field in-
tensity exceeds the dielectric strength of the atmosphere. At 
this moment, it is estimated, the cloud potential exceeds 100 
million volts and the lightning discharge that follows will 
probably expend 500 killowatt hours of energy. But by what 
processes is this enormous store of electrical energy accumu-
lated? The importance of static in radio communications and 
an avid curiosity about its origin prompted the PROCEEDINGS 
editors to find out. They turned to one of the world's leading 
authorities for an explanation of the basic physical processes 
involved. The result is a paper which all readers will find re-
warding and stimulating. Despite the complexity of the sub-
ject, the author unravels in a clear fashion much of the mys-
tery surrounding this awesome phenomenon. Starting with the 
generation of ion pairs in the atmosphere by cosmic rays and 
other mechanisms, the reader is taken through the steps by 
which rain drops become selectively electrified and a final 
gross separation of positive and negative charges occurs. The 
discussion discloses new facts as well as reviewing old ones in 
what is probably the most complete and authoritative expla-
nation of the generation of atmospheric electricity that has 
yet been published. 

An Improved High-Gain Panel Light Amplifier (Kazan, p' 
1358)—The panel light amplifier is a relatively new device 
which has many interesting potential uses. In essence, it con-
sists of a layer of photoconductive material (cadmium sulide 
powder) followed by a layer of electroluminescent phosphor, 
with an ac voltage applied across the two layers. In the dark 
the high impedance of the CdS laver permits only a negligible 
fraction of the ac voltage to be applied across the phosphor 
layer. When light falls on the CdS, its resistance decreases and 
a greater exciting voltage appears across the phosphor layer, 
resulting in the emission of light at a greater intensity than the 
input light falling on the CdS layer. This paper reports on 
some substantial improvements that have been made since the 
first experimental model was announced two years ago. These 
improvements have to do with the method of connecting the 
individual photoconductive elements in the panel to the rest 
of the circuit so as to enable a more efficient type of operation, 
and the development of a more sensitive CdS powder. The re-
sult is a much improved light amplifier whose gain is 10 times 
greater than any previous amplifier and whose threshold for 
input light is greatly reduced. The high gains and long per-
sistence of the device make it potentially useful in intensifying 
the low-light-level images that are common to slow-scan TV 
and certain radar screens. Moreover, the device is sensitive to 
infrared and, especially, X-ray radiation. In the latter case the 
light amplifier can convert an X-ray image into a visible pic-
ture 100 times brighter than a fluoroscope screen which, until 
now, has been the primary means of direct viewing of X-rays. 

The Large-Signal Behavior of Crossed-Field Traveling-
Wave Devices (Feinstein and Kino, p. 1364)—This paper con-
siders a class of traveling-wave devices in which the electron 
beam flow is perpendicular to both the dc electric and mag-
netic fields. After developing a large-signal theory of opera-
tion, the authors employ an analog computer to analyze the 
operating characteristics of a forward-wave amplifier, back-
ward-wave amplifier and backward-wave oscillator. The re-
sults show clearly the relative merits and limitations of these 
devices with respect to gain and efficiency. This is the first 
large-signal analysis that has been made of crossed- field tubes, 

and as such represents an important, original contribution to 
the microwave tube field. 

A Versatile Multiport Biconical Antenna (Honey and 
Jones, p. 1374)—A novel antenna system has been developed 
which can be used as a new type of direction finder or as a 
multiplexer at microwave frequencies. The antenna itself con-
sists of two flared cones mounted in tandem so that the neck 
of one points down the mouth of the one behind. The antenna 
feeds into a coaxial line, each quadrant of which is channelled 
off into a separate waveguide. The direction of arrival of an 
incoming signal is given by the relative amplitudes of the sig-
nals in the four waveguides. Alternatively, with additional 
waveguide circuitry the propagation modes in the system can 
be separated and brought out to three separate ports. The 
phase difference between two of them again gives the angle of 
arrival of a received signal. Because the three ports are well 
isolated from each other, this latter arrangement can be 
turned around and used as a multiplexing system and omni-
directional transmitting antenna. The novelty and versatility 
of the system will make it of considerable interest in the fields 
of antennas, microwave communications and navigational 
electronics. 

Radio Propagation Above 40 MC Over Irregular Terrain 
(Egli, p. 1383)—Radio transmission above 40 mc usually takes 
place over terrain which is dotted with trees, buildings and 
other irregularities so that the standard formulas for calculat-
ing propagation attenuation under idealized conditions be-
come unsatisfactory. In this paper the author analyzes a large 
number of propagation measurements, made in the past by 
various organizations, in an effort to derive empirically rela-
tions for terrain effects versus frequency, antenna height, po-
larization and distance. Ilis results, presented in the form of 
norrographs and correction curves, will be very useful to those 
dealing with the service area of vhf and uhf broadcasting sta-
tions and mobile communication systems covering distances 
up to 40 miles. In particular, this study will find direct appli-
cation to problems of systems design, frequency allocation, 
and interference evaluation. 

Design Theory for Depletion Layer Transistors (Gartner, 
p. 1392)—The continuing effort to increase the operating fre-
quencies of transistors is aimed primarily at two problems: 
increasing the speed with which carriers travel from the emit-
ter to the collector junction, and reducing the values of the in-
ternal RC combinations in the transistor. Because very high 
electric fields may be created in the depletion layer of a re-
verse- biased p-n junction, it has been proposed that injecting 
carriers into this region would result in maximum attainable 
carrier speeds, thus meeting the first problem. At the same 
time, careful design would, it is felt, keep the RC values low 
enough to insure operation up to microwave frequencies. 
This paper takes a theoretical excursion into the design of 
this new type of transistor, presenting valuable information 
on the behavior of one form of the device and suggesting 
other forms and modes of operation for future study. 

A Note on Numerical Transform Calculus (Boxer, p. 1401) 
—Over the past ten years several numerical transform tech-
niques have been developed for solving integro-differential 
equations of a type that arise in problems involving linear and 
nonlinear systems. These techniques have proved valuable in 
analyzing the behavior of networks and in using digital com-
puters in the solution of problems. This paper modifies and 
extends previous methods by overcoming the difficulty of in-
cluding the initial conditions in the working of the problem 
and by increasing the accuracy of the solution. 
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Poles and Zeros 

Questions. Two issues ago, in announcing the recent 
formation of the Professional Group on Education, we 
expressed the hope that this group would quickly un-
cover problems peculiar to education in electronics and 
the allied arts. Now, from another source, comes a 
proposal that would appear to be proper grist for the 
PGE mill. 

Writing in a recent issue of Harper's Magazine (" Can 
We Grow Geniuses in Science?," June. 1957), Lancelot 
Law \\'hyte asks in effect: How can outstanding stu-
dents of science and engineering be inspired to original 
thinking, to the synthesis of new and embracing con-
cepts? How can they be turned away from preoccupa-
tion with mere elaboration or refinement of past art? 

Mr. Whyte's answer* is: "Ask the right question.... 
It is a commonplace that fertile scientific activity results 
from posing of the right questions. But they must not 
only be posed, the attention of the young must be called 
to them as a deliberate policy. .. . We cannot produce 
genius at will, but if it is there we can provoke it. We 
cannot say whether America will produce an Einstein 
tomorrow, but we can at least plant flags in the un-
known." Whyte proposes that faculties concerned with 
scientific education should proclaim each year "ten un-
solved fundamental problems lying in the broad field of 
the faculties ... and let these problems be collected in 
a master Book of Problems, lying open to all on the 
reference desk of every scientific library." 
Why, indeed, should not the PGE Administrative 

Committee set up as one of its immediate objectives the 
compilation of an IRE Book of Problems and give it 
wide circulation among students and teachers in science 
and engineering? The other Professional Groups could act 
as expert advisers in choosing the questions and phras-
ing them incisively, to stimulate rather than to baffle. 
Some questions would be of the fundamental type pro-
posed by Mr. Whyte; others might relate to more im-
mediate concerns, such as improvements in the design 
and application of devices and components. 

Examples readily come to mind. In the fundamental 
realm, the PG on Information Theory has been wrest-
ling in the pages of its TRANSACTIONS with the conceptual 
difficulties associated with the word entropy. Originally 
devised for thermodynamics, this term has been adopted 

'Quoted by permission. Copyright 1957 by Harper & Brothers. 

by students of information theory because there is an 
engaging similarity between the disorder of a thermo-
dynamical system and the disorder of an information 
transmission system. But the analogy is by no means 
exact, and use of one word to cover the two situations 
may in fact generate more confusion than understand-
ing. An IRE Problem posed to bring out the subtle 
distinctions in the disorder states of communication sys-
tems, versus other disorderly disciplines, might well be 
on the list. 
As a second example, closer to home, the PG on Elec-

tron Devices might well draw attention to the wide gulf 
separating our understanding of semiconductors as used 
in the cathodes of vacuum tubes, as contrasted with 
their use as the base material in transistors. The former 
is still cook-book artistry after 40 years; the latter has 
become almost an exact science in a decade. What in-
sight, what controls and measurements are needed to 
take oxide cathodes out of the kitchen? As a third exam-
ple, if we want to uncover a second Einstein, the PG on 
Antennas and Propagation might wish to pose the prob-
lem of the propagation velocity of the field of gravity, 
its detection and measurement. 

Participation. The educational matters discussed above 
are just as much the concern of the non-educational 
members of IRE as they are of the professors. In fact, 
one of our most prominent educators has been heard to 
observe that, if you leave such matters to the likes of 
him without industry drive behind them, not much 
concrete progress can be expected. So the constitution 
of the PG on Education wisely provides that half the 
membership of the Administrative Committee shall be 
from the teaching profession and half from industry. 
Practicing engineers and scientists in industry who have 
ideas to offer or axes to grind in the educational sphere 
are therefore urged to join this group and to make them-
selves available to assist in its management. Write HQ 
for the application blank; the assessment is $3.00 per 
year. 

Reminder. We hope to close the books on the IRE Edi-
torial Survey at the end of next month. So, if you have 
not participated in the survey, consult the PROCEED-
INGS for June 1957. pages 737 and 884. Then write your 
Section Chairman.—D.G.F. 
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Frank A. Polkinghorn 
DIRECTOR, 1957-1958 

Frank A. Polkinghorn was born in Massachu-
setts and received his education in California, 
graduating from the University of California 
(Berkeley) in 1922 with honors in electrical engi-
neering and membership in Eta Kappa Nu, Tau 
Beta Pi, Sigma Xi and Phi Beta Kappa. 
From 1922 to 1924 he was employed in the 

Radio Laboratory of the Mare Island Navy Yard. 
In 1924 he became Chief Engineer of the A-P 
Radio Laboratories, successors to the Moorhead 
Laboratories, one of the early manufacturers of 
vacuum tubes. 1 n 1925 he entered the employ of 
the Pacitic Telephone & Telegraph Co. in San 
Francisco as a transmission engineer, transferring 
to the Radio Research Department of the Bell 
Telephone Laboratories in 1927. 
From 1928 to 1948 he had a prominent part in 

the establishment of the high frequency trans-
oceanic radiotelephone circuits of the A. T. & T. 
Co., including pioneer work in the use of single 
sideband operation. He was also active in the 
early applications of frequencies above this range 
to point-to-point applications. During World War 
II he did work on the Loran system, various radar 
systems, and bombsight and communication 
projects. 
From 1948 to 1950 he was on loan to the Army 

in Japan, where he was Director of the Research 

and Development Division, Civil Communications 
Section, Supreme Command for Allied Powers, in 
which position he had supervision of all com-
munications research, development, and manu-
facturing in Japan. In appreciation for this work 
he was elected an Honorary Member of Denki 
Tsushin Gakkai, the Japanese counterpart of the 
IRE. 
He served on several receiver committees in the 

1930's; his participation on the High Frequency 
Receiver Committee resulted in the IRE standard-
ization in 1932 of the use of resistance noise for 
the rating of radio receivers. He was a member of 
the Admissions Committee from 1941 to 1948 and 
was largely responsible for the writing of the Ad-
missions Manual. He has also served on the 
Sections and National Convention Committees 
and is presently a member of the Policy Advisory 
Committee. He held various offices in the Northern 
New Jersey Subsection and became the first full-
term Chairman of the Northern New Jersey Sec-
tion in 1954. 
He is a member of the AIEE, AAAS, Montclair 

Society of Engineers, Armed Forces Communica-
tion & Electronics Association and is a licensed 
professional engineer of the State of New York. 
In addition, he rose from IRE Associate in 1925 
to Fellow in 1938. 

• 
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The Electrification of Precipitation and 
Thunderstorms* 
ROSS GUNNt, FELLOW, IRE 

l'he following paper is one of a planned series of invited papers, in which men of 
recognized standing will review recent developments in, and the present status of, 
various fields in which noteworthy progress has been made.— The Editor 

Summary—The fundamental physical processes responsible for 
the observed electrification of ordinary precipitating clouds, as well 
as thunderstorms, is considered in quantitative terms and new facts 
are emphasized. Cosmic rays and radioactivity, sometimes supple-
mented by corona and photoionization, produce ion pairs in the 
atmosphere. These ions are transferred to cloud droplets or ice 
crystals by diffusion or by electric fields and thereby establish a 
droplet charge distribution. This distribution is profoundly influenced 
by the observed differences between the positive and negative light 
ion conductivities in the atmosphere. Electrification by induction fre-
quently supplements these processes. Rain formed by the association 
of these cloud elements may be highly electrified and a mixture of 
positive and negative drops is usually produced. Experimentally well-
established processes are considered that can selectively charge such 
rain or selectively discharge it. It is shown that either process can 
establish a free space charge distribution that is transferred toward 
the ground by gravity, and may be large enough to develop electric 
fields exceeding the dielectric strength of air. Lightning then inter-
venes. The conditions necessary to establish gross free charge dis-
tributions by regeneration are specified and shown to be met under 
frequently occurring meteorological situations. Many of the observed 
characteristics of thunderstorms are traceable to the nonuniform 
semiconducting nature of the lower atmosphere and its nonohmic 
behavior. The analysis reflects the results of earlier work. 

INTRODUCTION 

i r 1HE instantaneous release of some hundreds of 
kilowatt hours of electrical energy by a lightning 

  discharge is one of nature's most awesome spec-
tacles. Although the lightning discharge has excited the 
wonder of many men, the complexities of weather 
processes have obscured the fundamental electrome-
chanics and delayed the collection of data necessary 
to illuminate the basic physical processes. Urgently re-
quired data on the distribution of free electric charge 
within a thundercloud are still missing, although flights 
through some 25 active thunderstorms by the highly 
instrumented laboratory aircraft of the Army-Navy 
Precipitation Static Project [ 11 ] have provided a num-
ber of highly valuable samples. These samples may 
not represent all the thunderstorms distributed over 
the world and in too many cases the measurements 
are contradictory. This writer is sensitive to the fact 
that the observations are still incomplete and not al-
ways consistent or accurate, but our critics may notice 
that flying in active thunderstorms is somewhat hazard-
ous and that our small store of data was obtained only 

* Original manuscript received by the IRE, May 17, 1957. 
t U. S. Weather Bureau, Washington. D.C. 

after the highly instrumented project airplanes had been 
intentionally flown through some 25 active thunder-
storms and been struck by lightning three times! The 
author, accordingly, bequeaths to an unsympathetic 
critic the job of collecting many more facts. We trust 
that he will be lucky. 
The object of the present review is to bring together 

the presently available and reliable physical data on 
thunderstorms and attempt to synthesize from them as 
complete a quantitative description of the electrified 
thundercloud as these data permit. The principal prob-
lem of thunderstorm electricity is to describe those 
processes responsible for establishing the over-all free 
charge distribution just before lightning is initiated. 
The physics of the actual discharge is simple in concept, 
but its detailed description is complex. A discussion of 
its characteristics, therefore, are reserved for separate 
analysis. 
The electrostatic state established inside a thunder-

cloud by meteorological processes can usually be repre-
sented by a steady state. Accordingly, if one had a 
complete space-wide description of the electrostatic po-
tential, electric field, or free space charge at any given 
instant, he could immediately calculate most of the re-
quired physical quantities. Actually, such data are far 
beyond the reach of present measurement techniques 
and one must be content with samples of the above 
quantities and use these as a framework to support a 
consistent quantitative description. In general, the po-
tential differences cannot be measured and our know-
ledge of the electrostatic state is based primarily upon 
electric field measurements, and the charges carried to-
ward the ground on the precipitation particles inside 
active thunderstorms. Valuable clues to the basic pro-
cesses can be inferred from the measured charges de-
posited on the earth by rain. 
An improved understanding of the fundamental 

processes has resulted from the invention and develop-
ment of new instruments for measuring the electrical 
state and the important physical characteristics of fall-
ing rain. The development of adequate instruments has 
absorbed much of the writer's effort but their descrip-
tion will be found elsewhere [ 14, 15, 21, 42]. It is suffi-
cient to notice that out of the instrument development 
program has emerged electric field meters capable of 
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operating continuously in very heavy rain both on the 
ground and on aircraft. These instruments measure 
continuously both the sign and magnitude of the elec-
tric field and have a response time of about one second. 
Such data are of the utmost importance in assessing 
thunderstorm electrification processes. 
Supplementing the above have been instruments 

which permit the determination of the sign and magni-
tude of the free charge carried on falling rain. It is some-
times possible to measure simultaneously the mass of 
the drop by means of an instrument which has been par-
ticularly valuable on aircraft in providing specific infor-
mation on the drop charges and their approximate dis-
tribution. Other devices, such as a small wind tunnel em-
ploying ionized air as the moving fluid, have been of 
great value in the laboratory. Descriptions of some of 
the above instruments will be found in the Bibliography 
[14, 15, 21, 42]. 
As a direct result of efforts to develop new and better 

instruments, we have the largest store of coherent meas-
urements yet made in the field of atmospheric elec-
tricity; their availability is reflected in the conclusions 
and references cited herein. The emphasis in the present 
review has been largely determined by these measured 
data. Theoretical estimates have been invoked primar-
ily to bridge some of the present gaps in the measure-
ments and to guide the interpretation. 
The common active thunderstorm is a veritable mu-

seum of atmospheric phenomena. Clouds, heavy rain, 
snow, and hail are commonly produced and intermixed 
in a typical active storm and the whole matrix is bathed 
in turbulence and vertical air currents of great com-
plexity. It is inevitable, therefore, that the electrical 
phenomena will be extremely difficult to interpret and 
describe in quantitative terms. Thunderstorms com-
monly develop in thermally disturbed air masses during 
the summer months or whenever large amounts of water 
vapor are present in the atmosphere. The typical sum-
mer thunderstorm is approximately 20 kilometers in 
diameter, although the cloud mass itself may be some-
what more extensive. It commonly extends vertically 
about 12 km but occasionally may develop to 15 km 
with an increased probability for the production of hail. 
The complexity of typical thunderstorms suggests that 
many processes contribute to the observed state 
[1, 10, 47] and therefore, it is particularly necessary to 
separate those that are most energetic for quantitative 
discussion. These selections will doubtless lead to differ-
ences of opinion but as long as one clings steadfastly to 
the observed data, these differences need not be serious. 

CHARACTERISTICS OF ACTIVE THUNDERSTORMS 
AS OBSERVED ON THE GROUND 

As far as this writer is aware, normal lightning activ-
ity has never been observed in clear air except in the 
vicinity of falling precipitation. There is much additional 
evidence showing that the principal electrical effects ac-
companying a thunderstorm are closely related to the 

production and fall of precipitation. Precipitation is ne-
cessary but is not always sufficient to induce visible 
electrical activity. The free electrical charges brought 
to the earth by rain may vary over a wide range; it has 
been observed that electrical activity may be produced 
even with moderate precipitation. Conversely, heavy 
precipitation like that frequently encountered in a 
mature hurricane sometimes develops surprisingly little 
lightning activity. The connection between precipita-
tion and lightning activity, therefore, is not a direct one. 

The Electrification and Energetics 

The electrification observed in thunderstorms implies 
the gross separation of free electrical charge with a con-
sequent expenditure of large amounts of energy. It is 
important to understand this process. The electrifica-
tion is usually established by a three-stage mechanism 
whereby positive and negative ions are first generated 
from neutral molecules by cosmic rays and radioactiv-
ity, or in special cases by corona or photoelectric effects. 
The ions are transferred to cloud droplets by diffusion 
and conduction. The cloud droplets, in turn, unite to 
form a mixture of positively and negatively electrified 
raindrops. The rain is then selectively electrified to per-
mit a final gross separation of positive and negative 
charge. Under special conditions, charge is separated by 
the more efficient processes of induction. 
Cosmic rays produce about 10 ion pairs per cubic 

centimeter per second in the lower atmosphere and this 
increases, more or less uniformly, to 45 at an altitude of 
about 14 km. Extensive measurements show that when 
cloud droplets are present, the ions produced by cosmic 
rays normally diffuse onto the cloud droplets to estab-
lish an equilibrium charge. For a typical cloud con-
taining 400 droplets per cubic centimeter, all having 
a radius of 6 microns, it is found that the droplets in 
every cubic kilometer of cloud normally accumulate a 
total charge of the order of one coulomb. Cosmic rays 
will separate this much charge in about five minutes. 
The above clouds are nearly neutral and half of the drop-
lets carry positive charges while the other half carry 
negative charges. These two first stages of thunderstorm 
electrification are perfectly clear and capable of quanti-
tative formulation. However, when the cloud droplets 
grow into raindrops and these fall in the atmosphere in 
the presence of electric fields, the electrical processes 
become enormously complex. Many data are available 
describing the probable subsequent course of events and 
these will be considered in later sections. 
The energy necessary to separate the free charges 

carried by the raindrops is derived from gravitational 
forces and it is necessary to show that they are adequate. 
The electric field throughout a typical thunderstorm is 
frequently observed to be about 150 volt/cm or 0.5 
statvolt/cm, although fields 20 times this are known to 
occur [ 12 ]. The energy density required to establish the 
field is (fir)E2 erg/cm8 so that at a given instant the 
total electrostatic energy W of the storm is 
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ir 
1V = — f EVU = 10-2U = 2 10 16 erg 

8ir= 550 kilowatt hours, (1) 

where dU is the element of volume U. In a typical storm 
this volume approaches 2 X10'8 cm'. Perhaps most of 
this calculated energy is expended in a single lightning 
stroke whose energy is specified by the product of the 
effective potential and the transferred quantity of elec-
tricity. Therefore, because we will show presently that a 
typical stroke neutralizes some 17 coulombs, one may 
estimate that the initial cloud potential exceeds 108 
volts. It is not surprising, therefore, that lightning 
sparks 5 to 10 km long are frequently produced in the 
free atmosphere. 

Consider a precipitating thundercloud in which the 
liquid or crystalline water content (LWC) is a repre-
sentative 10-8gm/cm8. The work that the free water in 
this unit volume can do in falling towards the ground a 
distance h is (LWC) gh. where g is the acceleration 
due to gravity. This energy must necessarily exceed the 

electrostatic energy stored in the same unit volume or 
(1/8r)E2. Thus, if E approximates 0.5 statvolt/cm the 
electrostatic energy may be derived from the available 
condensed water falling a distance of only 10 cm. Since 
raindrops normally fall many kilometers, the available 
gravitational energy is thousands of times more than 
that necessary to establish a typical electric field. There-
fore, fairly inefficient electrical processes are entirely 
capable of describing a common thunderstorm. It is 
worthy of note in passing that the free water transferred 
to the high levels in the atmosphere ultimately derives 
its energy from the sun which originally evaporated 
the water from the earth. 

It is clear that the precipitation must always be 
electrified if active lightning is to be produced. Many 

suggestions have been made as to the basic electrifica-
tion processes [4, 10, 22, 24, 36, 47]. Perhaps most pro-
cesses invoke the transfer of ions to the drops by dif-
fusion, by conduction, or by differential convection. 
Others, of a more energetic type, such as direct induc-
tion or selective conduction induced by polarization, 
play an important role. Still others attributing the 
charge to systematically oriented surface layers have 
their special advocates. Irrespective of the particular 
process, the charges on raindrops may be greatly en-
hanced whenever large numbers of electrified droplets 
associate to form larger raindrops [24, 25, 32]. 

Electric Field 

Perhaps the most important index of thunderstorm 

activity is the electric field measured both at the ground 
and inside the active cloud high above. A vertically up-
ward surface electric field corresponding to a positive 
surface charge is adopted as positive. This is the defini-
tion used by physicists and mathematicians and is op-
posite in sign to that used by a number of workers in 
atmospheric electricity. In fair weather the surface 

electric field intensity is negative and approximates 
—1.5 volt/cm. The development of clouds over a given 
observing station usually has little influence on the fair 
weather field until 10 or 20 minutes before precipitation 
is observed at the ground. The electrification of the 
droplets permits a selective electrification of the cloud 
as a whole that thereby produces measurable electric 
fields at the surface. In a typical stable cloud the electric 
field is less than 10 volt/cm and probably less than 1 
volt/cm. When the cloud becomes unstable and pro-
duces slight precipitation, the electric field measured on 
the ground commonly approximates + 10 to + 25 volt/ 
cm and may fluctuate or even reverse sign. Frequently 
this electric field is quite steady and as the precipitation 
rate or vertical convection within the cloud increases, 

the electric field may increase to + 50 or more volts per 
centimeter at which time discontinuities in the electric 
field are sometimes observed [ 13]. These discontinuities 
normally accompany a lightning or invisible static dis-
charge. In the presence of sufficient cloud instability 
and vertical convection, a typical thunderstorm is pro-
duced and the electric field at the ground may then 
increase to about + 100 volt/cm with maxima up to 
+ 140 volt/cm. Marked discontinuities in the field are 
observed at the instant of nearly every lightning dis-
charge and reversals of sign are common. In an active 
storm the electric field may be either positive or negative 
but the basic charging processes, once the thunder-
storm is well started, are such as to produce predomi-
nantly positive electric fields at the earth's surface. 
A network of eight electric field meters was installed 

in Kansas during the thunderstorm season of 1955. We 
have complete records of the electric field established at 
these stations by an active thunderstorm throughout a 
three-hour period just prior to and after a disastrous 
tornado passed through Udall, Kan. One station within 
a mile or two of the funnel lost the door of the barn 
in which it was housed. Excerpts from these records 
are given in [30] and in Fig. 1. Their analysis shows 
that, in general, the electric field may be built towards 
negative electric field values for the first and last 10 
to 20-minute period as shown in Fig. 1, part 3. During 

the main part of the thunderstorm, however, the electric 
field is positive 61 per cent of the time but builds towards 
positive electric fields more than 90 per cent of the time 
as in Fig. 1, part 1, and Fig. 1, part 2. Such a field implies 
that an excess negative charge systematically accumu-
lates in the clouds overhead. The main problem of 
thunderstorm electricity is to describe the processes 
whereby this charge and the associated electric field are 
produced and show how to calculate their magnitude. 

In the above thunderstorm, the measurements show 

that the electric field just prior to the lightning discharge 
was positive in 88 per cent of some 2600 events. More-
over, the electric field immediately after the discharge 
was negative in 65 per cent of the cases. This implies, 
and the records clearly show, that the typical lightning 

discharge not only neutralizes the free charges accumu-
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Fig. 1--Extracts from electric field intensity records measured at ground. Active Kansas thunderstorm, May 25,1955. Electric fields in two 
top records build toward positive fields. The lower record builds toward negative fields. The measured discontinuities are always ac-
companied by a lightning discharge. 

lated overhead but, in the majority of cases, apparently 
overneutralizes the charge and develops an electric field 
which is usually of opposite sign to that existing prior to 
the lightning stroke. To be more specific, it is found that 
the average electric field is this active Kansas thunder-
storm just prior to a lightning discharge was + 41 volt/ 
cm and after the discharge was — 10.4 volt/cm. The 
number of discharges, wherein negative charge was 
neutralized overhead, was more than 10 times the num-

ber of events when positive charge was neutralized, and 
the average measured change of electric field was — 50.2 
volt/cm or 0.16 statvolt/cm. The largest electric field 
measured by the writer on the ground was + 140 volt/ 
cm, which we will see is less than 1/10 of the maximum 
electric fields commonly measured on aircraft well inside 

an active thundercloud. 
The mean charges neutralized by lightning as sum-

marized in the above data may be immediately calcu-
lated by noticing that the electric field observing sta-
tions were probably only two or three kilometers below 
the free charge distributions and therefore these may be 
assumed to approximate a horizontal sheet. Neglecting 
the fringing near the edges of these clouds one may 
write that 

E = 47ro• = 0.16 statvolt/cm (2) 

where E is the observed electric field and cr is the free 
charge per unit area of the cloud. Now if one considers 
only the change in the electric field, it is clear that the 
change in a corresponds to the discharge of the cloud. 
Now analysis of many thunderstorms shows that a 
typical storm has dimensions of 20 km X20 km so that 
by (2) one finds that the average charge neutralized for 
more than 2600 measurements approximates 17 cou-
lombs. This value is in good agreement with earlier esti-
mates by other investigators. 

Further analysis of the same thunderstorm shows 
that as the thunderstorm increases in intensity the 
number of lightning strokes per minute steadily in-
crease to an average maximum value of 4.4 strokes per 
minute. At the particular station closest to the passage 
of the tornado funnel the lightning rate increased to an 
average maximum of 7.2 strokes per minute. 
The electric fields measured at the top of mountains 

exhibit generally the same characteristics as the Kansas 
storm except that the electric fields are commonly much 
larger. A program of measurements on mountain tops is 
currently underway and more data will shortly be avail-
able. On top of a mountain nearly 6600 feet high, maxi-
mum electric fields of more than 1000 volt/cm have 
been measured. 
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Raindrop Charges 

Important clues as to the fundamental electrical 
processes inside an active thunderstorm may be dis-
covered by a careful study of the electrical charges 
brought to the earth by rain. It was found long ago that 
quietly falling rain is weakly electrified whereas rain-
drops falling from active thunderstorms are usually 
highly charged. 

Gschwend [8] observed that the charges brought down 
on typical thunderstorm raindrops were seldom of a 
single sign and that a mixture of positive and negative 
charged drops was characteristic of almost all storms. 
This fact has been verified many times and has an im-
portant bearing on the interpretation of thunderstorm 
phenomena. Gunn and Devin [ 19] measured and an-
alyzed the characteristics of some 7000 raindrops that 
represented a continuous sample of the drops falling to 
the ground from an active thunderstorm. The distribu-
tion of the number of drops in relation to the sign and 
magnitude of the free charge they carried is given in 
Fig. 2. This shows clearly that save for a slight prefer-
ence for small positive charges the distribution is nearly 
symmetrical and does not appreciably depend upon the 
sign of the surface electric field. The mixture of positive 
and negative drops usually observed and the independ-
ence of drop charge and the sign of the electric field 
show that the origin of these charges is to be found in 
mechanisms taking place far above the earth's surface. 

Fig. 2—Number of drops measured at the ground in free charge in-
tervals of 0.01 esu for active thunderstorms of May 5 and June 
10, 1950. Total positive charge brought to the ground was 83 
per cent of the total negative charge. 

Summarizing the data of Fig. 2, it was found that the 
average charge for positive drops in the above thunder-
storm was 0.022 esu/drop and for the negative drops the 
charge was 0.031 esu/drop. Moreover, the ratio of the 
sums of all the positive to negative charges brought 
down on this thunderstorm rain was 0.83. Related sets of 
data on the charge carried by rain have been given by 
Scrase [44], by Chalmers and Pasquill [3], and by 
Banerji and Lele [2]. Average values for raindrop 
charges are summarized in Table I. 

TABLE I 

AVERAGE FREE ELECTRICAL CHARGE ON INDIVIDUAL DROPLETS (ESU X108) 

Observer Altitude 
(feet) 

Gschwend (1921) surface 

Banerji and Lele 
(1932) 

surface 

Charge Quiet rain Shower rain Electrical 
storm rain 

Quiet 
snowfall 

Squall 
snowfall 

0.24 
0.53 

1.75 
5.43 

8.11 
5.88 

0.09 
0.06 

5.64 
4.78 

Chalmers and 
Pasquill (1938) 

surface 2.2 
3.0 

6.4 
6.7 

1.3 
2.3 

6.9 
7.3 

3.7* 
9.2* 

10.5 
5.7 

Gunn (1947) 4000 

12,000 

20,000 

0 
24 
41 
100 
63 

Gunn (1949) surface 

Gunn (1950) 

15 0.67 
19 1.0 

5000 

10,000 

15,000 

20,000 

81 
63 
148 
112 
123 
76 
52 
62 

Gunn and Devin 
(1953) 

surface 22 
31 

* Actual lightning activity doubtful. 
4) No droplets of this sign were observed at the indicated level. 
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Fig. 3—Top: Electric field and estimated conduction current avers 
aged over one-minute intervals for storm of May 5, 1950 Bottom: 
The convected current density for positive drops is plotted above 
the axis. Below the axis is the negative drop current density. The 
net current density is their sum. 

Convected Current Density 

When the charges on falling rain are directly meas-
ured together with their size and numbers per unit vol-
ume it is possible to calculate the convected current 
density i through 

= Q V (3) 

where N is the number of drops per unit volume, Q is 
their free charge, and V is their velocity of fall. Since the 
raindrops all fall towards the ground, the contribution 
of the positively charged and negatively charged drops 
are of opposite sign. Accordingly, it is expedient to 
calculate and plot separately the charge per unit area 
transferred per unit time to the earth by both the posi-
tive and negative drops. Such data [ 19 ] are summarized 
in Fig. 3 and are placed adjacent to simultaneously col-
lected data for the electric field and the presumed con-
duction current density. The convected current densi-
ties for the positive drops are plotted above the axis 
while those for the negative charges are plotted below. 
It may be noticed in Fig. 3 that the convected current 
densities for the positive and negative drops are seldom 
of the same magnitude and, therefore, rather large fluc-
tuations of the free drop space charge density are gen-
erally encountered. These irregularities produce associ-
ated fluctuations in the local electric field. Further, since 
the net convection current density is notably larger than 
the conduction current of opposite sign, a surplus free 
charge necessarily accumulates on the ground and this 
in turn modifies the electric field. One may notice par-
ticularly from the observed curve that the excess droplet 
convected current density is sometimes as much as 
4X10-4 esu/cm2sec. These direct measurements permit 
one to infer, through a simple analysis, that the observed 
electric fields in the free atmosphere can be excited and 
maintained by the observed charges on falling rain. 

Fig. 4—Electric field intensity measured on belly of B17 airplane 
during successive passages through active thunderstorm of July 
24, 1945 at different levels. Positive fields correspond to positive 
surface charges at the field meter site. 
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Fig. 5—Electric field intensity at belly of B25 airplane during a 
lightning strike at 13,000 feet on August 5, 1944. 

ELECTRICAL CHARACTERISTICS MEASURED INSIDE 
ACTIVE THUNDERCLOUDS BY AIRCRAFT 

Although important guide posts for the development 
of an adequate description of thunderstorm electricity 
are established by surface data, yet there are many im-
portant facts that can be determined only by flying 
through active thunderstorms. The highly instrumented 
airplanes of the Army-Navy Precipitation Static Pro-
ject, which the writer directed during World War II, in-
tentionally flew through some 25 active thunderstorms 
and succeeded in collecting valuable data. These meas-
urements still provide the best available cross section of 
thunderstorm electrification phenomena. Many more 
data are urgently required. The laboratory airplanes 
were equipped with induction-type electric field meters, 
both on the top and bottom of the main cabin. A drop 
charge apparatus was installed under one wing and 
simultaneous measurements could be made of the elec-
tric fields, drop charges, and other more obvious meteor-
ological factors [11, 12, 17]. 

Observed Electric Fields 

Repeated flights through active thunderstorms showed 
that the electric field at low levels approaches that com-
monly measured at the surface and that these fields gen-
erally increase to a maximum in the vicinity of the freez-
ing level. Somewhat typical data for a number of passes 
through the active thunderstorm of July 24, 1945, are 
summarized in Fig. 4. The measurements show that at 
altitudes near the freezing level the electric fields fre-
quently exceed a thousand volts per centimeter. In a 
total of nine thunderstorms examined in 1944 by re-
peated flights through each, the average measured maxi-
mum field was 1300 volt/cm [ 13]. One flight through an 
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1337 

Altitude Temp. 

Positive drops Negative drops 
Particle space-charge 

density Measured 
drop 

density 

Mean drop 
mass for 

liquid water 
content of 
0 5 gm/m3 

(Win)0.t 

Number Charge Number Charge Positive Negative 
Positive 
drops 

Negative 
drops 

Feet °C esu/drop esu/drop esu/cm3 esu/cms drop/ene grams esu/gm esu/gm 
5,000 +14.7 89 +0.081 171 -0.063 5.6X10-6 3.1 X10-s 4.8X10-4 1.0 X10-3 81.0 63.0 
7,500 +10.3 43 +0.280 47 -0.267 14.5X10-5 15.6X10-i 3.2X10-4 1.5X10-3 185.0 178.0 
10,000 +6.7 71 +0.148 133 -0.112 4.9X10-4 2.9X10 -5 2.5X10-4 2.0X10-3 74.0 56.0 
12,500 +2.4 0 - 196 -0.135 - 7.0X10-4 4.4X10-' 1.1X10-3 - 123.0 
15,000 -0.7 130 +0.123 150 -0.077 8.5X10-5 4.8X10-6 5.7X10-4 0.8>ocra 153.0 95.0 
17 500 -5.5 45 +0.036 79 -0.041 1.5X10-6 1.6X10-1 4.1 X10-4 1.2X10-3 30.0 34.0 
20 ,000 -9.9 76 +0.052 74 -0.062 1.1 X10-6 3.6X10-i 3.4 X10-4 1.4 X10-' 37.0 44.0 

Mean 93.0 85.0 

Summarized data for drops measured inside active thunderstorm of in y 24, 1954. The particle space charge densities are estimated 
from the drop charges actually observed and, therefore, ignore the smaller an( pos.ibly more numerous charges carried by the cloud droplets 
or very small raindrops. The specific charges, or charges per unit mass, are considered rough. 

active storm encountered both positive and negative 
fields of 2000 volt/cm and a half minute later the field 
increased to 3400 volt/cm at which time the lightning 
struck the airplane and damaged some of our instru-
ments [ 12, 13]. The electric field intensity throughout 
this interval is shown in Fig. 5. All aircraft electric field 
measurements are subject to a possible correction of the 
order of unity because of the unknown orientation of the 
electric field in relation to that of the aircraft. It is a sig-
nificant observed fact that 65 per cent of all lightning 
strikes to operating aircraft occur at outside air temper-
atures within the narrow range of from 0° to +5°C. Al-
though air traffic at these levels is high, the facts still 
suggest that the layer of maximum electrical activity 
can hardly exceed a thickness of 2 or 3 km. 
One characteristic of the electric field distribution in 

thunderstorms is worthy of emphasis. The free charge in 
the thundercloud is distributed over a large volume and 
it was originally anticipated that the electric fields 
would gradually build up as the thundercloud was ap-
proached. Actually it was found that the electric field 
outside the cloud approximated only 150 to 200 volt/cm 
in the clear air even through the towering cumulus over-
head suggested that one was very close to the electri-
cally active centers. 

However, just as soon as the aircraft entered the 
cloud, the electric fields increased rather rapidly and 
in a matter of 15 seconds the field might increase to 
+1000 volt/cm. Inside the cloud large values of field, 
both positive and negative, were commonly encoun-
tered, although the geometrical position of the aircraft 
in relation to the active center of the thundercloud had 
changed very little [ 11, 17]. This observed fact empha-
sizes the importance of space charge layers near the 
boundary of thunderclouds. The important role of such 
layers will be discussed in another section. 

Observed Raindrop Electrification 

The raindrops inside an active thunderstorm are 
highly electrified. The writer pointed out long ago that 
the measured charges were frequently so large that the 
electric field at the surface of the drop might approach 

the dielectric strength of air [14]. This implies that in-
creased charges on the larger drops might initiate corona 
discharge and thus limit the electrification [ 14]. The 
measured electric charges in an active Minnesota thun-
derstorm are summarized in Table II (above) and show 
clearly that not only are the electric fields a maximum 
near the freezing level but the drop charges also. Table 
II gives not only the measured values of the drop charges, 
but also a rough estimate of the specific charge or 
charge per unit mass. A plot of the average free charge 
carried by the precipitation particles at different posi-
tions within the thundercloud at a given level is given 
in Fig. 6. Many more data of this nature may be found 
[17]. It is observed that frequently a mixture of positive 
and negative drops exists but occasionally regions 1 or 
2 km in linear dimension contain raindrops of only a 
single sign [17]. This statement applies only to the 
measured drops and does not imply that there may 
not be relatively large numbers of much smaller cloud 
droplets carrying charges of opposite sign. It is clear, 
however, that these large rapidly falling drops are pri-
marily responsible for the convective transport of free 
charge towards the ground by gravitational action and 
are, indeed, the active agents in separating the free 
charge within the cloud. 
The available data on the electricity transferred to 

the earth by rain show that the charges are overwhelm-
ingly positive for very light rain and low precipitation 
rates. But, this decreases with increasing precipitation 
until in almost all thunderstorms the free charge brought 
to the ground is predominantly negative [44]. These 
data probably imply that raindrops become more nega-
tive at higher levels and, indeed, this is just what is 
measured in aircraft flights both in the mild cold front 
and in thunderstorms which show that at rain-forming 
levels the total negative charge on the rain is some 60 per 
cent larger than the total positive charge [12, 17]. This 
excess may be directly attributed to the differential dis-
charge resulting from the observed differences in the 
positive and negative light ion conductivities at flight 
altitudes or to the selective electrification of cloud drop-
lets when X+OX_. 
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Fig. 6—Measured free charges carried by individual raindrops at 
various positions inside thunderstorm of July 24, 1945. This 
curve for 10,000 feet. For additional data, see Gunn [ 17]. 

COMPARISON OF ELECTRIFICATION INSIDE AN ACTIVE 
THUNDERSTORM WITII THAT OBSERVED IN A 

MILD COLD FRONT 

It is of considerable interest to compare the electrical 
properties of heavy precipitation produced within a 
mild cold front with those observed inside an active 
thunderstorm. The laboratory airplane flew through a 
mild cold front that crossed Minnesota on July 27, 
1945. Precipitation was moderate to heavy; no light-
ning activity was observed. The charges measured on 
the individual raindrops falling at various levels are sum-
marized in Table Ill (opposite). A comparison with the 
thunderstorm data of Table II shows that the measured 
drop charges on the rain within the cold front were 
roughly one half of the charge measured on the drops 
falling within the active thunderstorm. The charges on 
the raindrops at all levels gave a nearly smooth dis-
tribution like that of the solid curve in Fig. 7. This dis-
tribution was nearly symmetrical about the axis of zero 
charge and was roughly Gaussian. On the other hand, 
the distribution of charges in the thunderstorm sug-
gested great complexity and there were large numbers of 
drops carrying both positive and negative charges of 
considerable magnitude, as shown in the dashed curve 
of Fig. 7. At any given level the data were insufficient 
to provide representative statistical data, but did show 
that in both types of storm large volumes sometimes 
existed wherein the charge on the larger precipitation 
particles is all of one sign. The data of Tables I and III 
permit one to estimate the total free charge carried by 
all the rain drops if they are assumed to be distributed 
uniformly over a sphere of radius 1 km. One may verify 
that if the charges are all of one sign, electric fields 
over the surface of the assumed sphere are great enough 
to initiate lightning discharges that are not observed. 
Thus, the summarized data show that charges of op-
posite sign, presumably on the smaller cloud droplets 
or the air, are usually intermixed with the charges meas-
ured on the large raindrops and that only a partial sepa-
ration of the measured charges is necessary to establish 
active lightning. One concludes from a comparison of 
the thunderstorm and mild cold front regimes that heav-
ily precipitating regions exhibiting modest measured 
electric fields are intrinsically capable of establishing a 

Fig. 7—Distribution of fractional numbers of charged drops in 0.02-
esu intervals. Solid curve for mild cold front of July 27, 1945. 
Dashed curve for active thunderstorm of July 24, 1945. The 
dotted sections imply that weakly charged drops may have been 
missed. 

charge distribution adequate to produce lightning, and 
that the differences between a mild cold front and a 
thunderstorm are probably related principally to the 
selective separation of charges already present on the 
rain. These seemingly minor differences between the 
thunderstorm and nonthunderstorm regimes must he 
objectively considered in formulating a quantitative 
description of thunderstorm phenomena. 

ELECTRICAL PROPERTIES OF THE SEMICONDUCTING 
LOWER ATMOSPHERE 

The earth's lower atmosphere is essentially a high 
grade insulator in which ion pairs are continuously 
formed principally by cosmic rays and radioactivity. 
Because of the decrease in density of the atmosphere 
with increasing altitude and because most of the radio-
active material is concentrated near the surface, the 
produced ionization changes markedly with altitude. In 
addition to the observed variation of ionic density, the 
ionic mobility regularly increases with altitude, and is 
somewhat greater for the negative ion than for the 
positive ion. 
The number of ions per unit volume established in the 

atmosphere at equilibrium depends not only upon the 
rate of ion production but also upon their rate of dis-
appearance. In clean air the rate of disappearance is 
determined by the recombination coefficient; but, in 
ordinary air containing various types of pollution and 
cloud droplets, the rate of disappearance is determined 
by a number of factors that have been discussed ade-
quately in earlier communications [22, 23, 311. 
The most important factors controlling the electrical 

state of the atmosphere are the electrical conductivities 
for the positive and negative light ions and their ratio. 
By ignoring a number of secondary processes which 
may be important under special conditions, one may 
summarize present views regarding the atmospheric 
conductivity under two headings. 

Clean Air Conductivity 

In the absence of suspended particulate matter the 
rate of recombination of the positive and negative ions 
is given by 
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TABLE III* 

Altitude Temp. 

Positive drops Negative drops Particle space charge density 

Number Charge Number Charge Positive Negative 

Feet °C esu/drop esu/drop esu/cm3 esu/crns 
4000 +12.0 - - 72 -0.029 - -0.9X10-6 
6000 + 8.5 - 59 -0.027 - -0.6X10-5 
8000 + 6.0 - - 157 -0.033 - -1.3X10-6 

10,000 + 3.0 - - 78 -0.032 - -1.0X10-6 
12,000 0.0 84 +0.042 130 -0.100 +1.0 X10-6 -4.6X10-6 
14,000 - 1.0 8 +0.037 171 -0.037 +0.15X10-5 -1.5X10-6 
16,000 - 4.5 - - 120 -0.034 - -1.3X10-6 
18,000 - 7.1 200 +0.051 12 -0.032 +2.2 X10-6 -0.1X10-6 
20,000 -11.0 129 +0.067 - - +2.7 X10-6 - 
22,000 -15.5 80 +0.037 - - +1.1 X10-6 - 
24,000 - - - - - - - 
26,000 -23 18 +0.028 - - +0.3 X10-6 - 

Measured 
drop 

density 

Mean drop 
mass for 

liquid water 
content of 
0.5 gm/m3 

(Q/m)..t. 

Positive 
drops 

Negative 
drops 

drop/cm3 
2.7X10-' 
2.2 X10-6 
4.4 X10-4 
2.9X10-6 
7.5 X10-6 
4.1 X10-4 
3.8X10-6 
6.6X10-4 
5.1X10-' 
3.1X10-6 

1.2X10-' 

grams 
1.8 X10-3 
2.2 X10 -3 
1.1 X10-3 
1.7 X10-3 
0.65 X10 -3 
1.2 X10-3 
1.3 X10-3 
0.76X10-3 
1.0 X10-3 
1.6 X10-8 

4.2 X1- 0-3 

Mean 

esu/gin 

+64 
+31 

+67 
+67 
+23 

+ 7 

43 

esu/gm 
-16 
-12 
-29 
-18 
-150 
-31 
-26 
-42 

40 

*Summarized data for drops measured inside mild cold front of July 27,1945. The particle space charge densities are estimated from the 
drop charges actually observed and therefore ignores the smaller and possibly more numerous charges carried by the cloud droplets or on 
the small raindrops. The specific charges, or the charges per unit mass are considered rough. 

dn+ dn_ 
- = - - 

dt dl 
(4) 

where n is the number of ions per unit volume and the 
subscript denotes their sign, e is the elementary ionic 
charge, and a is the recombination coefficient. Now if q 
ion pairs per unit volume per unit time are produced, 
then the equilibrium electrical conductivities for the 
positive ions X+ and for the negative ions X_ become 

eu± 
a 

(5) 

where u is the mobility of the appropriate ion and X is 
defined by 

q 1112 

X = X+ + X_ [- e(u+ u__.) (6) 
a 

so that the ratio of the conductivities is 

X+ u+ 
- = - 0.8 
X_ u__ 

These expressions are, 
the earth's surface but 
conductivities between 

(7) 

in general, not applicable near 
are somewhat descriptive of the 
3 and 20 km. 

Cloudy or Polluted Air Conductivity 

Whenever cloud droplets or other suspended nuclei 
are present in the atmosphere the positive and negative 
ions not only recombine with each other but are also 
transferred to the pollution particles or cloud droplets 
by diffusion. The droplets thereby develop an equilib-
rium charge which systematically modifies the diffusion 
of other ions onto the particle and in this way the ionic 
density of the mobile conducting ions in the air proper 
is controlled [41]. The rate of combination of positive 
and negative ions with the suspended particles of mean 

population density No and radius a is given approxi-
mately by [22 ]: 

dn+ 47eakTu+n+No 

dl 

and 

Qe 
e[l   

2akT -I- • • 1 

4rakTu+n+No 

1 X+ 
e[l - ln - + • • • 

2 X_ 

4•TrakTu_n_N o 

e[l Qe  
2akT 

47rakTu_n_IV o 

1 X+ 
e[1 - - ln - + • • • 

2 X_ 

(8) 

(0) 

where k is the Boltzmann constant, T is the absolute 
temperature, and Q is the average charge carried by 
each droplet. When the number of suspended particles 
per unit volume corresponds to typical clouds the disap-
pearence of ions by diffusion is much larger than by re-
combination. In this case, one may equate the rate of 
disappearance to the rate of production and thus cal-
culate the conductivity due to the light ions moving 
within the cloud droplet space. The conductivity is then 
nearly the same for positive and negative ions and is 
much less than in clear air as suggested by (6). Carrying 
out the substitution it is found for stable clouds that 

X -= X+ X = ni.u+e n _u_ e 

qe2 [ 1 ( Qe )2 
  1 - - • • • 1. 
27eakTN0 6 akT 

(10) 
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Unless No is very large or very small it is necessary to 
combine the effects of ionic recombination and ion dis-
appearance by diffusion onto the suspended particulate 
matter. This has been found possible, although awk-
ward, because the ratio of the positive and negative light 
ion conductivities measures the particulate matter sus-
pended in the air and this ratio can be estimated from 
No2a2/q, as shown in Fig. 15. Thus by the aid of this 
curve and expressions in [31], one may estimate the 
conductivities for any specified atmosphere. 

Accordingly it is clear that while the conductivity of 
the atmosphere is largely determined by the rate of ion 
production by cosmic rays, radioactivity, and in some 
cases by corona or photoionization, the cleanliness of the 
air plays a major role in determining the measured 
values and their ratio. 

Observed Electrical Conductivity and the Altitude 

The electrical conductivity of the lower atmosphere 
has been measured by many investigators and is known 
to increase notably with increasing altitude. Gish and 
Wait [ 7] have measured the positive and negative light 
ion conductivities to an altitude of 40,000 feet using air-
craft, and found that the positive light ion conductivity 
was represented by 

X+ = 1.5 X 10-4 [1 + 0.13 X 10-"Z2]esu. ( 11) 

Moreover, the negative conductivity is given by 

X. = 0.4 X 10-4 [1 -I- 0.42 X 10-"Z2]esu ( 12) 

where Z is the altitude in centimeters. 
Extensive new measurements at this laboratory ex-

tending up to altitudes of 20 km, show that the positive 
and negative conductivities are generally different. At 
low levels the positive conductivity is normally in ex-
cess and at the "crossover point" the conductivities 
are equal but above this point the negative conductivity 
is in excess. The "crossover point" according to ( 11) 
and ( 12) is at 7 km, but our measurements show that it 
frequently is as low as 3 or 4 km, the exact level depend-
ing in an important way upon the cleanliness of the 
lower atmosphere. We have found that the conductivity 
X at an altitude Z may be represented by an improved 
expression of the form X =Xo exp [fZ —gZ2j where the 
constants f, g, and Xo are considerably different for posi-
tive and negative ions. The new measurements and the 
magnitude of the controlling constants will be reported 
elsewhere by Woessner and Cobb. Their results clearly 
show that at a level above 3 or 6 km the conductivity 
clue to the negative ions is considerably larger than that 
due to the positive ions. 
The author is persuaded that these observed differ-

ences in the conductivities are an important and con-
trolling factor in determining many basic features of the 
free charge distribution in the atmosphere. 

Discharge of Electrified Clouds and Raindrops 

Consider any closed surface in the free atmosphere 
which contains within its boundaries a total free charge 
Q. If the distribution of the conductivity X over the 
surface is known, one may write that the time rate of 
charge decay is 

— —dQ = fEXdS (13) 
dt 

where the integration is carried out over the entire sur-
face. Now if X is nearly constant over the boundary, it 
may be placed outside of the integral sign so that one 
may, by the use of Gauss' law, integrate the equation to 
show that [ 10] 

Q = Qo exp [ — 471-X/1 (14) 

where Qo is the initial free charge. This expression is 
quite general and shows that any free charge is dissi-
pated logarithmically and that it degrades to 1/e in a 
time known as the relaxation time or 

1 

T = - • 

47rX 
(15) 

Since the conductivity of air increases rapidly with alti-
tude, it is evident that the time to discharge clouds at high 
level is notably less than the time to discharge clouds lo-
cated nearer the earth's surface. This effect plays an im-
portant role in converting double layer distributions of 
free charge into unipolar distributions much like those 
frequently observed [ 10]. Fig. 8 gives a plot of the total 
conductivity and relaxation times for free charges lo-
cated at various altitudes in the atmosphere. 

It may be noticed from ( 13) that the rate of discharge 
depends on the conductivity over the surface where the 
electric field is measured. Because the atmosphere is, in 
general, a poor conductor and because the electric fields 
established in it by thunderclouds are frequently quite 
large, there is a marked tendency for ions, of a sign 
opposite to that enclosed by the surface, to accumulate 
at the surface while ions of the same sign are repelled. 
Thus, a space charge layer of considerable magnitude 
may surround the free charge and notably modify the 
conductivity of the surface region. The rate at which a 
cloud discharges, therefore, usually depends somewhat 
on the sign of the charge. 
The accumulation of space charge in the semiconduct-

ing atmosphere depends both on the electric field and 
the local conductivity. To emphasize this fact consider 
the vertical conduction current flowing through a prism 
extending from the earth to the ionosphere. When a 
steady state is established, the current density i in the 
column is a constant. Accordingly, 

= XE = constant (16) 

where E is the vertical electric field intensity and X is 
the conductivity. If this expression is differentiated 
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Fig. 8—Estimated electrical conductivity and relaxation time 
as a function of the altitude. 

with respect to the altitude Z, it is found by employing a 
one dimensional Poisson's equation, that 

dE E dX 

dZ = —dZ = 4". 
(17) 

Thus the accumulated free space charge p normally in-
creases with the electric field and decreases as the con-
ductivity becomes large. Substitution of numerical 
values will show that near the earth's surface space 
charge effects are likely to be large but at great altitudes 
they are not so important. 
The accumulation of a space charge just outside a 

highly charged body and its influence on the discharge 
rate was particularly evident in our experimental work 
with the laboratory airplane of the Precipitation Static 
Project. An artificial charging device was invented that 
could place any selected unipolar charge on the airplane 
in flight and the current to maintain the charge could be 
determined as a function of the electric field [ 11]. We 
observed very early in our experimental program that 
the airplane charging characteristics depended on the 
sign of its free charge. This phenomena is well illustrated 
by Fig. 9, which shows that the charging current to the 

airplane is greatest when the airplane is positive and 
least when it is negative. One may notice further from 
Fig. 9 that as soon as the belly electric field on the air-
plane exceeds 300 volt/cm which corresponds to the 
onset of corona at the wing tips, the discharge regime is 

BELLY ELECTRIC FIELD INTENSITY - VOLTS PER CENTIMETER 

Fig. 9—Unipolar charging currents required to maintain the meas-
ured belly electric fields on B17 flying laboratory. Note that 
more current is required to maintain an assigned positive charge 
on the airplane than a negative one of the same magnitude. Note 
that beyond the ohmic region the discharge regime is reversed. 

completely reversed. These observed data show very 
clearly that the conductivity near any surface enclosing 
a free charge depends on its sign. At the level of highly 
electrified clouds the conductivity due to the negative 
ions normally exceeds that due to the positive ions and 
therefore free positive charge commonly disappears 
more rapidly than free negative charge. Although such 
sign selective discharge effects are quite evident in 
charged raindrops and electrified clouds, it is still im-
proper to conclude from this analysis and Fig. 9 that 
the relative discharge rates always depend only on the 
conductivities. Frequently, the discharge circuits extend 
both to the ground and to the ionosphere and therefore 
the whole electrical discharge path outside the cloud 
must then be considered in the over-all determination of 
the rates. 

Highly charged raindrops of both signs commonly are 
observed in precipitating areas. When the conductivities 
due to the positive and negative ions are identical, the 
drops will discharge at the same rate. However, when 
the conductivities are different as suggested by ( 11) and 
(12), the drops of opposite sign are likely to discharge at 
different rates. This selective discharge process has been 
shown to develop free space charge distributions in the 
atmosphere having a considerable magnitude [27]. By 
using the clear air conductivity values given by ( 11) 
and ( 12) to illustrate the magnitudes, one may calculate 
how far a raindrop must fall to reduce its charge to any 
selected fraction of its initial value. Thus, when the 
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Fig. 10—Ratio of the free charge Q. on a raindrop at level Z to its 
value Qo after falling to earth through clear air, and through 
stable clouds. 

electrical conductivities are equal one may plot the solid 
curve of Fig. 10 showing the charges carried by a drop 
at altitude Z relative to the charge at the ground after 
falling through clear air. Because the conductivities in-
side a cloud are much less, the discharge rates are less 
and the estimated relative charges may be read from 
the dashed curve of Fig. 10. Now when the conductivi-
ties are different, one must calculate a pair of curves 
similar to that of Fig. 10 for positively charged and 
negatively charged drops [ 27]. The pair of curves so 
plotted will differ from, but still approximate, Fig. 10. 

Although ( 11) and ( 12) above suggest that the posi-
tive and negative conductivities are equal at the 7-km 
level, we have data showing that this level sometimes 
is as low as 3 or 4 km. Accordingly selective charg-
ing and discharging will be evident at most rain-
forming levels and there will be a marked tendency 
for the positive drops to discharge somewhat faster than 
the negative drops. Unfortunately, conditions inside a 
thundercloud are not quite as simple as in the clear air 
outside and the positive and negative conductivities in-
side clouds are generally unknown. However, there is 
accumulating evidence, for example the work of Mathias 
and Grenet [37], Rossmann [43], Nolan and Nolan 
[39], and others, all suggesting that the conductivities 
within a cloud or precipitating regions are much differ-
ent. The differential discharge of the positive and nega-
tive drops would then be very important. The question 
of selective discharge in thunderstorms can only be 

finally settled by further measurements. Present data 
suggest that it plays a vital role in the establishment of 
free charge distributions. 

Space Charge Layers and Their Effects 

It has been emphasized in one of the author's articles 
that the discontinuity in an electrical conductivity that 
necessarily occurs at a cloud boundary results in the 
development of a space charge layer whenever the 
boundary is traversed by electric fields [29]. The con-
ductivity inside a stable cloud is commonly one tenth 
that in the clear air just outside. Whenever free charge 
develops inside a cloud electrical currents flow across the 
boundary. Continuity requires that the equilibrium cur-
rent density inside the cloud be the same as it is outside. 
It then follows that there is a discontinuity in the elec-
tric field at the cloud boundary just as shown by air-
craft flights into thunderclouds [ 13, 17]. The layer of 
discontinuity invariably contains free space charge of a 
sign opposite to the charge inside the cloud. Further, 
since the ions produced in the atmosphere recombine or 
are continually deposited on the cloud droplets, an 
average free charge density p is commonly established 
whose magnitude is [ 29] 

p qe1 _ 11 
4r bto Xj 

(18) 

where X0 and X, are the conductivities outside and inside 
the transition layer. Assuming that the ions in the 
region are produced principally by cosmic rays (i.e., 
q=10 ion/cm3sec) one may estimate that the space 
charge density is the order of 2 X 10-2 esu/cm3. The 
thickness of this space charge layer is directly propor-
tional to the electric field, although it does not explicitly 
appear in ( 18) [29]. Within a highly electrified thunder-
cloud the thickness of the transition layer is both cal-
culated and observed to approximate 1 or 2 km. 
The space charges accumulated near cloud boundar-

ies are at first transferred to these regions by ions but if 
there are cloud droplets or raindrops in this region these 
ions shortly are deposited on the droplets and the space 
charge finally resides, for the most part, on the hyper-
electrified rain. This special mechanism which communi-
cates systematic charges to the drops approximating 
3E0a2 will be discussed in another section. 
The free charges inside a thundercloud always attract 

ions of opposite sign toward the cloud. This means that 
space charge established by electrical conduction will 
always play a secondary but clearly evident role in de-
termining the over-all electric field configuration. For 
example, the character of the branching from lightning 
strokes shows rather clearly that free charge opposite 
to that inside the cloud is commonly present below most 
thunderclouds. This accumulated free charge is always 
less than the charge on the main cloud but if the prin-
cipal cloud charges are suddenly annihilated by light-
ning, the space charge may still persist. In this event the 
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Fig. 11—Branching feeder strokes showing panial discharge from 
low clouds having same sign of charge as that induced on the 
earth. (Photo courtesy of Albert Ford.) 

sign of the resultant charge in the overhead regions is 
reversed. Reference to the records of Fig. 1 will clearly 

show this residual charge. The residual charge manifests 
its presence by an apparent over-neutralization of the 
charge overhead whenever lightning discharges the 
main cloud. This space charge accumulated by conduc-
tion is discharged by the lightning as evidenced by the 
brush-like feeders to the main stroke as shown in Fig. 11, 
but it seems clear from the records that the discharge is 
commonly incomplete. 

The Layer of Maximum Resistance at Low Levels 

Because of the contamination and suspended matter 
in the lower 3 or 4 km of the atmosphere and its rela-
tively high gaseous density, the conductivity of these 
lower layers is unusually low. Space charge is then 
readily developed [as suggested by ( 17)] and is fre-
quently large enough to modify the electric fields and 
currents flowing across the layer. By the use of observed 
conductivity data one may show that the total resist-
ance offered to the flow of current from the earth to the 
high atmosphere is located principally in these lower 
layers. Now if high voltages are developed between the 
ionosphere and the earth the ensuing currents will be 
independent, of altitude and a large fraction of the po-
tential difference is necessarily found across the lowest 
layers. The potential differences established between 
the top and bottom of a thundercloud are frequently 
in excess of 108 volts. This potential is applied to a closed 
circuit extending from the top of a cloud to the iono-
sphere where the charge is distributed more or less uni-
formly over the earth and the current flows back to the 
earth in the fair weather regions of the world. The rest 
of the circuit to the lower parts of the original thunder-
cloud is completed through the conducting earth and 
through the high resistance layer between the earth and 
the cloud. Thus, much of the generated cloud potential 
difference is frequently applied across the low lying lay-
ers of high resistance. In this event lightning strokes to 
the ground may occur and thus, instantaneously trans-
fer charge to the ground. Stated another way, one may 
notice that the ohmic resistance of these special lower 
layers is oftentimes so large that nature finds other 

auxiliary ways to transfer the rapidly accumulating 
free charge in the clouds to the ground. This process is 
suggested by Fig. 18. 

It is important to notice that the mountainous areas 
of the earth frequently extend well above the high re-
sistance lower layers and thus effectively provide a low 
resistance bypass to the high conductivity regions in 
the atmosphere. Electrification effects and charge trans-
fer in mountainous areas, accordingly, play a larger role 
proportionately than do the oceanic areas. Eq. ( 17) 
suggests and observation shows that space charge 
phenomena on the tops of mountains play a somewhat 
lesser role than in low level layers and the distribution of 
charges is somewhat easier of interpretation. The study 
of thunderstorm phenomena in mountainous areas is, 
therefore, unusually important. 

ELECTRIFICATION OF CLOUD DROPLETS 

Since most raindrops are formed by the association of 
small melted snow crystals or cloud droplets it is impor-
tant to discover the basic processes responsible for their 
electrification. During the last few years our laboratory 
has made tremendous strides in understanding these 
processes. These electrification mechanisms are of the 
greatest importance. The diffusion of ions onto the cloud 
droplets represents a universal process [22, 23, 26]. On 
the other hand, hyperelectrification and simple induc-
tion processes are of controlling importance whenever 
electric fields are present. Because induction and hyper-
electrification [29] both depend on the presence of ap-
preciable electric fields, they play a minor role in de-
scribing the initial phases of thundercloud electricity 
but may become all important after the electric field is 
once fully established by other electrifying mechanisms. 

Laboratory clouds produced in the Weather Bureau's 
giant expansion chamber have provided much valuable 
information as to the nature of cloud electrification. The 
experiments show that when the cloud droplets are first 
formed by condensation they are all essentially neutral 
[46]. However, as the cloud ages, atmospheric ions dif-
fuse onto the droplets and after an hour or so it is found 
that the average droplet carries about 10 elementary 
ions, half of the droplets being positively charged and 
the others negatively charged [46]. In order to establish 
the nature of the electrifying process studies were made 
of a number of different aerosols dispersed in the air by 
different methods [28, 46]. For example, cloud droplets 
formed by sudden expansion from moist air are initially 
neutral. A sulphur aerosol formed by the condensation 
of sulphur vapor is similarly neutral. On the other hand, 
a finely divided cloud of silica particles blown into the 
air by an air blast are found to be highly electrified both 
positively and negatively [46]. Water droplets atom-
ized by an air blast are also highly electrified. In spite 
of the complexities suggested by the above differences 
in initial behavior of newly formed dust and water 
clouds, we have discovered that for droplets of the same 
size the electric charge magnitude and distribution are 
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TABLE IV* 

October 

Num-
ber of 
Colli-
sions 

Number of Unit Charges 

-10 -9 -8 -7 -6 -5 -4 -3 -2 -1 0 +1 +2 +3 +4 +5 +6 +7 -r8 +9 + 10 

o 

2 
3 
4 
5 
6 
7 
8 
9 
10 0.9 

7.8 
3.9 

1.9 17.5 
9.7 

15.6 

31.2 

43.9 

31.2 

54.6 

70.3 

62.5 

93.7 

109.0 

117.0 

125 

156 

164 

164 

250 

250 

234 

218 

205 

500 

375 

312 

273 

246 

1000 

500 

375 

312 

273 

246 

500 

375 

312 

273 

246 

250 

250 

234 

218 

205 

125 

156 

164 

164 

62.5 

93.7 

109.0 

117.0 

31.2 

54.6 

70.3 

15.6 

31.2 

43.9 

7.8 

17.5 
3.9 

9.7 
1.9 

0.9 

• Beginning with 1000 neutral drops, the table gives the probable number of drops carrying the assigned numbers of unit charges indicated 
in the top horizontal line, after suffering the number of unit charge transferring collisions shown in the left-hand column. Note that the dis-
tribution after a number of collisions is nearly Gaussian. 

finally exactly the same no matter how the cloud is first 
produced provided the aerosol is aged by exposure to 
copious ionization [46]. This ionization may be produced 
by cosmic rays, X rays, or any other suitable ionizer. 
Since the final equilibrium charge distribution of an 
aerosol is the same irrespective of the original neutral or 
highly electrified condition and since the equilibrium 
depends on the presence of ionization, it is clear that the 
atmospheric ions are responsible for their charges. The 
time required to establish the charge equilibrium on 
cloud droplets is comparable to the value given in ( 15). 
But it may be noticed that the potential of the typical 
cloud particle does not finally approach zero as sug-
gested by ( 14) but rather a value something less than 
kT/e. Thus each cloud droplet in the semiconducting 
atmosphere acts as though it were a tiny electrical con-
centration cell [ 10]. 
The electrification of cloud droplets by diffusion plays 

an important role in the mechanics of precipitation. 
When the cloud droplets are electrified like those in Figs. 
14 and 16 the establishment of electric fields throughout 
the cloud may profoundly modify the collision processes 
and the resulting stability. For example, we have shown 
that when the electric field exceeds about 2 statvolt/cm 
the electrical forces may sometimes be as effective as 
gravity in promoting precipitation [24]. Thus, in the 
presence of high fields the rate of precipitation may be 
greatly increased. Indeed, there is evidence to suggest 
that this process is responsible for the so-called "rain 
gush" sometimes observed in thunderstorms. 

The Diffusion Charging of Droplets in an Ionized At-
mosphere 

It has been found possible to show from the ordinary 
classical diffusion equations that the bombardment of 
droplets by ions describing free paths as a result of their 
thermal kinetic energy, act to establish a Gaussian-like 
distribution of positive and negative drops just like 
that observed. The fundamental mechanisms may be 
understood by reference to Table IV. Suppose that 
cloud droplets are suspended in the air where there are 

n+ positive ions and n_ negative ions per unit volume, 
and suppose further that their mobilities are u+ and u_ 
respectively. Because of the thermal motions of the 
ions, the ratio of the probability of a positive ion striking 
a droplet as compared to the probability of a strike by a 
negative ion is n+u+/ n_u_. For illustration, suppose that 
the probability of a droplet acquiring a positive ion is 
exactly the same as the probability of it capturing a 
negative ion. Now, if there are a thousand droplets 
initially, after one ionic collision, 500 droplets will ac-
quire a positive ion and 500 will pick up a negative one. 
When these electrified droplets capture a second ion, half 
of the droplets in each new group will acquire a positive 
ionic charge and the other half a negative charge. Thus, 
after two collisions 250 droplets will have two negative 
charges, 500 will be neutral, and 250 will have two 
positive charges. By carrying out this procedure for each 
succeeding collision one may show as in Table IV that a 
distribution is established in which equal numbers of 
positive and negative cloud droplets are present and the 
Gaussian-like distribution will be symmetrical about 
the axis of zero charge. It is especially important to 
notice from Table IV that the mean charge on the cloud 
droplets is many times the charge on the parent ions. 

It frequently happens that the number of positive and 
negative ions or their mobilities are different, and this 
modifies the relative probability of collision. One may 
easily construct another table in which the probabilities 
of collision for the positive and negative ions are differ-
ent [32]. The reader may verify that a distribution is 
established here also, but the maximum is displaced 
systematically towards the sign of the droplet charge 
having the highest probability of collisions. 

It should be emphasized here that Table IV describes 
only the initial phases of the electrification and one 
may show that as the number of collisions increases to 
large values, sufficient charge is transferred to the mean 
drop to reduce the probability of collision with ions of 
the same sign and increase the probability of collision 
with ions of the opposite sign. Under such conditions an 
equilibrium charge is established. This conclusion is 
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Fig. 12—Distribution of the fractional number of cloud droplets 
carrying assigned numbers of elementary charges and having 
different radii. The mean charge, q, irrespective of sign, is indi-
cated on each curve. Distribution calculated from ( 19) with 
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Fig. 13—Measured fractional number of water droplets carrying 
assigned numbers of elementary charges. Average radius 
Measured coliductivity rat io X ../X _ .= 0.82 so that average free 
charge is — 11.7 elementary units. Smooth curve is calculated 
from ( 19). 

based on a careful analysis of the dynamical equilibrium 
established by diffusion as recently worked out by the 
author [22, 23]. It is sufficient to mention here that by 
applying well-established laws describing the motion of 
particles subject to electric fields and diffusion, one may 
work out the rate at which ions are transferred and ac-
cumulated on a spherical droplet. From these relations 
it is possible to determine the resulting distribution 
through a theorem on detailed balancing at equilibrium 
[23]. In an assemblage of a large number of droplets of 
common radius a immersed in an environment wherein 
the ratio of the positive and negative light ion conductiv-
ities is X4./X_ we have shown that 

F. e 
  exp 

Fe (27rakT) 112 

akT In )1 2 

e2 X_ 

2akT 

e! 

(19) 

where Fx is the number of droplets carrying x elemen-
tary charges of magnitude e, F. is the total number of 
droplets, k is the Boltzmann constant, T is the absolute 
temperature, and e is the elementary electronic charge. 
This is the fundamental electrification equation for aero-
sols [23], and includes both the statistical and system-
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Fig 14—Observed droplet charge distribution in natural cloud. 
Radius -= 4p Electric field small. Dotted curve calculated from 
(19). 

atic charging. The distribution calculated from ( 19) for 
a number of different droplet sizes is shown in Fig. 12 
when X.I./X_ = 1. By integration of ( 19) one may deter-
mine an average number of elementary charges, irre-
spective of sign, carried by the aerosol particles. From 
this it is found that [ 23] : 

7r 
= — kT 

2a 4 
(20) 

where .1 is a previously defined mean charge, averaged 
without respect to sign [23]. Now since a is essentially 
the electrical capacity of the droplet, the terms on the 
left-hand side represent the stored electrical energy, 
while kT is the probable thermal kinetic energy. Thus 
an equipartition is established between the electrical and 
thermal energies of the droplets when equilibrium is 
finally reached. 
The fundamental electrification expression of ( 19) has 

been well tested in the laboratory. It may he noticed 
particularly that when the ratio of the probabilities for 
capture of positive and negative ions or )1/44./X_ is differ-
ent from unity, then the curves in Fig. 12 are systemati-
cally displaced [ 28 ]. An experimental measurement of the 
distribution under carefully controlled conditions with 
X+ OX_ is shown in Fig. 13. The measurements are fully 

consistent with the basic equation. 
For the purpose of comparison with the analysis just 

indicated, one shows in Fig. 14 the distribution ob_ 
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served in a natural cloud on the top of Clingman's Peak, 
N. C. This cloud was relatively stable and the electric 
field at the point of measurement was negligible. Thus, 
in accordance with ( 19), the distribution would be ex-
pected to correspond to X+ = X_ and be symmetrical 
about the zero charge axis. 

Systetnatic Electrification by Ionic Diffusion X+ X_ 

Droplets maintained in an environment wherein the 
electrical conductivities for the positive and negative 
ions are different all develop a systematic electrifica-
tion of preferred sign. This phenomenon is illustrated in 
Fig. 13. When the cloud particles are sufficiently small 
the distribution coincides with ( 19) above, but whenever 
there is appreciable relative motion between the droplet 
and its ionized environment this motion modifies the 
ionic density gradient around the droplet and increases 
the systematic charge. It may be shown that under 
these circumstances the falling droplet acquires a mean 
systematic charge [22] given by 

aVe 1112 
Q= [1 F  

278-kTu±] 

akT n+u+ 
in  

e n_u_ 

where F is a numerical constant of the order of unity, V 
is the velocity of fall of the droplet, u± is the mobility of 
the mean ion in the transition layer next to the droplet, 
and n+u+/n_u_=X+P1/4_. The enhanced electrification 
due to the motion of the droplet is by no means negli-
gible, because large raindrops falling in a field free region 
can easily accumulate 20 times the charge that would be 
developed were the drop maintained at rest. The essen-
tial correctness of (21) has been verified by laboratory 
measurements employing a small wind tunnel supplied 
with ionized air [42]. 

It is clear from ( 19) and (21) that no systematic charge 
is transferred to the droplets whenever the positive and 
negative light ion conductivities are equal. According 
to an earlier investigation this conductivity ratio de-
pends notably upon the number of particles suspended 
in the air and their radius [31]. The relationship is 
specified in Fig. 15. Thus, in a typical stable cloud where 
No2a2/q is large the droplet charges are distributed at 
random and no systematic electrification is produced. 
However, in those special regions where there are rela-
tively few droplets or snow flakes per unit volume the 
conductivity ratio may be much different from unity 
and considerable systematic electrification produced. 
(See Fig. 13.) Recent work has shown that rain is ini-
tiated in typical warm clouds when parcels of nearly 
nuclei free air are lifted near the tops of clouds [33]. 
The droplets then formed by direct condensation are 
abnormally large and examination shows that the con-
ditions for their production are just those required 
systematically to electrify them. In the presence of suffi-
cient cooling these droplets may grow to produce rain-
drops carrying charges of moderate size. Such system-
atic droplet electrification plays a part in the initiation 

Fig. 15—Calculated relation between NoW/q and the ratio of the 
light ion conductivities 

of electric fields. Since the process can electrify either 
snow flakes or droplets it is clear that even warm clouds 
may develop lightning [6, 24, 25]. 

(21) Hyperelectrification of Cloud Droplets in an Electric Field 

Many suggestions have been made as to ways that 
cloud and raindrops might acquire their charge [36, 47]. 
Space does not permit a general discussion of this inter-
esting problem and one considers here only those electri-
fication processes that are thought to be so energetic 
that they probably control the basic phenomena. As em-
phasized above, ionic diffusion is a universal phenomenon 
and it is, therefore, particularly important whenever 
electric fields are not present. However, it is well known 
that electric fields are commonly generated by precipi-
tation and in their presence very energetic droplet elec-
trification is produced by other processes. 

Consider a slightly conducting sphere immersed in 
an electric field. It becomes polarized and free charges of 
opposite sign are induced on the opposite polar surfaces. 
When this polarized sphere is maintained in a conducting 
atmosphere, the positive ions migrate to the negatively 
charged areas and the negative ions migrate toward the 
positive. A careful analysis of this process shows that if 
the conductivities of the positive and negative ions are 
equal the sphere accumulates no net charge. On the 
other hand if the conductivities are notably different 
the sphere acquires a free charge comparable to the 
charge induced near its poles or +3E0a2 [29]. This proc-
ess might not be particularly important were it not for 
the fact that atmospheric electric fields invariably sweep 
ions of a single sign into extensive space charge or transi-
tion layers that mark gross discontinuities in the elec-
trical conductivity. In such transition layers the con-
ductivity ratios may be very large and all the droplets 
maintained in this region become highly electrified and 
all have the same sign. On the other hand, a cloud com-
posed of several parts, each separated by clear air, will 
produce drops of opposite signs on the adjacent faces of 
the juxtaposed sections. A mixture of charges may then 
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be anticipated. The magnitude and reality of this proc-
ess which we have called hyperelectrification has been 
established in the laboratory [29]. The magnitude of 
the charge transferred to such polarized spheres is [29] 

[ 04 1,0112 

Q = 3E0(12   

The specific charge is therefore 

Q 9E0 r(X+/X_)' 12 — 11 

= zirad L (4/x4112 + 1 J 

(22) 

(23) 

where d is the bulk density of the drops. As an example 
of hyperelectrification consider Fig. 16 representing the 
charge distribution on natural cloud droplets observed 
on top of Clingman's Peak when the cloud droplets 
were exposed to measured electric fields. It may he 
noticed that all of the droplets are highly electrified and 
carry only a negative charge. The observed distribution 
may be related to variations in droplet size but their 
mean value is indicated in the caption of the figure. The 
new data of Figs. 14 and 16 were kindly made available 
through Dr. Gilbert D. Kinzer. 

ELECTRIFICATION BY INDUCTION OF COLLIDING BUT 
NONASSOCIATING SNOW FLAKES AND 

RAINDROPS E1:1) 

Some of the following sections emphasize the en-
hanced electrification that may be transferred to falling 
rain as a result of the association of large numbers of 
electrified cloud droplets. There is, however, a special 
case of considerable importance wherein electrical effects 
are produced because the particles do not associate or be-
cause they breakup in an electric field. Ice crystals and 

individual snow flakes are commonly formed at high 
levels where the temperature is below freezing and these 
grow to appreciable size by direct condensation of the 
water vapor. These snow flakes fall at different veloci-
ties and frequently collide but thereafter may imme-
diately separate because no surface tension forces pro-
mote association as in water droplets. Whenever an 
electric field is present the snow flakes are polarized and 
on contact may exchange charge. It is clear that if the 

colliding particle are favorably oriented with respect to 
the electric field their separation may produce a highly 

charged positive and negative pair. In a somewhat simi-
lar way raindrops that collide and immediately separate 
instead of associating will have opposite charges on the 
separated drops. It is well known that raindrops having 
a radius greater than about 0.25 cm, commonly break 
up. Large charges of opposite sign will then be produced 
by induction on the resulting smaller drops. 

Recently Müller-Hillebrand [38] has revived the well-
known Elster and Geitel [5] mechanism by showing that 
ice crystals in collision with graupel possess sufficient 
conductivity to permit an exchange of charge and thus 
become systematically electrified. The Müller-Hille-
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Fig. 16—Droplet charge distribution observed in natural cloud. 
Radius 8p. Electric field 00. An example of hyperelectrification. 

o 

brand processes may very well contribute to the electri-
fication but the simple induction processes are much 
more energetic. 

Consider a large number of snow flakes falling in the 
cold high atmosphere. These flakes are of different sizes 
and have different aerodynamic properties so that there 
is relative motion between all the particles and collisions 
are moderately frequent. Suppose that any two flakes 
or any two nonassociating raindrops may be thought of 
as two similar polarized slightly conducting spheres. 
Now if they collide in such a way that the line joining 

their centers is in the direction of the electric field, then 
one may show that the free charge induced on each 
sphere has a magnitude given by 

Q = — E0a9 
3 

(24) 

where E0 is the impressed electric field and a is the 
radius of the spheres. Upon separation one sphere will 
carry a positive charge and the other a negative charge 
of the same magnitude. When the orientation is ran-
dom, the average charge will be some appreciable frac-
tion of (24). Because the separating components are 
of opposite sign they will attract each other and in 
some cases the initial relative kinetic energy between 
the particles will be insufficient to separate them. Ac-
cordingly, the induction process will be important only 
when the relative kinetic energy is greater than Q2/2a. 
It can be shown that such a requirement is met in most 
cases and perhaps most snow or ice crystal collisions and 
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nonassociating raindrop collisions result in oppositely 
charged pairs of magnitude comparable to (24). Such 
simple induction processes have a marked advantage 
over other mechanisms because the charging is instan-
taneous and does not depend either on the generation or 
on the capture of ions. The mechanism is believed to be 
of considerable importance. From (24) it follows that 
the charge per unit mass or the specific charge irre-
spective of the sign is Q/M = 7I-E014ad. 

Electrification by induction is highly efficient and 
energetic so that when this process is common, a mix-
ture of snow flakes or raindrops carrying nearly equal 
positive and negative charges will be found in the atmos-
phere. Because the charges transferred to each particle 
are proportional to the electric field, flakes falling near 
the freezing level where the field is normally large are 
likely to be highly electrified and if they further asso-
ciate to form rain after they melt, extraordinary high drop 
charges may be anticipated. The Graupel forming stage, 
therefore, is likely to transfer excessively large free 
charges to the drops. Indeed, calculations suggest that 
corona will be discharged from a small percentage of 
them [32]. 

Attention is drawn to the fact that the free water nec-
essary to produce a snow flake is only about 1/50 that 
for a spherical water drop of the same size [34]. Since 
the charge induced on each separating flake is propor-
tional to the square of its linear dimensions, it is clear 
that snow crystals electrified by induction in an appre-
ciable electric field may produce relatively large free 
charges per unit mass. In the next section we will con-
sider the electrical effects produced when such highly 
electrified snow flakes melt to form droplets and these 
further associate to produce enhanced electrification. 

ENHANCED ELECTRIFICATION BY THE ASSOCIATION 
OF ELECTRIFIED DROPLETS TO FORM RAIN 

Enhanced electrification is always produced whenever 
electrified cloud or rain droplets collide and associate to 
form rain [24, 25, 32]. Analysis shows that if the cloud 
droplets are all of one sign the association simply con-
centrates these free charges on the raindrops and the 
free charge is conserved. On the other hand, if the parent 
cloud droplets are composed of a mixture of positive 
and negative charges the association processes neutral-
ize some of the available free charge. However, the sta-
tistics of the processes are such as to establish a mixture 
that effectively preserves an appreciable fraction. (See 
Table IV.) This charge is distributed more or less 
equally among a large number of drops each of which 
may sometimes carry thousands of the original cloud 
droplet charges [24, 25, 32]. 

According to the results of earlier sections a typical 
cloud consists of large numbers of droplets in which 
about half of the droplets carry a positive charge that 
is typically 11 elementary units while the other half typ-
ically carries 11 negative units. Normally 4 per cent or 
less of the droplets are uncharged. Suppose that a small 

raindrop falls down through such a cloud and grows by 
association thus consolidating the charges carried by 
the cloud droplets. The falling raindrop is accordingly 
bombarded in a purely random manner by the cloud 
droplets which it successively intercepts. If there are 
equal numbers of positively and negatively charged 
droplets the probability of the drop colliding with a posi-
tive droplet is the same as the probability of it colliding 
with a negative droplet. The statistical distribution of 
charge may, therefore, be worked out in a manner pre-
cisely like that used to determine the charge on the 
cloud droplet when it was bombarded by ions. The exact 
process is well illustrated by Table IV. The fundamental 
difference between the electrification of the cloud drop-
let and the raindrop is that the cloud droplet encounters 
ions by virtue of their thermal agitation, whereas the 
raindrop is bombarded as a result of the relative gravita-
tional motions of the large raindrop and the small elec-
ti ified droplets. 
Two raindrop electrifying regimes by droplet asso-

ciation are evident. The initial or nonequilibrium regime 
describes the early stages of electrification and is de-
scriptive as long as the probability of collision of a drop-
let with a charged drop in constant. This regime is 
gradually converted into the equilibrium regime which is 
established whenever accumulated raindrop charges be-
come large enough to control the probability of collision. 

The Initial or Nonequilibrium Regime 

Whenever the number of collisions between the rain-
drop and the cloud droplets is limited and the probabil-
ity of collision is constant, the average charges for the 
distributions illustrated by Table IV may be estimated 
by use of the binomial point equation of statistical 
theory. It has been shown [32] that the mean non-
equilibrium charge accumulated on raindrops 0, aver-
aged without regard to sign, is nearly 

= 2K11/2 

7 

(25) 

where K is the number of collisions that establish the 
charge on the raindrop and is the mean charge on the 
parent droplets, irrespective of their sign. The value of I 
may be given by (20) or by (24). Since K may be large 
it is clear that very large drop charges may sometimes 
accumulate. 

In the special case where there are more cloud droplets 
carrying one kind of charge than the other, and their 
numbers per unit volume are C+ and C_, it is found [32] 
that the mean systematic charge -0 accumulated on the 
raindrops averaged with respect to sign is 

(c+ 
Kg = — In --) (26) 

2 C_ 
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where the logarithmic form is applicable only when C+ 
and C_ are not too different. The above nonequilibrium 
expressions for the raindrop charges are of value only 
when the number of collisions can be specified. Although 
other assumptions are possible, it is illuminating to sup-
pose that the number of collisions is determined only by 
the ratio of the mass of the final drop to the mass of the 
average colliding cloud particle. Under this condition 
the random specific charge or the charge per unit mass 
accumulated on the falling rain, when averaged without 
regard to sign [32], is given by 

[2f7rMtniT/2 
ttt2 2 M1 

(27) 

where q/mi is the random specific charge carried on the 
parent droplets, mi and m2 are the masses of the cloud 
and raindrops, respectively, and f is an unknown factor 
that measures the evaporation, breakup of the drop, 
etc., and approaches unity when these factors are negli-
gible. In a similar way the systematic specific charge 
transferred to the falling rain is [32 ]: 

  i . 
m, L c+ - c_J m, 

(28) 

This expression shows that the systematic specific free 
charge is conserved during drop growth. 

The Equilibrium Electrification of Raindrops 

When there are sufficiently large numbers of collisions 
with the cloud droplets or when the cloud droplets are 
highly electrified an equilibrium distribution much like 
that given in ( 19) may be established. The fractional 
number of raindrops carrying integral multiples of the 
mean cloud droplet charge q is essentially a Gaussian 
distribution. This distribution is normally symmetrical 
about the zero charge axis whenever equal numbers of 
positive and negative cloud droplets are encountered, 
but may be radically skewed towards positive or nega-
tive charges when the population densities C-f. and C_ 
of the positive and negative parent cloud droplets are 
appreciably different. When equilibrium is established 
one may show [24, 25] from the mathematical analysis 

that 

Da¡ = 
[r(ri + r2)UR2 ]In 

1,4 

2 (--1- + 1 ) 

• exp , 

rni M2 

I
(ri + r2)UR2 ln (C+/C..) 

ng 4q(Ii/mil + 11/m21) -1 

(ri ± rt)UR2 

(-1-- + -1 2 -) 

tn1 M2 

. (29) 

In this expression Lot is the total number of raindrops per 
unit volume, DR« is the number per unit volume carry-
ing a charge Stg, q is the mean parent droplet charge, ir-
respective of sign, St is an integral number, mi, m2 and 
ri and r2 are the masses and radii of the cloud and rain-
drop respectively and Ur is the relative velocity of the 
two types of drops. The ratio of the number of parent 
positive cloud droplets to those carrying negative 
charges is C+/C_. It may be noticed that this expression 
is similar in form to ( 19) and analogous to it in many 
ways. Thus one may calculate the mean charge on both 
the positive and negative fractions of the falling rain and 
show that this charge is given [25] by 

- r(ri ± r2) U R2 1/2 _ 
Q+  - Q_ 

1 1 ) 

8 (— 4.. _- mi Mt 

Like ( 19) this may also be rewritten to show that an ap-
proximate equipartition is established wherein the elec-
trical potential energy carried by the average falling 
raindrop is equal to the energy of bombardment by the 
smaller cloud particles. 
One may emphasize that the equilibrium charge de-

scribed by the above equations is not always established 
in ordinary rain because of the limited distance of fall or 
limited numbers of collisions. This is particularly true 
when the cloud droplets are weakly electrified as by 
ionic diffusion. As a rough guide, the equilibrium dis-
tribution of (29) and (30) may be used whenever a mix-
ture of highly electrified droplets is produced as by 
induction. The nonequilibrium expressions of (27) and 
(28) are used when the droplets are weakly electrified as 
by the diffusion processes. No general rule is applicable 
and a special examination must be made in doubtful 
cases [32]. 

(30) 

MAXIMUM ACCUMULATED DROP CHARGES 

In an earlier analysis of the electrical charges meas-
ured on the ground and on aircraft flying through active 
thunderstorms, it was pointed out that the raindrop 
electrification processes must be extremely energetic be-
cause large numbers of drops of both signs were ob-
served, each of which carried charges so large that the 
electric field at their surface was an appreciable fraction 
of the dielectric strength of air [ 14]. Reference to Table 
II will show that direct measurement of the charge on 
thunderstorm rain suggests charges approximating ± 0.1 
esu/drop. Now, if the drop corresponds to "medium 
rain," its radius will approximate 5 X10-2 cm. The elec-
tric field at the drop's surface, therefore, is about 40 

statvolt/cm or 12,000 volt/cm. When one reflects that 
such drops approach small conducting cloud particles 
that may locally concentrate the electric field, and notes 
further that the drop is frequently deformed as a result 
of aerodynamic forces, it is clear that adequate fields 
may exist at the drop surface to produce a corona dis-
charge. Actually, the conditions necessary to induce 
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corona are more complex than the above statement im-
plies. It has been long known that a certain minimum 
voltage is necessary as well as a large electric field. In 
small droplets the voltage is so low that electric fields 
exceeding the normal dielectric strength of air will not 
cause discharge but drops as large as the example used 
above may very well exceed the critical value and trans-
fer by corona discharge any excess charge to the sur-
rounding air [14]. It seems clear from the data in Table 
II and from other measurements made in active thun-
derstorms near the rain-forming levels, that many of the 
larger raindrops are "fully charged" by the acting 
electrification processes. 

FREE CHARGE DISTRIBUTIONS AND 
THEIR SEPARATION 

Whenever equal amounts of positive and negative 
electricity are found within a given volume, it is neutral 
and no systematic electric fields are produced. In a 
thundercloud consisting of a mixture of highly charged 
raindrops, electrified cloud droplets, and ions, it is not 
likely that such a condition of exact neutrality will long 
persist. Consider a great neutral sheet of rain and cloud 
droplets. The rain falls faster than the cloud particles 
and an initial neutrality is shortly replaced by a free 
charge distribution. For example, negative charges 
largely carried by rain generally appear near the bottom 
of high level clouds while positive charges are likely to 
remain above. By considering a vertical prism of unit 
cross section extending from the ground through the 
thundercloud one may calculate the electric field E and 
the total charge per unit area within the prism by inte-
grating Poisson's equation 

E = zbr f pdz 47ro E' (31) 

where p is the free charge per unit volume, o is the inte-
grated free charge per unit area, and E' is the constant 
of integration determined by the surface charge. In this 
way one may formally determine the field in terms of 
the separated free charges on the precipitation and on 
the ground [10]. 

In addition to the free charges carried inside the 
cloud there are invariably charges induced on the con-
ducting ionosphere and on the earth below. These in-
duced charges play an important role in transferring 
electricity to the earth. The induced and free charge per 
unit areas within the prism are usually so adjusted that 
the total is approximately zero. In typical cases the 
electric field within the active region of the thunder-
cloud is downward. But near the ground and above the 
cloud, the field is positive and outward. Sometimes the 
whole configuration is reversed. Usually the separation 
of free charge establishes fields that not only induce 
charges on the high atmosphere and the ground but 
simultaneously transport ions towards charge centers 

and thus establish space charge sheets that act to limit 
the intensity of the electric field as measured at the 
earth's surface. This effect is prominent in the observed 
reversal of the field after a lightning stroke (Fig. 1). 

According to the direct measurements reported in 
Table II above, the rain inside an active thunderstorm 
may consist of nearly equal numbers of positively and 
negatively charged drops or in some cases drops carry-
ing a single sign are observed. When a matrix consisting 
of equal numbers of equally charged positive and nega-
tive drops are present in the air and both types fall at 
the same velocities, it is clear that no free charge sepa-
ration or electric fields are produced. On the other hand, 
if the larger raindrops carry predominantly charge of 
one sign, neutrality of any given volume of space can-
not be maintained and the big drops carrying their se-
lected charge will fall, leaving their neutralizing charges 
of opposite sign to fall at a slower rate. A progressive 
separation of free charge by this means steadily in-
creases the electric field. The accumulation of separated 
free charge cannot continue for long, because according 
to (31) electric fields of progressively greater intensity 
are immediately established and these fields interacting 
with the charge on the droplets produce electrical forces 
that act to oppose and limit the separation. In some 
cases these forces are adequate to support many of the 
raindrops against the forces of gravity [10]. 
One may emphasize that in most cases the free posi-

tive charges are never completely separated from the 
free negative charges. For example, in a mild cold front 
exhibiting charges like those summarized in Table III, 
it was found that the free charges corresponding to those 
measured on the large drops and distributed through a 
spherical volume a kilometer or so in radius would es-
tablish electric fields at the surface of the sphere many 
times as large as that actually measured. This shows 
that the charge separation is incomplete and that, in 
nature, there is always a mixture of positive and nega-
tive charges. However, one sign may be somewhat in ex-
cess [ 17]. This same conclusion is reached by calculat-
int the approximate free space charge density from the 
observed space gradients of the electric field values, and 

comparing this value with the free charges directly 
measured on the precipitation. The charge on the pre-
cipitation alone is again several times the net space 
charge showing that neutralizing charges, not measured 
by the raindrop analyzing equipment are present and 
mixed with the highly charged rain. Thus it is always 
necessary to distinguish carefully between the drop space 
charge density and the net space charge density [ 12]. 

According to the foregoing observations made inside 
actual storms one is brought to the view that a typical 
thunderstorm cloud is composed of large amounts of 
free charge of both signs carried partly by large rain-
drops, partly by small cloud droplets, and partly by 
ions. In this matrix, the heavily charged raindrops al-
ways fall towards the earth and when they carry charge 
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predominantly of a single sign, then a convective or 
transport current is produced carrying charge towards 
the ground and separating free charge. The magnitude 
of this convective current density [18] is given by 

i = IN,Q4.174 ZN_Q_V_ = pV (32) 

where N+ and N_ are the numbers of large raindrops per 
unit volume carrying positive and negative charges re-
spectively. Q is the charge on each, V± is the velocity of 
fall of the drops; p is the net free space charge density; 
and V is its effective falling velocity. The velocities of 
fall for large drops is primarily determined by the 
aerodynamic forces and by gravity. But the smaller 
drops develop lower velocities that may be somewhat 
influenced by the electric fields. 

It is clear from the foregoing paragraphs that gross 
electrification is not likely to be established within a 
cloud unless some mechanism selectively transfers free 
charge to the larger raindrops. One has, therefore, to 
examine the possible processes which can transfer free 
charge to rain. That such selective charging frequently 
occurs is fully demonstrated [ 12, 17, 19] by detailed 
plots of the summarized data. For example, in both the 
thunderstorm in the mild cold front mentioned above, 
regions were observed wherein the large precipitation ele-
ments all carried charges of the same sign. Neutralizing 
charges doubtless were associated with these but were 
attached to the smaller particles that would fall at a 
very much slower speed. Thus, according to (32) a net 
convective current is established. 

Hyperelectrification provides an energetic mecha-
nism for placing charges, all of one sign on large number 
of raindrops. We have shown that near the boundaries 
of electrified clouds, ions of a selected sign are concen-
trated; these ions are transferred to the polarized rain-
drops immersed in the layer and selectively charge them 
to a value given by (22). Now within the boundary 
space charge layer the positive and negative light ion 
conductivities are normally much different so that the 
drop charges are generally of one sign. 
The number of raindrops or snow flakes in unit vol-

ume is determined by the liquid or crystalline water con-
tent (LWC) of the cloud and the droplet mass, so 
that the convected current density i of (32) in the case 
where all drops carry the same sign of charge, as for 
example, in hyperelectrification, is 

= (LWC) —if V (33) 

where the velocities of fall V may be determined nearly 
enough from available Tables of terminal velocities 

[16]. 
Earlier paragraphs have noticed that a mixture of 

highly charged positive and negative raindrops can be 
established either by induction in an electric field or by 
the association of large numbers of oppositely electri-

fied cloud or rain droplets. Irrespective of the processes 
whereby such a mixture is produced, drops, falling down 
through an atmosphere wherein the positive and nega-
tive light ion conductivities are different, will selectively 
discharge drops of one sign more rapidly than they will 
discharge those of the opposite sign. This process re-
sults in the accumulation of raindrops at lower levels 
having a predominant free charge [27]. Whenever the 
initial specific charge of the mixed raindrops is suffi-
ciently large and the differences in electrical conductiv-
ity are considerable, the convected current densities are 
large enough to establish measurable electrical activity 
[27]. The difference in conductivities between the posi-
tive and negative ions is established only for clear air as 
shown by ( 11) and ( 12) but there is accumulating evi-
dence [37, 39, 43] to show that the conductivities are 
frequently much different inside natural clouds or in pre-
cipitating regions. Whenever the raindrops fall some 
kilometers in an atmosphere wherein )1/4+ 0X_ we have 
been able to show that the current density established 
by the above differential discharge processes is given 
roughly by [27]: 

LWC Q(  
) V [exp ( — 1) — exp(-1] i =   (34) 

2 M LX_ 

where X4./X_ is the ratio of the conductivities of the en-
vironment through which the drops fall. 

It is convenient to recognize that the product of the 
liquid water content and its effective velocity of fall cor-
responds to the mass precipitation rate P expressed in 
terms of grams per square centimeter per second and 
therefore the convected current density may always be 
represented by an expression of form 

i = (LWC) —Q vo(x+/x_) = P 4)(X_F/X_) (35) 

where the function ci)().l./X_) measures the fraction of the 
total drop charge Q that is preserved as a free or system-
atic charge. This fraction depends on the particular 
drop electrifying mechanism and commonly approxi-
mates values from 0.05 to 1.0. 
The energetic processes capable of highly electrifying 

rain that is exposed to electric fields have been empha-
sized above. There are, in addition, other electrification 
means that may contribute to the establishment of 
thunderstorm activity. For example, melting hail may 
place an excess positive charge of more than 1 esu on 
each gram that melts and falls to lower levels [4]. Simi-
larly, the selective transport of ions to cloud droplets in 
regions where the positive and negative light ion con-
ductivities are notably different can, according to (21), 
produce specific charges of 1.0 esu/gm under favorable 
conditions [26]. This latter process is of some impor-
tance in describing the initial electrification induced by 
low level nonthunderstorm rain. 
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EQUILIBRIUM ELECTRIC FIELDS AND THE 

REGENERATION TIME 

Because electric fields are easily measured, it seems 
important to express the charge transferring processes 
in terms of the established field. Consider for example 
the downward transfer of a horizontal sheet of nega-
tively charged raindrops and assume that the positive 
charge remains essentially fixed on the smaller cloud 
droplets above. Earlier articles [ 18, 20] considered the 
equilibrium in a vertical prism of unit cross section ex-
tending from the earth through the thundercloud. It was 
shown that in this prism 

1 dE 

—dt + XE = INQV = Pr = i. 4ir 
(36) 

The first term expresses the accumulation of free charge 
per unit area below a selected reference plane, the sec-
ond term the conduction current density, and these are 
equal to the convective current density i. The solution 
of (36) is 

PV 
E = — [1 — exp (- 47rX/)] E1 exp (- 47Xl) (37) 

X 

where E is the generated electric field at the reference 
plane, E1 the field at the plane when t =0, X the total 
electrical conductivity of the environment, p the net 
free charge density carried by the large raindrops, 
and V is the fall velocity of the heavy drops relative to 
the much smaller ones that carry the neutralizing or 
partially neutralizing charges. It is clear from (36) that 
when an equilibrium electric field is established, the 
charge accumulating below the reference plane ap-
proaches zero and the downward convected current 
density is just balanced by the upward conduction cur-
rent density. Thus the equilibrium electric field approxi-
mates 

PV 
E. = i/X = (38) 

Now immediately after a lightning discharge, E1 is 
small and therefore by (37) one has approximately 

dE\ 
=rpT7 = 47r i. (39) 

dl /0 

Here EdE/dtlo is the initial rate of increase of the electric 
field just after the thundercloud has been neutralized 
by a lightning discharge. Thus, if the electric field re-
covers logarithmically as suggested by (37), the time 
TR it will take the convection current to raise the electric 
field to a value Ec is given by [20]: 

Ec Ec 
TR = =   

i 47rp V 
(40) 

It is illuminating to identify this critical field Ec with 
the dielectric strength of air and then rn may be identi-

fied with the time to regenerate an electrical state ca-
pable of producing a lightning discharge. By the use of 
this expression one may formally express the lightning 
discharge frequency as a function of the net convected 
current density and the critical dielectric strength of 
air. In this way one may plot Fig. 17 giving the dis-
charge frequency as a function of the activity index de-
fined as pi 7/XE. [20]. 
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Fig. 17—Estimated relation between the electrical activity index, the 
lightning recurrence frequency, and the ratio of the regeneration 
to relaxation times. 

For short discharge paths it is well known that the 
dielectric strength of air is something like 20,000 volt/ 
cm but as the path length increases and electron ava-
lanches develop the dielectric strength steadily de-
creases to about 4500 volt/cm at ground levels [40]. At 
higher levels it is systematically less. This value of Ec 
has been adopted in calculating Fig. 17. 

If the atmosphere were a perfect insulator with an 
extremely high dielectric strength, only selectively 
charged raindrops would fall, and thus separate free 
charge until an electric field was established that would 
either drag downward the lighter particles left overhead 
or the raindrops would be supported by the field. One 
may calculate the electric field required to support the 
droplets and it is found that the required field is in ex-
cess of 25,000 volt/cm and greatly exceeds any gradient 
that can continuously be maintained in ordinary air 
[18]. This means, in general, that true equilibrium fields 

seldom fully mature in heavy rain regimes because light-
ning discharges intervene. 

THE INITIAL ELECTRIFICATION OF ALL 

PRECIPITATING CLOUDS 

The crucial problem of precipitation electricity is to 
describe how light rain falling from a neutral cloud 
usually initiates electric fields of from + 10 to +30 
volt/cm at the earth's surface. It is true that an all per-
vading fair weather electric field exists over the earth 
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and presumably has appreciable values at all levels even 
within a neutral cloud. Therefore, if regenerative mech-
anisms are invoked to describe the high, subsequently 
developed fields, this residual field may be of theoretical 
significance. Actually the presence or absence of a small 
initial field is not considered important since electric 
fields may be established in a cloud which is at first en-
tirely neutral and by other straightforward energetic 

processes. 
It is emphasized again that ions are always produced 

in pairs and that the mobility of the negative ion in 
clean air is some 40 per cent larger than that for the 
positive ion. This provides a fundamental mechanism 
for establishing a higher conductivity for the negative 
ions than for the positives, in those regions where sus-
pended particulate matter is a minimum. Observations 
clearly show that the condensation and sublimation 
nuclei density normally decreases very rapidly with alti-
tude [35]. Therefore, at rain and snow forming levels, 
one might anticipate that the number of precipitation 
particles per unit volume would be low and the negative 

conductivity would be notably larger than the positive 
conductivity. This difference has been observed by a 
number of investigators in clear air and therefore, ac-

cording to (21), one would expect snow flakes or water 
droplets at high levels to carry an excess negative free 
charge. 
Now it has been possible to determine the ratio of the 

positive and negative ionic conductivities from a know-
ledge of the number of cloud droplets per unit volume, 
their radius, and the rate of ion pair production. This 
ratio determines the free charge carried on the droplets 
through (21). Thus, in the special case when the cloud 
droplet or snow flake density is low, appreciable net 
electrification is induced by the difference in ionic con-

ductivities. To illustrate the initial electrification pro-
cesses, consider an example. Published data on the size of 
falling snow flakes show that a typical snow flake radius 
is 0.05 cm and its mass approximates 8X10-8 gms [34]. 
Now when the condensed water content approximates 
a typical 10-4 gm/cm', the number of snow flakes per 
unit volume is 0.12 so that Na approximates 0.006. 
Thus, at snow forming levels N2a2/q approximates 
3.6 X 10-6 and by Fig. 15, In X.4./X_= — 0.12. By use of 
(21) it is found that the systematic negative charge 
transferred to the typical snow flakes by ionic diffusion 
is Q= —5.2 X10-7 esu and the specific charge approxi-
mates Q/ M = —0.065 esu/gm. In a similar way one may 
show that the large rain initiating droplets produced by 
condensation at levels where the air is relatively free of 
pollution will produce specific charges of comparable 
but somewhat larger magnitude. As noted in (26), the 
systematic specific free charge is conserved when the 
melted or newly formed droplets associate to form larger 
raindrops. Accordingly, it is evident that, when these 
droplets coalesce and fall towards the ground, they will 
transfer negative charge downward. It remains only to 

determine the magnitude of the electric field that these 
electrified drops may produce. 
By substituting the values suggested in the above 

paragraph in (21), assuming that liquid or crystalline 
water content is 10-4 gm/cm3, and that the drops grow 
large enough to fall at a velocity of 400 cm/sec, then it 
is found by (33) and (38) that at 2-km altitude where 
X = 4.10-4 esu, that Ec= +0.06 statvolt/cm = +20 
volt/cm. Such an electric field is the same sign and 
approximate magnitude as the field commonly observed 
whenever stratus clouds of modest depth precipitate. 
The field is more than an order of magnitude larger 
than the fair weather field and is in the direction of 
commonly observed electric fields in thunderstorms just 
prior to a discharge. We consider it adequate to excite 
all the induction and hyperelectrification effects men-
tioned in the foregoing paragraphs and thus initiate 
through further regeneration full scale lightning activ-
ity. 

Electrification of drops by the above process also 
takes place in the lower levels of the atmosphere but 
the charges here are predominantly positive because of 

the excess conductivity of the positive ions. This special 
case has been considered [26]. 

CRITERIA FOR TIIE ESTABLISHMENT OF HIGH 
ELECTRIC FIELDS BY REGENERATION 

The foregoing section has shown how the diffusion of 
ions onto falling precipitation may sometimes establish 
initial electric fields approximating + 20 volt/cm. Such 
a field does not depend on the presence of an initial elec-
tric field or upon influence effects. 

According to (22) and (24), large charges are trans-
ferred to raindrops whenever electric fields are present 
and these charges are proportional to the impressed elec-
tric field. It is important to determine whether the charge 
so produced can maintain or actually increase an initial 
field of moderate intensity. 

Let the charges transferred to rain by the various in-
fluence processes considered above be represented by 

Q = 3BE0a2 esu (41) 

where B is a numerical constant of the order of unity 
which depends upon the specific electrifying process and 
upon the relative values of the average and maximum 
charges actually produced. The charge per unit mass, 
accordingly, is given by 

Q 9BE0 
 esu/gm. (42) 

M 4rad 

Thus, by (35), (38), and (41) one finds that 

E. 
(LWC)VBcp (-1") 9B[(1)()1P 

X_ X_ 
=--     (43) 

E0 47rdaX 47rdaX 

where P is the mass precipitation rate in gm/cm2sec 
and rt,(X+/X_) represents the functional dependence of 
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(22) or (24) on the conductivity ratio. This function is 
also dependent upon the drop radius a. 

It is clear that if the generated electric field E. is 
greater than the electric field .E0 which transfers charge 
to the raindrops, then the drop charges will increase and 
the electric field can steadily increase or regenerate until 
the dielectric strength of air is surpassed. Accordingly, 
the criterion for the regeneration and establishment of 
large fields within a thundercloud from a small initial 
intensity is that (43) be greater than unity, or that 

(LW C) V (X+) = PO (X+/ X_) 4rd 
 5 —  -- 2.8. (44) 

Xa X_ aX 9B 

For the purpose of illustration, it is convenient to adopt 
numbers that describe the critical case; note that precipi-
tation rates and free charges larger than this critical 
value will permit regeneration while lesser values will 
degenerate. Thus, in this critical case one may adopt as 
representative B/d = 0.5, [X+/X_] =-- 0.5, X at 2 km = 
4X10-4 esu, so that P = 0.0022a gm/cm2 sec. Thus if 
a =0.05 cm corresponding to "medium rain" then 
P =0.4 gm/cm2hr = 0.4 cm of H20/hr. Such precipi-
tation rates and liquid water contents (LWC) are fre-
quently exceeded. It is clear from these figures that re-
generation and build up to high electric fields cannot oc-
cur unless the precipitation rate exceeds that of typical 
"medium rain" and unless ck[X+/X_] is some appreciable 
fraction. The writer believes that this is a proper con-
clusion because the data clearly show that heavy pre-
cipitation is not always accompanied by lightning. It 
is noteworthy that large precipitation rates act to ac-
centuate any electrical activity already present. 

It would be improper to conclude that gross electrifi-
cation phenomena can only develop through influence 
effects, but since these are clearly regenerative under 
certain conditions and are especially energetic we con-
sider them to be of some importance. 

THE ESTIMATED ELECTRIFICATION IN 
ACTIVE THUNDERSTORMS 

The foregoing sections have outlined some of the 
basic electrical phenomena taking place in the earth's 
lower atmosphere. The differences in conductivities of 
the positive and negative ions contribute to differential 
discharge and electrifying processes that ultimately de-
velop free charges on the falling rain. One now con,siders 
the over-all behavior and electrical magnitudes within 
an active thunderstorm. 

It has been shown how an initiating positive electric 
field of about + 20 volt/cm could be established by light 
rain falling to the ground. This initial field is capable of 

being regenerated and built up by influence effects 
operating on the falling rain. To illustrate the basic 

processes, one considers two examples of charge transfer 
and electric field production that are so energetic that 
they probably play a major role in establishing the ob-

served electrical state. These processes and possibly 
others frequently act simultaneously so the electrifica-
tion of a thundercloud as a whole is likely to be complex. 

Consider first a vertical prism of unit cross section 
extending to high levels where snow flakes and ice 
crystals are formed and fall towards the melting level. 
At these high levels the suspended contamination is 
normally small and some systematic electrification due 
to ionic diffusion will be produced just as suggested pre-
viously. However, quite independent of these diffusion 
processes the snow crystals will frequently collide and 
separate. When the separation takes place in an electric 
field we have seen that large charges of opposite sign are 
produced on the separated snow crystals. For the pur-
pose of estimation suppose that the ice crystals have a 
radius that is typically 0.05 cm and that they are favor-
ably oriented with respect to an electric field E0 at the 
time of their separation. The magnitude of the positive 
and negative induced charges by (24) is then 8X10 
E0 esu. Now when this mixture of highly charged ice 
crystals carrying both positive and negative charges fall 
to the melting level and are there converted into water 
droplets further collisions will result in association to 
form a distribution of highly charged raindrops related 
to that shown in Table IV. It is estimated that some 65 
associations between such small melted ice crystals will 
take place before they grow into a "medium raindrop" 
having a radius of 0.05 cm [34]. Thus, by use of (25), 
one may calculate the mean multiplied drop charge, 
averaged without respect to sign, as 5.1 X100 E0 esu. 
The specific charge carried by such associated raindrops 
is 96 E0 esu/gm. A short calculation will show that the 
ratio of the electric field at the surface of the drop to the 
exciting field E0 is 20. Thus, if the exciting field E0 is as 
much as 2 statvolt/cm the field at the drop surface will 
approximate 12,000 volt/cm. Any additional charge 
may well induce corona and thereby limit the drop 
charges. This example suggests that the electrification 
by induction and their subsequent association will " fully 
electrify" the produced droplets whenever the original 
induced electric field much exceeds 2 statvolt/cm. At-
tention is drawn to the fact that nearly equal num-
bers of positive and negative drops are produced by this 
process. However, as this mixture of positive and nega-
tive drops falls in the atmosphere the conductivity 
measurements [7, 37, 39, 43] together with the measure-
ments on the discharge characteristics of our flying 
laboratory, Fig. 9, show that they will discharge selec-
tively. Thus when the mixture of drops falls some 2 or 
3 km an excess free charge is established having a sign 
corresponding to the ions exhibiting the larger conduc-
tivity [27]. At levels above 3 or 5 km the negative ion 
conductivity is in excess and drops falling through this 
region would accumulate a negative free charge. Below 
3 or 5 km there would be a marked tendency for the 
drops to accumulate a positive free charge [26]. Now 
when the ratio of the conductivities X+/X_ approxiates 
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0.9 the differential discharge of the raindrops will estab-
lish thereby an excess negative free charge that is trans-
ferred toward the earth with a velocity corresponding 
to the terminal velocity of "medium rain," or 400 cm. 
Thus when LWC = 10-4 gm/cm' one may calculate the 
convected current density by (34) and it is found to 
approximate 7 X10-4E0 esu/cm2. The reader may verify 
that such a current density summed up over the entire 
area of a typical thunderstorm will establish a total con-
vection current of more than one ampere if E0= 2 
statvolt/cm. Such a current approximates the measured 
currents [ 7]. 
One may estimate from (38) the equilibrium electric 

field that will be established as a result of the convected 
charge moving towards the ground. At a selected height 
of 2 km one may adopt a conductivity for clear air of 
4 X10-4 esu or 4X10-5 esu within a typical stable cloud. 
Thus by (38) the established equilibrium electric field 
would approximate 1000 volt/cm in clear air or 10,000 
volt/cm within a cloud. Because of uncertainties in 
the conductivity and the physical properties of the 
falling rain exact numerical values are unimportant, 
but one may notice that the charge transferring pro-
cesses are adequate 1) to regenerate the initial field and 
2) to establish electric fields and gross currents within 
the thunderstorm that are descriptive of the available 
observations. Whenever the electric field exceeds about 
4500 volt/cm at the earth's surface or something less 
than this value over an extensive path, observations 
show rather clearly that a disruptive lightning discharge 
will be initiated [40]. Accordingly, one may understand 
in quantitative terms one of the basic mechanisms that 
is capable of establishing lightning. 

Consider another energetic mechanism of somewhat 
different type and suppose that some free charge already 
exists within the thundercloud. We have seen that hy-
perelectrification is important at the boundary of dis-
continuity between the thundercloud and the clear air 
outside. This mechanism has been discussed in some 
detail [29] and leads to drop charges of magnitude given 
by (22). According to this expression, high charges all 
of one sign are transferred to the raindrops in the transi-
tion layer. To illustrate the process, assume that the 
precipitation is characterized by "medium rain" and the 
drop radii approximate 0.05 cm. Thus, the charge on 
each drop by (22) is 7.5 X10-3 E0 esu. When E0 is large 
enough the drops may again carry charges comparable 
to the maximum as discussed previously. Further as-
suming that the liquid water content is a typical 10-4 
gm/cm3, the space charge density will be 1.5 X10-5 E0 
esu/cm3 and this falls towards the earth at the velocity 
of fall for "medium rain." Therefore, the convected 
current density is 6 X10-3 E0 esu/cm2 and the total cur-
rent for a typical thunderstorm may be several amperes. 
The precipitation charge in the above example is all of 
one sign and could have been calculated directly from 
(33). Again noticing that the equilibrium electric field is 

determined by the convected current density and the 
conductivity one may again substitute the conductivity 
at 2 km or 4 X10-4 esu to show that the equilibrium field 
is 15 E0 statvolt/cm or 4500 E0 volt/cm. Thus if E0 
has typical values the falling rain is capable of estab-
lishing an electric field, even in clear air, which is greater 
than the dielectric strength of air. Further, one may 

notice that if a lower conductivity, characteristic of 
stable clouds, is employed the equilibrium field would 
be much larger than that just calculated and the field 
would then far exceed the dielectric strength of air. In 
any event, lightning is likely to intervene, which will 
equalize the separated charges. 
The above electrification processes are exceedingly 

energetic and are thought to be principally responsible 
for the observed separation of free charge in a thunder-
storm. It is important to recognize that the sign of the 
charges produced by hyperelectrification depends on the 
direction of the electric field at the cloud boundary. 
When the cloud boundary sees positive charge within 
the cloud the drops are likely to be negatively charged 
but if the boundary sees negative charge within the 
cloud the drops will be positively electrified. It is clear, 
therefore, that some thunderstorm regions will be char-
acterized by highly charged drops of one sign while 
other regions will contain highly charged drops of the 
opposite sign, just as Fig. 6 and our other aircraft meas-
urements clearly show [ 17]. These aircraft measure-
ments show that negative charges normally predomi-
nate on precipitation at the high rain forming levels. The 

excessive negative ionic conductivity commonly ob-
served at such levels where the suspended pollution is a 
minimum suggests strongly that perhaps most of the 
marked sign selective processes considered in the fore-
going sections may be fundamentally traceable to the 
superior mobility of the negative ion. This general view 
has influenced the interpretation of atmospheric electric 
problems since the classical measurements of ionic mo-

bilities were first made in 1900 by Dr. John Zeleny. 

RELATION OF THUNDERSTORM ELECTRICITY TO THE 
EARTH'S FAIR W EATHER FIELD AND TO THE 

CLEANLINESS OF THE EARTH'S 
ATMOSPHERE 

It is well known that the surface of the earth in all 
fair weather regions carries a negative charge of about 
4 X 10-4 esu/cm2, and that this maintains an inward elec-
tric field of about 1.5 volt/cm. Wilson suggested long 
ago [45] that the maintenance of the observed fair 
weather charge and field was probably related to the 
presence of thunderstorms somewhere else on the earth. 
Probably most workers in the field of atmospheric elec-
tricity accept this explanation as correct because there 
are worldwide fluctuations of the fair weather field 
which appear to be in phase with the abundance of 
thunderstorms averaged over the earth. Gish and Wait 
[7] have estimated the current at the top of a thunder-
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cloud where the current density measurements were not 
complicated by the convective transport of charge on 
rain, and they found currents approximating 1 ampere 
per thunderstorm. Since the current to the high at-
mosphere and the ground must be continuous a negat ive 
current of similar magnitude usually flows towards the 
ground just as we have estimated in the foregoing sec-
tion. However, because of the relatively high resistance 
of these lower layers the transfer of charge across this 
layer is frequently augmented by lightning discharge. 
We have seen that typically 17 coulombs is translei red 
to the earth by each lightning discharge. This transfer 
is frequently supplemented by conduction currents and 
the charges on the falling rain so that the determination 
of exact quantities is rather difficult. 
We have evidence suggesting that the transfer of 

charge from the clouds to the earth takes place with 
greater ease in mountainous regions because such moun-
tains frequently extend well into the conducting at-
mosphere at high levels. The total currents transferred 
in mountainous regions is unknown but preliminary 
measurements suggest that it may be large and the mat-
ter deserves careful investigation. The general char-
acter of the equivalent electrical circuit in the atmos-
phere is outlined in Fig. 18. 

Fig. 18—Equivalent electrical circuit of the atmosphere. From 1000 
to 2000 thunderstorms in constant operation are required to 
maintain the currents in the fair weather areas of the earth. 
Notice that charged raindrops transport the free charge through 
the cloud and provide the energy to establish the current. 

One aspect of the maintenance of the earth's charge 
requires special consideration. Fig. 1 shows that in ac-
tive thunderstorms the impressed electric field is more 
or less alternating in character and positive and nega-
tive fields are common. We have seen that space charge 
always accumulates in the lower atmosphere which is 
opposite in sign to the charge on the earth. An analysis 
shows that whenever time is available to accumulate 
space charge a positively charged surface will discharge 
more rapidly than a negatively charged surface. Thus, 
alternating electric fields impressed on the lower atmos-
phere will result in the transfer of more negative charge 
to the earth than positive. That is to say, the lower 
atmosphere has rectifying properties [9]. Even if the 
acting charge separating processes in the atmosphere 
were purely random in nature, it is clear that this 

earthly condenser would accumulate and maintain a 
negative charge. The magnitude of the rectified current 
would not fully account for the observed field unless 
thunderstorms are more general and cover more area 
than we now believe [9]. 
The fundamental importance of thunderstorm ac-

tivity and the maintenance of the earth's fair weather 
electric field has never been adequately emphasized. It 
is clear that it plays no direct part in the over-all 
weather process but its secondary role in sweeping the 
atmosphere clear of fine particulate matter can hardly 
be overestimated. It is well known that the number of 
condensation nuclei decrease rather rapidly with in-
creasing altitude and this has generally been attributed 
to gravitational fallout. With the advent of nuclear 
bombs the problem of cleansing the stratosphere of its 
suspended particulate matter is a very practical one. 
One may easily show that a particle of radius 10-6 cm 
and carrying one elementary charge will experience a 
force, produced by the fair weather electric field in the 
stratosphere, that is roughly ten times as Large as the 
gravitational force. Near thunderclouds the relative 
forces will be proportionately much greater. Accord-
ingly, in the presence of clouds, or indeed in clear air, 
the superimposed systematic electrical motions com-
municated to the particles acts to precipitate out the 
very fine particles onto cloud droplets and on the 
ground. We do not suggest that the mechanism is im-
portant for particles as large as a micron because here 
gravity plays probably the major role but it is extremely 
difficult to understand how the tremendous numbers of 
very fille particles of the size of many condensation 
nuclei suspended in the atmosphere are purged unless 
electrical phenomena are invoked. Accordingly, this 
author believes that the role of thunderstorm electricity 
is an important one in making this earth a habitable 
abode for man. 

CONCLUSION 

The foregoing sections have summarized probably the 
most important phenomena responsible for the electrifi-
cation of precipitation and thunderstorms. We have 
attempted to emphasize that thunderstorm electrifica-
tion is but an extreme manifestation of the charges 
commonly produced on all precipitation. It seems clear 
from the data that large, newly formed raindrops are 
usually electrified but do not always produce lightning. 
Thus, one infers that there are secondary relationships 
related to the rate of precipitation and to the character 
of the cloud development which somewhat determine 
the electrical activity of the cloud. These relationships 
are specified by (44). 

According to the above analysis the electrification is 
principally associated with: 1) Droplets or ice crystals 
formed in clean air at high levels. The process here is 
primarily one of selective diffusion. 2) Special phe-
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nomena in the transition layer between a cloud and its 
clear air environment. In this layer, ions of a single sign 
from outside the cloud, are commonly concentrated and 
are deposited on cloud droplets and raindrops by hyper-
electrification. 3) Electrical induction by the contact 
and separation of ice crystals or raindrops exposed to an 
electric field. The mechanism is such as to produce a 
mixture of positive and negative drops carrying roughly 
the same charge magnitudes. 4) The selective discharge 
of mixtures of positive and negative drops as they fall 
down through an environment wherein the positive and 
negative conductivities are different. All of these proc-
esses are energetically capable of contributing to the 
over-all electrification of a thunderclood. Some of these 
processes are evident in light rain and drizzle formed at 
low levels which is known to be weakly electrified [ 26]. 

It seems clear from the analysis that rapid regenera-
tion and build up of the electric field accompanied by 
frequent lightning discharges can hardly be anticipated 
unless the precipitation rate exceeds that characteristic 
of "medium rain." All of these requirements appear 
consistent with the available knowledge on the meteoro-
logical characteristics of thunderstorms. Thus, the above 
quantitative description of thunderstorms is adequate 
to account not only for active thunderclouds extending 
to high freezing levels, but also in very clean air when 
the storm cloud fully develops below the freezing level. 
Moreover, the description does not require that light-
ning be produced by every heavily precipitating cloud. 
This summary attempts to discuss only the outstand-
ing features of thunderstorms and because of their com-
plexity exceptions must be anticipated. 
Many of the processes which we have examined in 

this communication are directly applicable to the gen-
eration of volcanic lightning. The main requirement is 
that particulate matter collide, separate, and fall in a 
semiconducting ionized atmosphere. It is anticipated 
that lightning storms much like those observed on the 
earth will develop on other planets or on stars. 
The analysis of atmospheric electric phenomena in 

precipitating regions has necessarily ignored a number of 
processes that have been considered adequately by 
other writers. Our research team has examined a number 
of suggested electrifying processes to determine roughly 
their relative importance in atmospheric electricity. 
Some of these processes doubtless contribute to the over-
all electrification under especially favorable conditions. 
But the mechanisms we have considered above all prove 
to be energetic and electrically active in the laboratory. 
Much more work needs to be done in this field of re-
search and there is a large number of stimulating prob-
lems yet to be solved. This review is intended to em-
phasize those mechanisms that appear to the writer to 
be most important and to stimulate further work in this 
specialized area of basic physics. 

BIBLIOGRAPHY 

[1] Banerji, S. K. "The Electric Field of Overhead Thunder-
clouds," Philosophical Transactions, Vol. 231 ( 1932), pp. 1-28. 

[2] Banerii, S. K., and Lele, S. R. " Electric Charges on Raindrops," 
Nature, Vol. 130 ( 1932), pp. 998-999. 

[3] Chalmers, J. A., and Pasquill, F. "The Electric Charges on 
Single Raindrops and Snowflakes," Proceedings of Physical 
Society, London, Vol. 50, ( 1938), pp. 1-15. 

[4] Ditiger, 1 E., and Gunn, R. " Electrical Effects Associated 
NVith a Change of State of Water," Terrestrial Magnetism and 
Atmospheric Electricity. Vol. 51 ( 1946), pp. 447-494. 

[5] Elster, J., and Geitel, H. "Zur Influenztheorie der nieder-
sch:tgs.-Elektrizitat," Physikalische Zeitschrift, Vol. 14, (1913), 
p. 1287. 

[6] Foster, H. "An Unusual Observation of Lightning," Bulletin of 
the American Meteorological Society, Vol. 31, ( 1950), p. 140. 

[7] Gish, O. H.. and Wait, G. R. "Thunderstorms and The Earth's 
General Electrification," Journal of Geophysical Research, Vol. 
55, ( 1950), pp. 473-481. 
Gsch wend. P. " Beobachtungen Uber Die Elektrischen Ladungen 
Eirtzelner Regentropfen und Schneeflocken," Jahrbuch der Radio-
aktivitiit und Elektronik. Vol. 17 ( 1920), pp. 62-79. 
Gunn, R. "Ott Electrical Rectification by the Earth's Lower 
At mosphere," Terrestrial Magnetism and Atmospheric Electricity, 
Vol. 38 ( 1933), pp. 303-308. 

[10] Gunn, R. " Electricity of Rain and Thunderstorms." Terrestrial 
Magnetism and Atmospheric Electricity, Vol. 40 ( 1935), pp. 79-
106. 

[11] Gunn, R., Hall. W. C., Kinzer, G. D., et al. "Technical Re-
ports, Army- Navy Precipitation Static Project," PROCEEDINGS 
OF THE IRE, Vol. 34 (April, 1946), pp. 156-177, (May, 1946), 
pp. 234-254. 

[12] Gunn. R. "The Electrical Charge on Precipitation at Various 
Altitudes and its Relation to Thunderstorms," Physical Review, 
Vol. 71 ( 19-17), pp. 181-186. 

[13 Gunn. R. " Electric Field Intensity Inside of Natural Clouds," 
Journal of A hplied Physics, Vul. 19 ( 1948) pp. 481-484. 

[14! Gunn R. "The Free Electrical Charge on Thunderstorm Rain 
and Its Relation to Droplet Size," Journal of Geophysical Re-
search , Vol. 54 ( 1949), pp. 57-63. 

[15] Gunn, R. "Electronic Apparatus for the Determination of 
The Physical Properties of Freely Falling Raindrops," Review 
of St ientific Instruments, Vol. 20 ( 1949), pp. 291-296. 

[161 Gunn. R., and Kinzer, G. D. "Terminal Velocity of Fall of 
Water Droplet, in Stagnant Air," Journal of Meteorology, Vol. 6 
(19491, pp. 243-248. 

[17] Gunn. R. "The Free Electrical Charge on Precipitation Inside 
an Active Thunderstorm," Journal of Geophysical Research, Vol. 
55 ( 1950), pp. 171-178. 

[18] Gunn. R. "Precipitation Electricity," Compendium of Meteorol-
ogy. A m erica': .1Ietearologiral Society. (1951). pp. 128-135. 

[19] Gunn, R.. and Devin, C., Jr. " Raindrop Charge and Electric 
Field in Active Thunderstorms," Journal of Meteorology, Vol. 10 
(1953), pp. 279-284. 

[201 Gunn, R. " Electric-Field Regeneration in Thunderstorms," 
Journal of Meteorclogy, Vol. 11 ( 1954), pp. 130-138. 

[211 Gunn, R. " Electric Field Meters," Review of Scientific Instru-
ments, Vol. 25 ( 1954), pp. 432-437. 

[22] Gunn, R. " f)iffti.ion Charging of Atmospheric Droplets by Ions, 
and The Resulting Combination Coefficients," Journal of Me-
teorology, Vol. 11 ( 1954), pp. 339-347. 

[23] Gunn, R. "The Stati,:tical Electrification of Aerosols by Tonic 
Diffusion," Journal of Colloid Science, Vol. 10 ( 1953), pp. 107-
1 19. 

[24] Gunn, R. " Droplet Electrification Processes and Coagulation in 
Stable and Unstable Clouds, " Journal of Meteorology, Vol. 12 
(1955), pp. 511-518. 

[25] Gunn. R. " Raindrop Electrification by the Association of 
Randomly Charged Cloud Droplets," Journal of Meteorology, 
Vol. 12 ( 1955) pp. 562-568. 

[26] Gunn, R. "The Systematic Electrification of Mist and Light 
Rain in the Lower Atmosphere," Journal of Geophysical Re-
search, vol. 60 ( 1955). pp 23-27. 

[27] Gunn, R. " Initial Electrification Processes in Thunderstorms," 
Journal of Meteorology. Vol. 13 ( 1956), pp. 21-29. 

[28] Gunn, R., and \Voessner, R. H. "Measurements of the Syste-
matic Electrification of Aerosols," Journal of Colloid Science, 
Vol. 11 ( 1956), pp 254-259. 

[29] Gunn, R. "The Hvperelectrification of Raindrops by Atmos-
pheric Electric Fields," Journal of Meteorology, Vol. 13 (1956) 
pp. 283-288. 

[81 

[91 



1358 PROCEEDINGS OF THE IRE October 

301 Gunn, R. "Electric Field Intensity at the Ground Under Active 
Thunderstorms and Tornadoes, Journal of Meteorology, Vol. 13 
(1956), pp. 269-273. 

[311 Gunn, R. "The Ratio of The Positive and Negative Light Ion 
Conductivities Within a Neutral Aerosol Space," Journal of 
Colloid Science, Vol. 11 ( 1956), pp. 691-698. 

[321 Gunn, R. "The Non-Equilibrium Electrification of Raindrops 
by the Association of Charged Cloud Droplets," Journal of 
Meteorology, Vol. 14 ( 1957). 

[331 Gunn, R. and Phillips, B. B. "Experimental Investigation of 
The Effects of Air Pollution on the Initiation of Rain," Journal 
of Meteorology, Vol. 14, ( 1957), pp. 272-280. 

[341 Higuchi, K. "A New Method for the Simultaneous Observa-
tions of Shape and Size of a Large Number of Falling Snow 
Particles," Journal of Meteorology, Vol. 13 ( 1956), pp. 274-287. 

1351 Landsberg, H. "Atmospheric Condensation Nucleii," Beitrâge 
mfr. Geophysique, (Suppl.,) Vol. 103 ( 1938), pp. 155-252. 

[361 Mason, B. J. "A Critical Examination of Theories of Charge 
Generation in Thunderstorms," Tellus Vol. 5 ( 1953), pp. 446-
460. 

[371 Mathias, E., and Grenet, G. "Conductabilite Electrique de 
L'air au Sommet Du Puy de Dome," Congr. Say., Vol. 64 
(1931), pp. 220. 

1381 Müller-Hillebrand, D. "Charge Generation in Thunderstorms 
by Collision of Ice Crystals with Graupel, Falling through a 
Vertical Field," Tellus, Vol. 6 ( 1054), pp. 367-381. 

[391 Nolan, J. J., and Nolan, P. J. "Further Observations on Atmos-
pheric Ionization at Glencree," Proceedings of the Royal Irish 
A cademy, Vol. 61 ( 1933), pp. 111-128. 

[401 Norinder, H., and Salka, O. "Mechanism of Positive Spark 
Discharges with Long Gaps in Air at Atmospheric Pressure," 
Arkiv Fysik, Vol. 3 ( 1951), pp. 347-386. 

[411 Phillips, B. B., Allee, P. A., Pales, J. C., and Woessner, R. H. 
"An Experimental Analysis of the Effect of Air Pollution on the 
Conductivity and Ion Balance of the Atmosphere," Journal of 
Geophysical Research, Vol. 60 ( 1955), pp. 289-2%. 

[421 Phillips, B. B., and Gunn, R. "Measurements of the Electri-
fication of Spheres by Moving Ionized Air," Joie-na! of Meteor-
ology, Vol. 11 (1954), pp. 348-351. 

[431 Rossmann, F. "Luftelektrische Messungen mittels Segelflug-
zeugan," Ber. Deut. Wetterd.. US-Zone, No. 15 ( 1950). pp. 3-54. 

[44] Scrase, F. J. " Electricity On Rain," Geophysics Mem., Vol. 
9 ( 1938), p. 20. 

[451 Wilson, C. T. R. " Investigations on Lightning Discharges and 
on the Electric Field of Thunderstorms," Transactions of the 
Royal Society, Vol. A221 (1920), pp. 73-115. 

[461 Woessner, R. H., and Gunn, R. "Measurements Related to The 
Fundamental Processes of Aerosol Electrification," Journal of 
Colloid Science, Vol. 11 ( 1955), pp. 69-76. 

[471 Wormell, T. W. "Atmospheric Electricity—Some Recent 
Trends and Problems," Royal Meteorological Quarterly Journal, 
Vol. 79 ( 1953), pp. 3-38. 

An Improved High-Gain Panel Light Amplifier* 
B. KAZANt, SENIOR MEMBER, IRE 

Summary—A grooved photoconductor light-amplifying picture 
panel is described, whose gain is more than 10 times greater than any 
previous amplifier and whose threshold for input light is reduced. 
These improvements have been obtained with a new electrode struc-
ture which enables a more efficient type of operation and by the use 
of a more sensitive photoconductive powder. Measured input-output 
characteristics are shown comparing the new and earlier types of 
operation and also indicating the effects of different supply frequen-
cies. The time-integrated energy gain for a one-second excitation is 
of the order of 100 with input light of the same spectral distribution 
as the output. The asymptotic energy gain after a longer excitation 
interval is about 800 with optimum spectral matching of the photo-
conductor. Although the decay time is of the order of seconds, as 
with early amplifiers, the shape of the decay curves and the rate of 

decay are changed by the new method of operation. 

INTRODUCTION 

HE basic design of the original panel light am-
plifier' is shown in cross section in Fig. 1. The prin-
cipal layers are the electroluminescent phosphor 

layer which produces the output image and the photo-
conductive layer which varies its resistance in accord-

ance with the input radiation. Since the photoconduc-

• Original manuscript received by the IRE, May 6,1957. 
t RCA, Princeton, N. J. 
B. Kazan and F. H. Nicoll, "An electroluminescent light-ampli-

fying picture panel," PROC. IRE, vol. 43, pp. 1888-1897; December, 
1955. (Some of the results of this work were also described in Radio 
Age, vol. 14, p. 6; January, 1955 and by D. \V. Epstein in RCA 
Eng., vol. I, pp. 42 44; June July, 1955.) 
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Fig. 1—Basic design of grooved photoconductor light amplifier. 

tive layer in the dark must be many times higher in im-
pedance than the electroluminescent layer, it is made 
much thicker. To efficiently illuminate the thick photo-

conductor, it is grooved. In operation, the incident light 
is absorbed on the surfaces of the photoconductor so 
that photocurrents flow down the sides of the ridges and 
converge at the bottom of the grooves. To efficiently 
utilize the entire phosphor area, a resistive current-
diffusing layer is placed below the photoconductor. This 
spreads the photocurrents slightly, approximately one 
groove width. To prevent feedback of output light, an 
opaque insulating layer is provided on the back surface 
of the phosphor layer. 
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Fig. 3—AC operation of single element. 

CONVENTIONAL METHOD OF OPERATION 

The photoconductive material employed is an im-
proved CdS powder bonded with plastic. The current-
voltage characteristic of this material is very nonlinear.2 
Fig. 2 shows a log-log plot of dc current vs voltage for a 
fixed light level, indicating the current to vary approxi-
mately as the fourth power of the voltage over many 
orders of magnitude of current. One effect of the non-
linearity is a reduction in amplifier gain when operated 
in the usual manner with ac voltage. Fig. 3 shows a 
single amplifier element with sine-wave excitation. Be-
cause of the nonlinearity of the photoconductor, most of 
the current flows during a small portion of the cycle 
when the voltage is near its peak. Compared to a linear 
photoconductor with equal peak current, there is a re-
duction in average current for the nonlinear CdS powder 
with a corresponding reduction in output light from the 

2 F. H. Nicoll and B. Kazan, "Large area high-current photocon-
ductive cells using cadmium sulfide powder," J. Opt. Soc. Amer.. vol. 
45, pp. 647-650; August, 1955. 

phosphor layer. In operation, the peak voltage which 
can be applied to the photoconductor is limited by 
breakdown. With a given peak voltage level some im-
provement in operation is possible with the nonlinear 
CdS by using rectangular wave shapes which increase 
the average ac current. However, a much larger increase 
in current can be obtained by a different method as next 
indicated. 

NEW METHODS OF OPERATION 

If a dc voltage equal to the peak ac voltage is applied 
to the photoconductor, it is found that the dc photocur-
rent is usually many times greater than the peak ac 
photocurrent.' This dc increase of photocurrent is a 
particular property of the CdS photoconductive powder. 
At the low-light levels used with the amplifier the in-
crease in photosensitivity may be as high as 10 times. 

While the photoconductor requires dc voltage for best 
operation, the electroluminescent phosphor layer re-
quires ac voltage, being inoperative with dc. This differ-
ence cannot be reconciled by the simple series circuit 
which has been the basis of light amplifier operation un-
til now. 
One method of overcoming the problem is shown in 

Fig. 4, representing a single amplifier element. Instead 
of a single photoconductive element, two smaller photo-
conductors are used, both of which are assumed to be 
equally illuminated. In series with each photoconductor 
is a diode so that a half-wave rectified voltage of oppo-
site polarity and phase is applied to the two photocon-
ductors. The voltage polarity and phase are shown by 
the solid lines to the right, with the photocurrent pulses 
as dashed lines. In operation during a positive half 
cycle, the current pulse through photoconductor A 
charges the phosphor element positive. During the next 
half cycle, the current pulse of opposite direction 
through photoconductor B charges the phosphor ele-
ment negative, developing ac voltage across the phos-
phor. Although pulsed dc voltage is applied to the pho-
toconductors instead of steady dc, it is found that the 
peak photocurrent obtained is almost as great as with 
steady dc. This type of operation produces a large in-
crease in ac voltage across the phosphor element for a 
given light flux in lumens falling on the photoconductive 
elements. 

Using the basic principle of the rectified ac operation, 
further improvement is obtained with the circuit of 
Fig. 5. Here, instead of diodes, dc bias voltages of oppo-
site polarity are inserted in series with the two photo-
conductive elements. By setting the bias voltage equal 
to the peak ac voltage, pulsating dc voltages of opposite 
polarity and phase are applied to the photoconductors. 
Since the width of the voltage pulses between half-value 
points is greater than for the rectified ac operation, the 
photocurrent pulses are wider than with rectified ac. 
Therefore, the average ac current through the phosphor 
is increased, and more output light is produced. Al-
though the voltage applied to one photoconductor rises 
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before the voltage on the other photoconductor falls to 
zero, the current flow when the instantaneous voltage is 
low can be neglected for most input levels because of the 
nonlinear property of the photoconductors. 
To apply the rectified ac or biased ac method of opera-

tion to the light amplifier requires a modification of the 
electrode system. Fig. 6 shows the cross section of the 
modified amplifier operated with biased ac. The con-
ducting lines on the grooved photoconductor are sepa-
rated into two interdigital sets, each set being connected 
to one of the two bias supplies. If light strikes the photo-
conductive layer, as shown, conductivity results on the 
surfaces of the grooves at the local area illuminated. The 
portions of the photoconductor and phosphor area cor-
responding to the single picture element of the previous 
figure are shown by the heavy lines. 

COMPARISON OF OPERATING METHODS 

The different modes of amplifier operation can be 
compared by means of the corresponding input-output 
characteristics. These cannot be measured, however, as 
static characteristics because of the build-up properties 
of the photoconductor. Fig. 7 shows a log-log plot of dc 
photocurrent vs time for different light levels using the 
grooved photoconductive layer of the amplifier with 
interdigital electrodes as a photocell. The procedure used 
before measuring each curve was to initially flood the 
photoconductor with a high light level and then allow 
it to decay. At the moment the dark current reached a 
specified level (approximately 4 tamp), the input light 
for the measurement was switched on and the curve 
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100 

ments of light output vs time, irrespective of method of 
operation, the amplifier was initially pre-excited and 
allowed to fall to a specified output level of 0.0012 foot-
lambert before recording the curves. 

All of the curves have high slopes with a gamma of 
about 3. For low-level input light the rectified ac opera-
tion gives about 20 times as much output light as the 
conventional ac operation. Using biased ac operation, 
more than 50 times as much output light is obtained 
compared to the conventional ac operation. Alterna-
tively, with biased ac, about 5 times less input light is 
required to produce a given output light compared to 
conventional ac, thus lowering threshold of operation. 
At the higher output levels the ac characteristic be-

gins to saturate slightly. The saturation is greater for the 
rectified ac characteristic while the biased ac character-
istic becomes completely flat. The saturating effects of 
the rectified and biased ac are not due to a saturation of 
the photoconductor, but are caused by a leakage of 
charge through the photoconductive elements during 
the half cycle when they are assumed to be nonconduct-
ing. The clipping action of the biased ac is of practical 
advantage in protecting the phosphor layer from break-
down. If the amplifier is accidentally excited with high 
input lights this limits the voltage which can be applied 
to the phosphor. 

For longer or shorter excitation times than the 10 
seconds shown, sets of similar-shaped characteristics 
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Fig. 9—Input-output characteristics for different 
methods of operation. 

are obtained displaced to the left or right, respectively. 
With an excitation time of a minute, the curves of Fig. 
8 show a maximum gain of about 400 times (0.005 foot-
candle input). These curves were obtained with a yel-
low electroluminescent input light source of identical 
spectral distribution as the amplifier output. Since the 
photoconductor is peaked in the red at about 750 milli-
microns it is not efficiently excited by the phosphor, 
peaked at 550 millimicrons.' Assuming an input light 
of about 750 millimicrons wavelength, the energy gain 
of the amplifier is about 800 times. Measurements with 
tungsten input light of about 2800°K indicate a gain 
in lumens of more than 1000 times with an excitation 
time of a minute. 

COMPARISON OF OPERATING FREQUENCIES 

The characteristics of Fig. 9 were obtained with 420-
cycle ac. To determine the effects of operation at other 
frequencies, input-output characteristics were also ob-
tained for 60 and 2000-cycle biased ac operation. Fig. 
10 shows typical characteristics compared to a 420-
cycle characteristic, all obtained with an equal excita-
tion time. For comparative purposes the light output 
preceding excitation of the amplifier in all measurements 
was maintained constant (approximately 0.0012 foot-
lambert). Except at high input levels, the 2000-cycle 
characteristic shows lower gain compared to the other 
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Fig. 10—Input-output characteristics comparing 
operating frequencies. 

curves. A comparison of the 60-cycle and 420-cycle 
characteristics shows approximately equal gain for both 
frequencies at low levels but with greater output light 
obtained from the 420-cycle operation before saturation. 
The lack of higher gain in 60-cycle operation is explained 
by the rapid drop in sensitivity of the photoconductor 
with reduction in current level. For a given threshold 
output light (as used in the frequency comparison), the 
current level at 60 cycles is considerably below the 420-
cycle level. For many purposes, the 420-cycle operation 
is a useful compromise, enabling high gains at low levels 
and moderate output light levels of approximately 1 
foot-lambert. 

DECAY CHARACTERISTICS AND INTEGRATED 
GAIN 

In addition to its build-up properties, the present CdS 
photoconductor has a decay time of the order of seconds. 
Fig. 11 shows decay curves of the amplifier with ac oper-
ation for different levels of input excitation. Each curve 
was obtained by applying the input for one second and 
then allowing the amplifier to decay for the remaining 
time. About two to four seconds are required for the out-
put to fall to one tenth its value, with the rate of decay 
greater for the higher input levels. At the highest input 
light level of 0.3-foot candle, the decay curve, shown as a 
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Fig. II—Decay curves for ac operation. 
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dashed line, crosses below the lower curves. The in-
creased rate of decay is caused by a temperature rise in 
the photoconductor due to power dissipated by the high 
photocurrents. Fig. 12 shows a similar set of build-up 
and decay curves for biased ac operation. The decay 
curves here are almost straight lines, indicating an ex-
ponential decay, with about eight seconds required for 
the output light to fall to one tenth its value. Here again, 
the curve for the highest input light level, shown as a 
dashed line, crosses the lower curves due to the tem-
perature rise in the photoconductor. 
From the curves of Fig. 12 the time-integrated out-

put light can be obtained for each input light level. 
Fig. 13 shows the integrated output light cortesponding 
to the different integrated input light values. This 
curve also has a high slope, indicating a gamma of about 
2. The maximum integrated gain is about 100 times, us-
ing the yellow electroluminescent input light. With 
proper spectral match to the photoconductor, an inte-
grated energy gain of about 200 is possible. 

PICTURE QUALITY 

Fig. 14 shows a photograph of the output picture pro-
duced on a 12-inch light amplifier with a low-level image 
projected from behind. In operation, biased ac was 
used. The photoconductive layer of this amplifier has 
horizontal grooves spaced 25 mils apart, allowing a pic-
ture resolution of about 500 lines. For a given number of 
photoconductor grooves, the resolution is the same for 
biased ac and conventional ac. In both cases each phos-
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phor element is supplied by photocurrent from the two 
adjacent photoconductor groove surfaces, which con-
verge at the phosphor element. 

CONCLUSION 

The high light gains and long persistence of the pres-
ent amplifier are potentially useful in slow tv and radar 
applications. In the case of slow tv it is desired to scan a 
single frame in a period as long as a minute, using low-
frequency video information. For viewing the picture, 
storage is necessary for a frame period or longer. One 
relatively simple method is to use a cathode-ray tube 
with a long persistence phosphor. The available light 

Fig. 14—Photograph of amplifier output. 

during persistence, however, is very low and the image 
must be viewed in completely darkened surroundings. 
Utilizing the long decay and integrated energy gain of 
the amplifier, a much brighter picture can be obtained 
with long storage by projecting a cathode-ray tube im-
age on the amplifier. 

The problem of inadequate light level also occurs 
with the conventional P-7 radar screen where the decay-
ing target traces require a darkened room for viewing. 
Here again the light amplifier is potentially useful for 
producing a bright, long-decay output picture from a 
projected cathode-ray tube image. Similar to the P-7 
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phosphor, the light amplifier has build-up properties, 
so that successive input pulses at short intervals cause 
an increase in the output light. 
The present light amplifier is also sensitive to radia-

tion in the near infrared, extending to about 900 milli-
microns. For stationary scenes it can convert a low-
level infrared image to a visible picture of much higher 
level. Alternatively, with a pulsed infrared source, an 
instantaneous image may be temporarily recorded for 
direct viewing. 
The CdS photoconductor used in the amplifier is also 

highly sensitive to X rays. The panel can thus directly 
convert an X-ray image to a visible picture. Until now, 
the fluoroscope screen has been the primary means for 
the direct viewing of X-ray images in medical and in-
dustrial applications. As is well known, the image on the 
fluoroscope screen is frequently very dim, particularly 
in medical applications, requiring a darkened room for 
viewing and dark adaptation of the observer's eyes for 
many minutes. Because of the very low light levels and 
poor image contrast, details can be perceived with diffi-
culty, or not at all. By comparison, the light amplifier 
with its high gain can convert an X-ray image into a 
visible picture 100 times brighter than the fluoroscope 
screen, using the same X-ray levels. The resultant in-

tensified image can be viewed in moderate room light 
without dark adaptation. In addition, the high gamma 
of the amplifier greatly enhances the contrast of the out-
put image so that details which might be overlooked on 
the fluoroscope screen can be easily observed on the am-
plifier. 
With its long decay properties, the amplifier is ex-

pected to be of use in industrial applications involving 
stationary objects and in special medical applications 
where a temporary photograph or bright mage is de-
sired for viewing after the X rays have been cut off. 

It is the object of further research effort to increase 
the gain and also the speed of response of the light am-
plifier with the ultimate aim of viewing motion. This 
involves the continuing research on the component ma-
terials and also the associated development of improved 
techniques for using these materials in new amplifier 
structures. 

ACKNOWLEDGMENT 

The author acknowledges the assistance of J. Berkey-
heiser in making the many measurements involved. The 
support and encouragement of E. W. Herold in this 
work is appreciated, as are discussions with D. W. Ep-
stein, F. H. Nicoll, and H. B. DeVore. 

The Large-Signal Behavior of Crossed-Field 
Traveling-Wave Devices* 

J. FEINSTEINt, MEMBER, IRE, AND G. S. KINOt, ASSOCIATE, IRE 

Summary—A large-signal theory for the interaction between a 
slow wave and a beam of electrons traveling in crossed dc electric 
and magnetic fields is formulated. The adiabatic equations of motion 
are used, space-charge forces are neglected, but phase focusing by 
the rf field and loss of the beam at the anode and sole plate are taken 
into account. The limits of validity of the conventional small-signal 
theory are obtained, and an analog computer is employed to follow 
the interaction to power saturation. Results are presented for a for-
ward-wave amplifier, backward-wave amplifier, and backward-wave 
oscillator. It is shown that for very short lengths the backward-wave 
amplifier may give superior results to the equivalent forward-wave 
amplifier but that otherwise greater gain and efficiency can be ob-
tained with a forward-wave amplifier. However, it is shown that 
there is a mode of operation for a backward-wave tube equivalent 
to an oscillator started by and then locked to the input signal, a 
condition unlike anything obtained in the equivalent longitudinal 
twt. Also, it is shown that in a forward-wave or backward-wave tube, 
the gain is dependent on the input signal and may increase as the 
input signal level is increased. However, it is apparent that this 
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type of device has inherently a low gain, especially when designed 
for high efficiency. Consequently, some suggestions which have 
been made for improving this deficiency are examined. 

INTRODUCTION 

T
HE HIGH POWER at high efficiency obtainable 
from the multicavity magnetron has always made 
the application of crossed-field electronics to 

other types of devices seem attractive. However, for-
ward-wave-magnetron amplifiers have not been very 
successful owing to the low gains usually obtained. In 
the M-type Carcinotron,' on the other hand, the back-
ward-wave oscillator has successfully been applied to 
crossed-field interaction, although certain experiments 
indicate that the optimum operating conditions for high 
efficiency are not usually achieved. 

R. R. Warnecke, "Some results obtained in the field of ultra 
high-frequency electron tubes," Ann. Radioclect., vol. 9, pp. 107-136; 
April, 1954. 
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Up to the present time, only a small-signal theory of 

the operation of crossed-field tubes has been available. 
Since these devices have their main applicability in the 
large-signal regime, the analysis to be presented below 
has been developed as an attempt to clarify the situa-
tion. 

STATEMENT OF THE PROBLEM 

We shall consider the system of Fig. 1. A narrow sheet 
beam of electrons enters the rf field at x=0, y =0 and 
flows initially along the y=-0 plane parallel to the direc-
tion of propagation of the rf field. It will be assumed 
that the beam would be under Brillouin flow conditions 
in the absence of rf field; i.e., the beam would flow along 
the plane y = 0 in the +x direction under the influence 
of a uniform magnetic field, B, in the z direction, and a 
uniform electrostatic field, Eo, in the —y direction. The 
initial dc velocity of the beam will therefore be Uo where 
U0= En/B. 
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Fig. 1—Model of the magnetron amplifier considered in this paper. 

It will be necessary to derive a trajectory equation for 
the beam under the combined action of rf and dc fields. 
In order to derive a reasonably simple expression, the 
following assumptions will be made: 

1) The phase velocity of the rf field is Uo and re-
mains uniform along the direction of propagation 
even under large-signal conditions. 

2) The influence of space charge on the rf and dc 
fields may be neglected. 

3) The gain per wavelength along the propagating 
circuit is small. 

4) The influence of the sole plate on the rf field dis-
tribution is negligible. However, collection of 
electrons at the sole plate will be taken into ac-
count. 

5) The "adiabatic" equations of motion may be used, 
i.e., the acceleration terms in the equations of mo-
tion may be neglected so as to obtain essentially 
an "average" trajectory for an electron. 

6) For simplicity, the rf circuit loss will be assumed 
to be negligible. Such an assumption is not vital to 
the treatment. 

7) Again for simplicity the phase velocity of the rf 
fields is taken to be small compared with the 
velocity of light. 

8) The rf field strength at y=0 is much smaller in 
magnitude than the dc field. 

Assumptions 3, 4, and 7 make it possible to express 
the rf fields in terms of a scalar potential of the form 

V = Vi(x) sin (cot — fix)eav (1) 

where 0. --.(e/110, co is the angular frequency of the wave; 
VI(x) is a quantity proportional to the amplitude of the 
rf field at any point along the circuit, so that I a vi/axi 
«la VII. 
The rf fields may therefore be expressed in the form 

Ex = Ei(x) cos (ax — cot)e0Y 

E„ = Ei(x) sin (fix — cot)esY 

where E,(x)= v,(x). 

The equations of motion of an electron under the 
action of the combined rf and dc fields may then be 
written as follows 

nt d2x 
— — 
e dt2 

ni d'y 

e cl- i2 

dy 
Elcos(iix — 4e/ — B — 

di 

(2) 

(3) 

(4) 

dx 
Ei sin (Ox — tel)eoz, — E0 B — (5) 

dt 

where E1 is written for Ei(x), as it will be henceforth. 
It is convenient as well as enlightening to a physical 

understanding of the electron motion to transform to a 

system of moving coordinates x', y' moving with a 
velocity U0=E0/B in the x direction, and coincident 
with the stationary system at time 1=0. In this case 
x' = x Uot, and y' = y, so that the equations of motion 
of an electron in the moving system become 

nt dx' dy' 
— — = E, cos i3x'eoe — B — (6) 
e di2 dl 

m d2y' dx' 
— — = Ei sin t.ix'eou' B — • (7) 
e d12 di 

Finally, it is convenient to express the equations of 
motion in the moving system in terms of a set of normal-

ized coordinates, X = Y = ay', and T = cot, so that 
(6) and ( 7) become 

co E1 • 
— it = — cos X ev — I' 
ceh 14:0 

and 

.. 
— Y 
con 

= — sin X er .V 
Eo 

(8) 

(9) 

where 0 denotes differentiation with respect to T, and 
(oh= eB/m is the cyclotron resonance frequency. 

It can be seen that if co/w4«1, i.e., if the magnetic 
field is large, the term on the left-hand side of (8) and 
(9) may be neglected. However, in most cases of interest 

coh/co is not a large number but is of order unity. In ac-
cordance with assumption 5, we nevertheless neglect 
the left-hand side of (8) and (9).2 Under this condition 
these equations take the very simple form 

2 A discussion of the error associated with this approximation is 
given in Appendix I. 
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E1 
it = — cos Xer 

E0 

• E1 
= — — sin Xe}". 

E0 

(10) 

Eq. ( 10) may be divided by ( 11) to yield the following 
differential equation for the electron trajectories 

dY 
= cot X (12) 

dX 

with the trajectory solution 

eY sin X = sin Xo (13) 

for an electron entering the rf field at Y=0 with en-
trance phase, Xo. 
Thus the shape of an electron trajectory in the mov-

ing system is independent of the strength of the rf field. 
However, the time which it takes an individual electron 
to traverse its path is, of course, dependent on the 
strength of the rf field. Also, it will be noted that an 
electron entering at phase, Xo, so that — (7r/2) < X0 
<r/2, will travel directly towards the anode. An elec-
tron entering the field at phase, Xo, so that (7r/2) < Xo 
<3r/2, will initially move in the negative y direction, 
and ultimately strike the sole plate; or alternatively will 
reverse its y component of velocity before striking the 
sole plate, and then ultimately strike the anode. 

It will be convenient to know not only the trajectory 
of an individual electron, but also its position and veloc-
ity with respect to normalized time, T, or distance 
along the circuit, x. These relations may be found by 
substitution of ( 13) in ( 10) and ( 11) to yield: 

E1 
= — — sin Xo. 

E0 

However, if it is recalled that T-- wt, X = f3x', and x = x' 
Uot, then it is possible to write X. in the form 

. dX dx dl 
x = 

dx dl dT 

dx'\ 1 dX 

(U° w dx 

dX 
= —1 (1 -I- X) —dx • (15) 

It is therefore possible to express X directly in terms of 
dX/dx. However, in order to produce tractable inte-
grals, it is convenient to neglect t compared with unity. 
This is reasonable, for it can be seen from ( 14) that only 
assumption 8, (EI/E0)«1, is involved; this is certainly 
true for the types of slow wave circuits and beam per-
veances obtainable in practice. Thus ( 15) becomes 

dX — 0—E1   sin X0 
dx E0 

which may be integrated to give 

ti sin X0 f ' 
E(x)dx. ( 16) 

Eo o 

1 t \\ ill be convenient to write 

F =-- F(x) = —a zEicxxx 
11,0 o 

(17) 

so that ( 16) becomes 

X = X0 — F sin Xo. (18) 

Substitution of ( 18) in ( 13) then yields the following ex-
pression for the Y coordinate of an electron starting at 
initial phase Xo: 

sin Xo 
eY =   (19) 

sin (X0 — F sin Xo) 

and it follows from ( 10) that 

. E1 
Y = — sin Xo cot (Xo — F sin X0). (20) 

El) 

The position and velocity of an electron entering at 
arbitrary phase Xo have now been expressed in terms of 
the fields existing in the system. It still remains to de-
termine the expression for the field at any point of the 
circuit due to the motion of the beam. The combination 
of these two results will then yield the solution for F, 
and hence the field, E1, as a function of distance along 
the circuit. 

Consider the average power dP delivered to the cir-
cuit between x and x ±dx. We may write 

dx f qi.•E 10-27 
) (14) dP = — dX (21) 

x0-o 

where E is the rf field at any point distance x from where 
the beam enters the circuit, q dX is the charge passing 
through dx, in the time required for a phase change dX, 
and the integration is taken over one cycle of rf, or a 
change in 2r of entrance phase. 

Eq. (21) may be written in the form 

dx 
dl' = — qUo(Er X Er itE„)dX. (22) 

f jr"2? 

-I-
2ir x0=0 

However, it may be seen by substitution of ( 10) and 
(11) in (22) that the second and third terms of the inte-
grand add to zero, because in the moving system the 
trajectories are at right angles to the direction of the rf 
electric field, E. It may also be seen from (2) and ( 10) 
that the first term of the integrand may be written in 
the form qUoYE0 to yield the following expression for 
dP 

dx f x0 
((IIll''— qII Y E0dX. 

2n- x0-0 
(23) 
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It may be seen that, as might be expected, (23) is 
just the expression for the dc power lost over the dis-
tance dx. Because of this, it is convenient to write 

dP = Id,Endx 

where 

where Vb is the dc potential at which the beam enters 
the system. The differential equation for F then be-
Mlles 

(24) d2F 
— = ± D2,32G(F). 
dx2 

1 r x0-2* . 
dc =  J qUoYdX. 

27r xo-o 

But if q is the charge per unit length at a distance x from 
the entry point of the beam into the circuit, then q= 
qodXo/dX, where go is the charge per unit length enter-
ing the circuit, or go = /o/ Uo. Hence 

0 2.1( 

I 1 f = i7dXo. 
2r o 

(25) 

The substitution of (20) in (25) yields the following 
expression for /.1, 

/oEi r2 
'de -= sin X0 cot (Xo — F sin Xo)dX0. (26) 

2rEo o 

It will be convenient to write 

1  27 

G(F) = — J sin X0 cot (Xo — F sin Xo)dX0, (27) 
2r o 

so that ( 24) becomes 

dP 
-- = 10E1G(F). 
dx 

(28) 

Now, at a distance x along the system, the power 
flow, P, is directly proportional to the square of the am-
plitude of the rf field at y=0, E12. Therefore, it is pos-
sible to write P .E= 12/20.7K, where K is the impedance of 

the circuit at y = O. It is therefore possible to write (28) 
in the form 

dEi 
E1 — = + Ki12.1.0EIG(F) 

dx 

where the + sign is taken for a forward wave, and the 
— sign for a backward wave. Therefore 

dEi 
= + 102/0G(F). (29) 

dx 

The substitution of ( 17) in (29) then yields the fol-
lowing differential equation for F from which may be 
determined the fields at any point of the system. 

d2F K/33/0 
+ — G(F). (30) 

dx2 Eo 

It is convenient to define a dimensionless gain param-
eter, D, given by the expression 

101/0 w K/o 
D2 =   (31) 

Eo con 2V0 

(32) 

DISCUSSION OF RESULTS 

Analytic Solution—Small Signal Treatment 

Eq. (32) is not, in general, soluble analytically due to 
the nature of G(F). Constquently, it is usually neces-

sary to solve the equation numerically. As a first step, 
G(F) is found as a function of F. This has been done on 
an analog computer, and the resultant function is 
plotted in Fig. 2. 
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Fig. 2—The parameter G(F)=(1/2r)pe sin X • cot (X— F 
sin X) dx. No beam interception is assumed. 

However, for small signals, F is small so that it is pos-

sible to neglect second order terms in F in (27) and 
write cot (X0— F sin X0)---tot Xo+F/sin Xo, thus yield-
ing the simple form for G(F), G(F)'__•_,F. It may be seen 
from Fig. 2 that this expression for G(F) is valid for 
values of F up to about 0.3, where the error in G(F) is 
about 10 per cent. 
Thus the small-signal approximation will yield (32) 

in the approximate form 

d2F 
D23°F 

de 
(33) 

the sign being positive for a forward-wave system and 
negative for a backward-wave system. 

In the case of a forward-wave amplifier, it will be 
seen from ( 17) that the boundary conditions at x=0 are 
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F(0) = 

dF\ /3E1(0) 

dx Eo 

which yields the following solution for (33): 

E1(0) 
F(x) =  sinh eDec. 

EDE) 

and 

(35) 

E1(x) = E1(1:4 cosh aDx. (36) 

This solution is identical to the small-signal solution 
given by Pierce' under the same conditions. 

It is interesting, before proceeding further, to deter-
mine the range of validity of the small-signal solution. 
It has already been determined that the assumption 
G(F) = F only gives reasonable accuracy for values of F 
up to about 0.3. Dividing (35) by (36) it will be seen 
that we may write 

Ei(x) 
F(x) =   tanh aDx. 

E0D 
(37) 

Hence the condition that F(x) <0.3 yields the condition 
at the end of a tube of length, L: 

rum], 
L EoD J 

< 0.09 coth2 eDL. 

For the usual oscillator case E1(L) =0, so that for 
oscillation there is the additional condition aDL= 

(34) (2n+1)7r/2. This solution and condition for oscillation 
agrees with the usual small-signal analysis, provided 
that it is assumed that the beam velocity on entry into 
the system is the same as the phase velocity of the rf 
along the circuit.' 

Large Signal Solution 

While it is possible to reduce (32) to quadratures 
even in the general case, the numerical form in which 
G(F) is available for large F makes the differential an-
alyzer an ideal tool for the solution of the equation. 
However, before proceeding to obtain a solution of 

(32), it is necessary to modify the form of G(F) to take 
account of the collection of electrons at the anode and 
the sole plate, as this effect is most important at large-
signal levels. To make this modification, the limits of 
(27) must be changed so that Y can never exceed Pyo 
or be less than f3y., where y = yo and y = y. are the posi-
tions of the anode and sole plate, respectively. 
To find the correct limits on Xo as a function of F, 

the anode and cathode positions are inserted in ( 19) to 
give 

eel/. — 
(38) sin (Xo — F sin X0) 

sin X0 

By using (31) and the expression for the output power 
of the tube, 2P---.E12(L)/i32K, we find that 

P < 0.09I0Vocoh(coth fIDL)2w. (39) 

However, for a tube of reasonable length, cothi3DL:72,-1, 
so that the estimate for the output power for which the 
small-signal theory is valid becomes 

P < 0.09I0V0whbo (40) 

provided that the anode and sole plate are sufficiently 
far from the beam to preclude interception of electrons. 

Consider now the solution for a backward-wave am-
plifier under small-signal conditions. It will be seen from 
(17) that the boundary conditions on (33) are 

F(0) -- 0 

idF\ = 

\dx Lo 

where L is the length of the amplifier. 
Eq. (33) then yields the following solution 

E1(L) sin aDx 
F(x) =   

EoD cos aDL 

cos aDx 
Ei(x) = E1(L)   

cos fiDL (41) 

8 J. R. Pierce, "Traveling Wave Tubes," D. Van Nostrand Co., 
Inc., New York, N. Y., ch. 15; 1950. 

for one limit, and 

= 
sin X0 

sin (Xo — F sin X0) 

• (42) 

(43) 

for the other limit. 
The parameters ey0=3, and ayc=- — 0.5 have been 

chosen for the model to be discussed. In this case, (42) 
may be approximated by 

Xo 
 > F 0.05. (44) 
sin X0 — 

Thus the zero limit of integration is unaffected until F 
reaches 0.95 with this anode position; from (43) it can 
be seen that the first electron strikes the sole plate at 
F=0.65. The new form of the G(F) curve with these 
electrode spacings is shown in Fig. 3 and is the one that 
will be used henceforth. It will be seen that G(F) does 
not now become infinite at F=1, but reaches a maxi-
mum in the region of F=0.95 where electrons bunched 
around the position of stable phase are collected bg the 
anode. At F=4.6, the upper and lower limits have co-
alesced signifying that all of the beam has been col-
lected either at the anode or the cathode. 
The complete solution for a forward-wave amplifier 

using the G(F) of Fig. 3 has been carried out on an ana-

4 R. Warnecke, P. Guenard, and 0. Doehler, "Fundamental phe-
nomena in traveling wave tubes," Onde Elect., vol. 34, pp. 323-328; 
April, 1954. 
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Fig. 3—G(F) for integration limits corrected for finite electrode 
spacings: 13Y.= 3, ti — 

log computer. The results of this computation are given 
in Fig. 4 and Fig. 5; F and E,/E0D are respectively 
plotted against DN, N being the number of wave-
lengths along the tube. It will be seen that the rate of 
growth of the signal along the tube is initially small, in-
creasing as part of the beam approaches the anode and 
enters a strong rf field region. In the region where F ap-
proaches 0.95, the rate of growth of the signal ap-
proaches its maximum value, and then, as the beam is 
gradually collected at the anode, the rate of growth 
decreases until the output becomes constant when 
F> 4.6. At this point, the maximum possible output 
power which could be delivered to the load is the sum 
of the input rf power and the dc power expended in mov-
ing the beam from its original position to hit the anode. 
If the anode potential is V, the rf power supplied by the 
tube will be somewhat less than ( V— V0)/0 due to the 
loss of a certain portion of the beam at the sole plate and 
of the rf energy dissipated by these electrons. 

It should be noted that the theory indicates one de-
cided difference in the operation of ihis type of tube and 
its equivalent longitudinal twt. This difference is that 
if operation is well below saturation level, the gain may 
increase as the input signal level is increased. Consider, 
for instance, the gain in a tube with DN=0.35: it will 
be seen from Fig. 4 that for an input EI(0) =0.04 E0D, 
E1(L) =0.13 E0D, so that the power gain of the tube is 
[(0.13) 2— (0.04) 2]/(0.04) 2 or a gain of 9.56. However, 
for an input E,(0) = 0.2 E0D, the output E1(L) = 1.24 
E0D, so that the power gain is 31. Thus, with larger in-
put the tube gives larger gain; the reason being, of 

course, that at large-signal levels the beam moves nearer 
the anode circuit and hence the effective circuit imped-
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Fig. 4—The amplitude of the rf field, EI, of a forward-wave amplifier 
as a function of position along the circuit measured in wave-
lengths, N, for the electrode spacings of Fig. 3. The parameter D 
is proportional to the square root of the ratio of circuit to beam 
impedance, as defined in the text. ., r 10 
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Fig. 5—The variation of F along the circuit for the case of Fig. 4. 

ance at the beam is increased. But it will be apparent 
that this trend does not continue indefinitely, for when 
E1(0) = 0.8 the power gain is only 7.27 and would de-
crease still further for larger input signals due to col-
lection of a sizable portion of the beam at the anode 
within the length of the tube. 

Consider, now, the solutions obtained on the analog 
computer for the operation of a backward-wave oscil-
lator, the G(F) curve in Fig. 3 being used as before. The 
tube is assumed to be terminated at x=L and the 
boundary condition E1(L) = 0 has been taken as in the 
small-signal case. The resultant solutions for E1/E0D 
and F are plotted against DN in Fig. 6 and Fig. 7. For 
any particular curve of Fig. 6 the abscissa for El= 0 
corresponds to the length of the tube, and the ordinate 
at DN=0 corresponds to the field at the output of a 
tube of this length, the square of the ordinate being pro-
portional to the output power of the tube. 

It will be remembered that (41) implies that small-
signal oscillation takes place when eDL /2 or DN= 
0.25, though it should always be possible to obtain os-
cillation for DN> 0.25. The large-signal theory, as can 
be seen from Fig. 6 shows that DN must be considerably 
greater than 0.25 to obtain the full saturated output 
power; for instance, when the tube length corresponds 
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Fig. 6—The amplitude of the rf field, El, of a backward-wave oscil-
lator as a function of position along the circuit for the electrode 
spacings of Fig. 3. 
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Fig. 7—The variation of F along the circuit for the case of Fig. 6. 

to DN= 0.28, the output power is ( 1.8) 2 units or 3.24 
units, while when the tube length DN= 0.6, the output 
power is ( 2.08)2 units or 4.32 units. 
One important implication of the theory which points 

out the difference between this type of tube and the cor-
responding 0-type Carcinotron is that the curves of 
Fig. 6 for DN<0.25 imply that it is possible for oscilla-
tion to take place for a tube length DN<0.25, because 
at large-signal levels the beam moves closer to the 
anode over a portion of its length, and the corresponding 
rf impedance of the circuit at the beam is therefore 
higher than at the position y=0. However, it would not 
be expected that this type of oscillation would be self-
starting, as the tube would not oscillate at small-signal 
levels, i.e., with only noise input to start it for a tube 
length DN<0.25. Thus a type of hysteresis effect is 

implied: no initial oscillation but persistence of oscilla-
tion if a large enough input signal at x=L is applied and 
then removed. 

However, for full efficiency as an oscillator, it can be 
of help to apply an input signal at x = L. Fig. 8 and Fig. 
9 show the difference in the situation, as obtained on the 
analog computer, when an input signal is applied at 
x = L. As in Fig. 6, the ordinate of Fig. 8 at x = 0 gives 
the output power of the tube. Now consider a tube 
length DN= 0.28. From Fig. 6 the output power with 
zero input signal is ( 1.8) 2 units or 3.24 units. But it may 
be seen from the lowest curve of Fig. 8 that if an input 
power of (0.83) 2=0.69 is applied to a tube of the same 
length the output power at x=0 will be (2.2) 2 or 4.84 
units; thus the rf power contribution of the tube is 4.84 
—0.69 = 4.15 units or almost a 30 per cent increase in out-
put power. Thus if the tube is too short to obtain maxi-
mum saturated output power, the theory implies that 
substantially the full output power may be obtained by 
the application of an input signal. This effect arises 
again because the application of an input signal serves 
to bring the beam up to the anode quicker and thus 

makes the effective DN of the oscillator larger than for 
a self-excited oscillator. 

The hysteresis effect that has already been noted is 
also apparent from the curves of Fig. 8. Consider, for 
instance, a tube of length DN= 0.192: from the lowest 
curve of Fig. 8 an input of ( 1.03) 2 or 1.06 units would 
give an output of (2.2) 2 or 4.84 units, the contributed 
power of the tube being 3.78 units. If this input is re-
moved, the tube will still remain oscillating with an out-
put of ( 1.6) 2 or 2.56 units. Thus, in this case the rf out-
put contributed by the tube is increased by over 50 
per cent when an input signal is present, but the tube 
would not oscillate if the input signal had never been 
applied. However, if the original input signal applied 
had been small enough, this signal would have been 
amplified and the output of the tube would not have 
persisted after the input signal had been removed. This 
particular condition has not been plotted, but of course 
the possible gain in such a case could be determined from 
the theory. 

EVALUATION OF CROSSED-FIELD DEVICES 

It will be seen from the curves of Fig. 4 that for a for-
ward-wave amplifier there is no apparent limit to the 
possible gain obtainable for saturation output, provided 
that there is no restriction on the length of the tube. 
However, length is restricted not only by considerations 
of physical size but also by the difficulty encountered 
in practice of maintaining a focused electron beam over 
a great length in an M-type device. The backward-wave 
amplifier, on the other hand, will not yield large gain at 

optimum efficiency. Thus, in order to prevent persist-
ence of oscillation after removal of the input signal with 

a tube of length DN= 0.192 it would be necessary to use 
an input signal that would yield an output less than the 
output of the tube when oscillating, i.e., (1.6) 2 or 2.56 
units, the maximum possible output which the tube is 
capable of yielding being greater than (2.08) 2 or 4.28 

units. Thus the backward-wave structure, when used as 
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C. 

Fig. 8—The amplitude of the rf field of a backward wave amplifier 
as a function of position along the circuit for the electrode spacings 
of Fig. 3. 

25 

Fig. 9—The variation of F along the circuit for the case of Fig. 8. 

an amplifier rather than a locked oscillator can only give 
very poor efficiency. 
Now let us compare a backward-wave amplifier used 

as a locked oscillator of length DN = 0.25 with the cor-
responding forward-wave amplifier of length DN = 0.25. 
It will be seen from the lowest curve of Fig. 8 that an 
input of E1=0.88 E0D at the point DN= 0.25 will give 
an output of El= 2.2 E0D, so with an input power of 
(0.88)2= 0.775 units the output contributed by the tube 
is (2.2) 2-0.775 = 4.07 units, yielding a gain of 5.26 or 
7.2 db. Likewise, it will be seen from the upper curve of 
Fig. 4 that for a forward-wave tube an input of El= 0.8 
E0D or 0.64 units yields an output of El= 2.13 E0D at 
DN= 0.25, or an output power of 4.54 units, the con-
tributed power of the tube being 3.90 units, and the gain 
being (3.90/.64) = 6.1 or 7.86 db. Thus the equivalent 
tubes give virtually the same gain and output for a 
length of DN= 0.25, the difference being that the back-

ward-wave tube would keep on oscillating after the in-
put signal had been removed. The gain obtainable at 
good efficiencies from a backward-wave tube are likely 
to be less than this figure, unless possibly it could be 
made sufficiently long to be a free running oscillator, 
yet still be capable of being locked by a small input sig-
nal. However, it would seem that the only possible way 
of obtaining a true amplifier of large gain and good effi-
ciency would be to use a forward-wave circuit and make 
the tube sufficiently long to fulfill the requirement of 
high gain. 
An alternative method for obtaining higher gain with-

out an increase in physical length might be to move a 
portion of the anode circuit closer to the beam at en-
trance, thereby obtaining higher impedance in this 
region. The dc potential of this portion of the anode 
would be lowered in accordance with its new position 
so as to leave the dc electric field unaltered. Electronic 
efficiency would not be sacrificed since the curves indi-
cate that few electrons reach the anode during the initial 
interaction. Practical difficulties would arise here in 
keeping the dc field lines uniform in the transition 
region between the two anode heights. 
Another suggestion calls for the introduction of an rf 

field at the cathode, or sole electrode in the entrance 
region. It is well-known3 that such a field cannot yield 
gain since the unfavorably phased electrons, which ac-
quire energy from the rf field, move into regions of 
stronger field (toward the cathode), while those in prop-
er phase to deliver energy to the field move farther 
from the circuit. Nevertheless it was hoped that a strong 
premodulation could be effected by such an input cir-
cuit as a result of the proximity of the beam to the 
cathode. The analysis indicates, however, that to first 
order, no modulation is produced. Physically this result 
arises from the cancellation of the y scalloping effect by 
a density modulation which bunches electrons into the 
depressed portion of the scallops. For greater amounts 
of modulation a net effect does appear, but the magni-
tude of the ac produced in the beam under optimum 
conditions differs by only a factor of about two from 
its value for the same length of circuit placed at the 
anode. Thus it would appear that a cathode input cir-
cuit cannot contribute materially toward raising the 
gain of a magnetron amplifier. The calculations indicate 
that it may be of value in quickly removing the un-
favorably phased electrons, reducing the anode circuit 
length required for good efficiency. In this connection it 
should be noted that the use of a reentrant beam would 
also make possible operation at high efficiency with 
anode lengths corresponding to F=1.5, rather than the 
F=4.6 found necessary for the collection of all electrons. 
The uncollected half of the beam would then simply be 
recirculated. 

In the case of backward-wave interaction, the strong 
rf field present at the beam entrance position reduces the 
physical distance required to effect a given degree of 
beam modulation. However, as power saturation is ap-
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proached, this effect becomes relatively unimportant. 
An additional advantage inherent to this mode of opera-
tion lies in the greater control over the beam achieved 
at entrance, possibly preventing space charge and cy-
cloid effects, neglected in our idealized model, from ex-
erting a deleterious effect. The weak rf field near the 
collector end for normal oscillator operation, however, 
makes a long circuit necessary if one wishes to obtain 
full saturated power from this device. The effect of a 
strong input signal at the collector end in overcoming 
this limitation has already been discussed. In the ab-
sence of such a signal, a reentrant beam would at least 
prevent a reduction in efficiency from accompanying 
the reduced power output. 

Finally, the use of a continuously emitting cathode 
rather than the single beam dealt with here has been 
proposed as a means of increasing the perveance of these 
devices. Such a system would combine some features of 
the magnetron oscillator with the uniform beam, travel-
ing-wave analysis given here. If such a device could in-
deed be controlled it might lead to greatly enhanced 
power outputs and efficiencies. Since the additional 
current is fed into the system in regions of strong rf 
fields, however, it would not necessarily ameliorate the 
low gain problem. 

APPENDIX 

Figs. 10-13 give a comparison of the electron trajec-
tories obtained from (8) and (9) for various values of 
w/wh and for two entrance conditions into the rf field. 
The dependence of E1/E0 on distance X has been taken 
from typical solutions for the forward and backward 
wave cases given respectively on Fig. 4 and Fig. 6. The 
parameter D has been chosen as 0.1, a case of rather 
rapid build-up, and therefore one which furnishes a se-
vere test of the adiabatic approximation. The w/wh =0 
curves are of course those obtained with this approxima-
tion. The two sets of initial conditions specified for the 
nonzero values of w/wh, X(0) = P(0) = 0, and .e(0) ---- 1, 
Y(0) = 0, represent an adiabatic entrance into the rf 
field produced by fringing effects, and a sharp cut-off of 
rf field at X=0, respectively. In general, one would ex-
pect the curves for adiabatic entrance at the lowest 
value of w/wh to agree best with the approximation used 
in this paper. While it does appear to be the case that 
the sharp cut-off type of entrance condition does give 
rise to more cycloidal looping, the mean trajectories 
agree about equally well with those for w/wh = O. A 
qualitative assessment of the effect of the trajectory de-
partures upon the curves of Figs. 4 and Fig. 6 may be 
obtained by noting that the energy delivered to the 
circuit by an electron depends only upon its Y displace-
ment. Thus a lateral displacement of a trajectory from 
its true position results in a corresponding change in the 
X position along the circuit at which the induced 
energy appears. If the displacement for many trajecto-

(a) 

- , it 101. 1,,i(01 0 

(b) 

Fig. 10—Comparison of trajectories for the backward wave oscillator 
case. Trajectories shown are for an rf field variation specified by 
the curve Ei(0)/E0D = 1.8 on Fig. 6. The entrance phase, Xo, is 
specified on each trajectory. 

ries are random about the assumed (W/Wh = 0) position 
then the final curves for field strength (E1/E0) vs circuit 
distance would be expected to continue to hold. If, as 
appears more likely, there is a net displacement of the 
trajectories [see e.g., 0° and 45° on Fig. 11(a) ], then the 
shape of the circuit field curve would be affected within 
a lateral distance of the order of the trajectory displace-
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ment. For trajectories which do not reach the anode 
within the tube length [see, e.g., 90° on Fig. 11(a) ], there 
can be a serious error in the extracted energy. Note, 
however, that the assumed trajectory in this last case 
lies between those obtained with the two entrance con-
ditions. 
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A Versatile Multiport Biconical Antenna* 
R. C. HONEY.t, ASSOCIATE, IRE, AM) E. M . T. JONESt, SENIOR MEMBER, IRE 

Summary—This paper describes a multiport, biconical antenna 
that can be used as a wide-band direction finder or multiplexer. 
When the antenna is used for reception, incident plane waves excite 
in the feeding coaxial line both the TEM mode and the orthogonal 

TEo mode whose azimuthal orientation depends on the direction of 
arrival of the signal. Directional information can be obtained by 

measuring the sum of these two modes at four fixed detectors ar-
ranged at 90-degree intervals around the coaxial lines. Alternatively, 
the linearly-polarized TEn mode can be resolved, with appropriate 
circuitry, into right- and left-hand circularly-polarized TEo modes. 

Then directional information can be obtained by measuring the 
phase difference between either of the circularly-polarized modes and 
the TEM mode. This latter form of direction finder is well suited to 

multiplexing applications, because each of its three ports is well 
isolated from the others. Furthermore, this antenna has the unique 
property that a signal fed into any one of these three ports will cause 
the antenna to radiate omnidirectionally in azimuth. A waveguide 

version of this antenna has been built and tested and found to operate 
well over the frequency range of 8.2 to 12.4 kmc. 

GENERAL DESCRIPTION 

T
HE novel multiport antenna, described here, has 
interesting applications to wide-band direction 

  finding and multiplexing. Basically, the antenna 
uses various orthogonal modes with differing azimuthal 
properties to yield directional information, and uses the 
decoupling among these various modes to yield the iso-
lation required for multiplexing. 1-3 
As shown in Figs. 1 and 2, the antenna consists of a 

biconical radiator which tapers into a coaxial line at its 
center. A plane wave incident on the antenna excites a 
large number of propagating radial-line modes in the 
antenna, which are transformed into coaxial-line modes 
by the flared section between the biconical antenna and 
the uniform coaxial line. This coaxial line is only large 

enough to propagate the TEM and the TEn modes, all 
others being cut off. Thus the TEM radial-line mode is 
transformed into the TEM coaxial line mode, and the 
TEio radial-line mode is transformed into the TEn co-

axial-line mode. 
The coaxial line is divided into four waveguide chan-

nels, located symmetrically about the axis of the coaxial 
line. A wide-band (at least 1.5 to 1 frequency range) in-
stantaneous direction finder can be constructed by con-
necting four well-matched square-law detectors to these 

* Original manuscript received by the IRE, April 1, 1957; revised 
manuscript received, June 6, 1957. The work reported in this paper 
was supported by The Signal Corps under Contract No. DA 36-039 
SC-63236. 

t Stanford Res. Inst., Menlo Park, Calif. 
1 The Staff of the Radio Res. Lab., Harvard Univ., "Very High 

Frequency Techniques," McGraw-Hill Book Co., Inc., New York, 
Ñ. Y., Vol. I, p. 236; 1947. 

2 Leonard Hatkin of SCEL has considered instantaneous direc-
tion-finders of this type in unpublished memoranda. 

*O. M. Woodward, Jr. and J. J. Gibson, "The omniguide an-
tenna—an omnidirectional waveguide array for uhf-television 
broadcasting," RCA Rev., vol. 17, pp. 13-36; March, 1956. 

Fig. 1—Instantaneous video direction-finding antenna. 
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Fig. 2—Video direction-finder circuitry. 

four waveguide channels. The direction of arrival of a 
received signal is inferred from the relative amplitudes 
of the sums of the TEM and the TEil coaxial-line modes 
as measured by these four detectors. 

It is possible, by replacing the four detectors with 
additional waveguide circuitry, to separate the linearly 
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polarized TEn coaxial-line mode into two circularly-
polarized components rotating in opposite directions. In 
this way, three orthogonal modes—right- and left-hand 
circularly-polarized TEn coaxial-line modes and the 
TEm mode—can be brought out to three separate ports. 
The direction of arrival of a received signal may be de-
termined with no ambiguity by measuring the phase 
difference between the TEM mode and either of the cir-
cularly-polarized modes. Furthermore, since the modes 
are orthogonal, and since each radiates essentially the 
same omnidirectional power pattern, this antenna can 
be used as a three-terminal-pair omnidirectional multi-
plexing antenna over at least a 1.5 to 1 frequency band. 
The antenna systems described here operate with 

vertical polarization. There are various ways, however, 
by which the polarization may be modified. For exam-
ple, metal vanes oriented at 45° from the axis and 
mounted around the circumference of the aperture will 
cause the radiated signal to be linearly polarized at ap-
proximately 45° if the vanes are less than a half-wave-
length apart, and to be elliptically or circularly polarized 
if the vanes are over a half-wavelength apart. The ac-
curacy of the various directing-finding systems or the 
isolation of the multiplexing system should not be im-
paired by this modification. 

APPLICATION TO OMNIDIRECTIONAL WIDE-

BAND VIDEO DIRECTION-FINDING 

This antenna, described above and shown in Figs. 
1 and 2, can instantaneously determine the direction of 
arrival of a received signal from any azimuth direction 
over a 1.5 to 1 frequency band. It requires four square-
law detectors whose reflection coefficients and sensitivi-
ties are as nearly alike as possible over the frequency 
band. These detectors measure the sum of the TEM and 
the TEn coaxial-line modes. By taking the difference in 
the signals from opposite pairs of detectors, two output 
signals are obtained: 

E„ = C sin ç6 cos 

and 

Eh = C cos cti cos 6, 

where 4, is the angular bearing of the received signal and 
8 is the net phase difference between the TEM mode and 
the TEio radial-line and TEn coaxial-line modes due to 
the different phase velocities in the antenna and coaxial 
line. If these two signals are applied to the vertical and 
horizontal plates of an oscilloscope, the angular position 
of the radial trace is a direct measure of the bearing 
angle. 

Since both E„ and Eh are proportional to cos 8, the 
video output of the difference signals goes to zero when-
ever cos (3 goes to zero. It is desirable, therefore, to 
maintain I cos SI as near unity as possible throughout 
the frequency band. 

Because of the various lengths of nonuniform trans-
mission line in the biconical antenna, in the flared co-

axial feed, and in the transition section from coaxial-line 
to ridge-waveguide, it is difficult to estimate ô accu-
rately. In the first version of this direction finder, which 
was built to operate from 8.2 to 12.4 kmc, 6= 270° at 
9.33 kmc, and extrapolation of the measured values of (5 
showed that ô = 360° and 180° at 7.8 and 13.2 kmc, re-
spectively. Thus, cos 8 was zero at 9.33 kmc, and out-
put signals Ey and Eh dropped to zero at this frequency. 

This direction finder was then modified by removing 
one inch of the uniform coaxial-line connecting the an-
tenna to the ridge-waveguide transition section. This 
moved the point at which 6=180° to 9.6 kmc, with 
8=220° and 147° at 8.2 and 12.4 kmc, respectively. 
Hence, with this change the output drops by only 2.3 
and 1.5 db, respectively, at the two ends of the band. 
However, the concurrent reduction of the cutoff attenu-
ation of the higher-order modes, particularly the TE21 
coaxial-line modes, seriously increased the bearing 
errors at the high-frequency end of the band. A redesign 
of the ridge-guide to coaxial-line transition section 
should increase the attenuation of the TE2i mode and 
reduce the bearing errors. 
The bearing errors for the direction finder were meas-

ured in the following manner. At each test frequency, 
opposite pairs of detectors were matched and their sensi-
tivities equalized. The difference in the outputs from 
opposite pairs of detectors was recorded as a function of 
azimuth angle as the antenna was rotated on the an-
tenna pattern range. Such a difference pattern is shown 
in Fig. 3. For a given true bearing, 0, the apparent bear-
ing is given by 

A 
(6'= tan-1 — 

B 

0 

1(1)1 bE.,N0— DEGREE, 

360 

Fig. 3—Response of one pair of detectors on the 
video direction finder at 8.3 kmc. 

where A is the amplitude of the sinusoidal curve from 
one pair of detectors at 4), and B is the amplitude of the 
cosinusoidal curve from the other pair at 0. The indi-
cated bearing would be 0' if the two signals were ap-
plied to the horizontal and vertical plates of an oscillo-
scope that introduced no additional errors of its own. 
The difference between 0 and 4)' is the bearing error. 
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Fig. 4—Bearing errors for original video direction-finder. 
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Fig. 5—Bearing errors for shortened video direction-finder. 

The bearing errors for the first version of the direction 
finder at 8.3 and 12.4 kmc are shown in Fig. 4. At 8.3 
kmc, the maximum bearing error is 6° from the mean, 
while at 12.4 kmc the maximum error is 2.2° from the 
mean. The bearing errors for the same direction finder 
with one inch less of coaxial line are shown in Fig. 5 for 
five frequencies in the band 8.2 to 12.4 kmc. It can be 
seen from the figure how the presence of the TE21 co-
axial-line mode increases the errors as the frequency is 
increased. At 8.2 kmc, the maximum error is + 3°, while 
at 12.4 kmc it has increased to + 7°. The 90-degree 
period of the cycle variation of the bearing errors indi-
cates the presence of the TE21 mode. 
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Fig. 6—Wide-band multiplexing and direction-finding antenna. 

The bearing errors of a direction finder of this type 
can arise from five sources: 

1) Mechanical asymmetries in the antenna, the an-
tenna's environment, and the transition section; 

2) Unequal current sensitivities among the four de-
tectors; 

3) Mismatched detectors; 
4) Inadequate attenuation of the higher-order modes; 
5) Deviation from square-law detector response. 
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Fig. 7--Wicle-band waveguide circuitry. 

The first source of error has been minimized by employ-
ing precision construction techniques which result in a 
high degree of symmetry among the four channels. It is 
felt that asymmetries contribute only slightly to the 
residual errors of the present system. The second source 
of errors, unequal current sensitivities among the four 
detectors, is treated in Appendix II-A. where it is shown 
that the errors will be less than + 2° if the video output 
signals from the detectors are within + 1 db of each 
other for equal rf input signals. The third source of 
errors, mismatched detectors, is treated in Appendix II-
B, where it is shown that the errors will be less than + 2° 
if a single detector has an input vswr less than 1.3. If all 
detectors have identical reflection coefficients, the errors 
cancel out. The fourth source of errors, inadequate at-
tenuation of higher-order modes, is treated in Appendix 
II-C, where it is shown that the below cutoff attenuation 
of the TE2i mode must be greater than 30 db to keep the 
bearing errors below + 2°. 

The measured bearing errors arose principally from 
the first and fourth sources, since the errors introduced 
by the remaining sources were made quite small. 

Fig. 8—Wide-band multiplexing antenna on pattern range. 

APPLICATION TO OMNIDIRECTIONAL WIDE-BAND 

MULTIPLEXING AND DIRECTION-FINDING 

This antenna utilizes the sanie components as the 
video direction finder, except that the detectors are re-
placed by the additional waveguide circuitry shown in 
Fig. 6. A photograph of this additional circuitry is 
shown in Fig. 7, while the complete assembly mounted 
on the antenna pattern range for tests is shown in Fig. 8. 
This waveguide circuitry is designed to bring the TEM 
mode out one port, and to separate the linearly polar-
ized TEli coaxial-line mode into its two equal, or-
thogonal, circularly-polarized components and bring 
them out two additional ports. These two components 
rotate in opposite directions at the rf frequency and 
have amplitudes of one-half the amplitude of the lin-
early-polarized mode. Furthermore, since the power re-
ceived by the linearly-polarized TE il coaxial-line mode 
is twice that received by the TEM mode (see Appendix 
I), the power associated with each of the right- and left-

hand circularly-polarized components is equal to that 
of the TEM mode. 

A signal fed into one of the TEii ports will excite a 
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Fig. 9—Isolation between various pairs of ports of the 
multiplexing antenna. 

circularly-polarized TEn mode in the coaxial line, which 
is transformed to a spiral-phase TED radial-line mode in 
the biconical antenna. The radiation pattern of the 
TEio radial-line mode is a figure-eight which rotates at 
the rf frequency. This rotating field distribution is 
termed a "spiral-phase" mode, since a line of constant 
phase in the far-field radiation pattern forms a spiral. 
The manner in which the circuitry shown in Fig. 6 

separates the three orthogonal modes in the coaxial line 
can be understood by considering the transmitting case. 
Fig. 6 shows three waveguide ports at the bottom of 
the figure, one coupling to the TEM mode, and two 
coupling to the two circularly-polarized modes. A signal 
fed into the TEM port will excite all four waveguides at 
the top of the figure in phase and hence excite only the 
TEM mode in the coaxial line. On the other hand, a sig-
nal fed into either TEn port will also divide equally 
among the four waveguides; however, the 180-degree 
phase shifts introduced by the Magic-T's and the 90-
degree phase shifts introduced by the 3-db directional 
couplers cause the four waveguides to have a progres-
sive 90-degree phase difference around the periphery of 
the coaxial line. Therefore, a signal fed into either TEn 
terminal excites a circularly-polarized TEn mode in the 
coaxial line. Additional study has shown that all three 
terminals are isolated from each other. 
An analysis of the cross-coupling between ports shows 

that it is not necessary that the 3-db couplers split the 
power exactly, only that they be identical. For 0.1-db 
difference between the two couplers, isolations of at 
least 45 to 50 db could be obtained if the remaining com-
ponents were perfect. The best available broad-band 
Magic-T's provide minimum isolations of only 35 db 
over the waveguide band, hence they are the principal 
limiting factor. The isolation between the two TEn ports 
is directly affected by any symmetrical mismatch in the 
coaxial line or antenna, since such a reflection returns 
directly out the opposite channel. 

As the multiplexer, then, this antenna has the follow-

ing characteristics. 

1) Three isolated input channels producing essen-
tially the same far-field power radiation patterns. 

2) Coverage over at least a 1.5 to 1 frequency band— 
in this case, 8.2 to 12.4 kmc. 
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Fig. 10—VSWR vs frequency looking into the three ports 
of the multiplexing antenna. 
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3) Fairly high isolation between the TEM port and 
either TEn port—averaging between 30 and 40 
db over the band with presently available com-
ponents (see Fig. 9). 

4) Somewhat less isolation between the two TEil 
ports—averaging around 20 db, but dropping to 12 
db at 8.2 kmc (see Fig. 9). 

5) Reasonably good match looking into any of the 
ports—the vswr averaging around 1.35, but never 
above 1.70—again limited by the performance of 
presently available broad-band Magic-T's (see 
Fig. 10). 

To use this same antenna as a direction finder, it is 
necessary to measure the phase difference between the 
TEM mode and either spiral-phase TElo radial-line 
mode, since this phase difference is linearly related to the 
azimuth angle at a given frequency. Signals at different 
frequencies coming from the same direction appear to 
have different bearings because the electrical lengths 
of the antenna and associated coaxial line are shorter 
for the TEio and TEn modes than for the TEM mode. 
Because the undesired phase difference between these 
modes depends only on the frequency of the received 
signal, it is possible to compensate accurately for this 
difference by ganging an rf or IF phase-correcting ele-
ment with the local-oscillator frequency control feeding 
the mixers on each output port. It is also possible to 
compensate for this difference by inserting a phase-
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equalizing network in one of the waveguide channels 
after the various modes have been separated. 
Some of the details involved in the construction and 

testing of the various components for these direction-
finding and multiplexing antennas are given in Appen-
dix III. 

APPENDIX I 

A. ANALYSIS OF OPERATION OF VIDEO 
DIRECTION FINDER 

The video system measures the direction of arrival of 
a received signal by comparing the amplitudes of the 
signals received from each of the four waveguides con-
nected to the coaxial line. Ideally, a signal of angular 
frequency, (,), incident on the biconical antenna from an 
azimuth direction, 4), will excite signals in the four wave-
guides having amplitudes proportional to the sum of the 
amplitudes of the radial-line TEM and TEio modes. 
Specifically, the signals in the four waveguides will be 

and 

E1 = A sin wt B sin (I) sin (cut — ô) 

E2 = A sin coi B cos ck sin (cd — 3) 

E3 = A sin (ut — B sin 4) sin (cot — S) (1) 

E4 = .1 sin (ot — B cos cl, sin (cot — 8), 

where 

A = E-field amplitude induced in one waveguide by 
the TEM mode; 

B = E-field amplitude induced in one waveguide by 
the TEio radial-line mode; 

=the amount that the phase of the signal induced 
by the TEM mode leads that of the signal induced 
by the TEio mode. 

Separate detection of each of these signals by identical 
square-law detectors produces video signals of the fol-
lowing relative amplitudes: 

RId = A' -I- 2A B sin 4) cos â + 132 sin' le 

E2d = A 2 ± 2A B cos 4, cos 3 ± B2 cos' 4, 

E3d = A2 — 2AB sin (3 cos ô ± B2 sin2 

= 42 — 2A B cos (3 cos ô ± B2 cos24). (2) 

In Fig. 11 Eld is plotted as a function of azimuth an-
gle, 4), for several values of ô for B = 2A. By taking the 
difference between the detected signais from opposite 
pairs of detectors, video signals are obtained that are 
proportional to sin cô cos ô and cos 4. cos 8, respectively. 

Although the operation of the video-direction-finding 
system is independent of the amplitudes of the two or-
thogonal modes, it will prove useful in determining bear-
ing errors to find the relationship between them. The 
amount of available power in the orthogonal TEM and 
TE D) radial-line modes excited in the biconical antenna 
by an incident plane wave can be most easily deter-
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Fig. 11—Received power as a function of azimuth angle for a 
single detector in the video direction-finder. 

mined by considering the directive gain of the biconical 
antenna when it is supporting each of these modes sepa-
rately. Consider the case where the biconical antenna 
extends to infinity and assume that the antenna is trans-
mitting. Then it is seen that at a constant radius the 
electric-field amplitude of the TEM mode is independ-
ent of azimuth angle, while that of the TEio mode, which 
radiates a stationary figure-eight pattern, is propor-
tional to the sine of the azimuth angle. By integrating 
the electric-field amplitude of each mode separately 
over all azimuth angles, it is readily shown that the 
maximum directive gain of the antenna when support-
ing the TEio radial-line mode is twice that when the an-
tenna is supporting the TEM mode. Therefore, when 
the antenna is used for reception, there is twice as much 
power available in the TE io radial-line mode as there is 
in the TEM mode. From ( 1) the power available from 
the TElo radial-line mode is proportional to 2B2, and the 
power available from the TEM mode is proportional to 
4A 2; therefore, B = 2A. It has been assumed that both 
modes are perfectly matched into the four waveguides. 
The above discussion also assumes that the biconical 

antenna extends to infinity. In an actual antenna of 
finite extent but still many wavelengths in circumfer-
ence, it is clear that relationships similar to those given 
above will apply, at least within a restricted range of 
elevation angles above and below horizontal, depending 
on the vertical directivity of the antenna. 

APPENDIX II 

A. BEARING ERRORS FOR VIDEO DIRECTION FINDER 

As mentioned in the text, bearing errors may result 
from a number of sources, several of which may be an-
alyzed as follows. 
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Unequal Detector Sensitivities 

It is shown in Appendix I that, B 2A , hence the 
video output signals given in ( 1) become: 

It is shown in Appendix I, B =2A, hence the video 
output signals given in ( 1) become: 

Eld = C1(1 + 4 sin 4, ± 4 sin2 

E2d = C2(1 ± 4 cos 0+ 4 cos245) 

E2d = C3(1 — 4 sin 4, ± 4 sing 41) 

Egd = C4(1 — 4 cos 4> + 4 cos' 0), (3) 

where C„ is proportional to the current sensitivity of the 
nth detector and cos & = 1. 
Taking the difference between opposite channels and 

applying the resultant signals to the vertical and hori-
zontal plates of an oscilloscope, as before, gives 

4(C1 ± C3) sin te + (C1 — C3)(1 + 4 sine (I))  . (4) 
tan se = 

4(C2 ± C4) cos 4) -I- (C2 — C4)(1 ± 4 cns2 0) 

The bearing error is then defined as 

(5) 

This bearing error has been plotted as a function of true 
bearing, 0, for a number of values of detector output 
voltages in Fig. 12. A study of the various curves reveals 
that the minimum bearing errors are obtained (for a 
given maximum difference between two crystals) when 
the most sensitive and the least sensitive crystals are 
placed opposite each other, thus minimizing the differ-
ence in sensitivity between adjacent crystals. 

B. MISMATCHED VIDEO DETECTORS 

The effect of mismatched video detectors is most 
easily determined from the scattering matrix for the 
ridge-waveguide to the coaxial-line transition section. 
This transition section is actually a seven-port junction, 
consisting of four waveguide ports, one TEM mode port 
in the coaxial line, and two linearly polarized TEn mode 
ports oriented at right angles to each other in the coaxial 
line. If one labels the four waveguide ports Nos. 1, 2, 3, 
and 4, respectively, the TEM port No. 5, and the two 
TEn ports Nos. 6 and 7, the scattering matrix for the 
perfect lossless junction can be determined as follows: 

1) If a signal is put in port 5, it will be divided equally 
among ports 1 to 4 with equal amplitudes and 
phases, and no signal will emerge from ports 6 and 

7. Thus, in the scattering matrix Sgg S65= S75= 0 
and Sj&=Sn=Sas=S4. 4,5= 

2) Conversely, if four signals of equal amplitudes and 
phases are put into ports 1 to 4, they will add and 
emerge from port 5 and none will emerge from 
ports 6 and 7. Thus, Sni S„2+ So+ S.4= 0, where 

n = 1, 2, 3, and 4. 
3) If a signal is put into port 6, and if the plane of 

polarization of this TEn mode is in line with ports 
1 and 3, the signal will divide equally between 
ports 1 and 3, but with opposite phases. Thus, 
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Fig. 12—Bearing error vs true bearing for several values of the 
sensitivities of the square-law detectors. 

S26= Sgg= S66 = S66= S7g = 0, S16= 1/ N/i, and S36= 
—1/0. 

4) Conversely, if equal amplitude signali with oppo-
site phases are put into ports 1 and 3 the signals 
will add and all emerge from port 6. Thus, S„1— 
Sn3= 0, where n=1, 2, 3, and 4. 

5) Results similar to those obtained in steps 3 and 4 
for port 6 can be derived for port 7. 

6) By symmetry, Sn = S22= S33= Sgg and S66= S77. 

By combining these results, and noting that the scat-
tering matrix must be symmetrical, the following matrix 
is obtained: 

S = 

4 
1 

4 — -4-

1 
ii.v2 o — 1/Vi o o o o 

— 

lív-2 
4 0 1/V2 

--j; —1/N/2 0 

4 0 — 1// 

0 0 0 

1 
4 

1 
2 

(6) 

_ O 1/0 0 — 1/-0 0 

The use of this matrix makes it very simple to trace 
any waves which may be reflected back into the system 
from the detectors. 

Let the signals incident on the four detectors be given 
by ( 1) for A = 2B = 1 and cos 15 = 1. Then, if detector 1 is 
mismatched, a reflected wave enters port 1 and emerges 
from the various other ports in such a way that, for 
small reflections, the resultant field amplitudes are 
given by 
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E, = (1 — r2)/2(1 + 2 sin 0) — (1 ± 2 sin 0) 
4 

E2 = ( 1 ± 2 cos 0) — — • (1 + 2 sin 0) 
4 

E3 = ( 1 — 2 sin q5) — • (1 + 2 sin 4,) 
4 

E4 (1 — 2 cos 0) — — • (1 ± 2 sin 4))• 
4 

(7) 

For the sake of simplicity, assume that the reflection 
coefficient r of the mismatched detector is real at the 
reference planes chosen for the scatteriug matrix in (6). 
The video output voltages for the four square-law 

detectors with current sensitivities given by C1, C2, C3, 
and C4, respectively, are 

(N/1 — r2 + r 2(1 + 2 sin 
4 

Eid =-

E2d = 

Ead = 

E4d = 

0)2 

1' 
C2[(1 + 2 cos 0) 2 — — ( 1 -I- 2 cos 0)(1 ± 2 sin 0) 

2 

r2 
+ — + 2 sin 0) 2] 

16 

C3[(1 — 2 sin 0) 2 — (1 — 4 sin2 0) 
2 

r2 
— (1 + 2 sin 0)2] 
16 

C 4[(1 — 2 cos 0)2 — — (1 — 2 cos 0)(1 -I- 2 sin 0) 
2 

r2 
+ — (1 + 2 sin 0) 21 (8) 

16 

then 

CI = 

— — 
12 

2 
r2 + r— ) 

4 

The four output signals as a function of bearing angle 
42 then become: 

= (1 — )2(1 + 2 sin 0)2 —12 

E2d' -= ( 1 + 2 cos 0) 2 — • (1 + 2 cos 0)(1 — 2 sin 0) 
2 

F2 
+ — (1 + 2 sin 4)) 2 

16 

E31 = ( 1 — 2 sin 0) 2 — • (1 — 4 sin2 0) 
2 

r2 

— (1 + 2 sin 4)) 2 
16 

E41 = ( 1 — 2 cos 0) 2 — —• (1 — 2 cos 0)(1 ± 2 sin 0) 
2 

r2 
+ — (1 + 2 sin q5) 2. 

16 

Taking the ratio of the difference between opposite 
channels, as before, gives for the indicated bearing angle 

r2 
sin 0 — — ( 1 -± 2 sin 0)(1 — sin 0) — — ( 1 -I- 2 sin 4)) 2 

E, 12 144 

Eh 
cos [i — — (1 + 2 sin 0)] 

4 

In practice, the sensitivities of the four detectors will 
be equalized by rotating the antenna until the output 
from each detector is maximized when the antenna is 
receiving a signal from a distant source of constant am-
plitude. A radio frequency or a video attenuator can 
then be adjusted so that the maximum signal from each 
detector is the same. Thus, in (8), Eld will have a maxi-
mum at 4) — 7r/2 of 9 CI(N/1 —1 2+r/4)2. Similarly, E2d 
will have a maximum at 42=-0 of C2(3 — P/4) 2. 
The maxima for the output voltages E3d and E4d are 

the same as those for E2d, with C3 replacing C2 in E3d and 
C4 replacing C2 in E4d. If these four signals are equalized, 
and if the following constants are arbitrarily set equal to 
unity 

C9 = C3 = C4 = 1, 

The bearing error, defined as 

= — 

is plotted in Fig. 13 as a function of the true bearing for 
several values of the reflection coefficient. The reflection 
coefficient is related to the input vswr of the detector in 
the usual way: 

vswr 
1+ In  

1 — I r I 

which for the values shown in Fig. 13 are 

In vswr 

.1 

0 . 2 

0.4 

1.222 

1.5 

2.333. 
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270. TOO. TOO. 

Fig. 13—Bearing errors as a function of true bearing for one 
mismatched detector with the reflection coefficient shown. 

It can be seen that if the detector is matched to a 
vswr less than about 1.3, the maximum bearing errors 
will be less than 2°. It can be readily shown from the 
scattering matrix that if all of the detectors are mis-
matched such that ri =112=-113=n, then the bearing 
errors are zero everywhere. This is another case where 
symmetry is an aid, making it desirable to use four de-
tectors and detector mounts that are identical to each 
other in as many respects as possible, in order to mini-
mize the bearing errors resulting from any residual re-
flections. 

C. INADEQUATE ATTENUATION OF 
HIGHER-ORDER MODES 

Since the experimental evidence indicates that the 
TE2i coaxial-line mode is the principal higher-order 
mode contributing to bearing errors, it will be treated 
here. If the TE2i mode is matched into the four wave-
guides, it excites a signal in them whose amplitude is the 
same as that excited by the TEn mode, since the direc-
tive gains of the TEio and the TE20 radial-line modes are 
equal. If a represents the cutoff attenuation of the 
TE21 mode in the coaxial line, as well as any mismatch 
loss, the resultant field amplitudes in the four wave-
guides become: 

= 1 ± 2 sin 4. — 2« cos 20 

E2 = 1 ± 2 cos ck -I- 2a cos 20 

Elí= 1 — 2 sin 41 — 2« cos 20 

E4 = 1 — 2 cos 41 + 2« cos 20 

where 8 has again been assumed equal to zero. 
If these fields are incident on identical, matched, 

square-law detectors, the ratio of the differences be-
tween opposite detectors gives for the indicated bearing 
angle, cV, 

E, 1 — 2a cos 20 
tan —  tan 0. 

Eh 1 + 2a cos 20 

The bearing errors, given by ce,' — 0, have a period of 
r/2 in cp and have the following typical amplitudes: 

a Attenuation 

0.05 
0.025 

26 db 
32 db 

Bearing Error 

±2.70 
±1.4° 

APPENDIX III 

A. CONSTRUCTION AND PERFORMANCE DATA 
FOR THE COMPONENTS 

Biconical Antenna 

The biconical antenna, illustrated at the top of Fig. 
6, was formed by drawing two round flat sheets over a 
suitably shaped die. The flared coaxial line feeding the 
antenna was machined. The antenna has a diameter of 
17.5 inches and a vertical aperture of 4 inches. The vswr 
looking from the coaxial line into the antenna was less 
than 1.18 over the 8.2 to 12.4 kmc band for the TEM 
mode. 

Ridge-Waveguide to Coaxial-Line Transition Section 

This transition section, shown just beneath the an-
tenna in Fig. 6, has a total length of 3 inches. The round 
inner conductor, machined from aluminum, tapers lin-
early from a diameter of 0.4 inch at the top to 0.7 inch 
at the bottom. The outer conductor, of electroformed 
copper, tapers from a round inside diameter of 0.75 inch 
at the top to a square with an inside dimension of 0.9 
inch on a side. At the same time, four ridges taper along 
the centers of the flat sides from zero height at the top 
to a maximum height of 0.040 inch at the bottom. The 
division into four-ridge-waveguide channels is accom-
plished at the bottom with four thin fins whose knife 

edges are perpendicular to the axis and extend from the 
inner conductor to the corners of the square outer con-
ductor. The vswr of the transition section is less than 1.3 

for the TEM mode and less than 1.22 for the TEn mode 
over the 8.2 to 12.4 kmc band. 

Rectangular- Waveguide to Ridge-Waveguide Taper Sec-
tion 

The taper section, shown next in Fig. 45 has a total 
length of 5 inches and was electroformed an aluminum 
mandrels. The vswr for each of the four identical chan-
nels is less than 1.12 over the 8.2 to 12.4 kmc band. 

Waveguide 45-Degree- Twist Section 

This multiple-channel twist section was formed from 
stacks of thin shims strung together on wires and sol-
dered. The electrical lengths of the four channels were 
adjusted to within ± 0.7° of each other over the 8.2 to 
12.4 kmc band. This section and the technique used to 
construct it are described by Jones and Honey.4 

4 E. M. T. Jones and R. C. Honey, "A novel technique for 
making precision waveguide twists,» IRE TRANS., vol. MTT-4, 
pp. 131-132; April, 1956. 
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Quadrature Hybrid Junctions or 3-DB Directional Coup-
lers 

Two Hewlett-Packard X-752A multihole directional 

couplers were selected whose couplings differed from 
each other by less than 0.1 db and varied from — 2.7 db 
to — 3.3 db over the 8.2 to 12.4 kmc band. 

Waveguide Bends 

These bends, shown at the bottom of Fig. 6, were all 
electroformed on precision-machined aluminum man-
drels, which were subsequently dissolved out in boiling 
sodium hydroxide. The electrical lengths of the various 
paths were checked and adjusted, where necessary, until 
they were within a degree of each other over the 8.2 to 
12.4 kmc band. 

Broad-Band Magic- T' s 

A pair of Airtron's No. 44055 broad-band Magic-T's 
were obtained for this purpose, and were oriented in the 

manner illustrated in Fig. 6. They were tested and 
found to have minimum isolations of 35 db over the 8.2 
to 12.4 kmc band and a maximum vswr of 1.7. 

T Junction 

This T junction, whose symmetrical arm forms the 
TEM input terminal for the multiplexing antenna, is 
simply a carefully constructed tapered waveguide bi-
furcation. It splits the power incident from the sym-
metrical arm into two equal components within at least 
±0.1 db. The symmetrical arm is matched to a vswr less 
than 1.02 over most of the 8.2 to 12.4 kmc band, in-
creasing to 1.05 at the low end of the band. The total 
length of the junction is 31 inches. 
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Radio Propagation Above 40 MC Over 
Irregular Terrain* 

JOHN J. EGLIf 

Summary—Radio transmissions in the vhf and uhf frequency re-
gion over land areas always contend with the irregularities of the 
terrain and the presence thereon of dispersed quantities of trees, 
buildings, and other man-made structures, or wave propagation in-
cumbrances. The determination of path attenuation is not easily 
satisfied by simple, curved, or plane earth calculations. However, 
quantitative wave propagation data are available in varying degrees 
which take into account conditions experienced by fixed-to-fixed and 
fixed-to-moving transmissions over irregular terrain. This available 
statistical wave propagation information on terrain effects vs fre-
quency, antenna height, polarization, and distance is analyzed, ex-
pressed by empirical formulas, and presented in the form of nomo-
graphs and correction curves amenable for use by the systems engi-

neer. 

INTRODUCTION 

}Z. ADIO transmissions above 40 mc more often than 
not take place over irregular terrain so that the 
ordinary method of calculating propagation at-

tenuation over plane earth, curved earth, and simple 
diffraction edges becomes unsatisfactory. As one moves 
about in irregular terrain in a vehicle, the received signal 
is characterized by a slow variation dependent on the 
major features of the terrain and on distance, and by a 

* Original manuscript received by the IRE, February 5, 1957; 
revised manuscript received, June 7, 1957. 
t U.S. Army Signal Eng. Labs., Fort Monmouth, N. J. 

fast variation about the median in a small sector which 
is independent of the transmission distance but is de-
pendent on the speed of the vehicle and on the frequency 
of the transmission. 

In the practical sense, the systems engineer is inter-
ested in knowing how well his equipment will be able to 
service an area, or how well his equipment will cover 
many areas in a very large area. Some of these areas 
may typify curved earth while other areas may be highly 
mountainous; all others will be in between these areas 
in terms of surface irregularity. 

This irregular terrain has dotted on it, trees, build-
ings, and other man-made wave propagation encum-
brances. If one could run the entire gamut of terrain 
conditions in a statistical manner and arrive at the 
transmission loss which would have to be designed into 
a system at a given frequency to provide the desired 
coverage, it would appear that such information would 
be invaluable to the systems engineer. 

Fortunately, such data have been collected and stud-
ied by the Federal Communications Commission for use 
in connection with their studies of the vhf and uhf tele-
vision allocation problems, and by others in connection 
with mobile service. 
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The majority of the terrain data,' on which the fol-
lowing material will be derived, are based on survey 
data taken by commercial organizations in various 
parts of the country including New York, N. Y.; Wash-
ington, D. C.; Cleveland, and Toledo, Ohio; Harrisburg, 
Easton, Reading, Pittsburgh, and Scranton, Pa.; Kan-
sas City, Mo.; Cedar Rapids, Iowa; San Francisco, 
Calif.; Bridgeport, Conn.; Nashville, Tenn.; Fort 
Wayne, Ind.; Richmond and Norfolk, Va.; and Newark, 
N. J. In each of these locations, a number of radials 
were investigated. In all, over the uhf range, 288 to 910 
mc, 804 miles on 63 radials are represented in the data. 
The method of measurement, while not the same at all 
locations, falls into three categories: continuous mobile 
recording sampling every 0.2 mile, spot measurements 
properly weighted so as to be considered unbiased, and 
clusters of measurements. In the vhf region, 50 to 250 
mc, approximately 1400 measurements, consisting of 
continuous data analyzed over 1-mile and 2-mile sectors, 
are included in the data. 

In discussing service area, we will be concerned with 
expressing the percentage of locations one could expect 
to cover statistically at a predescribed distance. Thus, 
if one arbitrarily divides a 10-mile circle into 100 equal 
parts with each division represented by a point (loca-
tion) and superimposes this configuration on the statisti-
cally derived landscape represented by the data, then 
10 per cent coverage would mean that 10 of the points 
(locations) would receive satisfactory or better trans-
missions, while at the balance of the points reception 
would not be possible. Likewise, when considering 90 per 
cent coverage, 90 of the 100 points would receive trans-
missions while the balance would have no reception. 

Actually, in dividing the circle into 100 locations, it 
was assumed that these locations represented the median 
value of signals in the immediate vicinity of the location, 
since one finds that in the immediate vicinity of a given 
location, say a few hundred feet, there will be fine varia-
tions in received field strength. 

TERRAIN-FREQUENCY, DISTANCE DEPENDENCE 

The theoretical plane earth field strength expression 
is given by 

hgh,1 
E — VP: 

95d2 

where 

E — field intensity in microvolts per meter 
Itt = transmitting antenna height in feet 
14= receiving antenna height in feet 

H. Fine, "UHF Propagation Within Line of Sight," FCC, TRR 
Rep. No. 2.4.12; June 1, 1951. Contains material taken from K. A. 
Norton, M. Schulkin, and R. S. Kirby, "Ground Wave Propagation 
Over Irregular Terrain at Frequencies Above 50 MC," Ref. C, Rep. 
of the Ad Hoc Committee of the FCC for the Evaluation of the 
Radio Propagation Factors Concerning the Television and Fre-
quency Modulation Broadcasting Services in the Frequency Range 
Between 50 and 250 MC; June 6, 1949. 

f = transmission frequency in megacycles 
d=distance from transmitter in miles 
Pt effective radiated power in watts. 

Eq. ( 1) is limited to those geographical areas which 
are similar to plane earth, such as relatively short over-

water and very flat barren land paths. Even in these 
areas man has erected bridges, Texas towers, billboards, 
and so forth, which alter considerably the propagation 
characteristics as expressed by the theoretical plane 
earth formula. 

While the theoretical received field strength increases 
with frequency, all other constraints being the same, it 
is important to note that the voltage across the input to 
a receiver will be the same at all frequencies when the 
receiving antenna is a half-wave dipole. However, if the 
antenna at the higher frequency is constructed so that 
it presents an effective area equal to that of the half-
wave dipole at the lower frequency, then this increased 
field strength at the higher frequency will be realized as 
increased voltage at the input to the receiver. 
The measured field strength data' over irregular ter-

rain were compared with what one could expect over 
plane earth rather than curved earth, since the best 
median field strength data fit for distances up to 30 to 
40 miles shows that the inverse distance squared trend 
for plane earth is better than the curved earth field, at 
least for low antenna heights. Beyond 30 miles to 40 
miles the data are sufficiently meager as to be unworthy 
of analysis as a representive quantity of data. There-
fore, the median field at a given frequency can be de-
scribed by the theoretical plane earth field intensity, less 
the median deviation therefrom. This median deviation 

data from the theoretical plane earth field, called ter-
rain factor, is shown in Fig. 1. The straight line on this 
figure very nearly passes through all the FCC data, and 
it will be noted that the deviation from the plane earth 
field strength varies inversely with the frequency and is 
independent of distance. The intersection of this line 
with the theoretical plane earth field strength is at 
40 mc, so that the variation with frequency is with re-
spect to this frequency. 
With this statistical information, (1) becomes em-

pirically for the median field at the 50 percentile loca-
tions, Eso, independent of frequency 

40h dz,. — 
Eso =   N/Pe• 

95d2 
(2) 

This Eso field strength may be obtained quickly from 
the nomograph, Fig. 2. 

The theoretical plane earth received power between 
half-wave dipoles (3) is independent of frequency. 

Pr = 0.345 11 d2 111)2 
  PI X 10-14. (3) 

Making use of the power law variation with frequency 
for the median deviation from the theoretical plane 
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Fig. 1—Median terrain factor for fixed-to-vehicular or mobile service. 

earth field, Fig. 1, (3) becomes empirically, 

P50 
0.345 hihry(40) 

2P s X 10—'4. (4) 
d2 f 

Eqs. (2) and (4) show that nature, by interposing 
terrain features, has essentially placed in juxtaposition 
the frequency dependence of the field strength and re-
ceived power above 40 mc over plane earth. Thus, while 
the theoretical received field strength over plane earth 
increases with frequency, the median received field in-
tensity above 40 mc over irregular terrain is independent 
of frequency, and while the theoretical received power 
between half-wave dipole antennas is independent of 
frequency, over irregular terrain the median received 
power above 40 mc varies inversely as the frequency 
squared. 

For the purpose of the systems engineer, in making 
irregular terrain calculations it is preferable to use the 
plane earth received power (3) shown in nomographic 
form in Fig. 2, in its theoretical form because field 
strength, median value statistically derived, and re-
ceived power theoretically derived are, at this point of 
exploration of irregular terrain propagation, independ-
ent of frequency. 

It is interesting to note that if one determines from 
diffraction theory the depth of hills' which will result in 
the median loss of Fig. 1, the statistical irregular terrain 
can be conceived as hills with a depth of about 500 feet. 
It is also interesting to note that the New York west 
radial terrain over which data are available' has an ir-
regular depression of about 500 feet, 12 miles in extent 
and distance from the transmitter. Most of the data 
were accumulated in this portion of the radial, and the 
median values below plane earth theory are shown in 
Fig. 1 as the composite for the entire radial. 
At this point in the paper it will be well to assume a 

rather simple problem and use it as a means of exempli-
fying the development of the material to be presented. 

K. Buffington, " Radio propagation variations at vhf and uhf," 
PROC. IRE, vol. 38, pp. 27-32; January, 1950. 

3 G. G. Brown, J. Epstein, and D. \V. Peterson, "Comparative 
propagation measurements; television transmitters at 67.25, 288, 
510 and 910 megacycles," RCA Rev., vol. 9, pp. 171-201; June, 1948. 
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Fig. 2— Received power over plane earth and 50 per cent location 
median field strength—one watt radiated. 

Assume: 

Transmission frequency, 150 mc 
Dipole antennas, half-wave 
Transmitting antenna height, 100 feet 
Receiving antenna height, 10 feet 
Service range, 10 miles 
Service to 90 per cent of locations at 10 miles 
50 kc IF bandwidth 
Suburban noise 
No transmission line losses. 

Required: Transmitter power output. 
The theoretical received power in db below one watt 

will be from Fig. 2, 119 dbw. The field strength at 50 
per cent of the locations, Fig. 2, will be 17.5 db above 
one microvolt per meter, one watt radiated. 

TERRAIN-FREQUENCY DEPENDENCE 

If one explores the data' in terms of the distribution 
of received field strength over irregular terrain, one finds 
that the over-all terrain distribution when plotted in 
decibels above the theoretical plane earth attenuation, 
is log-normally distributed. Thus, on probability paper, 
the terrain distribution will appear linear and may be 
described by its median value and standard deviation, 
Fig. 3. The terrain distribution of field intensity in the 
vhf band, taken at a center frequency of 127.5 mc ap-
pears to have an over-all standard deviation of 8.3 db, 
while the terrain distribution of field intensity in the 
uhf region centered around 510 mc, appears to have an 
over-all standard deviation of 11.6 db. Of course, the 
median deviation from theoretical plane earth field is 
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strength terrain factor. 

displaced 12 db by the terrain factor for the two fre-
quencies, Fig. 1. From this standard deviation data, 
Fig. 4 has been prepared which permits the determina-
tion of the correction factor to the E50 field strength when 
the received field strength to other than the 50 percentile 
location is desired. For example, as previously deter-
mined, E50 was 17.5 db above one microvolt per meter. 
Applying the terrain correction factor of — 11.5 db for 

the 90 percentile location results in a median received field 
strength at the 90 percentile location of 6 db above one 
microvolt per meter, one watt radiated. This value of 
field strength does not exceed the free space value for 10 
miles of 53 db above one microvolt per meter obtained 
from Fig. 5. Under conditions of greatly increased an-
tenna heights and/or service to a small percentile of 
locations, the calculated field strength could exceed the 
free space field. If such is the case, the free space field 
should be used. It is interesting to note that while the 
median field strength (2) and terrain factor for 50 per 
cent of the locations (Fig. 4), are independent of fre-
quency, for percentages of locations less than 50, the 

field strength increases with frequency, and for Eta the 
field strength varies as f'12. Likewise for percentages of 
locations greater than 50, the field strength decreases 
with frequency and for E97.7 varies inversely as Pi'. 

Likewise, Fig. 6 has been prepared to reflect the cor-
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rection factor to the theoretical plane earth received 
power imposed by irregular terrain. The Put value fol-
lows an inverse frequency squared relation as per (4), at 
P97.7 an inverse frequency cubed relation, and at P2.3 
an inverse frequency relation. As previously determined, 
the theoretical received power is — 119 dbw. The terrain 
correction factor for the 90 percentile location at 150 
mc is — 23 db, and the received power at this location 
will be — 142 dbw, or the half-wave dipole-to-half-wave-
dipole path attenuation for this degree of service is 142 
db. The free space received power is — 95.4 dbw from 
Fig. 3 which exceeds that for the 90 percentile location. 
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TERRAIN-TRANSMITTING ANTENNA 

HEIGHT DEPENDENCE 

The transmitting antenna height, used in conjunction 
with the data' is defined as the height above the median, 
2-10 mile terrain level. This rule has not proven as re-
liable as one might expect, since it does not take into 
account the terrain within 2 miles or beyond 10 miles. 
For purposes of this report the effective height of the 
antenna will be the height of the antenna above plane 
earth. In actual practice the transmitting antenna 
heights could be taken as the effective height above local 
terrain. For all practical purposes, the data confirmed 
that the received field strength increased linearly with 
transmitting antenna height. Transmitter height-gain 
tests made around the New York area4 seem to indicate 
that in poor service locations the effect of transmitting 
antenna height increase is somewhat less than one would 
theoretically predict. In median or 50 percentile loca-
tions the height gain would approximate the theoretical 
expected height gain, and for good service locations the 
height gain would be somewhat more than the theo-
retical. For purposes of this paper, the formulas and 
nomographs reflect a linear high gain for transmitting 
antenna height. 

TERRAIN-RECEIVING ANTENNA 

HEIGHT DEPENDENCE 

Receiving antenna height is the effective height above 
local terrain. The data do not appear to support any 
clear-cut variation of field strength with change in re-
ceiving antenna height. For receiving antennas which 
clear surrounding terrain features, the height gain ap-
pears to be linear. For receiving antennas which do not 
clear the surrounding terrain features, no orderly pat-
tern is discernible. However, test results analyzed sta-
tistically,' show that in the 6 to 30 feet category, the 
field strength appears to support a square-root height 
gain variation. Above 30 feet, the height gain is linear. 
This variation is reflected in the nomograph of Fig. 2. 

In practice, when using low antenna heights, as 
pointed out in the New York tests,* the dependence of 
field strength upon receiving antenna height is quite 
variable. When locating in a given area, within the con-
fines of available antenna height, the maximum field 
strength should be found. 

TERRAIN FADING 

Both the vhf and uhf studies indicate that the time 
fading is much smaller for the distances involved than 
the terrain variation, and may be neglected as a power 
balance factor in equipment design. In the fear of being 
misunderstood, suppose equipment is designed for ve-
hicular operation to cover 90 per cent of the locations, at 

4 J. Epstein and D. W. Peterson, "An experimental study of wave 
propagation at 850 mc," PROC. IRE, vol. 41, pp. 595-611; May, 
1953. 

10 miles from the transmitter. Based on statistical ter-
rain data, the variation in median signal throughout the 
terrain is far in excess of what the long-time fading 
would be between two fixed locations. However, fading 
becomes important for fixed service work. A subscriber 
land-based for an extended period of time in a poor loca-
tion, marginal signal, might well compensate for the 
long-time fading which will ensue by moving to the 
optimum spot in the small area in which he is to be 
located, and also by having means for elevating his an-
tenna, which can now be changed to a directional an-
tenna, to the optimum height within the height-raising 
capability of his antenna system. These two expedients 
should compensate for time fading and be reflected in a 
highly reliable transmission circuit. 

TERRAIN-ANTENNA POLARIZATION 

Theoretically, over plane earth at antenna heights 
greater than a wavelength and for small angles between 
the direct and reflected rays, as is the case for irregular 
terrain transmissions, polarization has negligible effect 
on the behavior of radio waves above 40 mc. Experi-
mental evidenceb.6 over irregular terrain of the received 
characteristics of polarized waves appears in general to 
verify the above. While it appears that vertical polariza-
tion is somewhat better directly behind hills or deep in 
the shadow area, horizontally polarized waves afford 
better reception in back of, but away from, the deep 
shadows of hills. In wooded areas, the attenuation is less 
for horizontally polarized transmissions than for ver-
tically polarized transmissions below 300 to 500 mc. In 
total, little difference can be detected in the average 
propagation characteristics. 
There is one exception to the latter statement and 

it concerns propagation using antenna heights less than 
one wavelength. In this case the ground wave is domi-
nant and theoretically vertical polarization provides an 
apparent height gain over horizontal polarization.' This 
effect is shown in Fig. 7 and pertains only to vertical 
polarization since for horizontal polarization the effect-
ive height is essentially the actual height at frequencies 
above 40 mc. As shown in Fig. 7, the effective height 
also depends on the conductivity of the soil over which 
the transmission will be effective. Unfortunately, as far 
as the author knows, terrain-statistical data are lacking 
on the propagation effects resulting from the use of very 
low vertically polarized antenna heights in the lower 
vhf region. Until such time as this theoretical informa-
tion can be placed in dispute statistically by tests, it is 

& J. S. McPetrie and J. A. Saxton, "An experimental investiga-
tion of the propagation of radiation having wavelengths of 2 and 3 
meters," J. IEE, vol. 87, pp. 146-153; August, 1940. 

J. A. Saxton and B. N. Harden, "Ground-wave field-strength 
surveys at 100 and 600 mc/s," Proc. IEE, vol. 101, part 3, pp. 215-
221; July, 1954. 

7 K. Bullington, "Radio propagation at frequencies above 30 
megacycles," PROC. IRE, vol. 35, pp. 1122-1136; October, 1947. 
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proposed that when vertically polarized transmissions 
are under consideration, Fig. 7 be used in finalizing the 
effective height of low antennas. 

In our problem at 150 mc with an antenna height of 
10 feet it can be seen from Fig. 7 that even with vertical 
polarization this height is also the effective height. If 
the problem had been one of transmission at 40 mc, then 
in using Fig. 2 the height would have remained the same 
for poor soil conditions, but would have to be taken as 23 
feet over good soil conditions. 

TERRAIN-SMALL SECTOR FIELD STRENGTH VARIATION 

As noted earlier, there is a fine amplitude variation 
about the median in a small distance or area which is 
independent of the distance from the radiation source. 
Some studies indicate that these fine variations of field 
strength have a normal distribution' which appears to 
be independent of frequency with a standard deviation 
of 5.5 db. Other studies,' indicate a Rayleigh distribu-
tion, Fig. 8. The latter appears more likely because the 
studies which indicate a normal distribution were taken 
over distances which perhaps exceeded the small sector 
variation. However the Rayleigh type fading may only 
occur and be applicable in areas replete with buildings, 
etc. In open areas the distribution may be log-normal 
over a small sector. Between the 10 and 90 per cent 
values of these distributions there is very little difference 
in the two distributions. The amplitude distribution is 
the same at all frequencies indicating that the range of 
constructive and destructive phase interference or 
standing wave effects is complete. However, the number 
of constructive and destructive interferences increases 
in a given distance or area with frequency. 

Tests' conducted in the Phoenix, Ariz. area indicate 
that the average vehicle travel between these fine signal 

8 W. R. Youug, Jr., " Mobile radio transmission compared at 150 
to 3700 mc," Bell Sys. Tech. J., vol. 31, pp. 1068-1085; November, 
1952. 

C. F. Meyer and D. Soule, "Field Strength Study," Motorola, 
Inc.; February, 1956. Work performed under Signal Corps Contract 
DA-36-039-sc-64737. 
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98 99 99.9 

minima is one wavelength in free space, while in the di-
rection away from or toward the radiation, the distance 
between signal minima is the free space half-wave 
distance. With this information, in vehicular service 
the small sector amplitude fluctuations in received car-
rier level will increase in rapidity with frequency and 
the speed of the vehicle, or 

A = — 1 
X/2 

and in practical terms, A = 0.003 fu (5) 

where A is the average amplitude fluctuation rate in cps, 
f is the radio carrier frequency in mc, and u is the veloc-
ity of the vehicle in the direction of transmission in 
miles per hour. For ready use, (5) has been prepared in 
the form of a nomograph, Fig. 9. It shows, for example, 
that at 150 mc the received field in a vehicle traveling at 
40 miles per hour in the direction of transmission would 
have an average fluctuation rate of 18 cps. Fur vehicular 
service, this is the rate which would have to be con-
sidered in the design of age circuitry with the audio or 
intelligence pass band designed above this frequency. 
The small sector variations at 90 me,' appear to be 

small in open flat country and much greater in built-up 
areas as might be expected. The variations in built-up 
and treed areas appear greater for vertically polarized 
transmissions than for horizontally polarized trans-
missions. 
Another characteristic of these variations which one 

would expect is that the higher the frequency, the 
steeper the fall and rise in field strength. In general, the 
variations appear to be deeper with the time between 
rise and fall smaller. Maximum envelopes occurring dur-
ing a test' are shown in Fig. 10. At 15 db down, the 
"outage time" on 459 mc may be in the order of a few 
milliseconds at vehicle speeds of 40 miles per hour with 
perhaps no noticeable effect on speech transmissions, 
whereas at 156 mc the outage time at this level could 
cause the loss of voice information. 

Unfortunately, data were not found which would per-
mit an expression either quantitatively or qualitatively 
as to the useful distribution or design point criteria of 

10 H. L. Kirke, R. A. Rowden, and G. I. Ross, "A vhf field-
strength survey on 90 mc/s," Proc. IEE, vol. 98, part 3, pp. 343-359; 
September, 1951. 
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Fig. 10—Maximum small sector variation. 

these small sector field strength variations. It may well 
be, at least for the present, that equipment should be 
designed to the median value of these find grain varia-
tions for the percentage of locations service desired. 

TERRAIN-W IDE MODULATION BANDWIDTH EFFECTS 

The field strength variations discussed so far have 
been those taken over a very narrow bandwidth of the 
transmission frequency. On wide-band systems distor-
tion effects may be introduced resulting from propaga-
tion via more than one path. These distortions may 
cause cross talk in multichannel voice systems, or 
shadows in television reception. This subject will be 
touched on lightly because not very much statistical 
data are available nor is literature available on the ef-
fects of multipath propagation on various types of 
modulation. The severity of multipath distortion" ap-

11 D. W. Peterson, "Army Television Problems Phase II Tasks 1 
and 2 Final Report," January, 1956, RCA. Work performed under a 
Signal Corps Contract No. DA-36-039-sc-64438. 
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pears qualitatively to be independent of frequency and 
wave polarization, at least within the frequency range 
of 60 to 3300 mc. The consequences of multipath propa-
gation are not serious for fixed transmission conditions, 
yet may be very serious in moving situations. For fixed 
service, movements of the receiving antenna either hori-
zontally or vertically for a distance in the order of a few 
wavelengths ordinarily cleans up multipath distorted 
patterns in television reception. More multipath dis-
tortion appears in highly built-up and mountainous 
areas where large off-path reflecting surfaces are present. 
Directive antennas greatly reduce multipath effects," 
which means that for equal antenna apertures, the use 
of the higher frequencies will result in less multipath dis-
tortion. 
The only good statistical results, unfortunately unre-

lated to all of the terrain data made use of herein and 
therefore not representative of all the conditions on 
which this paper is based, are based on tests in the New 
York area,'2 where one encounters considerable, and 
perhaps the worst, multipath propagation conditions. In 
order to understand the difficulties one may encounter in 
engineering vehicular wide band systems, the New York 
data,i2 have been altered (Fig. 11) to reflect the number 
of echoes per second for a vehicle speed of one mile per 
hour vs delay of these echoes with amplitudes between 
0 and 6 db less than the strongest received signal. Thus 
a remote television transmitter installed in a vehicle pa-
troling New York at 30 miles per hour would present to 
the fixed television receiver a picture with thirty, 0- to 
6-db echoes per second having 1--Asec delay, 9 shadows 
per second having 3-µsec delay, and so forth. Besides 
this ghosting of the picture that is taking place, the syn-
chronous circuit of the television receiver is in essence 
flip-flopping from the direct signal path amplitude to 

IS W. R. Young, Jr. and L. Y. Lacy, "Echoes in transmission at 
450 megacycles from land-to-car radio units," PROC. IRE, vol. 38. 
pp. 255-258; March, 1950. 
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1000 

the multipath signal amplitude when the ghost signal is 
the stronger of the two. 

INDIGENOUS NOISE 

While the relationship between received signal and 
frequency over irregular terrain has been covered pretty 
well, another important power balance factor in systems 
design is the establishment of the noise level of the re-
ceiver, or the signal required to assure satisfactory com-
munication. Noise in the frequency range above 40 mc is 
mainly caused by man-made noise. The general classifi-
cations are rural, suburban or small town, and urban 
noise. Cosmic noise is still present up to 100 mc. Col-
lectively this noise can be termed indigenous noise. 
The extent to which this indigenous noise acts upon a 

receiver is shown in Fig. 12. Two curves have been 
drawn for suburban noise since the material for these 
curves have been drawn from two separate references.8'3 
The lower suburban noise curve is representative of the 
median indigenous noise experienced in areas suburban 
to New York, with extrapolated data shown by the 
dotted portion of the curve. The urban noise data taken 
from these same two references dovetailed into the same 
curve. The dotted curve represents the noise figure of a 
currently well-designed receiver and is shown only to 
give the figure perspective. The indigenous noise can be 
referenced with respect to the thermal noise, ktb, of a 
receiver and is shown in Fig. 12 as the correction factor 
which must be applied to ktb level, Fig. 13(b). 
The difficulty in the use of these curves lies in just 

what level of noise should be applied in systems design 
work. Unfortunately indigenous noise data were not 
collected along with the field strength data. If this had 
been done a distribution of the magnitude of noise over 
the areas in which the field strength data were taken 
would have been available. It would appear that equip-
ment designed for general use should at least consider 
the lower suburban curve of Fig. 11 with the thought 

1, Federal Telephone and Radio Corp., " Reference Data for 
Radio Engineers," 3rd ed., p. 442; 1949. 
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Fig. 13— (a) Conversion of power to dbm. (b) Conversion of 
bandwidth to thermal noise level. 
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that in urban areas advantage might be taken of the 
height-gain in these areas. 

PROBLEM SOLUTION 

The entire problem is reviewed in Fig. 14 in the form 
of a power level diagram. Working the level diagram 
from the ktb level of — 127 dbm obtained from Fig. 
13(b), for a 50 kc IF, suburban noise and not noise figure 
plus approximately 12 db, establishes the lowest rf sig-
nal, — 93 dbm, for an acceptable signal-to-noise ratio. 
Assuming no transmission line losses to the two dipole 
antennas and with the path attenuation loss over 10 
miles of irregular terrain to the 90 percentile location of 
142 db, one arrives at a required transmitter power of 
49 dbm or 80 watts, Fig. 13(a). 
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VEHICULAR-To-VEHICULAR TRANSMISSIONS 

The entire discussion thus far has dealt with the sub-
ject of fixed-to-vehicular, or fixed-to-mobile transmis-
sions over irregular terrain. It is in these subjects that 
data exist, while in the f cid of vehicular-to-vehicular 
transmission good statistical data are nonexistent, at 
least to the knowledge of the writer. 

If one makes the reasonable assumption that the ter-
rain factor will not change whether we deal with the 
moving-to-moving, fixed-to-fl xed, or fixed-to-moving 
situations, then the median signal received by a vehicle 
in motion from another vehicle in motion is precisely 
that given in Fig. 4. However, by statistical theory," it 
would appear that the standard deviation would be the 
square root of the sum of the variances of two f xed-to-
moving distributions which in this type of transmission 
can be considered of the same magnitude. Thus the 
standard deviation for vehicular-to-vehicular trans-
mission is the Vi times the standard deviation for the 
fixed-to-vehicular transmission. This is in essence the 

correction factor which must be applied to Fig. 6, in 
order to obtain the vehicular-to-vehicular received 
power terrain factor shown in Fig. 15. If the given prob-
lem were a vehicular-to-vehicular system, fictitiously as-
suming antenna heights were maintained for this serv-
ice, the path attenuation at 10 miles to the 90 per-
centile location would be 119 db, from Fig. 2, plus 32.5 
db, from Fig. 15, or 151.5 db compared to a path at-
tenuation of 142 db derived earlier in this paper for the 
fixed-to-vehicular or mobile transmission. The trans-
mitter power level of 49 dbm, on Fig. 14, must be raised 
to 58.5 dbm or 700 watts for vehicular-to-vehicular 
equivalent service. 

REMARKS 

The statistical method of handling propagation over 
irregular terrain can be used in frequency assignment 
studies to determine the number of rf channels which 
should be designed into equipment for cochannel and 
adjacent channel field service. It has important usage in 
vulnerability studies of mutual interference, intentional 
and unintentional jamming, and countermeasures. It 
also appears to have application in spectrum allocation 
studies. 
Of course the burning question of how well a particu-

lar piece of equipment will act in a given environment 

" A. Hald. "Statistical Theory with Engineering Applications," 
J Ihn Wiley and Sons, New York, N. Y.; 1952. 
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Fig. 15—Vehicular-to-vehicular received power terrain factor. 

is difficult to answer. If the terrain is less irregular than 
the statistical irregular terrain, then better than pre-
dicted performance should result. On the other hand, in 
terrain more irregular than the statistical, a poorer per-
formance should result. However, field operational pro-
cedures should be developed which permit a rapid 
evaluation of the service coverage from a given location. 
A possible technique for rapid evaluation is one based 
on a system utilizing the "ground clutter" pattern seen 
on the radar (PPI) scope.'5 

CONCLUSION 

This paper is considered a modest start in the direc-

tion of supplying irregular terrain propagation informa-
tion applicable to systems engineering. The author en-
courages constructive criticism or the supply of data 
which may be benefcial for deriving better statistical 
data. For example, much data are required on frequen-
cies above 1000 mc; the nature of the fine variations and 
their effects upon types of modulation; propagation 
data on vehicular-to-vehicular transmissions; good sta-

tistical small sector variation data; and so forth. 
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Design Theory for Depletion Layer Transistors* 
WOLFGANG W . GÂRTNERt, MEMBER, IRE 

Summary—A new class of high-frequency transistors, the De-

pletion Layer Transistors (DLT), utilizes maximum attainable carrier 
velocities in solids by injecting electrons or holes into the high elec-
tric fields that prevail in properly designed depletion layers of re-
verse-biased p-n junctions. The resulting short transit times should 
insure operation up to microwave frequencies. 

The design theory is presented for a particular example of a de-
pletion layer transistor, discussing its low- and high-frequency, 
small-signal behavior, power gain, and stability. Other conceivable 
structures and modes of operation for DLT's are described and the 
potential importance of the depletion layer principle for solid-state 
microwave amplilcation is emphasized. 

I. INTRODUCTION 

CLASSICAL transistors are limited in their fre-
quency response by either or both of two factors: 
the carrier transit time from the emitter to the 

collector junction, and the rb'Cc product. Various ad-
vances in technology during the past few years have 
greatly reduced these two quantities, resulting in corre-
spondingly higher operating frequencies. Further im-
provements, however, have become increasingly diffi-
cult, which led to the search for new principles that 
would obviate some of the basic limitations inherent in 
classical transistors. In a high-frequency transistor, the 
carrier transit time through the structure must be short 
compared to the reciprocal operating frequency, and 
no appreciable debunching of carrier pulses must occur 
during the transport process. The first requirement asks 
for high carrier velocity; i.e., high electric fields and, 
similarly, the second requirement may also be satisfied 
if the carriers travel in strong external fields compared 
to which the influence of diffusion and the carriers' own 
space charge is negligible. This concept forms the basic 
principle of a new class of high-frequency transistors 
known as Depletion Layer Transistors (DLT), which 
have recently been announced.'-4 Proper design of 

these devices will also keep internal RC combinations 
at very low values and operating frequencies up to the 
microwave range have been predicted. 

* Original manuscript received by the IRE, January 11, 1957; 
revised manuscript received July I, 1957. A more detailed account of 
the design theory for depletion layer transistors is contained in 
USASEL Tech. Memo. No. M-1849; October, 1957. 

U. S. Army Signal Eng. Labs., Fort Monmouth, N. J. 
W. Gartner, "A new uhf transistor structure," paper presented 

at WESCON Convention, Los Angeles, Calif.; August 21-24, 1956. 
2 W. Gartner, F. A. Brand, and W. G. Matthei, " Design theory 

and exploratory development of the depletion layer transistor," paper 
presented at the PGED Second Annual Technical Meeting, Wash-
ington, D. C.; October, 1956. 

3 W. Gartner, "Transistor physics," paper delivered before the 
Austrian Chem. and Phys. Soc., Vienna; January, 1957. 

4 W. Gartner, "Transit time effects in depletion layer transistors," 
paper presented at the Symposium on the Role of Solid State Phe-
nomena in Electric Circuits, Polytech. Inst., Brooklyn, Brooklyn, 
N. Y.; April, 1957. 

II. BASIC PRINCIPLE OF THE DLT 

Very high electric fields may be created in the depletion 
layer (DL) of a reverse biased p-n junction, and when 

carriers are injected directly into this region, their transit 
time from the emitter to the collector side of the DL is very 
short (see Fig. 1). In fact, in properly designed depletion 
layers, carriers will reach the maximum velocity they can 
attain in solids under any conditions. If a design around 
this basic principle can be found with small-signal param-
eters that will give power gain, a response up to very 
high frequencies, possibly microwave, should be insured. 

In the following five sections the design theory for a 
typical example of a depletion layer transistor is worked 
out in detail. Other conceivable realizations are dis-
cussed in Section VIII. 

III. STRUCTURAL MODELS, BASIC EQUATIONS, 

AND SMALL-SIGNAL SOLUTIONS 

The derivation of the dc and ac current-voltage re-
lationships will be carried out for the geometry and type 
of operation shown in Fig. 2. The analysis is one dimen-
sional. It is expected to describe the essentials of opera-
tion although some of the proposed structures (see Fig. 
3) may differ from this simple model. Emission into the 
depletion laver is assumed to occur from the "virtual 
emitter plane" indicated by a dashed line in Fig. 2; it 
may be realized physically by any kind of contact with 
the general characteristics described below. The current 
flow through the model structure is indicated in Fig. 4. 
The collector side has been assumed to be n type so that 
the active conduction current is carried by electrons 
which generally have a higher mobility and higher maxi-
mum velocity than holes. All of the following deriva-
tions are carried out for these doping conditions, and the 
results may be easily converted to the case of a p-type 
collector and holes as the active charge carriers. 

The symbols in Fig. 4 have the following meanings: 
/1,i is the electron current flowing from emitter to col-
lector, Ii,, denotes the hole current flowing from emitter 
to base, Ire, is the current through the reverse biased 
p-n junction under zero emitter current conditions. In 
determining the dependence of these currents on the in-
put and output voltages, VI and V2, we assume that 
small ac voltages, vi and v2, are superimposed on the dc 
voltages, VII) and V20. The customary small-signal series 
expansion then yields for the emitter conduction current 

h eond = in —I— I 1po ill) 

= ¡loo nrilV1 nn2V2 1.1po nylVI + 772p 2V ( 1) 
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Fig. 1—Carriers injected directly into the depletion layer of a re-
verse biased p-n junction are swept towards the collector at high 
velocities. 
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Fig. 2—One-dimensional model for geometrical structure of 
depletion layer transistor. 

where 

= (a/u/0170v2-....c; 7112 = 

and the other symbols have the meanings indicated in 
the list of symbols at the end of this paper. 
Under the assumption that the transit time from 

emitter to collector is negligible at the frequencies con-
sidered, and that no recombination takes place between 
emitter and collector,5 the collector conduction current 
is the sum of the (voltage independent) junction re-
verse current, h., and the injected electron current, 

I 2,cond = ¡Co + I Ino + 11',101 + nn2V2. (2) 

The input and output conduction currents are thus es-
sentially determined by the dependence of the emitter 
injection current, /1,00„,i, on the input and output volt-
ages, VI and V2. For a mathematical description of the 
injection process and an evaluation of the n, another 
more specific assumption about the mechanism of car-
rier emission into the depletion layer must be made. 
The simplest possibility—supported by experimental 

evidence—is that a barrier (this loose term is used de-

° See in this connection C.-T. Sah, R. N. Noyce, and W. Shock-
ley, "Carrier generation and recombination in p-n junctions and p-n 
junction characteristics," PROC. IRE, vol. 45, pp. 1228-1243, Sep-
tember, 1957. 

(d) 

(a) (b) (c) 

(e) (f) 
Fig. 3—Conceivable structures for depletion layer transistors 

(e, emitter; b, base; c, collector). 

12 

Fig. 4—Current flow through depletion layer transistor with 
p-type base and n-type collector. 

liberately here because considerably more work is re-
quired to understand the physics of such contacts) exists 
between the emitter contact and the semiconductor ma-
terial immediately underneath the contact, such that 
the emitter conduction current is given by 

oond = I ln(V B) + I 1 p(V I 1,1(V B or+ I 1p(V B 

±Raiin/avB)--1- (aii„/avB)]vB 

where VB. = VI.— V80 and vB = VI — y„. 
V.0 and y, are the dc and ac components, respectively, 

of the almost undisturbed° potential in the semicon-
ductor underneath the emitter contact. This means that 
the magnitude of the injected emitter current depends 
solely on the potential difference, V B, between the 
emitter contact and the point in the depletion region 
immediately underneath it. As an example, we may 
consider an exponential characteristic,' /In( Vv) =A0 
[exp (« VB) — a] from which (arin/ay.)= aA o exp 
(aV B.). The following derivations, however, do not de-
pend on the specific nature of this emission function. 
The potential, 17= V so+v„ underneath the emitter con-
tact is a certain fraction of the output voltage, 

G. L. Pearson, W. T. Read, W. Shockley, " Probing the space 
charge layer in a p-n junction," Phys. Rev., vol. 85, p. 1055; March 
15, 1952. 

(3) 
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V.0 = Ko(x) X V20 and vs = Ki(x, 2.) X t.2, (4) 

the magnitude of which is determined by the impurity 
distribution across the junction, the position, x, of the 
emitter contact, and the applied dc bias. 

In particular, the ac collector voltage feedback ratio, 
K1, is equal to (â1,e/a v2)1,20, where 1P(x) denotes the elec-
trostatic potential across the depletion layer which may 
be calculated if the impurity distribution and applied dc 
voltage are known. Gain considerations, which will be 
discus3ed later, indicate that the voltage feedback ratio, 

should be as small as possible and straightforward 
calculations on step junctions, graded junctions, prn, 
pvn, and p-i-n junctions show that KJ, becomes smaller 
the closer the emitter contact can be placed to the base 
end of the depletion layer (and still be inside). 

If we now substitute back into the original ( 1) and (2), 
we obtain for the conduction currents 

and 

II, c,101 fino ± I Ipo ± (a I 1 ela VB)(211 KIV2) 

(a/1/&V,)(, — Kiv2) (5) 

+ li„„ + (all./avB)(1)1 KIV2). (6) 

In addition to these conduction currents, displace-
ment currents will flow through the structure. Between 
any two contacts there will exist a capacitance C( V) 
which, in general, depends on the applied voltage, 

V = Vo+v, but which may be assumed to be constant in 
a small-signal theory. The permissible values for the 
capacitances are determined by the desired gain and 
frequency response which will be discussed later. In 
view of the many conceivable geometries, the actual 
values of these capacitances shall not be calculated here, 
and we add a current jcoCec(tii —02)-1-jwC,bvi to the emit-
ter conduction current and jwC,.c(v2—vi)-FjwCbev2 to the 
collector conduction current where C.c, Ceb, and G60 are 
the (ac-voltage independent) capacitances between 
emitter and collector, emitter and base, and base and 
collector leads, respectively. 
Thus with (5) and (6) we find for the small-signal, 

four-pole admittances 

yn = aldavB+ jw(ceb + c„), 

y12 = — Ki(aidavB) — jcoc„, 

y21 = ari./avB — jwcec, 

y22 = Ki(arin/avB)+ jw(cd, + C..). 

(7a) 

(7b) 

(7c) 

(7d) 

An equivalent circuit for the "intrinsic" device as char-
acterized by ( 7) is shown in Fig. 5. The emitter and the 
collector branch each contain a current source as indi-
cated. 

The currents through the device will be somewhat 
modified by the impedances of the bulk material on 
both sides of the junction, rb (base series impedance), 
and r, (collector series impedance) and by the leakage 
conductance, g.„ across the junction. These, however, 

bo 

Cec 

T T 
g, = ai l av B 

ob 

4/ B 

Fig. 5—Equivalent circuit for "intrinsic" DLT in common 
base configuration. 

may easily be taken into account by simple four-pole 
transformations (a situation similar to the inclusion of 
the base spreading resistance in ordinary transistors). 
For optimum performance, all these quantities should be 
kept small. 

Eq. ( 7) shows that the magnitude of the fa-nail-signal, 
four-pole admittance depends on the capacitances be-

tween the contacts, on the nature of the emission func-
tion ( for which an exponential behavior was given above 
as an example), on the emitter efficiency; -i.e., on the 

fraction of total emitter current carried by electrons, 
and finally on the ac voltage feedback ratio, ic,. In par-

ticular, the output admittance, y22 is by a factor K1 ( for 
negligible capacitance effects) smaller than the input 
admittance (since K1 < 1 always), and the ratio between 
them is the source of ac power gain in this device 
which, without carrier multiplication, has a current 
gain of not more than unity. 
The exact dependence of power gain on these various 

quantities is analyzed in Section VII. 

IV. CALCULATION OF TRANSIT TIME 

To determine whether the assumption of negligible 
transit time, r, from emitter to collector is justified at 
the frequency of operation or whether a more elaborate 
theory should be used, a calculation of the transit time 

dx 
T = f —.Xe (8) 

must be carried out, where xe and xc are the coordinates 
of the emitter and collector, respectively, and u(x) is 
the carrier velocity the field dependence of which has 
been investigated by Ryder, et al.7 At low fields the 
velocity is proportional to the electric field, at higher 
fields it is proportional to only Eu2, and finally it reaches 

7 E. J. Ryder and W. Shockley, "Mobilities of electrons in high 
electric fields," Phys. Rev., vol. 81, p. 139; January, 1951. 

W. Shockley, "Hot electrons in germanium and Ohm's law," Bell 
Sys. Tech. J., vol. 30, p. 990; October, 1951. 

E. J. Ryder, "Mobility of holes and electrons in high electric 
fields," Phys. Rev., vol. 90, p. 766; June, 1953. 

E. M. Conwell, "High field mobility in germanium with impurity 
scattering dominant," Phys. Rev., vol. 90, p. 764; June, 1953, and 
"Mobility in high electric fields," Phys. Rev.. vol. 88, p. 1379; 
December, 1952. 
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ness. Emitter contacts with essentially unit efficiency 
can be made." Thus for a depletion layer thickness of 
3 X10-8 cm in germanium and an optimum transit time 
(p-i-n junction) of 5 X10-2° second, a Ki of 0.05 (loca-
tion of effective emitter contact within 1.5 X10-4 cm 
of base end of DL), an emitter-collector capacitance, 
Ceo of 0.1 µµf, and a value of gl of 10-2 mho, one finds 
from ( 14) a power gain of 10 db at 1000 mc/seconds. 
With the advent of more refined techniques which al-
low a closer control of small dimensions, an improve-
ment in the maximum frequency of DLT's with negli-
gible transit time may be expected. Similarly, if other 
semiconductors are found which have a higher maxi-
mum carrier velocity (this property has so far only been 
investigated in germanium and silicon) higher frequency 
cutoff will result. 

If we consider the case of controlled carrier multipli-
cation, we obtain with ( 10) 

NL = & gift' w2C.c2  
, „ zicemgigin 4- 20)2C„c2 — 4gi(I co+ 110)(äm/ûV2 (15) 

Neglecting capacitances and the last term in the de-
nominator, we find that the power gain will increase by 
a factor of m. In addition, because of the reduction in 
output impedance, the capacitances become less critical. 
Similarly, and maybe most important at the present 
time, K1; i.e., the position of the emitter contact, is no 
longer the major gain-determining factor. In other 
words, the emitter contact may be anywhere in the de-
pletion layer as long as only few carriers return to it 
(which must be avoided by proper structures or mag-
netic fields") and a power gain of at least a value of m 
may be realized as long as capacitances and the ac modu-
lation of the dc current through the junction are negli-
gible. With these relaxed requirements on geometrical 
control in the structure, substantial power gains in the 
10,000 mc range appear feasible because it is possible 
with existing techniques to locate a contact somewhere 
inside a 1µ depletion layer which possesses a transit time 
of the order of 2 X 10—" seconds under optimized con-
ditions (p-i-n junction). The upper limit on the per-
missible multiplication factor is imposed by the condi-
tion that the space charge of the mobile carriers must 
remain negligible in the depletion layer. Internal RC 
combinations which also limit the frequency response 
of classical transistors can be kept negligibly small by 
reducing the series resistance of the bulk material on 
either side of the depletion layer. 
We have thus shown that on the basis of designs with 

negligible transit time, power gain up to the microwave 
region is possible. Other potential applications of the 
device include uhf and microwave oscillators and ex-
tremely fast switches. \Ve now want to investigate the 
frequency dependence of power gain when the transit 

'4 W. G. Matthei and F. A. Brand, "On the injection of carriers 
into a depletion layer," J. Ape. Phys., vol. 28, P. 513; April, 1957. 

1.0 

I I I I  

3 4 5 6 7 
- WI. 

8 9 

Fig. 8—The function 1 (e-MT —1)/(M)1 2 plotted vs car. 

time becomes comparable to one period. Substituting 
(11) into (13), one obtains under the assumption of 
cp1 and w2r-----w 

N. —a! — 1)/(jon-)1 2 

Ni (wi/w)g in2[4 — 2(sin cor)/(cor)] 

Eq. ( 16) shows that even when the capacitances may be 
neglected, the power gain drops off with frequency as 
(e—iûrr— 1)/(jc.or) I ' which is shown in Fig. 8. It thus does 

not appear feasible to raise the frequency to much 
above twice the reciprocal transit time unless very high 
gain is available at lower frequencies which may be 
sacrificed in this cutoff tail and still give sufficient am-
plification at frequencies higher than the cutoff fre-
quency. 
The question of stability of a DLT may be analyzed 

with the help of Fig. 9. It shows the stable and unstable 
regions for the external admittances, Ys and YL, of an 
active four-pole, and has been derived in Appendix II. 
If the external conductances are chosen to lie in the area 
where the two regions which are bounded by hyperbolas 
and straight lines, respectively, overlap, then oscilla-
tions without external feedback will result. Outside this 
area the device is stable. If the two regions do not over-
lap, which occurs for 

I 2 Re (y22) Re (y22) — Re (yi2y2i) Iyi2y211 ( 17) 

(16) 

the device is unconditionally stable. If we now apply 
these considerations to the "intrinsic" DLT with negli-
gible transit time, (7), we find that condition ( 17) is 
never satisfied; i.e., that the two regions in Fig. 9 will 
always overlap. To determine the external admittances 
for which the DLT will oscillate at a certain frequency 
without external feedback, one thus draws a diagram 
like Fig. 9 for the particular frequency, and selects a pair 
of values for the real parts of the admittances from the 
doubly shaded region, and then calculates the corre-
sponding imaginary parts from (35) and (36) in Ap-
pendix II. If stable amplifier operation is desired, one 
selects a pair of admittances outside the doubly shaded 
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Fig. 9—Stable and unstable regions for external admittances 
between terminals of active four-pole. 

region. To investigate the stability behavior over a fre-
quency band, one would have to construct a three-
dimensional scheme with the frequency as the third co-
ordinate. 

The same remarks essentially hold for the multiplica-
tion case, at least as long as the last term in ( 10d) is 
negligible. An investigation of the stability behavior 
based on the frequency dependent four-pole admittances 
of ( 11) leads to a complicated transcendental equation 
from which it is fairly easy to determine whether the 
device will oscillate at a given frequency. The calcula-
tion of the exact cutoff frequency, however, is difficult 
and would exceed the scope of this discussion. 
With these remarks, we want to close the section on 

gain and stability because this paper deals mainly with 
the design theory of the device and not its circuitry. 
The main object of Section VII was to establish that the 

device described is indeed an active four-pole capable of 
power gain. 

VIII. OTHER DLT DESIGNS 

In this section a number of DLT-type structures are 
mentioned, which appear feasible and illustrate the pre-
diction that designs around the principle of carrier 
transport through high field depletion layers will play 
a similar role in very high-frequency solid-state amplifi-
cation, as structures based on carrier diffusion do at 
lower frequencies. No mathematical analysis of these 
proposed devices shall be given in this paper. 

It has been shown that for a regular DLT with no 
carrier multiplication the ac current amplification drops 
off rapidly when the transit time is comparable to one 
period. Higher frequency response thus requires nar-
rower depletion layers. It has also been shown that the 
problem of properly locating the emitter contact in the 
narrow DL to keep the ac voltage feedback small may 
be circumvented by boosting the current amplification 
through controlled carrier multiplication. 

A similar principle may be applied to a structure 
where the transit time is equal to several periods of the 
operating frequency. If, namely, a narrow region near 
the collector end of the depletion layer contains multi-
plying fields which offset the frequency-determined re-
duction in current amplification, then operation beyond 
the natural cutoff frequency appears feasible. The multi-
plied carriers of opposite sign must be prevented from 

returning to the emitter contact; this can be accom-
plished in several different ways: one may consider the 
amplification of pulses where the emitter is forward bi-
ased only during the duration of the pulse and reverse 
biased at all other times so that it will not collect carriers 
of the opposite sign. This device will show a certain de-
lay between signal pulse and amplified pulse due to the 
transit time from the emitter contact to the multiplying 
region which, in itself, may find an application. When 
cw operation is desired, a magnetic Feld may be used to 
divert the returning carriers from the emitter contact. 
This type of operation resembles the "dissected ampli-
fier" idea with the gyrating element built into the device 
close to the amplifying region. 15 

Another interesting modification of the basic DLT 
principle would be a device where the carriers are gen-
erated inside the DL by modulated light or microwave 
energy, or where the multiplication factor m is modu-
lated by the microwave field parallel or perpendicular 
to the junction. In devices like this, the transition is 
found from amplification by principles at least vaguely 
related to transistor operation and amplification utiliz-
ing other solid-state phenomena. 

It may also prove to be of great interest to investigate 
the properties of depletion layers at low temperatures 
where the maximum carrier velocities7 and the mean 
free path of the carriers increase. 

IX. CONCLUSION 

The experimental phase of the development of the 
device is well underway and has been partially re-
ported." In particular, it has been shown that the in-
jection into the depletion layer occurs as assumed in the 
theory and that the low-frequency gain depends on the 
voltage feedback ratio, id, in the predicted manner. 
When more complete information is available, the de-
sign theory may be refined and generalized in many ob-
vious ways. At that time also the noise problem may be 
attacked. 

APPENDIX I 

CALCULATION OF THE FOUR-POLE PARAMETERS OF A 
DLT UNDER TRANSIT TIME CONDITIONS 

In the first paper on the design theory of the proposed 
devices, the effects of transit time will be analyzed un-
der the simplest assumptions. The many conceivable 

" W. Shockley and W. P. Mason, "Dissected amplifiers using 
negative resistance," J. Ape Phys., vol. 25, p. 677; May, 1954. 
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generalizations shall be carried out when more experi-
mental information is available. We thus assume: 1) All 
ac quantities, a, may be expressed by a ao exp (jog) 
where ao is complex; 2) only electrons are injected which 
carry the entire ac conduction current, i„(x, t); 3) the 
virtual emitter has no other electrical influence than the 
emission of carriers; 4) the carriers move with a high, 
field-independent, constant velocity, u, and no "de-
bunching" of the carrier waveform occurs due to either 
diffusion or the electron space charge; 5) the analysis 
applies to a p-i-n structure with highly doped p and n 
regions. Such a junction is well simulated by a plane 
parallel capacitor. The width, w, of the depletion layer 
is then assumed independent of ac voltage. 
The derivation is based on the geometry of Fig. 10. 

The injected electron current depends on the voltage 
Vg= V1— V., where V. is the potential inside the DL 
underneath the emitter junction. V. is given by 

V, f0 E(x, t)dx = E(---wi, 0 X wl 
or 

—WI 

X = — W, vs2 X 

e VIRTUAL EMITTER PLANE 

Fig. 10—Geometry for the analysis of transit time 
effects in the DLT. 

one finds 

(18) with 

wz 
V e = V2 — f E(x, t)dx. (19) 

o 

In the region <x < 0, E is independent of distance, 
E = E( t), because of the absence of any space 
charge, whereas in the range of 0 <x <w2 it is equal to 

E(x, t) -= E(— t) ± ( 1/e) f p(x, t)dx. 
0 

gin 

tin = VI 
WI gin 

V2 

WI + 

=  gin. 
Wi + w2 

(26) 

(27) 

Since the conduction current is delayed by w2/u on its 
way from emitter to collector, one obtains for the ac 
collector electron current 

—i2n(t) = iin (t — w2/u) 

= (e--1..2in)v, 
(20) w2 e 

Wi gin  (ei— .w2/u)v2. (28) 

As we are mainly interested in the linearized ac para-
meters (the dc relationships are identical with those of 
Section III), we separate the small ac part from the dc 
part and find for ( 18) and ( 19) 

v, = EAc(—w, t> X wi (21) 

and 

404  
V. = V2 — EnC(—Wlz 1) X W2 + (e"°2"—wEin 1) 

621(42 

ilnW» 

+   

EAw 
(22) 

where (A u) -1. Xin(x , t) (A u)-1 Xiin(t —x/u) has been 
substituted for the ac variations of the space charge, 
PAc. Substituting EAC from (21) into (22) thus yields 

where 

V. = [W1/(W1 + W2)](V2 + (23) 

— 
EA u (ww2/u)2 

With (23) and 

W22 e--isow2/tz 1 -1-icall2/2E 

(24) 

un = (afin/aVn)visi = glom (25) 

According to (20), in is the total emitter current. The 
total collector current, however, is the sum of 12n and 
the displacement current 

0E(w2, t) 
— i2,diep = EA 

EA 

at 

WI + W2 [ 

ico  VI + ( 1 
glek 

iin (1 C— i""""). 

W1 gldie 

  V2 

2V1 + W2 ¡O 

(29) 

The first term in (29) is the capacitive current between 
base and collector, the second compensates for the phase 
shift in conduction current. 

From (26), (28), and (29) it is thus possible to calcu-
late the small-signal, four-pole admittances yik: 

yii = gin/ce (30a) 

wi  gin 

wi -I- 11,2 SO 

yi2 = 

Y2I = 

Y22 = 

gin 

ce 

EA 
jo)   

WI + W2 SO 

Wi gin EA 1 

wi -I- W2 SO W1+ W2 if) 

(30b) 

(30c) 

(30d) 
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APPENDIX 11 

CALCULATION OF THE CONDITIONS FOR UNCONDITIONAL 
STABILITY OR SELF-EXCITATION OF AN ACTIVE 

FOUR-POLE 

An active four-pole, the input of which is passively 
terminated by the admittance, Ys, and the output of 
which is passively terminated by an admittance, YL, 
will oscillate if the conditionn 

= 

yil + Y. Y12 

Y21 Y22 + YL 

(31) 

is satisfied. Eq. (31) is equivalent to the following rela-
tionships: 

and 

where 

s 1 = 

11 = 

a 

Sill — s212 = a (32) 

412 ± 5211= b (33) 

Re (y22 + Ys), 

Re (y22 + YL), 

Re (y22y2i) 

52 = Ina (342 + Ys) 

12 = Im (y22 + Yr.) 

b = Im (yi2Y21)• (34) 

Eqs. (32) and (33) permit us to determine the values of 
Ys, YL for which the four-pole will oscillate at a given 
frequency. For this purpose, we derive a solution of 
(32) and (33) for which s,, 52, /2, l2 are all real and 
Re ( Ys) > 0, Re ( YL) >O. We find 

2 -= lb ± [1.2 — 4(42112 — asill)] 112 1/(211) (35) 

and 

12 = lb T [b2 — 4(42112 — asili)] i121/(251) (36) 

s2 and /2 may be positive or negative, but must be real 
which leads to the condition 

s22/12 — — b2/4 < 0. (37) 

Eq. (37) states that the permissible values on the si 
plane lie within the area bounded by the two hyperbolas 

251/1 = a (az b2)1/2 

= Re (y22y2i) + I Y 12Y 2 I (38) 

IS See, e.g., H. W. Ktinig, "Laufzeittheorie der Elektronenrtihren," 
Springer Verlag, Vienna; 1948. The discussion in the present paper 
is an adaptation of the methods developed by Kifinig which also con-
tain stability criterion of Linvill (op. cit.) in implicit form. 

and 

24/2 = a — (a' --1- b2)1/2 

= Re (y12y22) — yien (39) 

which is shown in Fig. 9. We now transform back ac-
cording to (34) 

Re (Ys) = si— Re (y21) (40) 

Re (YL) = 11 — Re (y22) (41) 

which shifts the coordinate axes as indicated in Fig. 9. 
Since Re ( Ys) and Re ( YL) must be positive, only those 
values of Re (YL) and Re ( Ys) will give oscillations 
which lie in the region where the positive quadrant of 
the Re ( Ys) — Re ( YL) plane overlaps the area bounded 
by the hyperbolas (see Fig. 9). Outside this region, the 
four-pole is stable. If the positive quadrant does not in-
tersect the hyperbolas at all, which occurs for 

I 2 Re (y22) Re (Y22) — Re (3/12y2i) I < I 3/22y21 , (42) 

the device is unconditionally stable. 

LIST OF SYMBOLS OTHER THAN DEFINED 
IN THE TEXT 

A = conducting cross section of transistor. 
EAC=ac part of electric field strength. 
/,,,„,=dc reverse current under multiplication condi-

tions. 
/1„,,=dc emitter electron current. 
/12,0= dc emitter hole current. 
ii.=ac emitter electron current. 
iip=ac emitter hole current. 
j= V— l. 
Na= acceptor concentration. 
Nd=donor concentration. 
q= electron charge. 
w = -I-w2= total width of depletion layer. 
e = dielectric constant. 
p = electric charge density. 

Pao= ac part of electric charge density. 
r = transit time from emitter to collector. 
co = circular frequency. 

ACKNOWLEDGMENT 

The author wishes to thank F. A. Brand and W. G. 
Matthei of the U. S. Army Signal Engineering Labora-
tories for many discussions in connection with their ex-
perimental work on the device. 



1957 PROCEEDINGS OF THE IRE 1401 

A Note on Numerical Transform Calculus* 
RUBIN BOXERt, MEMBER, IRE 

Summary—Many of the numerical transform methods, developed 
for the solution of integrodifferential equations, exhibit difficulties 
when discontinuities occur at the origin. In this paper a procedure for 
including initial conditions is derived which effectively takes origin 
discontinuities into account. 

Although shown to be applicable to a number of transform methods, 
the derivation emphasizes application to the z-form integration opera-
tors because of their relatively greater accuracy. 

Numerical examples illustrating the solution of a constant co-
efficient and a time-varying problem are given. The technique is 
equally applicable to the solution of nonlinear problems. 

INTRODUCTION 

D
URING recent years a number of numerical 
techniques have been developed in operational 

  form which systematize the obtaining of solu-
tions to linear and nonlinear integrodifferential equa-
t. ons.'-' 

Tustin,' operating in the time domain completely, 
developed a set of integration operators. He showed that 
given a function y(t), defined at the points y(0), y(T), 
y(2T), • • •, the difference equation representation for 
the first integral of y(t) 

TT 
—2 it(t — —2 ii(t) = —2 Y(1 T) + —2 Y(t) (1) 

could be put into operational form. A convenient nota-
tion, which will be used in this paper, is the z transform. 
Using this notation, the transfer function for ( 1) is: 

/1(z) T z + 1 1 

Y(z) 2 z — 1 p 

Here 1/p represents the integration operator and 

(2) 

* Original manuscript received by the IRE, February 27, 1957; 
revised manuscript received June 17, 1957. 
t Servomechanisms, Inc., Westbury, N. Y.; formerly with Rome 

Air Dey. Ctr., Rome, N.Y. 
1 A. Tustin, "A method analyzing the behavior of linear systems 

in terms of time series," and "A method of analyzing the effects of 
certain kinds of non-linearity in closed-cycle control systems," J. IEE 
(Proceedings of the Convention on Automatic Regulators and Servo-
mechanisms) vol. 94, Part II-A, p. 130 if.; May, 1947. 

2 A. Madwed, "Number Series Method of Solving Linear and 
Nonlinear Differential Equations," M.I.T. Instr. Lab. Rep. No. 
6445-T-26; April, 1950. 

J. G. Truxal, "Numerical analysis for network design," IRE 
TRANS., vol. CT-1, pp. 49-60; September, 1954. 

4 R. Boxer and S. Thaler, "A simplified method of solving linear 
and nonlinear systems," PROC. IRE, vol. 44, pp. 89-101; January, 
1956. 

2 S. Thaler and R. Boxer, "An operational calculus for numerical 
analysis," 1956 IRE CONVENTION RECORD, part 2, pp. 100-105. 

S. Amarel, L. Lambert, and J. Millman, "A Transformation 
Calculus for Obtaining Approximate Solutions to Linear Integro-
Differential Equations with Constant Coefficients," Columbia Univ. 
Electronics Res. Labs. Tech. Rep. T-7/C; August, 1954. 

7 S. Amarel, "A Computational Method for Treating Networks 
Containing Nonlinear Elements," Columbia Univ. Electronics Res. 
Labs., Tech. Rep. T-3/C; August, 1954. 

8 S. Amarel, "An Operational Method for the Treatment of Tran-
sients in Waveform Circuits (Linear and Nonlinear)," Columbia 
Univ. Electronics Res. Labs., Tech. Rep. T-5/C; April, 1955. 

z =Ear. Eq. (2) is equivalent to the transfer function for 
trapezoidal integration originally derived in z-transform 
notation by Salzer.9 
Tustin further proposed that higher order integrating 

operators could be given by: 

1 z + 1\k 

pk —  2 z — 1) 

Tustin's procedure works well, but has difficulty when 
the time functions operated on, or their derivatives, 
are not zero at the zero instant of time. 
Madwed2 improved upon the method of Tustin by 

developing integrating operators of greater accuracy in 
addition to introducing a fairly complex procedure for 
operating upon discontinuous functions. The first order 
integration operator of Madwed is identical to that of 
(2), but the higher order operators differ, and as stated 
above, are more accurate. For example, the second-order 
integrating operator of Madwed is 

1 T2 z2+ 4z + 1 

p2— 6 (z — 1)2 

The simplification of Madwed's notation to that of the 
z transform was included in a paper by Truxal.s 

Thaler and this author4-2 used the frequency domain 
to demonstrate that it is possible to substitute integra-
tion operators, considered from a Laplace transform 
viewpoint, into the Laplace transforms of linear and 
nonlinear equations. The derived operators were termed 
z forms. For example, the z-form operator for 1/s2 is 

1 T2 z2 + 10z + 1 

(3) 

s2 — 12 (z — 1) 2 

(4) 

(5) 

In a recent report'° the greater accuracy of the z forms 
was demonstrated and a method for calculating error 
was supplied. Table I lists the z forms for 1/si, together 
with corresponding z transforms. The z transforms are 
shown in Table I to illustrate their relationship to the z 
forms. Table II illustrates the relative accuracies of the 
various integrating operators. Note that when the z 
transform is to be used as an integrating operator, it is 
multiplied by T. 
The z-form method had a disadvantage. In order to 

obtain the full accuracy inherent in the operators, the 
time functions and their derivatives had to be of zero 
value at the time origin. To accomplish this in certain 
problems required a change of variable which, at times, 

J. M. Salzer, "Frequency analysis of digital computers operating 
in real time," PROC. IRE , vol. 42, pp. 457-466; February, 1954. 

LO R. Boxer and S. Thaler, "Extensions of Numerical Transform 
Theory," Rome Air Dey. Ctr. Tech. Rep. 56-115, November, 1956. 
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TABLE I 

Z TRANSFORMS AND Z FORMS 

z transform 

7,k(z) Ns(z) 
N s) 

z form 

Fs(z) 

z — 1 

Tz T Tz+ 1 

z — 1 2 2 z — 1 

1 

S2 

Tz 

(z — 1)2 
T2z T2 T2 z2+ 10z + 1 

(z — 1)2 12 = 12 (z — 1)2 

1 z(z + 1) 

2 (z — 1)3 

T3 z(z + 1) 

2 (z — 1)3 

1 T3 z(z2 + 4z + 1) 

6 (z — 1)4 

T4 z(z2 + 4z + 1) T4 

6 (z — 1)4 720 

T4 z(z3+ 11z2 + llz + 1) 

24 (z — 1)5 

T5 z(z3 + 11z2 + llz + 1) 

24 (z — 1)5 

Tz  (k — 1)Nk_i(z) — — 1)Ire-i(z) 

k — I (z — 1)5 

TF'k(z) + 1)5/2+1 

where ilk is the Bernoulli Coefficient' 

Legend: 
1) The Ns(z) terms include the constant multiplier. 
2) The term Nki(z) represents dNk(z)/d(z). 
3) The general formula for Fs(z) holds for k > 1. 

* C. II. Richardson. "An Introduction to the:Calculus of Finite Differences," D. Van Nostrand Co. Inc., New York. N. Y., pp. 45-46; 1954. 

increased the amount of labor necessary to obtain a 
solution. Furthermore, the method had the inconven-
ience of the solution being in error at the origin. This 
was of small consequence, however, as this initial value 
was always known. 
A group at Columbia University, under the direction 

of Millman, developed an operational method in which 
initial conditions are included in integrating and differ-
entiating operators.° The basic operators are those of 
Tustin, but the usefulness of the operators was con-
siderably extended in that the origin problems were 
eliminated. 

In this paper, a different approach to the problem of 
initial conditions is given. Although the procedure will 
be shown to be applicable to any of the methods indi-
cated by Table II the basic derivations will be directed 
toward the z forms, because of their relatively greater 
accuracy. When applied to the operators of Tustin, the 
results obtained are similar to those derived at Colum-
bia, except that additional terms are obtained which 
lead to greater accuracy in problems above the first or-
der. 

THEORY 

The integrating operators shown in column 3 of 
Table I, can be derived by the procedure illustrated be-
low for the second order case.5,'° Given a function y(t), 
it is desired that i2(t) be obtained where 

i2(t) = ff y(t)dt. (6) 

If (6) is to be approximated by a second-order difference 
equation, then 

A i2(t + 2T) Bis(1+ T) Cis(1) 

= Dy(t + 2T) + Ey(t T) Fy(t). 

In operational form 

f(1 nT) = enr.f(l) (8) 
and 

1 
i2(t) = —p2 Y(S). 

Thus (7) can be expressed 

A C 

— E2PTY(i) —p2 ePTY(1)  2 Y(t) 
P2 P 

= DE2Pry(t) &PT y(t) F y(1). 

(7) 

(9) 

If the exponential operators are expanded in a Taylor 
Series, the coefficients A, B, C, D, E, and F can be de-
termined by equating the maximum number of like 
powers of p on both sides of (9), consistent with the 
number of unknown coefficients. If this is done and the 
values of the coefficients are substituted into (7), the 
difference equation for second-order integration ob-
tained is: 
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TABLE II 
COMPARISON OF INTEGRATING OPERATORS 

1403 

1/Si Method Operator Series Expansion of Operator 

Tustin 
T z + 1 1 SP S37', S5T6 

2 z - 1 
± • • • 

S 12 720 -I- 30240 ± 

T z + 1 1 Sr 53r. s5T, 
Madwed-Truxal 

2 z - 1 
+ ± ± • 

S 12 720 30240 
1 

—S 

Exact z Transform 
Tz 1 T SP S"T, S5T6 

z - 1 
-1-- - ± ± •4- • • 

S 2 12 720 30240 

T z 4- 1 1 SP 53T, S5T, 
4- z Form 

9 z — 1 
+ + • 

S 12 720 30240 

- 

T2 z' ± 2g ± 1 1 T2 S27', . T, 
Tustin 7t-- ---(7-:liji— + + s2 6 2-10 6048 

Madwed-Truxal 
P z2 4- 4z -I- 1 

-6 - (71-0 - 

1 T2 S2T" 54T6 
± ± 4- • • • 

S'2 12 240 6048 
1 

-S2 
T2z 1 T2 S2 T, S, T6 

Exact z Transform --L-2. .. 
2- - -1-i ± 240 - 6048 ± • • • 

z Form 
P z2 4- 10z 4- 1 1 SIP S47', 

12 (z - 1)2 s2 240 6048 

Tustin 
P z. + 3e + 3..r, + 1 1 T2 1 ST4 S3T6 

± ± 
8 (z - 1)3 

±•• • 
S3 4 S 60 60480 

P Z3 + 1122 + 11Z + 1 1 P 1 SP 13S2Te 
4- ± Madwed-Truxal 

274 (z - 1)2 
+ 

S3 12 S 360 60480 
1 

Exact z Transform 
7'3 z(z + 1) 1 SP S37'6 

- - — ± 2 (z - 1)2 
+ • • • 

Ï. 2 240 3024 

z Form 
T3 z(z 4- 1) 1 SP 53T6 

2 (z - 1)3 S 3 240 3024 

T, z4 4- 4z3+ 6z2 ± 4z + 1 1 P 1 13P S2T6 
-I- Tustin 

16 (z - 1)' S4 3 S2± 3 ±60 945 -I-

Madwed-Truxal 
P z4 ± 26z3 4- 66z2+ 26z ± 1 I r2 1 P S2T6 

± 
120 (z - 1)4 

• • S4 12 S2 ± 360 ± 60480 ± 
1 

-S". 
T4 z(z2 4- 4z 4- I) 1 T4 S2Te 

.1- - + • • • 
Exact z Transform 

6 (z - 1)4 54 720 3024 

- 

z Form 
P z(z2 ± 4z 4- 1) T4 1 .5-2T" 

6 (z - 1)4 720 T'' 3024 

i2(1 ± 2T) — 212(1+ T) 12(1) 

T2 10T2 T2 
= —12 Xi + 2T) — y(t + n — y(t)• (10) 

12 12 

and if Laplace transformed, the result is 

/2(5) T2 E 28T ± 10E8r + 1 

Y(s) 12 €2sT — 2E8T ± 1 

Eq. ( 10) has been derived neglecting initial conditions, or in z-transform notation 
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/2(z) T2 z2 + 10z + 1 
12 

Y(z) 12 (z - 1)2 ( ) 

The remainder of the z forms shown in Table I can be 
derived in the same manner and represent difference 
equation approximations for integration that are opti-
mum in the sense indicated. 

If the initial conditions are not zero, the z transform 
of ( 10) yields terms in addition to those shown in ( 12). 
It can be shown" that the z transform of f(t+mT) is 
given by 

Z[f(t + mT)] = z'n[F(z) f(nT)z-ni. (13) 
ta() 

Using ( 13), the z transform of ( 10) is 

T2 10T2 T2 
— [z2Y(z) - z2y(0) -zy(T)1+) -ji- [zY(z)-zy(0) 
12 12 

= z2/2(z) -z2i2(0) - zi2(T) - 2 [z/2(z) - zi2(0) 1+12(z). ( 14) 

However, y(T), 12(T), and 12(0) can be expressed: 

T2 
y(T) = y(0) T y' (0) + y" (0) -I- • • • 

ea Tn 

= E —, yn(0) 
n-o 

i2(T) = y-2(0) + Ty-'(0) + — y(0) + • • • 
2 

• T" = E yn-2(0) 

n! 

i2(0) = y-2(0). (15) 

Substituting ( 15) into ( 14), the result after algebraic 
manipulation is: 

T2 z2 + 10z + 1 T2 z(z + 10) 
/2(z) =  Y(z)   y(0) 

12 (z - 1) 2 12 (z - 1) 2 

Tn+2 z (n2 + 3n - 10) 
(0)Yn „...0 12n! (z - 1)2 n' + 3n + 2 

2 

Fa_.(z)y—q(0), 

where it should be noted that the second derivative term 
is absent. The result of a similar procedure for the first-
order integrating operator would be: 

T z + 1 Tz 
1(z) -   Y(z) 

2(z - 1) Y(0) 2 z - 1 

  y-1(0) . 
z - 1 

(18) 

EXAMPLES 

To illustrate the use of the z forms, including initial 
conditions, two problems will be carried out in some de-
tail. The first is a constant coefficient problem, while the 
second is time varying. 

Example 1 

A typical second-order differential equation with con-
stant coefficients is 

d2y dy 

+ 3 —dt + 2y = 13 3") = 3; 3/ (C1) = - 

The Laplace transform of ( 19) is 

3 2 3 5 
Y(s) + — Y (s) — Y(s) = — + — • (20) 

52 s s' 

To obtain a difference equation approximation, (20) is 
z transformed, using ( 18) and the first three terms of 
(17) in the left side of the equation and the z transforms 
of Table I in the right side. 

3T z 1 9Tz T2 z2 + 10z + 1 
Y(z) +  Y(z)   

2 z - 1 2(z - 1) -I- 6 (z - 1)2 

z(z + 5) 2Taz 3z 5 Tz 

. (19) 

2 (z - 1)2 3(z - 1) 2 z - 1 + (z - 1)2 (21) 

Solving for Y(z), 

(18+27T+3T2)z2- ( 18 - 3T-1512-4/2)z 
Y(z) -   (22) 

(6+9T+ T2)z2- ( 12 - 10T2)z+ (6 - 9T+ 7.2) 

(16) If T is chosen as 0.1, 

where Fk(z) is the exact z transform for Usk given in 
Table I. Expanding ( 16) by performing the indicated 
summations yields: 

T2 z' + 10z + 1 T2 z(z + 5) 
/2(z) =  Y(z)   y(0) 

12 (z - 1)2 12 (z - 1)2 

T3 z z 
  y' 

• 12 (z - 1) 2 (0) 180 (z - 1)2 Ym (0) -l- • • • 

Tz 
• (z - 1)2 Y-I(0) z - 1 y-2(0), (17) 

u R. Boxer, "Analysis of sampled data systems and digital com-
puters in the frequency domain," 1955 IRE CONVENTION RECORD, 
part 10, pp. 78-85. 

3.0z2 - 2.539219z 
Y(z) -   (23) 

1.0z2 - 1.722142z + 0.739508 

The solution for y(t) is obtained by carrying out the in-
dicated synthetic division. The results are shown in 
Table III, together with the exact solution. 

Example 2 

A time-varying problem, suggested to the author by 
Millman, is 

d 
— [(12 - 1)y] - — [21y] — 6y = 
dt2 dt 

Y(0) = - 0.5; Y(0) = 0 (24) 
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TABLE III 

SOLUTION OF CONSTANT COEFFICIENT PROBLEM 

y(t)-Exact y(t)-Calculated 

0 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1.0 

3.000000 
2.628405 
2.307782 
2.030448 
1.789969 
1.580941 
1.398818 
1.239767 
1.100555 
0.978439 
0.871093 

3.000000 
2.627207 
2.305900 
2.028246 
1.787697 
1.578764 
1.396840 
1.238048 
1.099120 
0.977295 
0.870233 

which has the analytic solution 

y(t) = 0.5(312 - 1) 

Transforming (24) yields 

<1 < 1.0. 

«1  e[(12 - 1)y1 - --- 6 1 2 [(21))] - s s2 Y = Fs• 

Taking the z transform using ( 17) and ( 18): 

c2Y(z) 
ciT z ± 1 

2 z - 1 

where 

Solving for Y(z) 

With T=0.1 

z2--1- 10z ± 1 
Y(z)   Y(z) 

2 (z - 1) 2 

z 7.2 z(z + 5) 

- 2(z - 1) 4 (z - 1)2 

TABLE IV 

SOLUTION OF TIME-VARYING PROBLEM 

o 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1.0 

y(1) -Exact 

-- 0.500000 
-- 0.485000 
--0.440000 
-- 0.365000 
--0.260000 
--0.125000 
1-0.040000 
1-0.235000 
4-0.460000 
1-0.715000 
1-1.000000 

y(t)-Calculated 

-- 0.500000 
--0.485075 
-- 0.440299 
--0.365672 
--0.261194 
--0.126865 
1-0.037321 
1-0.231355 
1-0.455240 
1-0.708975 
1-0.992555 

tions. Special care is required to start the solution cor-
rectly for a given set of initial conditions. One of the pro-

(25) cedures is to obtain the first few values of the solution 
very accurately through the use of a Taylor series ex-
pansion and then to continue the solution using the dif-
ference equation. The operational procedure described 

(26) in this paper is analogous to such a technique. The z-
form integrating operators lead to an accurate differ-
ence equation approximation to the differential equa-
tion with initial conditions equal to zero. The addition 
of the initial condition terms such as those in ( 17) and 
(18) adjust the numerator of the z-transform transfer 
function approximation in order that the solution may 
be started accurately. A first-order system requires 
only the initial condition in order to continue the solu-
tion. Thus, the first-order integrating operator given 
by ( 18) only need contain a term that is dependent upon 
the initial condition and, of course, initial integral values. 

Higher order problems, utilizing integrating relations 
(28) such as ( 17), lead to higher order difference equations. 

A number of solution values equal to the order of the 
difference equation are required to start and continue 

(27) 

(12 ± T2)z2 - (2 - 5r)z 
Y(z) = 

(4c2 - 2c1T - 2T2)z2 - (8c2 20T2)z (4c2 2c1T - 2T2) 

Y(z) 
2.01z2 - 1.95z 

(4c2 - 0.2c1 - 0.02)z2 - (8c2 + 0.20)z (4c2 0.2c1 - 0.02) 

Carrying out the indicated division, using (28) for the 
values of cl and c2 at each step of the division process, 
yields the results shown in Table IV. 
The procedure for solving a nonlinear problem is 

identical to that for time-varying problems, with the 
exception that the values obtained for the dependent 
variable are used to evaluate the denominator constants 
during the division process. The justification for treat-
ing the varying coefficients as constants was presented 
in a previous paper.4 

DISCUSSION 

In standard numerical analysis practice, differential 
equations are solved by difference equat;on approxima-

(29) 

(30) 

the solution. Thus, the integrating operators for l/sk 
for k>1 contain an infinite number of terms that are 
functions of the higher derivatives of the solution. The 
greater the number of these terms used, the greater the 
accuracy of the initial values of the solution. This per-
mits fuller utilization of the accuracy inherent in the 
characteristic difference equation. 

This paper has illustrated the use of the z forms and 
initial condition terms as integrating approximations. 

One might desire to know whether the reciprocals of the 
z- form operators with suitable initial conditions could be 
used as differentiating operators. The same procedures 
for obtaining the integrating operators would yield for 
first- and second-order differentiation 



1406 PROCEEDINGS OF THE IRE October 

Di(z) 

2 z — 1 2 z 

T z + 1 T z + 1 Y(0) ± z + 1 y' (0) 
  Y(z) 

D2(z) 

When the initial condition terms are obtained for the 
Tustin operators, no difficulty is encountered in their 

(31) use as differentiating operators. The first-order differ-
entiating equation for Tustin's operator would be iden-
tical to (31), while that for second-order differentiation 

12 (z — 1)2 12 z(z — 1) 
 Y(z)   Y( 3 ) 

T2 Z2 ± 102 ± 1 T2 z2 10Z 4 - 1 

12 z z(z + 5) 

T z2 + 10z + 1 Y(0) z2 + 10z + 1 Y"(0) 

T n z n2 ± 3n — 10 
+ E  yn+2(0). (32) 

n! z2 + 10z + 1 n' + 3n + 2 

As differentiating operators, the use of (31) and (32) 
leads to difficulty in some problems. Terms such as 
(z2+ 10z+ 1) in (32) do not contain the factor (z+ 1) as 
in (31). In certain applications this will cause the re-
quired difference equation to be of higher order than nec-
essary, and introduces extraneous roots in the char-
acteristic equation. These extraneous roots cause incor-
rect transient phonomena to appear. In fact, as the 
magnitude of the roots place them outside the unit circle 
in the z plane, the solution obtained is unstable. One 
should note, however, that the amount of labor required 
to solve a problem by derivative operators would be 
about the same as the amount of labor performed in us-
ing the integrating operators, even if the undesirable 
effects were not present. In practice, therefore, it is 
recommended that the integrating operators be used. 
The method for introducing initial conditions shown 

here can be applied to the various available operators 
such as those of Table II in addition to the z-form oper-
ators. The required relations for integration of any order 
can be obtained by using the following equation: 

k k 

ik(z) = Fk(z)v(z) +E EE 

where 

m=.0 p=.1 np 

[ b (pT — (pT — T)mi 
.   a.   

(k + m)! m! 

zn— p+ 1 k 

• Pon(0) (z — 1) -F E _(z)rg(0) (33) 
k q-1 

a kzk ak-lz" 
Fk(Z) = 

• • 4- ao 

bkzk + bk_iz" + • • + bo 

is any of the operators and 

Y°(0) = Y(0) 

dny 

Y") = 

y-q(0) = f • • • f y(1)dl 

Fk(z) = z transform for l/sk. 

(34) 

is 

D2(Z) = 

4 (z — 1)2 4 z(z + 1) 

T2 (z 1)2 Y(z) T2 (z + 1)2y (0) 

4z 

T(z + 1)2 Y'(0) z + 1  

T n z én2 + 3n + 2) 
+ E   y''+2(0). (36) 

n! (z + 1)2 ± 3n + 2/ 

It is to be emphasized that a method for extending the 
Tustin operators for initial conditions was first accom-
plished by the Millman group at Columbia. They have 
also made extensive use of the flexibility, due to the 
ability to use the operators in either the integrating or 
differentiating sense. The procedure of this paper, how-
ever, when applied to the Tustin forms yields additional 
corrective terms, such as represented by the series 

00 
E 
n=1 

T n z 2) 

n! (z + 1) 2 fl 2. ± 3n + 2 
(37) 

in ( 36). 
A final comment may be appropriate. The method for 

obtaining a numerical solution is equally valid from the 
time and frequency domain points of view. The differ-
ential equations used in the illustrative examples could 
have been integrated directly, yielding in operational 
form 

3 2 5 
Y(1) y(1) 2 y(1) = 3 (38) 

for the constant coefficient case and 

1 6 
(1' — 1)y(/) — — (21)y(1) — — y(1) -= 0.5 (39) 

p2 

for the time-varying problem. Upon z transforming 
these equations, substituting the z-form operators for 
the indicated integration operators, the solution pro-
ceeds as before. 
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Transverse Impedance Transforma-

tion for Ferromagnetic Media* 

This letter describes a transverse im-
pedance transformation for ferromagnetic 
media magnetized in a transverse direction. 
It is valid for TEmo modes when the mag-
netization is in the direction of the E field. 

Fig. 1 indicates the basic geometry. 

Z• I Hdci 

7 
z,— 

o 

Fig. I. 

The propagation is in the +Z direction 
and ei""-"" variation is assumed for all three 
field components E,, H, and HL. It is well 
known that the solutions of the tensor wave 
equation 

—+ <—> ---> 
V XV X H = co2ega- H are 

E, = A sin K,,,x + B cos Kmx 

//, = [(KA j -yB) cos K„,x 
wgeff et 

+ (— K„gB + — -yA) sin K,,gx] 

for the transverse components, where 

[ 14 0 i 1 
Axle = 0 PO 0 

—jK 0 la 

K„,2 = cu'etouf ± 72 and Peff = 
gh2 — K2 

Since tangential E and H are matched at 
all transverse boundaries a transverse im-
pedance Z g= 1-1, is defined ( 1). 

At x=0 

—icomouB  
Z t(0) = — Z 

K„..4 j — -yB 
IL 

Solving for B and substituting in the expres-
sion for Zg gives after simplification (2). 

But 

CO/40ff 

Km X0.7 
1 + ()2— 

2r 

kieff 

e 

1 — (1 2 
X, 7-iff 

Therefore, it is readily seen (3), especially 
from the second form, that Zg reduces to the 

* Received by the IRE. April 29, 1957. 

Zg = 

Zg — 

Zo„, 

—jcupeff (A sin K,,,x B:cos Km) 

(K.A + 713) COS KmX — K.B) sin Kmx 
IL et 

wisegg [K.ZL K ZL 
cos K,,,x — j (-7 — + 1) sin K,,,x] 

K. wet,,ff ‘01.411 

VIXE 

cos Kmx + [(IL 7 \ 2 ZL  K 7 K„,Z1 sin Kmx 
Kmweieff wizen 

ZL ZL) 
— cos K,,gx + j K (1 —  
Zo,g µ Zo. 

ZL K 7 K -y 
cos Kmx + j[-11 — (— — —ià — K,,gx 

Zo. la Km K= 

(
-2 -Z. cot K x +j ( .K y ZL1 
Zom m  

COLK..X O— C KmX ) 
ZL 

zo„, 

Z, 

Za„. 

ri_/K 7\ZL 
K L L.) zoj 

1 +  
ZL 

cot Kmx ± 
Zoe, 

--LZ (cot Kmx + + 
Zem ee K. 

(cotic.x—Lc ± i-Z1.- [1+ (-1(  
iz Zo. 

familiar impedance transformation when the 
ferromagnetic is demagnetized and K=0, 
m=µ0. If 7 =j0, for the lossless case, (4). 

Example 

Any geometry (such as Fig. 2) where 
transverse boundary conditions must be 
matched may now be solved using standard 
transverse resonance techniques. 

Zo 

22 

Y 
Z om 

ZIt 

IHdc 

8 0 

Fig. 2. 

Waveguide equations hold in each region: 

= ‘02110€0+ 'Y2 (in the air-filled section) 

K„,2 = (.02»eff + .y2 (in the ferromagnetic section) 

1,2 K2 
• 

geff = 

The sum of transverse impedances must 
equal 0 at any x, but pick x=3 for conven-
ience. 

Z2 
— j= tan Kgg(L — f3) 
Zo 

zi 

(1) 

(2) 

(3) 

(4) 

from normal Z transformation 

(ZL = 0) 

Z0,,, K -y 
— — cot K.8 
¡a K. 

from Z transformation just derived for 

ferrite section (ZL = 0) 

Zo Km po 
= — 

A. pet f 

± Z2 = O. 

Therefore 

tan K,(L — 5) — 

j — y -F K. cot K.8 
is 

as is well known from Button and Lax's 
work.I 

FREDERIC R. MORGENTHALER 
AF Cambridge Res. Ctr. 

Bedford, Mass. 

I K. J. Button and B. Lax, «Theory of ferrites in 
rectangular waveguide." IRE TRANS.. vol. AP-4, pp. 
531-537; July. 1956. 
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Doppler Shift of the Received Fre-
quency from the Standard Station 
Reflected by the Ionosphere* 

While comparing the frequency from the 
standard station JJY of Japan with that of 
the Stark modulation atomic clock' here, we 
experienced that the received frequency 
shifted, which could be attributed to the 
movement of the ionosphere.'.7 Then we ex-
pected it should be possible to investigate 
the ionosphere by measuring Doppler shift. 

As a preliminary experiment for this in-
vestigation, we made a continuous recording 
of the beat frequency between the received 
frequency of a standard wave (4 mc) from 
JJY and that of the quartz chronometer 
(100 kc) in our laboratory. The stability of 
the quartz chronometer was better than 
2 X10-8 per day, and was considered suf-
ficient for our purpose. 

The block diagram of the apparatus is 
shown in Fig. 1. 

IIY 
el NC 

i0. ) r/s 
I ICC/s REJEC TION ' 

1 I 1 ''''' beat 
RECEIVER -.- 50.4 NARROW 

:'ffieD " P r BEAT.' FREOu- .... _ De TEC ER ',. RECoRDER 

. FREQUENCY r TOR . RRAOTTEER 

01:R°ReECI '_ j —  iDo I:e_ 12 50 ,,, 

TER . 

socs 504 

Fig. Fig. 1—Block diagram of the apparatus. 

In Fig. 2 is shown the schematic diagram 
of the beat detector, which was used to im-
prove signal-to-noise ratio and consisted of a 
phase sensitive detector modified for our 
purpose. The frequency rate meter was of a 
common type.8•4 The whole apparatus was 
able to be operated continuously without 
changing recording paper for about 12 days. 

As a typical example, Fig. 3 shows the 
observations from November 10-13, 1956. 
Our laboratory in Kyoto (E 139°29.3', N 
35°42.4') is about 400 km away from the 
standard frequency station JJY in Tokyo 
(E 135°47.5', N 35°01.7'). During the day 
(0700-1600), a radio wave of 4 mc is re-
flected by the E layer and the received fre-
quency was very stable as shown by the flat 
curve in Fig. 3, though the field intensity 
was rather weak. Therefore, the virtual 
height of the E layer at which the radio 
wave was reflected was concluded to be al-
must constant. This is consistent with the 
constancy of the virtual height of the maxi-
mum electron density of the E layer, which 
is widely known. At night, the electric field 
intensity was strong but was accompanied 

• Received by the IRE, May 13, 1957. 
1 I. Takahashi, T. Ogawa, M. Yamano, A. Hirai, 

nd M. Takeyama, "Stark modulation atomic clock," 
ev. Sei. ¡noir., vol. 27, pp. 739-745; September, 1956. 

See, e.g.. J. M. Steele. "The standard frequency 
monitor at the National Physical Laboratory," Proc. 
IEE, vol. 102, part B. pp. 155-165; March, 1955. 

W. C. Elmore and M. Sands, *Electronic Experi-
mental Techniques,' McGraw-Hill Book Co., Inc., 
New York, N. Y.. p. 202; 1949. 

R. M. Kloepper and F. E. Hoecker. ''A double-
channel, direct reading, low frequency counting rate 
meter and counting rate comparator," Rev. Sel. ¡asir.. 
vol. 20, pp. 17-22; January. 1949. 
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• 

Fig. 2—Schematic diagram of the beat detector. 
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On the Statistics of Individual Var-
iations in Productivity in Research 
Laboratories* 

Unfortunately, Mr. Shockley's observa-
tions in the above paper,' include no men-
tion of creative productivity resulting from 
incentives other than an annual salary. 

That approximately half of the annual 
patent output goes to independent in-
ventors, with no salary consideration what-
soever, is indicated by patent statistics. 
Here, creativity is defined by the patent 
statutes, as contrasted with published mate-
rial of other types—creative, analytical, or 
merely reportorial—which form so large a 
part of Shockley's case histories, wherein 
the annual salary appears to constitute the 
chief incentive. 

It is generally recognized that special 
incentives, such as financial rewards over 
and above a salary, produce greater inven-
tion productivity than mere elevation of 
professional stature as measured by paper 
publication rate or salary alone. For this 
reason, unsalaried independent inventorsand 
salaried inventors with extra incentives 
produce much more creative output than 
the "salary-only" researchers. 

However, the project team concept, so 
widely practiced in the larger industrial lab-
oratories, is not very amenable to the extra 
compensation plan, although some of these 
laboratories do use it to some not very re-
munerative degree. But with the independ-
ent inventor, financial incentive is almost 
always the prime incentive. But, his creative 
activities are not confined by company pol-
icies into narrow channels. 

Since promotion of scientific and en-
gineering creativity is now so much in the 
forefront of our public's concern, especially 
in view of Russia's strenuous efforts to 
achieve this creativity, it appears that 
the key to the preservation of the well-
springs of our very way of life itself, is the 
restoration of the stimuli which have worked 
so well in the past. These fruitful incentives 
have all but disappeared in the workings of 
our large industrial laboratories, which are 
so frantically outbidding one another for 
our young scientists and engineers. 

It has been proven many times that 
creativity lies in the individual mind and 
not in the project team. The latter, with 
many specialized-training members, can ef-
fectively and quickly whip the raw creation 
into commercially usa121e shape, but it can 
never invent anything! nor has it any real 
incentive to do so. This applies almost as 
well to the individual members of these 
teams simply because the catalytic stimuli 
are lacking. 

"Our species is the only creative species, 
and it has only one creative instrument, the 
individual mind and spirit of man. There are 
no good collaborations, whether in music, in 
art, in poetry, in mathematics, in philos-
ophy. Once the miracle of creation has taken 
place, the group can build and extend it, 

* Received by the IRE. March 18, 1957. 
I W. Shockley, PROC. IRE, vol. 45, pp. 279-290; 

March, 1957. 

but the group never invents anything. The 
preciousness lies in the lonely mind of man."' 

When those who set policies in our large 
industrial enterprises realize these funda-
mental facts, and act on them wisely, the 
tradition of Yankee ingenuity will again 
come into full flower, and we need never fear 
Russia or any other nation. But if we con-
tinue to allow our former system of adequate 
incentives for invention creativity to retro-
gress, as it has been during the past 30 
years, we will be as insecure industrially as 
we would be biologically, if we reduced, to 
a tenuous thread, the stimuli and rewards 
for reproduction of our species. We are now 
well along that road, for the patent output 
has already dropped to almost half of that 
of a quarter century ago. 

As a constructive and informative sug-
gestion, may I add that for several years now 
our Congress has been holding hearings and 
receiving reports on the workings of our Pat'-
ent System, and in my opinion, a study of 
these workings and the various bills for im-
provement of this system would be very 
worthwhile. 

BENJAMIN F. MIESSNER 
Miessner Inventions, Inc. 

Morristown, N. J. 
(Also Pres., Patent Equity Assn.) 

Quoted from J. Steinbeck, "East of Eden," by 
Reader's Digest, p. 20; August, 1957. See also, C. Fadi-
man (ed.), *American Treasury," Harper and 
Brothers. New York, N.Y. 

Author's Comments 

Mr. Miessner's thoughtful comments 
evidently represent an experienced and sin-
cere evaluation of the relative importance of 
various incentives in provoking invention. 
His professional experience is quite different 
from mine and this may explain why his 
views are ncR ones I can wholly accept. 

Actually, in his discussion of incentives, 
he starts a new subject and one which I did 
not attempt to treat in my paper. I think it 
would be much more difficult to deduce 
quantitative conclusions about incentives 
than about productivity. 
I disagree with Miessner's main conclu-

sion. I am not an advocate of a system which 
gives specific monetary rewards to a mem-
ber of an industrial laboratory for the filing 
of a patent application or the issuance of a 
patent. I think the disadvantages of such a 
system far outweigh the advantages. The 
chief disadvantages, in order of increasing 
importance, are: • 

1) Individuals are motivated to get in-
ventions processed regardless of worth. This 
clutters up the company's patent depart-
ment, leads to patent emphasis for the most 
aggressive rather than the most brilliant in-
ventor, and compounds confusion in the 
patent literature. 

2) The emphasis of the work of the de-
velopment engineer is shifted towards claim-
ing originality rather than creating. 

Received by the IRE, April 25, 1957. 

3) Cooperation between individuals and 
the free flow of ideas is inhibited. 

An inventor in a conference will hold 
back ideas which might lead to inventions 
until he has had an opportunity to work 
them up to the point where his rights 
are preserved. More ill will results from cir-
cumstances surrounding the determination 
of who invented what when the winners get 
a specific financial reward. While at Bell 
Telephone Laboratories, where I was one of 
the most active inventors over a period of 
several years, I was often glad that no 
patent incentive system existed. I am sure it 
would have made my relationship with the 
members of my group much more difficult 
if I had been getting extra money for making 
inventions stimulated by their activities. 

Furthermore, there are grave difficulties 
in trying to assess the work of an application 
or patent. To give a fixed reward for each 
application is unjust. To give a reward de-
termined by executive judgment is much 
better. In fact, this is essentially what is 
done now and by using executive judgment, 
patents, publications, and other factors are 
weighed in a subjective way' and used to 
determine salary. 
I disagree with Miessner's paragraph on 

the project team. I believe that the environ-
ment of a project team can be highly stimu-
lating to the individual. In my own case, I 
recall that the basic thinking preceding the 
invention of the junction transistor was 
stimulated by an active experimentation 
program on semiconductor surfaces. 

Fortunately, we live in a time and coun-
try where many patterns of activity are 
possible. Here, Miessner and I agree in per-
sonally seeking more challenge and stimu-
lation outside of a large organization. De-
pending on his tastes, the outstanding 
young engineer can find or make his oppor-
tunity today either as a member of a very 
large and secure team with less personal in-
centives, or as an independent inventor or 
consultant with maximum incentives, or in 
the middle ground of smaller enterprises 
like my own. 

WILLIAM SHOCKLEY 

Shockley Semiconductor Lab. 
of Beckman Instr. Inc. 
Mountain View, Calif. 

Shockley, op. cit., p. 287. 

Letter from Mr. Miessner6 

I agree with Mr. Shockley's three objec-
tions to specific monetary awards for crea-
tive work in industrial laboratories, but in-
dividual awards are made nevertheless in in-
ventive credit for patent applications, au-
thorship of papers, or promotion in rank, not 
to mention monetary awards in the form of 
salary increases. Therefore, these objections, 
as well as his others, are applicable in either 
case, to project teams in the large labora-
tories. 

6 Received by the IRE, June 14, 1957. 
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As to the project team environment, I 
can think of no better argument against it 
than H. L. Xlencken's "The Cosmic Secre-
tariat," reprinted in his more recent "Cresto-
mothy." Additionally I may mention that, 
when an outstanding ability develops in such 
teams, that individual, more often than not, 
leaves it for the more rewarding climate of 
individual effort, as evidenced by Mr. 
Shockley's own experience. Mr. Mueller° has 
also strongly supported my own convictions 
anent project team creativity. 
I still maintain that the most favorable 

climate for most productive creativity does 
not exist in the project teams of our large 
laboratories and that some satisfactory solu-
tion must be found if we, as a nation, are to 
match the reported incentives now prevalent 
in our chief competitor, Russia. 

B. F. M1ESSNER 

• R. E. Mueller, "A note on the limits of brain-
storming," l'soc. IRE, vol. 45, p. 874; June, 1957. 

A General Circuit Theorem 
on Rectification* 

The prospect of achieving rectification 
using nonlinear capacitors and nonlinear 
inductors with dc bias would appear to be 
promising from the point of view of avoiding 
losses inherent in the nonlinear resistors in 
present circuits. No nonlinear resistors 
(diodes, switches, etc.) are perfect, and hence 
energy is always lost in the rectification 
process. 

The circuit of Fig. 1 illustrates an ele-
mentary application of this idea. A sinus-
oidal voltage source feeds the linear resist-
ance R, representing the load, through a 

lg. 1. 

nonlinear inductance biased to the knee of 
the saturation curve by a dc current in a 
second winding. However, analysis of this 
circuit gives zero average current through 
the load, regardless of the shape of the mag-
netization curve or the bias point. 

Unless one is easily discouraged, he may 
not be convinced that this one example dis-
proves the possibility of obtaining rectifica-
tion by some other combination of non-
linear reactive elements. One must also con-
sider the possibility of using more than one 
source in the circuit. Speculation on these 

• Received by the IRE, May 6. 1957; revised 
manuscript received, June 10, 1957. 

possibilities may be ended once and for all 
by the following theorem. 

Theorem: It is impossible to obtain a 
rectified dc power output from an ac 
source or sources unless nonlinear re-
sistance is present in the circuit. 

To prove this theorem, consider a gen-
eral network containing any number of 
sinusoidal voltage and current sources, non-
linear capacitors, nonlinear inductors, and 
linear resistors. The inductors may be 
permanently magnetized and may be 
coupled to other parts of the circuit. The 
reactive elements may have hysteresis loss, 
but other losses, such as eddy current loss, 
must be represented by equivalent linear re-
sistance. 

The most general branch of this network 
is as shown in Fig. 2, where only the re-
sistance need be linear. Lk includes all series 
elements whose voltage drop depends on a 
rate of change of flux linkages, and .tk in-
cludes all elements whose voltage drop de-
pends on the amount of stored charge. 

es, R. LK e, 

o 

i•s6 

Fig. 2. 

All branches containing series capacitance 
may be eliminated from further considera-
tion, since any dc currents must flow around 
closed loops without capacitance. Thus, the 
problem reduces to a consideration of the 
subgraph obtained by eliminating these 
branches. 

Next, Kirchhoff loop equotions for the 
average voltages across the elements are 
written for this subgraph. The average 
voltage across an inductance is shown to be 
zero as follows: 

1 fr de N fT 
--T- o N = 0 de 

N 
= —T [en — = 0, 

where T is the period if all sources have the 
same frequency. is the total equivalent 
flux, including mutual flux. If the frequencies 
are different, T may be some common 
peRod. If the frequencies are arbitrary irra-
tional numbers, T may be made to approach 
infinity; that is, the average must be taken 
over a long time. Note that the above is still 
true even if hysteresis loss is present. 

The average voltages or currents of the 
ac sources are, of course, zero. Thus, the 
equations reduce to sums over the dc volt-
age drops across the resistors alone. Since 
the resistors are all linear, the dc voltage 
drop for any resistor is given by the product 
of the resistance and the average value of 
the current. 

The problem is, therefore, equivalent to 
that of a resistive network in which all 
sources are zero. The voltage across any re-
sistor is zero. Thus, the average voltage 
across any resistor in the general nonlinear 
network with linear resistors is also zero. 

Finally, a few words may be said con-
cerning the general nonlinear network, 
wherein nonlinear resistors are included. 
Here, the currents from the capacitance 
branches again have an average value of 
zero. However, the voltage chop across the 
nonlinear resistors due to these currents is 
not necessarily zero. One may, therefore, 
utilize these currents to decrease the aver-
age power loss in the nonlinear resistors for a 
given average voltage and average current. 
By the same reasoning as in the case with 
linear resistors, one sees that the amount of 
rectified power output depends directly on 
the average voltage and average current in 
the nonlinear resistors. For example, for the 
case of a circuit with one linear and one 
nonlinear resistor, the product of the aver-
age voltage drop and average current for the 
nonlinear resistor is the negative of the de 
power for the linear resistor. 

Thus, in the general case one may utilize 
nonlinear (or linear) reactive elements to 
optimize the efficiency of rectification for a 
given dc power output when using imperfect 
nonlinear resistors. 

JAMES . GEWARTOWSKI 
Electronic Labs. 

Stanford University 
Stanford, Calif. 

A Calibration Procedure for 
Microwave Radiometers* 

One of the persistent problems of micro-
wave radiometry is the calibration of the 
radiometer in terms of the absolute tempera-
ture of a thermal source. The usual method is 
to substitute a noise source, either a hot 
load or a gas tube, for the antenna, and to 
calibrate the radiometer with this source. 
A difficulty with this procedure is the fact 
that the entire antenna system, with all its 
losses and multiple lobes, is interposed be-
tween the source to be measured and the 
point at which the calibrating signal is in-
troduced. Determination of the unknown 
temperature thus requires a knowledge of 
the complete anteAna pattern, including 
side and back lobes, as well as the absolute 
gain in the forward direction. This informa-
tion is not easy to obtain. In addition, 
matching problems are introduced by the 
interchange of noise source and antenna. 
A calibration procedure' developed in 

this laboratory eliminates some of these 
difficulties, and also corrects for atmospheric 
absorption. Consider the idealized antenna 
shown in Fig. 1. A is the fractional energy 
radiated into (or received from) the for-

* Received by the IRE. June 3, 1957. 
R. N. Whitehurst, J. Copeland. and F. II. 

Mitchell, "Solar radiation and atmospheric attenua-
tion at 6-millimeter wavelength," J. Appi. Phys., 
vol. 28. pp. 295-298; March, 1957. 
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ward lobes; B, the fractional energy radiated 
into the side lobes; and C, the fractional 
energy radiated into the back lobes. 0 is the 
effective solid angle subtended by the for-

Fig. 1—Idealized antenna patterl. 

ward lobes as weighted by the antenna gain, 
and n, is the weighted solid angle subtended 
by the source to be measured. 

Let the antenna be directed toward a 
point in the sky to the west of the source to 
be measured and be fixed in position. Assume 
that thermal radiation is received from the 
atmosphere in the forward lobes and from 
the ground and surroundings in the side and 
back lobes. If the atmosphere is assumed iso-
thermal at ambient temperature, To, and the 
average temperatures "seen" by the side and 
back lobes are TB and Te, respectively, the 
antenna temperature is 

= A To(1 — e- n-A 8) + BTe CTc 

where TVA is the total attenuation in a 
vertical path through the atmosphere, and O 
is the angle between the direction of observa-
tion and the zenith. 

When the source in its westward motion 
moves into the center of the beam, the an-
tenna temperature becomes 

T2 = T1 ± —9, .1 T,,e-TVA sec 9 

9 

where T. is the weighted mean source tem-
perature. 

Finally, let a piece of microwave ab-
sorber at ambient temperature be placed so 
that it intercepts only the forward lobes. 
The antenna temperature becomes 

T3 = A TO + B TB + CTC. 

Suppose that the radiometer output scale 
deflections corresponding to temperatures 
Ti, T2, and T3 are di, d2, and d3, respectively. 
Then 

St. 
d2 — di = k(T2 — Ti) = k — A T.e-TVA sec 

and 

d3 — d1 = k(To — = KAToe-TVA 

where k is the radiometer sensitivity. Solu-
tion of these equations yields, for the 
weighted mean source temperature, 

— 
T, =   To. 

d3 — 

Therefore, the three deflections plus knowl-
edge of the shape of only the forward lobes 
of the antenna pattern are sufficient to de-
termine the average source temperature in 
terms of ambient temperature. The ratio 
IV% is easily determined graphically.' 

The primary advantage of this procedure 
is that the antenna losses and the radi ition 

in the side and back lobes are included as 
part of the radiometer. They raise the noise 
figure but do not affect the calibration. 

The assumption that the atmosphere is 
isothermal at To needs examination. Ac-
tually, of course, it is not. However, except 
at large zenith angles, it may be assumed 
isothermal at some temperature, which must 
be near ambient since most of the contribu-
tion is from the lower layers of the atmos-
phere. Analysis shows that if the attenua-
tion is reasonably small a large error in the 
assumed atmospheric temperature would be 
required to cause a significant error in the 
source temperature measurement. A verifica-
tion of the validity of this assumption has 
been made experimentally. If it were sig-
nificantly in error, the measured tempera-
tures would depend on zenith angle. No such 
dependence has been found, either at 6 or 
7.5 mm wavelength. 

R. N. W HITEHURST 
F. H. MITCHELL 

University of Alabama 
University, Ala. 

J. COPELAND 
North American Aviation 

Downey, Calif. 
Formerly University of Alabama 

University, Ala. 

The Effective Electrical Constants 
of Soil at Low Frequencies* 

The anomalous electrical properties of 
soils at low radio frequencies can have a 
profound influence on the propagation of the 
ground wave.' This factor is generally over-
looked. It may seem rather unusual that rela-
tive dielectric constants of the order of 103 
prevail in many sas at frequencies of the 
order of 15 kc. In fact, in this frequency 
range Smith-Roses has found that the 
apparent dielectric constant varies almost 
inversely with frequency. The apparent con-
ductivity also varies with frequency. Usu-
ally the conductivity increases with increas-
ing frequency becoming more or less con-
stant at 1 mc. 

It is the purpose of this note to present a 
simple phenomenological theory for the 
measured behavior of alternating current 
conduction in soils and rocks and low radio 
frequencies. It is supposed that the medium 
is a heterogeneous one consisting of small, 
highly-conducting particles each covered 
with a thin gaseous film. Such films occur 
in many instances on conduction of current 
from an electrolytic solution to a metallic 
electrode. It is quite possible that a•similar 
condition exists in soils at rocks in situ 
where the pores are filled or partially filled 
with an electrolytic fluid. At higher radio 
frequencies the reactance of thin film sur-

* Received by the IRE. July 25,1957. 
I J. R. Wait and L. L. Campbell, " Effect of a large 

dielectric constant on ground wave propagation," 
Can. J. Phys.. vol. 31. pp. 456-457; April. 1953. 

2 R. L. Smith-Rose, "Measured electrical proper-
ties of soils for alternating current," J. IEE. voL 75. 
pp. 231-237; March, 1934. 

rounding the particle is negligible and the 
effective conductivity and dielectric con-
stant would not be expected to be fre-
quency dependent. At the lower frequencies, 
however, the reactance of the encasing film 
becomes significant and imparts an appreci-
able phase shift between the macroscopic 
current density and the applied electric 
field. In the analysis that follows, the parti-
cles are assumed to be spherical in shape, 
each with a concentric dielectric film. 
A single spherical particle of conduc-

tivity «p, radius a, has an insulating film of 
thickness and dielectric constant e.. The 
suspending medium has a conductivity u. A 
conventional spherical coordinate system 
(r, 0, 0) is chosen with the origin at the 
center of a single particle. The applied 
electric field Eve" is in the polar (0=0) 
direction. The resulting potentials 4, and 4. 
inside and outside the particle, respectively, 
are solutions of Laplace's equation since the 
significant dimensions in the problem are 
small compared to the wavelength. The 
boundary conditions at the film are that the 
normal current density is continuous and 
that the potentials are discontinuous by an 
amount equal to the voltage across the film. 
These two conditions lead to the following 
equations: 

and 

a'-i 80, 
a— I 

Or lesses 

Iner 
— — = 07,1. 

(1) 

(2) 

where it is assumed that 1„,<<a. The exterior 
potential function is then found to be 

çto = — Eor cos 0 + Ete3 r  - 8 lcos 0 (3) 
rs L 1 -F 28 

where 

401 o 
Cfp iEmWa 

Now if there are N such particles per 
unit volume arranged in a regular lattice, 
the dipole moment A per unit volume per 
unit applied field is 

— 
A — 3v 1 S (4) 

1 -I- 28 

where y = 4ra'Ar/3 is the volume of particles 
per unit volume. The Clausius-Mosotti 
relation of dielectric theory' can now be em-
ployed to obtain an expression for the effec-
tive conductivity a. and dielectric constant 
e, of the array of spherical particles, so that 

-F Iwo. = o (1 1 —A A/3 ). (5) 

To illustrate this result it is assumed that the 
volume loading of the particles is small 
(i.e., v«1) and that the conductivity of the 
particles is large (i.e., ei,»Er). It then follows 
that 

a« ± icoe. 
  z' 1 + 3v (+2 1 — 88 )• (6) 

1  

FL Frohlich. "Theory of Dielectrics," Oxford 
University Press, London, England. p. 169; 1949. 
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Consequently, 

and 

where 

1 — 2X2 
•°:º + 3v 

1 + 4X2 

ed..) 9vX 

cr 1 + 4X2 

t„,er 
X -= — 

coe.ct 

If X>>1, the particle behaves essentially 
as an insulator and 

— 1 — 3v/2 and ed.u/a rx 9v/4X. (9) 
cr 

If the admittance of the film is very 
large such that X«1, 

3v and --«—cu 9vX. (10) 
cr o 

In both these cases the dielectric constant 
expressed as a parameter e,cd/cr is very small 
compared to unity. However, if the film has 
an admittance of an intermediate value, the 
effective dielectric constant can be relatively 
much larger. In fact, its maximum value can 
be seen to occur when X=2 and is given by 

e.co 
18v/17. (11) 

Cr max 

That is, in the macroscopic sense, the phase 
angle between the electric field and current 
density can be of the order of y radians for 
a suspension of film-covered conducting 
spherical particles if X=2. 

This mechanism is a possible explanation 
for the large dielectric constants that have 
been observed in soils at low radio frequen-
cies.' ,4 

JAMES R. WAIT 
Natl. Bureau of Standards 

Boulder, Colo. 
Formerly at Univ. of Toronto 

Toronto, Ontario, Canada 

*D. G. Frood, Radio Physics Lab.. Ottawa, Ont., 
Can., unpublished work. 

The Gyrator in Dual Circuits* 

Dual circuits are planar circuits in which 
every mesh of one circuit can be paired off 
with an intersecting mesh of the other cir-
cuit, as illustrated by Fig. 1, and in which 
the voltages and currents in both meshes 
are related by: 

(vi — v,) = 5R0(/, — 

V — VI = Mo(ik — it) 

— y = Z(io — ¡I) 

Z(Vo — VI) = R02(lt — It) 

where ± 1. 

• Received by the IRE. June 27, 1957. 

(1) 

(2) 

(3) 

(4) 

- --ovJ 

Fig. 1—Intersection meshes of dual circuits. 

Ve 

V. 

Fig. 2—Intersecting gyrators of dual circuits. 

The purpose of this note is to indicate 
that the concept of dual circuitq can be ex-
tended to circuits containing gyrators. 

Consider the gyrator of Fig. 2, in which 
the voltages and currents are related by: 

— vo = Rio 

vs — vo = Ri. 

vo — y,, = Rio. 

Assume the existence of a dual gyrator, 
indicated by dotted lines in Fig. 2. The ap-
plication of relations (I) and (2) to this as-
sumed dual gyrator yields 

(v. — Ob) = ¿Rof.., etc. (6) 

and 

V. — Vo = — ¿Roi.,, etc. 

Combining (5), (6), and (7) we obtain 

Ro2 
It. — Vo = — —R Io, etc. 

(5) 

(7) 

(8) 

This last relation indicates that the im-
pedante of the assumed dual gyrator is re-
lated to that of the original one by the same 
relations as for paired meshes in dual cir-
cuits, except that the handedness of a gy-
rator is opposite that of its dual. It follows 
that repeating the process of obtaining the 
dual gyrator reproduces the original gyrator, 
and that no contradiction will result from 
the assumption of the dual gyrator specified 
by (8). 

MARCEL J. E. GOLAY 
Philco Corp. 

Philadelphia, Pa. 

Noisy and Noise-Free Two-Port 
Networks Treated by the 
Isometric Circle Method* 

The isometric circle method is a graphi-
cal method of transforming a complex 
variable by the linear fractional transforma-
tion.' If the variable is a complex impedance 
Z, then the linear fractional tranformation 

aZ b  
Z' = 

cZ + d 

can be interpreted as an impedance trans-
formation through a bilateral, two-port net-
work which, for a fixed frequency, is char-
acterized by the four complex constants, 
a, b, c, and d. 

The isometric circle is defined as the 
circle which is the complete locus of points 
in the neighborhood of which lengths are 
unaltered in magnitude by (1). The iso-
metric circle of the direct transformation, 
Cd, has its center at Oa= —d/c and a radius 
Ro=1/Icl; the isometric circle of the in-
verse transformation, Ci, has its center at 
04 =a/c and the same radius. 

Mathematically, transformation (I) is 
divided into two classes of transformations: 
the loxodromic transformation, character-
ized by a 1-d = complex, and the nonloxo-
dromic transformation, characterized by 
a +d = real. The latter transformation is 
further divided into the hyperbolic, para-
bolic, and elliptic transformations specified 
by I a+dI2. 

If the two isometric circles are drawn 
in the complex Z plane, Z=R-I-jX, the 
following graphical constructions yield a 
graphical method for transforming Z into 
Z' in the loxodromic case (see Fig. 1): 

j X 

ad — bc = I ( I) 

ROTATION AROUND 0, 

REFLECTION 

IN L 

Fig. 1—The isometric circle method. 

INV(RSIoN 

IN C, 

  R 

1) an inversion in the isometric circle of 
the direct transformation Cd, Z—>Z1; 2) 
a reflection in the symmetry Ene L to the 
two circles, Z1—>Z2; and 3) a rotation around 
the center Oi of the isometric circle of the 
inverse transformation through an angle 
-2 arg (a +d), 

The different steps for performing the 
graphical constructions can be expressed 
in analytical form.' Indicating a complex 
conjugate quantity by a star, we obtain 

* Received by the IRE. June 17, 1957. This work 
was supported in part by the U. S. Army (Signal 
Corps), the U. S. Air Force (Office of Scientific Res., 
Air Res. and Dey. Command), and the U. S. Navy 
(Office of Naval Res.). 

L. R. Ford, •Automorphic Functions," 2nd ed., 
Chelsea Publishing Co.. New York, N. Y.; 1951. 

E. F. Bolinder. 'The Isometric Circle Method in 
Analytical Form," Res. Lab. of Electronics, M.I.T., 
Quart. Frog. Rep.. pp. 149-152. January 15, 1957. 
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d* ¡di,— 1 
— Z 
c* c 12 

= 
d 

Z — 
C 

nversion in Cd 

a + d 

cl 12 
a* + d*  

ce 

m reflection in L 

_ _aL (z2 _ sirs (a+J) 

m rotation around Got 

If the bilateral, two-port network is loss-
less, ( 1) takes the form 

Z' =   a'd' + b"c" = 1 (3) 

where a = a' +ja", etc. Eq. (3) is a nonloxo-
dromic transformation, and in this case 
the third operation given above is elimi-
nated. We obtain 

Zi* =   = inversion in Cd 
iC"Z ± d' . (4) 

==-. reflection in L 

A plotting of the isometric circles im-
mediately specifies the nonloxodromic trans-
formation. If the two circles ientersect, the 
elliptic (above-cutoff) case exists; if the 
circles are tangent, the parabolic (cutoff) 
case exists; and, finally, if the two circles 
are external the hyperbolic (below-cutoff) 
case exists. 

The isometric circle method has recently 
been applied to impedance transformations 
through both lossy and lossless bilateral, 
two-port networks.3-9 Often, especially when 
the radii of the isometric circles are large, 
it is convenient to use non-Euclidean hyper-
bolic geometry. It has been shown that for 
impedance transformations through loss-
less, bilateral, two-port networks the iso-
metric circle method converts into two non-
Euclidean reflections in two straight lines 
in the Cayley-Klein model of the two-dimen-
sional hyperbolic space.7 Similarly, for im-
pedance transformations through lossy, bi-
lateral, two-port networks the isometric cir-
cle method converts into two non-Euclidean 
reflections in two straight lines in the Cayley-
Klein model of the three-dimensional hyper-

Z2 — 

I — 142 
Z,* 

. (2) 

I E. F. Bolinder, "Impedance Transformations 
by the Isometric Circle Method," Res. Lab. of Elec-
tronics. M.I.T., Quart. Prot Rep.. pp. 123-126; April 
15, 1956. 

E. F. Bolinder. ' Impedance and polarization-
ratio transformations by a graphical method using 
the isometric circles." IRE TRANs., vol. MTT-4. 
pp. 176-180; July, 1956. 

E. F. Bolinder, 'Some applications of the iso-
metric circle method to impedance transformations 
through lossless two-port networks," Paper presented 
at the URSI-USA meeting, Washington, D. C., May 
22-25. 1957. 

E. F. Bolinder, 'Study of the Exponential 
Line by the Isometric Circle Method and Hyperbolic 
Geometry," Acta Polytech., No. 214, Elec. Eng. Ser.. 
vol. 7, 1937. 

7 E. F. Bolinder, 'Graphical Methods for Trans-
forming Impedances Through Lossless Networks by 
the Cayley-Klein Diagrams,' Acta Poiytech.. No. 202, 
Elec. Eng. So., vol. 7, 1956. 

bolic space.' Finally, noisy two-port net-
works can be treated by extending the 
isometric circle method to three dimensions, 
so that a circle is extended to a hemisphere9 
—a method that will be discussed later. 

E. FOLRE BOLINDER 
Res. Lab. of Electronics 

Mass. Inst. Tech. 
Cambridge, Mass. 

s E. F. Bolinder. 'Impedance transformations by 
extension of the isometric circle method to the three-
dimensional hyperbolic space," J. Math. Phys.. vol. 
36, April 1957. 

E. F. Bolinder, "Geometric-Analytic Theory of 
Noisy Two-Ports," Res. Lab. of Electronics, M.I.T., 
Quart. Prog. Rep.. July 15, 1957. 

Signal-Flow Graphs and Random 

Signals* 

In his interesting and important paper 
on signal-flow graphs and random signals,1 
Huggins derives, among other results, a 
general expression for the correlation func-
tion of a train of pulses having a given form. 

By considering separately the positive 
and negative ranges of the argument of the 
correlation function, Huggins is seemingly 
able to avoid the use of backward expecta-
tions and probability density functions in 
his analysis. However, upon a careful exam-
ination of the underlying assumptions, it 
appears that backward probabilities and 
expectations must be considered even when 
the argument r is restricted to positive 
values, and that the general expression given 
by Huggins is in need of some modification. 
The following analysis clarifies this point 
and, incidentally, provides an alternative 
and somewhat simpler method of obtaining 
a general expression for the correlation func-
tion of a train of pulses. 

Consider the random signal generator 
shown in Fig. 1, in which, for simplicity, 

• à, 

Fig. 1—Generation of the pulse trains x and y 
impulse trains di and di. 

there are just two component function 
generators, Ai and Ai, with impulsive re-
sponses Ai(t) and Ai(t), respectively. We 
shall not assume, as is done by Huggins, 
that At(t) and Ai(t) have a finite duration 
and vanish for negative t. 

The component function generators Ai 
and Ai are "triggered" by events e, and 
in the sense that at each occurrence of ei an 
impulse is applied to t.,, and at each occur-

* Received by the IRE. June 25, 1957, 
I W. H. Huggins, PROC. IRE. vol. 45, pp. 74-86; 

January, 1957. 

rence of ei an impulse is applied to Ai. Thus, 
the inputs to Ai and Ai have the form of 
trains of mpu/ses which will be denoted by 
,5; and 4, respectively. Correspondingly, the 
pulse trains at the outputs of A. and Ai 
will be denoted by x(t) and y(1). 

Now the cross-spectral density of x(t) 
and y(t) is related to that of 6, and 8, by 
the well-known relation 

yi(s) = — .5),24(s)4,4,3)(5), (1) 

where A,(s) and Ai(s) denote the bilateral 
Laplace transforms of i(t) and Ai(t), and 
Sasai(s) denotes the cross-spectral density 
of the impulse trains bi and di. Thus, the 
determination of cleffli(s) is reduced to the 
calculation of 4,(3). 

To calculate ch,,,,(s), it is expedient to 
replace the impulses in 8. and bi by narrow 
pulses of width dt and amplitude 1/dl, and 
then let dl approach zero. With reference to 
Fig. 2, it is seen that, for positive r, the 

5"; 

Fig. 2— Pulse train approximations to di and 4. 

correlation function of 45; and bi is given by 

048(T) = (8:(1)8i(t 7"))A. 

1 = p,;(7-)dt2 (2) 

where pi(r)d12 is the probability of joint 
occurrence of ei in the interval (I, ti-dt) and 
ei in the interval (1-1-r, t+r+dt). 

Now pi(r) is given by 

Pii(r) = Paiii(r) (3) 

where p. is the steady-state probability of 
occurrence of e, and u1(r) is the expectation 
density of the occurrence of ei r seconds after 
the occurrence of ei. Consequently, 

= p,u,;(r) for r > 0 (4) 

and similarly 

eg.g.(r) = pi:4W —r) for 7 < O. (5) 

Eqs. (4) and (5) can be combined into the 
single equation 

= Poeq(r) + 14113.( -1-) (6) 

on the understanding that u1(r) and ui.(r) 
are zero for negative r. Thus, the cross-
spectral density, which is the bilateral La 
place transform of 08.3,(r), is given by 

4›,3,3 • (5) = p,Uii (5) + p,U;,(—s), (7) 

where Uii(s), the Laplace transform of 
uii(r), is the transmission (in signal-flow 
graph sense) from node i to node j. 

The desired expression for 4›(s) can 
now be obtained by substituting ch,,,,(s) in 
(1): 

At(—s)Ai(s)[p.Uii(s) s) J. (8) 
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More generally, when the signals x(t) and 
y(1) consist of additive combinations of the 
outputs of two or more component function 
generators, the expression for the cross-
spectral density of x and y becomes 

A,(—s)A,(s)[p,u„(s) 
• 

PlUi.( — s)], (9) 

where i and j range over the indices of the 
component function generators of x and y, 
respectively. 

In piecing together the two parts of 
.v,sisi(r), it should be noted that a delta 
function occurring in u,1(r) at T = 0, will also 
occur in u„(— r). Hence, to avoid duplica-
tion it is necessary to split the delta function 
in two halves and associate one half with 
u(r) and the other IA ith u„( —r). This is 
equivalent to replacing U„(s) in (9) with 
U„(s)—¡ whenever the corresponding u(r) 
has a delta function at r 0. 

The result expressed by (9) can be put 
into a different though equivalent form 
involving backward expectations. Thus, let 
14,(r)dr denote the conditional probability 
thatei occurred in the interval ( — r, —r —dr) 
given that ei occurred at r = O. Then v1(r) is 
the backward expectation density, which is 
related to the forward expectation density 
u,;(r) by the equation 

= Peu(r) (10) 

or, in terms of transmission functions, 

P.Uii(s) = V(s), (11) 

where V„(s), the Laplace transform of 
v,i(r), is the backward transmission function 
from i to j. 

Thus, in terms of both forward and back-
ward expectation densities, (9) can be written 
as 

= 
i 

V,,(—s)]. (12) 

In the foregoing analysis, we have not 
made use of the average message Yi(s) which 
plays a central role in the method employed 
by Huggins. Had we done so, we would have 
found the following expression for Yi(s): 

Vi(s) = E Ak(s)Eu,k(s) + 17.53(—S)] (13) 

which differs from that given by Huggins in 
the presence of the backward expectation 
term V51( — s). Intuitively, this means that 
even when r is restricted to positive values, 
one cannot disregard the contributions to 
y(r) due to events which occurred prior to 
r = 0. 

It should also be noted that e(s) as 
given by (9) yields both the continuous and 
the discrete (line) components of the power 
spectrum. However, some care must be 
exercised in the use of (9) in order to obtain 
the discrete component. Specifically, 48.6.,(cd) 
[as given by (7)1 should be regarded as the 
bilateral Fourier transform of 1,,14,j(7) 
-1-P,u0(—r), rather than as the sum of uni-
lateral Laplace transforms of patii(r) and 
pfuji( —r). For example, in the case of the 
Poisson process considered by Huggins, 

uii(r) = 6(r)-FX for r > 0, and 
hence 046,(r)=- 8(r) -FX for all r. Conse-
quently, 4.6,8,(w) = 1 -1-X6(w) and the spectral 

density function is given by (1),(c0)--
+X2/5(cd), which exhibits a line of magnitude 
X2 at co= 0. 

L. A. ZADEH 
Dept. of Elec. Eng. 

Columbia University 
New York 27, N. Y. 

Author's Comment' 

The general expression (9) for the corre-
lation function given by Zadeh is an impor-
tant improvement upon the results of my 
paper in that it avoids the piecing together 
of partial solutions and thus eliminates a 
dangerous pitfall for the unwary. In particu-
lar, if in (20) of my paper, one uses the ex-
pected signal Y(s) valid for all r by includ-
ing the backward expectation given by 
Zadeh, there results 

/7,(s) = Ak(s-)[u,k(s)+ 
Pi 

and 

cb.,(s) = E p,A,(—s)ii(s) (20) 

where the index j ranges over all symbols 
of the x signal. This expression is a correct 
representation of the correlation function 
for all r and the inconsistencies that I 
handled as the "negative-r artifact" are 
avoided. In addition to making these 
changes in my paper, the interested reader 
should also replace (23b) by 

X5(s) = E A,(s)[uki(s) + —P; U,k(—$)]. (23b) 

With these changes suggested by Zadeh, the 
four paragraphs of my paper leading to (26) 
are unnecessary and should likewise be 
deleted. Fortunately, the artifact corrections 
led to the correct final results in each of the 
specific examples given in my original 
paper. I am indebted to Zadeh for showing 
how these difficulties can be avoided in an 
elegant and systematic way. 

W. H. HuGGtxs 
Johns Hopkins University 

Baltimore 18, Md. 

:Received by the IRE, June 25. 1957. 

How to Prepare a Talk* 

Several times, prior to speaking at IRE 
meetings, I have been thoughtfully supplied 
with a reprint of a generally admirable 
article, "How to Address the American 
Physical Society," by K. K. Darrow. 
I agree with most of Dr. Darrow's re-

marks. I am sure that his advice "2) Write 
out your speech in advance and commit it to 
memory," and "3) If you cannot memorize 
your manuscript read it aloud," has led to 
many fine presentations; his own incom-

• Received by the IRE, lune 24. 1957. 

parable talks may serve as art example. I 
believe, however, that this is not the only 
way to deliver an acceptable talk, and indeed 
I doubt that it is the best way for most 
people. 

My advice would be something as fol-
lows: First, think over what you have to say 
and make notes in the form of headings; 
second, go into a room, shut the door, note 
the time, and try to give the talk; third, 
think over points at which you have had 
difficulty, revise your notes, and rehearse dif-
ficult portions; fourth, repeat this process 
until you can give the talk smoothly and 
in the time allotted. This should not result 
in a fixed set of words. 
I believe that following my prescription 

will result in a good talk, that it will help 
the speaker to answer questions, and that 
it will make it increasingly easy for him to 
speak 
I realize that this matter may be con-

troversial. After having received a reprint 
of Dr. Darrow's estimable remarks on 
several occasions, I feel like starting a con-
troversy. 

JOHN R. PIERCE 
Bell Telephone Labs. 

Murray Hill, N. J. 

• 

An Extension of the Kelly Betting 

System to Binary Decision Feed-
back* 

A recent paper by Kelly' considers the 
transmission of the results of a chance situa-
tion over a one-way noisy connnunication 
channel, permitting a gambler to place bets 
at the original odds. The paper studies the 
exponential rate of growth of capital that re-
sults therefrom, and demonstrates that the 
maximum growth occurs at a rate equal to 
the capacity of the channel. 

The following discussion extends the ap-
plication of Kelly's approach to a two-way 
communication link involving binary deci-
sion feedback. In this system, the receiver 
has the option of rejecting the received sig-
nal as ambiguous and of requesting a repeat 
from the transmitter over an error4ree feed-
back path. The decision process considered 
here uses two thresholds to define the region 
of ambiguity. 

In showing the application of the Kelly 
method to the two-way case, the idormation 
rate of the binary decision feedback system 
is derived first. Let n be the average number 
of transmissions per message and let qA be 
the probability that the finally accepted 
message is correct. In N transmissions there 
will be N/n accepted messages, cich con-
taining the information [1 -I-qA log qA 
+(1—qA) log (1—qA)]. Therefore, the in-
formation per transmitted symbol. I, is 

* Received by the IRE. July 9, 1957. Supported by 
the Air Force Cambridge Res. Ctr, Air Res. and Dev. 
Comm.. under Contract No. AF 19(604)1964. 
1 J. L. Kelly. Jr., *A new interpretation of informa-

tion rate." Bell Sys. Tech. J.. Vol. 35, pp. 917-926; 
July. 1956. 
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1 ( N 
log qA-I-(1—qA) log (1—qA)I 

N n 

1 
= —n [1-1-qA log qA4-(1—qA) log (1 —qA)]. (1) 

Having derived the expression for in-
formation rate, we now obtain the expression 
for maximum rate of increase of capital in a 
betting situation a la Kelly. Assume that a 
noisy channel is reporting one of two out-
comes to a gambler. If the received signal is 
ambiguous, the gambler asks for repetition. 
If the gambler rejects entirely the message 
on which repetition is requested (noncumu-
lative case), there is no gain from the gam-
bler's point of view as a result of using feed-
back. In this case, it is just as profitable for 
him not to bet at all on the uncertain event, 
but to wait instead for new information. If, 
on the other hand, he integrates the repeated 
digits until a certain probability threshold is 
reached (cumulative case), an advantage is 
gained. Let Vo be the initial capital, VN the 
capital after N transmissions, and 1 the 
fraction of capital invested each time. Then, 

ITN = (1 + i)No4bo . ( 1 _ -A)ho. VO 

and 

1 VN 
= max lim — log 

N Iro 

1 
= [1 q A log q A -I- ( I — q A) log ( 1 — q A)] , 

the expression for the information rate of the 
binary decision feedback system. 

Thus, it is seen that for the binary deci-
sion feedback system, as well as for the uni-
directional system treated by Kelly, the 
maximum exponential rate of growth of 
capital is equal to the capacity of the chan-
nel. 

J. J. METzNER 
AND L. S. SCHWARTZ 

College of Engineering 
New York University 

New York, N.Y 

The Limits of Brainstorming* 

Having had some experience with brain-
storming sessions, the writer wishes to com-
pliment Mueller for his viewpoints.' True 
enough, there is no great discovery or fab-
ulous invention made by a body of brain-
stormers; however, without that body many 
theories and devices would still be uninvent-
ed, notwithstanding the fact that in the end 
there is generally only one solitary mind be-
hind the result. 

One of the greatest and most severe limi-
tations to the mind of the trained scientist 
is routine thinking, a limitation unknown to 
the inventor of yesterday who scarcely went 
through high school. There are numerous 
known cases of a mind struggling with a 
difficult problem for a ten-year period or so, 

* Received by the IRE, June 20, 1957. 
1 R. E. Mueller, PROC. IRE, vol. 45, p. 874; June, 

1957. 

and then, through the impetus of another 
mind, the concept of the missing link ap-
pears, and in a flash of unequalled excellence 
of mind the great discovery is made. 

The true fact behind the resultant suc-
cess of any brainstorming session, and par-
ticularly a brainstorming session in network 
theory, perhaps in network synthesis, ap-
pears to the writer to lie in the deep thinking 
ability of the individual in solitary confine-
ment, assisted in his thinking by the rou-
tine-channel-breaking power of frequent 
brainstorming sessions. The individual 
thinker, trying to penetrate the unknown, is 
like a blind person, trying to find his way 
up to the top of the jungle gym. He can lift 
himself to higher and higher levels, but only 
if he becomes conscious of the existence of 
additional points of support. The brain-
storming session has one function, in addi-
tion to the often overlooked psychological 
one, and that is to give the "blind climber" 
enough "inner light" to see new and perhaps 
unexpected «points of support," upon which 
all the mental forces of the keen mind can be 
concentrated. 

Expanding on the psychological factor, 
not mentioned by Mueller, this writer feels 
that it is the intellectual competition, the 
game factor, which is responsible for the stim-
ulance of the mind, making brainstorming 
sessions beneficial to mankind. 

As is probably implied by Mueller, one 
million years of one million brainstormers 
cannot equal one flickering second's activity 
of the superior mind. 

HARRY STOCKMAN 

Neutronics Research Co. 
Waltham, Mass 

An Improved Operational Amplifier* 

There are two operational errors to be 
considered in reference to Nitzberg's com-
ment.' The first, called computational error 
by Nitzberg arises from the fact that the in-
ternal amplifier gain or more exactly the 
loop gain is less than infinite. The proposed 
solution is to introduce an inner regenera-
tive loop which might be adjusted to elimi-
nate all computational error before each 
computation. For the case where the op-
erational function is algebraic addition, the 
adjustment can more simply be made in 
the RI and R2 components (i.e., the mixing or 
"beta" network). In this way the computa-
tional error can be eliminated without any 
need for adding an internal regenerative 
loop. 

The second error, which might be called 
drift error, is caused by change in values of 
the components due to aging and environ-
mental influences. It is this error which fre-
quently makes high amplifier gain a neces-
sity. Over-all drift error can be stated as 

Ed = 
1 — (KB),,(1 + Ad) 

Ad 

* Received by the IRE. June 27, 1957. 
1 R. Nitzberg, PROC. IRE. vol. 45, p. 880; June, 

1957. 

where Ad is the fractional drift error in the 
internal amplifier gain and (KB),, is the 
nominal loop gain. It cannot be said that, in 
general, the addition of an internal regener-
ative loop will reduce this error. True, (KB)„ 
will be increased but because of the charac-
teristic nature of many regenerative circuits, 
Ad will also be increased and the result can 
be a new over-all error Ea which is larger 
than it was before the addition of the re-
generative circuit. 

There is a step which can be taken to re-
duce drift error where the internal errors Ad 
are expected to be distributed normally 
around zero (plus and minus). Note in the 
equation that for two fairly large equal 
values of Ad, one positive and one nega-
tive, the negative Ad will produce much the 
larger drift error Ed. The mixing network RI, 
and R2 can be designed or adjusted in manu-
facture to introduce a small positive error in 
the over-all gain of such size that the ensu-
ing positive and negative Ad will each pro-
duce the same size error with respect to the 
over-all nominal gain. This technique can be 
combined with that suggested in the first 
paragraph (see Fig. 1). Standard value mix-

Fig. I. 

ing network components are used, computa-
tional error is eliminated and the maximum 
probable drift error has been minimized. 

A. BOSSINGER 
Senior Elec. Engr. 

Sperry Gyroscope Co. 
Division of Sperry-Rand Inc. 

Great Neck, N. Y. 

Letter from Mr. Staudhammer2 

In Nitzberg's article,2 the approximate 
transfer functions of two analog computer 
diagrams are shown. Both computer con-
nections are designed to result in a transfer 
function of —Zo/Zi. However, the transfer 
functions, excluding grid currents and load-
ing effects for the two configurations, are, 
given erroneously. The computer diagrams 
and their transfer functions are repeated be-
low (Figs. 1 and 2): 

G — eout Z2 

ei. 

or 

(1) 

Z2 
1+ — 

Z2 Z1  
G = — -z—i[i + • • • (2) 

Received by the IRE, July 12. 1957. 
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Z2 
G' — 

Or 

1 

G'= — Z2 11 — 
¡I 

( Z2) Z. 
1+ 1 -F -- 

Z6 Za 

K: Ze 

Z2 
1 + 

Zs 
1 

Zb  Zd 

K2 Zb 

(3) 

-F • • • • (4) 

Since the desired transfer function is Gd 
—Z2/ZI, the error in implementing Ga is 

as a first approximation 

dG = (1 + ) (1 ) 
£.1 K 

for Fig. 1. 
Nitzberg correctly deduces the condition 

for Gd= GI, namely the expression in the sec-
ond brackets of (3) must vanish. This is met 
when 

1 

Zb = K2 — 1 
(5) 

where evidently K2>1. 
However, it is not always possible to 

meet exactly the condition imposed by (5). 
Let us assume that a mismatch of the 
amount P is present. Then we must find the 
discrepancy in G', dG' which then will be a 
function of the mismatch P. 

For this amount of impedance mismatch 
we have 

1 — P 

Zb K2 — 1 
(6 

and 

dG'(P) = ( 1 -F (-1 )(—+ P ). (7) 
Zi Kt K2 

The object in going from a simple circuit 
of Fig. 1 to a more complicated circuit like 
Fig. 2 is either to reduce the error dG or to 
permit a dG' as high (almost) as dG but by 
reducing the required gain K to some lower 
value K1. Let us find the improvement pos-
sible with the circuit of Fig. 2. This improve-
ment can be given as 

dG'I 12( 1 + (-k)  

dcl 12(i_f_2)G,)1 
KP 

KiK2 

For a true improvement 

dG' i KP 

dG I = KiK2<< 

where we must not forget that K is (most 
usually) a very high number, and P should 
stand for the uncertainty in matching com-
ponents [including drift of K2 as obtainable 
from (6)1. Since P can normally be small, 
(9) is satisfied if both K1 and K2 are high-
gain amplifiers. For example, let us find the 
necessary K2 for a 99 per cent reduction in 

(8) 

(9) 

Fig. 1—G. 

  E..t 

Fig. 2—G'. 

error of a system with K=50,000 if P =5 per 
cent and K1=1000. Eq. (8) yields 

50,000 X .05 
0.01 = or K2 = 250. 

1000 X K2 

Thus it is obvious that a very large im-
provement can be made in going from circuit 
of Fig. 1 to circuit of Fig. 2. However, the 
price paid is one additional amplifier of posi-
tive gain, which in most computers is not 
available or can be obtained only by cascad-
ing two operational amplifiers, making three 
the total number of operational amplifiers 
used in Fig. 2. 

JOHN STAUDHAMMER 

Dept. of Eng. 
University of California 
Los Angeles 24, Calif. 

Calculation of Inductance of Toroids 

with Rectangular Cross Section and 

Few Turns* 

INTRODUCTION 

The measurement of magnetic permea-
bility of ferrite ring samples at radio fre-
quencies demands that the inductance of a 
toroid with the sample as a core be com-
pared to the inductance of an identical 
toroid with an air core. It was found, in talk-
ing with various ferrite manufacturers, that 
at least one of them used for the latter value, 
the inductance calculated from the known 
dimensions, by application of a widely used, 
universally accepted formula.' Another man-
ufacturer's testing department used for the 
value of the air-cored toroid, the value meas-
ured, when the coil was wound on a poly-
styrene core. Investigation showed that these 
two approaches led to different results. 

CIRCUMFERENTIAL INDUCTANCE 

The accepted formula for the inductance 
of a toroid with rectangular cross section 
L = 0.0117 X thickness (inches) X n' X logic 
rilri)oH is based upon a "current sheet" ap-
proach. It assumes that there are sufficient 

' Received by the IRE. May 16. 1956. 
1 "Radio Instruments and Measurements." Circu-

lar C74, U. S. Dept. of Commerce, Natl. Bur. of 
Standards, p. 251, 1924. 

turns to represent the current as a "sheet" 
whose value is n Xi. A correction can be 
made for the fact that there is winding 
space between turns. This correction leads 
to a reduction of the calculated inductance.' 
Careful experiments have shown, however, 
that the measured inductance was always 
greater than that calculated. Table I shows 
this divergence. Although it is admitted that 
the measurements had many sources of error 
(e.g., lead inductance), it was found on care-
ful examination that these errors could not 
account for the total error. It was suspected, 
particularly at low number of turns, that the 
contribution of the circumferential com-
ponent of current to inductance might be 
significant. Measurements showed this to be 
so. We shall term this correction the "cir-
cumferential component" of toroid induct-
ance. 

TABLE I 

RATIO OF M EASURED INDUCTANCE TO CALCULATED 
INDUCTANCE FOR VARIOUS TOROIDAL CORES 

No. Description 

1) 
2) 
3) 

4) 

5) 

6) 

7) 

All samples wound on 1.878 
inches od X1.404 inches 
id X0.246 inch thick plexi-
glass cores. 

194 turns no. 24 wire 
119 turns no. 20 wire 
56 turns, eg-inch copper 

braid 
10 turns, 'g-inch copper 

strap 
10 turns, electro deposited on 
fprm with nearly constant 
*-inch spacing between 
turns 

4 turns, electro deposited on 
form with nearly constant 
I-inch spacing between 
turns 

2 turns electro deposited on 
form with nearly constant 
I- inch spacing between 
turns 

L measured 

L calculated 

1.37 
1.46 
3.96 

3.36 

2.88 

12.20 

43.00 

DESCRIPTION OF EXPERIMENTS 

A number of rectangular cross section 
lucite rings were made whose dimensions 
were the same as those of a ferrite sample 
to be tested ( 1.878 inches od X1.404 inches 
id X 0.246 inch thick). In the first experi-
ments these were wound with various num-
bers of turns of either wire or strap, but it 
was soon realized that with such methods it 
was impossible to hold the winding to the 
dimensions of the core, giving the effect of a 
larger core cross section and, most certainly, 
lack of agreement with theory (see Appen-
dix). 

The next technique used was to paint 
the turns on the plastic form with Du Pont 
Number 4817 Silver Paint, then to copper 
plate on top of this to ensure good conductiv-
ity and a solderable surface for connections. 

By this means, toroids were made with 
10, 4, 2, and I turn having a nearly constant 
turn spacing of -116- to I inch between turns. 
Two varieties of a 1-turn toroid were made, 
one with two circumferential turns and the 
other with zero circumferential turns (i.e., a 
split ring). It might be argued that the lat-
ter is not a toroid, and the writer would not 
greatly dispute it except that it represents 

I F. W. Grover, "Inductance Calculations," 
D. Van Nostrand Co., Inc., New York, N. Y., p. 170; 
1946. 
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a limiting case. In addition to these, a 1-
turn ring was made. 

Measurements were carried out on a 
Boonton 160-A Q-meter over a range of fre-
quencies and tuning capacitances, in order 
that the effects of stray capacitance could 
be evaluated by the well-known method of 
plotting wavelength squared vs tuning ca-
pacitance. The result is a straight line plot, 
although it was found that the experimental 
points did not always lie precisely on such a 
line, but showed considerable scattering. 
Rather than depend upon a graphical 
"guess" at the supposed plot, the average 
slope was computed from the experimental 
data and from this slope the inductance was 
calculated as follows: 

slope in meters2/121.if 
Lo = m henries 

3.542 

For each of the toroids tested the in-
ductance value was also calculated. Finally 
the inductance of a single circumferential 
turn was measured, and that of the leads 
used was measured. 

RESULTS 

The results of these tests are shown in 
Table II. The true toroid coil measurements 
are given, but the split ring results showed 
too much scattering to be of any use. 

Columns A, B, and C of Table II give the 
various contributions due to toroidal, cir-
cumferential, and lead components. Column 
D gives the sum of these components. The 
last two columns give the value of L as de-
termined by measurement. Lo is the dc value 
calculated from the slope of the X2-C plot, 
while the last column is the average value 
measured. It is noted that fair agreement ex-
ists between column D and the last two col-
umns except in the last case. The reason 
supposed for the disagreement in that case 
is that a high leakage inductance may exist 
due to the unusual configuration. We may 
conclude, therefore, that for toroids of small 
numbers of turns the circumferential con-
tribution is a large portion of the measured 
value. Consequently, for measurements of 
permeability of core materials, comparison 
must be made to the value of inductance 
calculated by the accepted formula quoted 
above. 

APPENDIX 

EFFECT OF VARIATIONS IN CORE 
CROSS SECTION ON INDUCTANCE 

If we have 

r2 
L = 0.0117 X IX n' X logis — µh 

where t is the thickness in inches, n is the 
number of turns, and logo r2/r, is the ten-
base logarithm of the radius ratio, or 

r2 
L = 0.2 X IX n2 X ln—Mh 

ri 

with t the thickness in meters, n the number 
of turns, and In rill.' natural logarithm of the 
radius ratio, we may investigate the effect of 
variations in r2/ri on inductance by taking 
the derivative. Denoting r2/ri by R we have: 

TABLE II 

COMPARISON OF M EASURED INDUCTANCE AND THAT CALCULATED BY THE ADDITION 
OF CONTRIBUTING COMPONENTS 

Sample 
No. 

No. of 
turns 

A 

Calculated 
toroidal L 

(0411) 

5 
6 
7 
8 

10 
4 
2 
1 

0.0362 
0.00580 
0.00145 
0.0003622 

D 

Circum- Estimated Sum of 
ferential lead A. B. and 

inductance inductance 
(ph) 

0.0620 
0.0620 
0.0620 
0.1240 

Value of Lo 
calculated 
from slope 

of Xi-C 
plot 
(ph) 

0.0112 
0.0067 
0.0020 
0.0067 

0.1094 
0.0745 
0.0655 
0.1311 

0.1041 
0.0707 
0.0622 
0.2085 

Average 
value of 

measured L 
in frequency 
range of 
measure-
ment 
(jih) 

0.1056 
0.0769 
0.0631 
0.2152 
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In other words, since In, R is always less than 
1, the percentage variation in L is consid-
erably greater than the variation in R. This 
effect is shown in Fig. I. 

In the core samples tested, R was 1.338, 
hence the error caused by either mismeasur-
ing the core diameter or by variations in di-

25 .75 

-to 

1,0 

he' 
OC' 

\O 00 

ameter (i.e., eccentricity) can be great. A 
5 per cent error or variation in R will cause, 
in this case, a 17 per cent error in L. 

In the case of thickness the situation is 
not so bad since L varies directly with t, 
and a certain per cent error in t will give 
the same per cent error in L. But this error 
is additive, and a 5 per cent variation in 
both t and R may yield an inductance error 
of 22 per cent. 

RICHARD F. SCHWARTZ 
Moore School of Elec. Eng. 
University of Pennsylvania 

Philadelphia 4, Pa. 
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Distribution Theory and the Strip 
Beam* 

The following example may awaken some 
interest in the controversy for a full use and 
understanding of the remarkable theoretical 
help one can get from Schwartz's distribu-
tion theory.' 

In many problems arising from the inter-
action of electromagnetic waves with an elec-
tron beam, one linearizes the solution by 
assuming that the physical quantities ap-
pearing in quadratic expressions are equal 
to the sum of a large dc and a small ac term. 
There is no difficulty when the ac forces on 
the electrons result in actions tangential to 
the dc trajectories (ordinary axial traveling-
wave tube, for instance). There is a slight 
difficulty, however, when the actions are nor-
mal to the dc trajectories (transverse travel-
ing-wave tube, carcinotron). In this case, the 
ac actions displace the beam from its equi-
librium, creating, at times, an accumulation 
of space charge where none existed at equi-
librium and, possibly, removing, at times, 
the space charge completely from where it 
was at equilibrium. 

The Schwartzian distribution theory per-
mits obtaining the linear solution to this 
problem with simple rigor. In the more com-
mon case, the beam at equilibrium is co-
planar (y=0) and the trajectories are 
colinear (parallel to the z axis). The dc space-
charge density is given by 

PO = Q080(Y) (1) 

in which 80(y) is Dirac's Delta function of 
the variable y placed at y equals zero. When 
the ac actions displace the beam to y equals 
d, the space charge density becomes: 

P QoMY). (2) 

One wishes to write 

P = Po + (3) 

or 

QoSe(y) = QoSo(Y) -I- pi. (4) 

Let one project (4) on the 4, space (space of 
the class D of functions). Using the formula: 

f .f(Y)<P(Y)dY (5) 

one obtains 

pi(e) = Qo[0(d) - 0 0)1• (6) 

But d is small and os(y) is a well-behaved in-
definitely continuous function which can be 
expended in Taylor series. The first term of 
the expansion yields: 

MO) = Q0(101(0) (7) 

in which the Latin numeral is for order of 
differentiation. 

However, 

01(0)= j 01(Y)80(YMY 

= - f+.0 (Y).i5(Y)(1Y = — 8o1(4,) (8) 

* Received by the IRE, July 12, 1957. 
P. A. Clavier, 'The dirac delta function," PROC. 

IRE. vol. 44, p. 1877; December, 1956. ( See Bibliogra-
phy.) 

hence: 

p = QoSo(y) - Qodbor(Y)• (9) 

Eq. (9) is the rigorous linear expansion of p. 
The minus sign in (9) may surprise; the 
formalism used is, however, the only correct 
one and, of course, yields the usual Taylor 
series expansion when such expansion exists 
in common algebra. 

In general, one can find that 

(5d(Y) = E —, (- 1)-bor(y) (10) o 
(N for order of differentiation). 

In the same manner, 

d"-11  
Ya(Y) = Yo(y) E 1)^80N(y) (11) 

o n + 1! 

in which Yd(y) is Heaviside's step function 
of the variable y starting at y equals d. 

The rest of the problem is usual. Basi-
cally, one integrates the complete inhomo-
geneous set of Maxwell's equations to which 
one has added Lorentz's force equation. 
There are a few remarks of interest. First, in 
the ballistic equations, the discontinuities in 
the fields, due to the infinite space charge 
density within the beam, do not appear be-
cause charges are not affected by their own 
fields. Second, in the case of dc-focusing 
fields which are functions of the normal co-
ordinate y, the ac displacement of the beam 
creates an ac variation of the force on the 
electrons due to the focusing fields which 
adds to the ac variation of this same force 
due to the ac velocities. Third, when solving 
the inhomogeneous set of Maxwell's equa-
tions, one must not forget the ac variations 
of the Coulomb and magnetostatic fields pro-
duced by the beam itself due to the fact that 
the beam has been displaced. For instance, 
the dc-Coulomb field (in Gaussian units) is 
given by 

Ey = - 211420 -I- 471-Q0170(y). (12) 

When the beam is displaced by d it becomes 

Ey ••,-- - 240 + 4rQ017d(Y)• (13) 

Using the Taylor series for Ya, one ob-
tains an ac contribution: 

Ey = - 4rQ0/80(y). (14) 

More trivial is the fact that the normal 
velocity of the electron is related to the nor-
mal excursion by 

dd 
V y = — • (15) 

dt 

Finally, when all the different field con-
tributions and the different current con-
tributions are replaced in the inhomogeneous 
set of Maxwell's equations, one uses the 
property that the Dirac Delta function, its 
derivative, and ordinary functions cannot be 
of the same order of infinitude, so that each 
equation must be satisfied independently by 
the terms in which the Delta function ap-
pears, by the terms in which its derivative 
appears, and by the terms in which only or-
dinary functions appear. 

PHILIPPE A. CLAVIER 
Zenith Radio Corp. 

Chicago 39, Ill. 

On the Use of Ferrites for Micro-
wave Single-Sideband Modulators* 

With reference to the note by Kemanisl 
on the use of a rotating quarter-wave differ-
ential phase-shift section in the form of a 
suitably magnetized ferrite to produce 
single-sideband modulation with a loss of 3 
db, it is not necessary to limit the argument 
to a differential phase shift of ir/2 radians in 
the section. In fact, a rotating section with 
any differential phase shift, when suitably 
used, could produce single-sideband modu-
lation. The minimum loss attainable is de-
pendent on the differential phase shift of the 
rotating section. 
A simple equation deduced from circular 

polarization considerations gives the loss as 

0 
-20 logly1 sin —2 1 db 

where O is the differential phlse shift of the 
rotating section in radians. The losses of ir 
and r/2 sections are 0 and 3 db, respectively. 

K. I. KHOURY 
Decca Radar Ltd. 
London, England 

* Received by the IRE. July 15, 1957. 
I G. Kemanis. "On the cotton-mouton effect in 

ferrites," PROC. IRE, vol. 45, p. 687; May, 1957. 

Figure of Merit of Resonance-Type 
Isolator* 

This note studies the figure of merit of a 
resonance-type isolator, shown by Lax.' 
Some further results are reported, which are: 
1) The optimum front-to-back ratio is de-
rived as a function of the ferrite geometry, 
and 2) Lax's optimum ratio is also derived 
when the optimum geometry of ferrite and 
small microwave power are assumed. 

As is well known, microwave behavior of 
ferrite is described in the following differen-
tial equations. 
-> -> -> -> 

di! -› --> 11 X (.11 X 11) 
—d1 = er(M X 11) - X _> • ( 1) 

(.11 • .11) 
-> -> --> 
di! -› — .1) u 
— = ycl! X II) 
dt 

—› 
.1/, II 
- - • 

i, 

Eq. ( 1) is called a Landau-Lifshitz type and 
(2), a Bloch-Bloembergen type. 

In the resonance-type isolator in rec-
tangular waveguide, effective tensor permea-
bilities x.., xyy, and x.y are introduced as 

m. = x..ho. - ix.yhoy 

= jx,yho. xyyhou 

where m.r, mx„ and ho.‘ ho, are magnetizations 

(2) 

(3) 

* Received by the IRE. July 15, 1957. 
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1368-1386; October. 1956. 
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and external magnetic components in x and 
y direction, respectively. 

xi.. and y,, are calculated as follows if 
L-L type equation is employed: 

and Weiss, but the author would like to add 
one more experimental result.3 

Three slabs of magnesium manganese 
ferrite were tested at 2800 mc. The ferrite 

-y2M(II, — NJ'? X(jo.) -I- X1 Ixo N5) 

(1£0 + Mix° Ny)(jc0 XlIxo -F N y) c0,2 

72111(H y -F N — N yM)  -F X(j(0 -I- X1 /x0 -F  

X" (ini ± X1 /X0 N y)(jw XI /x0 -F N51 + (0,2 

7.11w  

= (ini ± X1 /xo Ny)(jo, -F X1 / xo -F N;) (.0,2 

where 

H. =static magnetic field applied in z di-
rection 

H = internal static magnetic field 
31= magnetization due to static field 
xo = M/H= static magnetic susceptibility 
= demagnetizing factor in x direction 

N„ = demagnetizing factor in y direction 
N,= demagnetizing factor in z direction 
ni = operating frequency  

= 
-= magnetic resonance frequency. 

As Lax has derived by using perturbation 
theory, the optimum front to back ratio as a 
function of ferrite position, is given as 

R = xyy"xyy" x.y" 
(5) 

'Xxx"Xoy" — Xxy" 

where x,./, xvi,", and x,i," are imaginary 
parts of the effective susceptibilities. 

The ratio R is calculated as the following, 
when the incoming wave is on resonance. 

1 

R XI (1 / xo -F N y)(1Ixo Ny) • (6) 

The optimum ratio as a function of slab 
geometry, is obtained as 

2co,xo 
= ( 2 — X) 

(7) 

when demagnetizing factors Na and N, 
equal zero. As the static magnetic field is 
applied transversally, i.e., in z direction, the 
optimum condition is achieved when a thin 
ferrite slab is so placed on the broad face of 
the rectangular waveguide that the flat 
plane of the slab is on the (x, y) plane. 

As Bloembergen2 has pointed out, two 
differential equations, i.e., L-L and B-B 
types, become equivalent, provided one 
takes 

Xixo= 1/r (8) 

where r means the saine relaxation time as 
in the B-B type and this condition is 
achieved when the phenomenon is assumed 
in small-signal region. If this equation is in-
troduced to ( 7), we have 

R. = (2w,r)2. (9) 

Though the result obtained in (6) seems 
a little bit different from the value Lax ob-
tained, we now have the same expression. 

The criterion we have for the optimum 
condition of the front- to-back ratio has been 
experimentally established by Fox, Miller, 

N. Bloembergen. " Magnetic resonance in fer-
rites." Paoc. IRE. vol 44. pp. 1259-1269; October. 
I 95 .t. 

(4) 

positions were all 18 min from the narrow 
wall. The width and the length were ground 
to 10.8 mm and 111 mm in all cases. The 
thicknesses of the three slabs were 7.2, 4.8, 
and 2.4 mm. The attenuations in two ways 
are shown in Fig. 1. From this experiment, 
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Fig. 1. 

the front-to-back ratios were measured as 
13, 15, and 20 for the slabs whose thicknesses 
were 7.2, 4.8, and 2.4 mm, respectively. 

SYUITI HAYAS! 
Matsuda Res. Lab. 

Tokyo-Shibaura Electric Co. 
Kawasaki, Japan 

S. Hayasi, S. Yoshida, T. Nagai. and K. Kuri-
hara, to be published in Toshiba Rev., Japan, 1957. 

The Elements of Nonreciprocal 
Microwave Devices* 

In the above article,' Hogan describes 
the development of various types of load 
isolators and other nonreciprocal compo-
nents. 

In the discussion of resonance absorption 

Received by the IRE, May 17, 1957; revised 
manuscript received. July 25. 1957. 

C. L. Hogan. PROC. IRE. vol. 44. pp. 1345-1368; 
October, 1956. 

isolators, Hogan shows, in Figs. 23 and 27, 
bad and good ferrite configurations, and 
mentions that the one in Fig. 27, is especially 
suited for high powers and/or low frequen-
cies. 

In this connection, it should be noted 
that the first practical resonance absorption 
isolator was described by Chait.2 Further, 
the important and, at first, surprising fact 
that the configuration of Fig. 27 has signifi-
cant advantages over that of Fig. 23, was 
found through experiments in our organiza-
tion in the spring and summer of 1954. 
The configurations of Hogan's Figs. 23 and 
27 were first discussed as Figs. 4 and 6 in 
my paper.3 

JORGEN P. VINDING 
Cascade Research Corp. 

Los Gatos, Calif. 

H. N. Chait, "Non-reciprocal microwave com-
ponents," 1954 IRE CONVENTION RECORD, part 8. pp. 
82-87. 

J. P. Vinding, "Microwave devices using ferrite 
and transverse magnetic field," 1955 IRE CONVEN-
TION RECORD, part 8, pp. 105-108. 

A New High-Power Frequency 
Multiplier* 

The delicacy of electrode construction 
and the necessity for high current density 
are the two most difficult problems to be 
dealt with in extending the frequency of 
coherent oscillators into the submillimeter 
wave region. At this laboratory we have a 
great interest in the use of incoherent oscil-
lations as a means of coping with the diffi-
culties encountered in the coherent oscilla-
tor. 

It is a well-known fact that high-fre-
quency energy can be radiated from a dc 
discharge. We have found that in a micro-
wave discharge, the frequencies of the output 
signals are integral multiples of the applied 
field frequency. Therefore, we will present 
the experimental results of this new phe-
nomenon together with the possibility of 
developing a high-power and high-efficiency 
frequency multiplier in the submillimeter 
wave region. 

Margenau and Hartman' have shown 
that the distribution function in the micro-
wave discharge assumes the form 

t(a,r,t) = E P i(a)lf° qv) 
i-o 

± V If...qv) cos /no)/ -F gmqv) sin ma] (1) 

where PE(a) is the Legendre polynomial, 
degree 1; t is time; y is electron velocity; co is 
the angular frequency of the applied field, 
and a = vdv. If ( 1) is true and if the phase of 
the vibrating electrons can be adjusted as 
desired, then a strong power at a particular 
frequency should be detected. We have 
tried to detect the harmonic components of 

* Received by the IRE, July 18. 1957. 
I H. Margenau and L. M. Hartman. "Theory ot 

high frequency gas discharges. II." Phys. Rev.. vol. 73. 
p. 309; February 15. 1948. 
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1) Magnetron M3I2A 
2) 3000-mc wavemeter 
3), Attenuator 
4) Unidirectional circuit 
5) Standing-wave detector 
6) Discharge cavity 
7) Tapered waveguide ((rom 3000 mc to 6000 mc) 
8) Switch 
9) High-pass filter 
0) Standing-wave detector 
1) Crystal mount or power meter 
2) High-pass filter 
.4) Standing-wave detector 
4) 10.000-mc wavemeter 
5) Variable attenuator 
6) Crystal mount or power meter 
7) High-pass filter 
8) Crystal mount 
9) Vacuum gauge 

20) Vacuum pump 
Fig. 1—Block diagram of experimental apparatus. 
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Fig. 2—Discharge cavity. 

the applied field from the microwave dis-
charge by utilizing an apparatus which was 
originally designed to measure the micro-
wave breakdown voltage as shown in Fig. 1. 
A discharge cavity used in this experiment 
is shown in Fig. 2. A discharge gap com-
posed of two cylindrical posts of 7-mm 
diameter is exposed in the low-pressure 
atmosphere, between 0.4-4 min Hg. About 
1000 volts at 50 cps is applied across the 
discharge gap to help initiate the microwave 
discharge. The output of a 3000-mc con-
tinuous-wave magnetron passes through the 
discharge cavity with about 3-mm gap 
length. The circuit impedance is controlled 
by six tuning screws so that a gap voltage 
equal to the breakdown voltage can be 
reached. After the discharge is started, the 
ac voltage is removed and the tuning screws 
and the gap length are readjusted to provide 
the best matching that can be obtained at 
the input circuit; at the same time, the 
maximum output of the particular har-
monic component can be obtained. The out-
put power is picked up through the high-
pass filter. The incident wave itself includes 
the harmonic components, but their levels 
are very low. The vswr in the magnetron 
output is kept smaller than 1.07 throughout 
the experiment. 

The frequency of the output signal was 
measured, and it was found that the very 
strong signals, for which the frequencies 
were integral multiples of the applied field 
frequency, were the only possible ones to 
be detected by our apparatus whatever the 
pressure and the circuit conditions of the dis-

charge cavity might be. The harmonic com-
ponents measured were the second, third 
and fourth. The frequency of each harmonic 
was as follows: 

Applied field frequency 
Second harmonic 
Third harmonic 
Fourth harmonic 

3033 mc, 
6070 mc, 
9099 mc. 

12,130 mc. 

The errors of the frequencies of the second 
and fourth harmonics are within the error 
of the frequency meter used. The output 
frequency wes constant over a wide change 
of pressure, although the output power 
changed considerably. From these facts, it 
is reasonable to conclude that the output 
frequency is exactly a harmonic of the 
driving field frequency. The output power of 
each harmonic component was a function of 
the circuit condition, the discharge gap 
length, and the pressure. 
The output power of each harmonic com-

ponent is compared with the maximum out-
put power from the generator itself in 
Table I. 

TABLE I 

Magnetron Microwave 
Discharge 

Fundamental 
Second harmonic 
Third harmonic 
Fourth harmonic 

12.4 watts 
I mw 

0.3 mw 
a few mw 

60 mw 
21 mw 

0.6 mw 

The output power was increased if the 
gap length was increased. After all condi-
tions were adjusted to optimum, if the pres-
sure was increased, the output was de-
creased. For a fixed gap length, power output 
decreases with increasing pressure. If power 
output-pressure characteristics are meas-
ured for different gap lengths, the maximum 
output powers are not obtained at the same 
pressures, but occur at lower pressures for 
larger gap lengths. According to our experi-
mental results, the maximum output was 
obtained with a gap length of 4 mm, al-
though this was the maximum possible 
length obtainable in our apparatus. Why 
the output power is increased as the gap 
length is increased is not clear, but it might 
be due to the loss of electrons resulting from 
decreased diffusion, while at the same time, 
the total number of electrons is increased. 
This fact is very important from the stand-
point of electrode dimensions. It seems that 
effective harmonic radiation happens to 
occur around a special pressure-gap length 
condition that corresponds to the break-
down voltage minimum in the PL- V. 
curve, where P is the pressure, L is the gap 
length, and V. is the breakdown voltage. In 
general, the output power changed in pro-
portion to the input power. The modulated 
waveforms of the incident wave and third 
harmonic were observed by the oscilloscope. 
Around the maximum output condition, the 
third harmonic waveform was almost ex-
actly reproduced from the incident wave. 
However, when the output power was de-
creased due to the misadjustment of the 
circuit values and the pressure, the wave-
form was distorted and noise components 
appeared. By adjusting the tuning screws. 
the discharge domain could be moved from 
the discharge gap to the outside of it. In this 
case, no harmonic output was observed. 

From the above mentioned experimental 
results, we know that a microwave dis-

charge in the particular gas works as a high-
power frequency multiplier. This frequency 
multiplier has the following features: 

1) A large power input can be used. 
2) The electrode construction is very 

simple and dimensions are much 
larger than those of the conventional 
type of microwave generator. 

3) The efficiency of frequency conversion 
is better than that of the crystal fre-
quency multiplier. 

It is clear that the harmonic signal radi-
ation is not due to plasma oscillations. The 
amplitude of electron vibration should be 
much smaller than the gap length. Thus it 
is expected that the harmonic current flow-
ing through the electrode surface is smaller 
than that in the middle part of the discharge 
gap. If this is true, the minimum current 
density necessary to extract appreciable 
power would be considerably smaller than 
that of the conventional type of generator. 
It is believed that this mechanism provides 
a great possibility for extending the genera-
tion of microwave power into the millimeter 
and submillimeter wavelength range. 

The authors wish to express their appre-
ciation to Professor E. M. Boone, Director of 
the Electron Device Laboratory, The Ohio 
State University, and to Dr. E. D. Reed, 
Bell Telephone Laboratories, for their sug-
gestions and for reading and revising the 
manuscript. 
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Comparison of Subtraction-Type 
and Multiplier-Type Radiometers* 

The operation of the Dicke radiometer 
and the two-receiver radiometer has been 
recently discussed by Goldstein, Tucker, and 
Graham.1.2 These two multiplier-type ra-
diometers are superior in their stability to 
subtraction-type radiometers used in early 
work of detecting noise signals. 8-6 The ac-
curacy of a subtraction-type radiometer is 
dependent on the constancy of receiver gain 
in the time interval between the zero adjust-
ment and the output observation. Gain 
changes or drift make periodic zero adjust-
ments mandatory. However, this disadvan-
tage of subtraction-type radiometers may be 
partially offset in some applications by the 

* Received by the IRE. July 25, 1957. This work 
was supported by the U. S. Air Force, Rome Air Devel-
opment Center. 

S. J. Goldstein, Jr., "A comparison of two radi-
ometer circuits." PROC. IRE, vol. 43. pp. 1663-1666; 
November, 1955. 

2 D. G. Tucker. M. H. Graham. and S. J. Gold-
stein, Jr., "A comparison of two radiometer circuits," 
PROC. IRE. vol. 45, pp. 365-366; March. 1957. 

K. G. Jansky. "Directional studies of atmos-
pherics at high frequencies," PROC. IRE. vol. 20, pa. 
1920-1932; December. 1932. 

G. Reber. "Cosmic static," PROC. IRE. vol. 30, 
pp. 367-378; August, 1942. 

G. C. Southworth. "Microwave radiation from 
sun," J. Franklin Inst., vol. 239, pp. 285-297; April. 
1945. 
• R. H. Dicke, "The measurement of thermal radi-

ation at microwave frequencies." Rev. Sal. Instr., vol. 
17. pp. 268-275; July. 1946. 
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higher sensitivity and by the simplicity of 
design. 

It is the purpose of this letter to compare 
the thresholds of subtraction-type and mul-
tiplier-type radiometers and to establish 
rates of amplifier gain variations that result 
in nonessential, i.e., 3 db or less, threshold 
degradation of the subtraction-type radiom-
eter. 

The first subtraction-type radiometer 
considered consists of a receiver with a 
square-law second detector, followed by a 
dc balancing or subtraction device, a low-
pass filter, and an indicator, as shown in 
Fig. 1. The power spectrum Gi(f) of the de-
tector output V1 is obtained from the rela-
tion listed by Lawson and Uhlenbeck7, as-
suming that both signal and noise have un-
correlated Gaussian amplitude distributions 
with zero mean and a flat input power spec-
trum of bandwidth a cps. Thus 

G(f) =- 2(e«,2 «.2)2[8(0 

where cr. and a, are the rms values of signal 
and noise, respectively. The de voltage com-
ponent of the above spectrum is 

(VI)dc = +  

-  
Fig. 1- Subtraction-type radiometer. 

The reference voltage Vb is assumed to 
differ slightly from the part of ( 172)«k that is 
due to system noise. In practice, this differ-
ence may be caused by gain variations or 
drift of the amplifier. Vb is defined by 

V5 = er.2(1 — E) 

where I el < 1. The dc part of the output of 
the substraction circuit V2 is 

(V2)dc = cr,2 

The power spectrum of V2 is 

G2(f) -= 2(fr,2 

2(a.2 crn2)2(« — .f)/a2. 

The dc part of the output of the low-pass 
filter is considered as the signal, the ac part 
as the noise. Designating the half-power 
bandwidth of the low-pass filter by y, i.e., 
y= 1 /(22rRC) and restricting the considera-
tion to cases where 7«a, the indicated out-
put signal power-to-noise power ratio is 

s (e.,2 ,u,M2 

n (a.2 «,2)2 

a 

For small signal-to-noise ratios, i.e., 

0..2 

the above ratio reduces to 

(g( 7st )0 .2 ( ). 

Matching the reference voltage Vb to the cic 
output caused by noise, E =0 and 

J. L. Lawson and G. E. Uhlenbeck, "Threshold 
Signals." M.I.T. Series, McGraw-Hill Book Co.. Inc.. 
New York, N. Y., vol. 24. p. 62; 1950. 

(s a 

iry 

Following Goldstein,' the least detecta-
ble input signal is considered to produce a 
unity output signal-to-noise ratio. 

This least detectable signal power is 

ou2 cr,,IN/r-y/cy. 

Inaccurate reference voltage Vb will re-
sult in erroneous signal indications, if so' is 
a sizeable fraction of 0.„2. The lower are the 
signal levels to be detected, the closer are the 
tolerances imposed on the reference voltage 
Vb, or the smaller are the permissible fluc-
tuations of gain e. Considering an error of 
the radiometer output equal to crid2 to be 
tolerable, e has to satisfy 1E10.2 < oid2. 

This error in Vb may occur between the 
time the system is adjusted for zero balance 
and the time when the signal observation is 
made. The minimum time interval required 
for determining the signal presence depends 
on the low-pass filter bandwidth y. Finite 
observation time degrades the output signal-
to-noise ratio. The equation relating the sig-
nal-to-noise output ratio of the receiver for 
infinite observation time may be modified to 
take into account the finite time available 
between the balancing operation and the sig-
nal observation. The low-frequency noise 
output of the radiometer is not affected by 
the balancing operation. Noise can be as-
sumed to be applied for an infinite time to 
the output meter, while the signal is applied 
only after the dc balance is established at 
time t =0. The observation of the radiometer 
output is made at time 1=T. The output 
peak signal power-to-average-noise power 
ratio is computed following the method 
given by Davenport.' For small input signal-
to-noise ratios 

( s cr,' a (1 _ c s.-yr)2. 
n o Cfn4 iry 

For small input signal-to-noise ratios, the 
cross terms of noise and signal are negligible 
as compared with the noise constituting the 
low-frequency radiometer output fluctua-
tions. These fluctuations are independent of 
observation time. The signal output has the 
same time dependency as the output of an 
RC low-pass filter with a step of voltage 
applied at t =O. For a given observation 
time T, the signal-to-noise ratio, is maxi-
mized if -y satisfies the relation' 7=-0.2/T. 

This can also be seen from a plot of the 
output signal-to-noise ratio for T constant 
shown in Fig. 2. The maximum signal-to-
noise ratio is obtained as 

— 0 81a Tcr 
[()01. — • 

The least detectable signal gives unity out-
put signal-to-noise ratio according to the 
convention established earlier. The least 
detectable signal for a given observation 
time T is, therefore 

crid2 = 1.11(an-65/7.2. 

le W. B. Davenport, Jr., "Correlator Errors Due to 
Finite Observation Intervals," M.I.T. Res. Lab. of 
Electronics Tech. Rep. No. 191; March 8. 1951. 

The same relation applies to Dicke and two. 
receiver radiometers assuming y is much leu than the 
input bandwidth a or the pass band of the postdetec-
tion filter it. 

30 

e 

20 

.; 
n e 

lo 

00 /T 01/T /T 

BANDWIDTH OF LOW PASS FILTER y- CPS 

Fig. 2—The output signal-to-noise ratio as a function 
of the low-pass filter bandwidth for constant ob-
servation time. 

Using the above expression for aid' e is related 
to Tas 

I e — 5 1.11(a T3)-05. 

The least detectable signal in time inter-
val T for a zero drift system owl and the 
drift rate that gives a maximum error equal 
to old' in the detector output are shown in 
Fig. 3. Drift of the above magnitude may 
degrade the radiometer threshold by no 
more than 3 db. The maximum deterioration 
of the detection threshold occurs if the gain 
variation e is not uniformly distributed over 
the observation time T, but occurs as a step 
after the balancing has been performed. The 
step variation of the gain will give the 3-db 
threshold deterioration indicated above. 
Gradual gain changes have less effect on 
the radiometer threshold. 

, to 

t-
.71 I N 

N I 

ro-. 
OOSERvATION TIME 7- SECONDS 

10 

Fig. 3—The least detectable signal power and the per-
missible output drift rate as functions of observa-
tion time for a square-law detector radiometer. 

The analysis of the radiometer using a 
linear detector follows the pattern of the 
preceding analysis. For zero drift (e -= 0) and 
for small input signal-to-noise ratios, the 
linear detector gives the same signal-to-
noise ratio as the square-law detector and 
hence the same least detectable signal power 
ai,?. However, the drift rate that gives an 
error equal to cria2 in the radiometer output 
using a linear second detector is one-half 
of the drift rate in a square-law detector 
radiometer. The amplifier gain variation or 
drift of the linear detector radiometer call 
be only one-half of the drift of the square-
law detector radiometer for the same deg-
radation in the reception thresholds.'" 

The least detectable signal powers of the 
Dicke, two-receiver, and subtraction-type 

me Cf., W. H. Huggins and D. Middleton, "A com-
parison of the phase and amplitude principles in sig-
nal detection, Proc. Natl. PI...grimier Coe., vol. II. 
pp. 304-317; 1955; See p. 316. Fig. 5. 
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radiometers are all of the form 

owl = cr,» 

The constants k have the following values 

Dicke radiometer with sinusoidal modu-
lation," 

k = 2N/Fr. 

Dicke radiometer with square-wave 
modulation," 

k = 

Two-receiver radiometer considering 
total signal power received," 

k = 

11 The constants k given here differ from the cor-
responding constants listed by Goldstein (footnote 2) 
by a factor of NI z/2. Goldstein considers an idealized 
flat low-pass filter. The above thresholds apply to a 
ingle-section RC low-pass filter. 

Subtraction-type radiometer with drift-
less amplifiers, 

k 

The thresholds of the radiometers con-
sidered differ by no more than 4.5 db. The 
subtraction-type radiometer exhibits the 
lowest signal threshold. If the output drift 
rate does not exceed the limit specified in 
Fig. 3, the subtraction-type radiometer is 
comparable in sensitivity with the other 
radiometers. 

The equivalence of the sensitivites of the 
two types of radiometers has been checked 
experimentally." The operation of the sub-
traction-type radiometers requires frequent 
checks of zero level of the output meter or 
recorder which can be done by periodically 
disconnecting the antenna. This superim-

12 Tests conducted by F. Splitt in Cook Research 
Labs., Chicago, Ill. 

poses a square or trapezoidal wave over the 
output, that is easily distinguished from the 
gradual output changes caused by drift. The 
above radiometer operation resembles the 
operation of the Dicke radiometer, if the 
human operator is considered a substitute 
for the input modulator and the post detec-
tion band-pass filter. 

The subtraction-type radiometers ap-
pear to merit consideration if the integra-
tion time is in the order of seconds or less. 
For longer integration times the stability 
requirements of the subtraction-type radi-
ometers may make them more complex than 
the multiplier-type radiometers. 

JANIS GALEJS 
Appl. Res. Lab. 

Sylvania Electric Products Inc. 
Waltham, Mass. 

Formerly at Cook Research Labs. 
Chicago, Ill. 
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tories at Fort Mon-
mouth, N. J. as chief 

of the Deisgit and Construction Section of 
the Communications Engineering Branch; 
chief of the Radio-Relay and Microwave 
Section of the Radio Communication Branch; 
and at present is a specialist on matters per-
taining to wave propagation and radio-sys-
tems engineering for the Spectrum Utiliza-
tion Branch, Office of Technical Plans. 

Mr. Egli is a member of Eta Kappa Nu. 

Joseph Feinstein (S'41-A'46-M'51) was 
born on July 8, 1925 in Brooklyn, N. Y. He 
received the B. E.E. degree from Cooper Union 

in 1944, the M.A. de-
gree in physics from 
Columbia University 
in 1947, and the Ph.D. 
degree in physics from 
New York University 
in 1951. 

He was employed 
by the Federal Tele-
communications Lab-
oratories from 1944 
to 1946. From 1947 

J. FEINSTEIN to 1949, he was an in-

R. GUNN 

structor at Brooklyn College. In 1949 he 
joined the National Bureau of Standards 
where he was engaged in work on radio prop-
agation. Since 1954, he has been with Bell 
Telephone Laboratories, working on micro-
wave tubes. 

Dr. Feinstein is a member of Tau Beta Pi 
and the American Physical Society. 

• 

For a biography and photograph of Wolf-
gang W. Gartner, see page 699 of the May 
1957 issue of PROCEEDINGS. 

• 

Ross Gunn (A'35-SM'47-F'49) was born 
in Cleveland, Ohio, in May, 1897. He re-
ceived the B.S.E.E. and M.S. degrees in 

electrical engineering 
at the University of 
Michigan, Ann Ar-
bor, Mich., in 1920 
and 1921, respective-
ly, and the Ph.D. de-
gree in physics from 
Yale University, New 
Haven Conn., in 1926. 

Dr. Gunn was an 
instructor in engineer-
ing physics at the 
University of Michi-
gan from 1920 to 1922. 

In 1922 and 1923, he was radio research en-
gineer for the U. S. Air Service. From 1923 
to 1927, he was an instructor in the Physics 
Department of Yale University and in charge 
of the high-frequency laboratory during 
1926 and 1927. 

In 1927, Dr. Gunn joined the Naval 
Research Laboratory where he WO. S super-
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intendent of both the Mechanics and Elec-
tricity Division and the Aircraft Electrical 
Research Division, technical adviser to the 
Naval Administration, and technical direc-
tor of the Army-Navy Precipitation Static 
Project. In 1946 he became Superintendent 
of the Physics Division and Technical Direc-
tor of the Army-Navy Atmospheric Electric-
ity Research Project. 

In 1947 Dr. Gunn transferred to the 
U. S. Weather Bureau as the Director of 
the Physical Research Division and has since 
been made the Director of their Office of 
Physical Research. In 1955 he became the 
Assistant Chief of Bureau for Technical 
Services. 

Dr. Gunn has invented a number of basic 
electrical instruments; he holds more than 
40 U. S. patents. He initiated the Navy's 
isotope separation and nuclear submarine 
program. He was cited by the Secretary of 
the Navy in September, 1945, for Exception-
ally Distinguished Service. In 1951, Dr. 
Gunn was given the Distinguished Service 
Award of the Flight Safety Foundation. He 
received the 1956 Robert M. Losey award of 
the Institute of Aeronautical Sciences and 
the Department of Commerce Gold Medal 
for Exceptional Service. 

Dr. Gunn is a member of the National 
Academy of Sciences and a Fellow of the 
American Physical Society. 

R. C. Honey (S'48-A'53) was born in 
Portland, Ore., on March 9, 1924. He re-
ceived the B.S. degree in physics from the 

California Institute 
of Technology in 
1945, and the E.E. 
and Ph.D. degrees in 
electrical engineering 
from Stanford Uni-
versity in 1950 and 
1953 respectively. 

He served as a 
radio technician in 
the U. S. Navy unti: 
1946 and was a mem-

R. C. HONEY ber of the local oscil- B. KA7AN 

E. M. T. JONES 

lator microwave project at Stanford Univer-
sity Electronics Research Laboratory from 
1948 to 1952. Since 1952, he has been with 
the Microwave Group of Stanford Research 
Institute. 

E. M. T. Jones (S'46-A'50-SM'56) was 
born in Topeka, Kans., in 1924. He received 
the B.S. degree in electrical engineering from 

Swarthmore College 
in 1944 and the M.S. 
and Ph.D. degrees in 
electrical engineer-
ing from Stanford 
University in 1948 
and 1950, respective-
ly. Dr. Jones was a 
radar maintenance 
officer in the U. S. 
Navy from 1944 to 
1946. From 1948 to 
1950 he was a re-
search associate at 

Stanford University, working on the micro-
wave local oscillator project. Dr. Jones joined 
the staff of Stanford Research Institute in 
1950 where he is assistant head of the micro-
wave group of the Antenna Systems Labo-
ratory. 

He is a member of Sigma Tau and RESA. 

B. Kazan was born in New York, N. Y. 
on May 8, 1917. He received the B.S. degree 
in physics from the California Institute of 

Technology in 1938 
and the M.A. degree 
in physics from Co-
lumbia University in 
1940. 

He joined the Sig-
nal Corps Engineer-
ing Laboratories in 
1940 and was engaged 
in early experimental 
work with radar equip-
ment. From 1944 to 
1950, he was chief of 

G. S. KIN° 

the Special Purpose Tube Section at the Ev-
ans Signal laboratory, where he was respon-
sible for development and application engi-
neering of traveling-wave tubes, klystrons, 
display tubes, and transistor devices. Since 
1951, Mr. Kazan has been engaged in re-
search on television tubes and display de-
vices at the RCA Laboratories, Princeton, 
N. J. 

Mr. Kazan is a member of the American 
Physical Society, Sigma Xi, and Tau Beta Pi. 

Gordon S. Kino (S'52-A'54) was born on 
June 15, 1928, in Melbourne, Australia. He 
received the B.Sc. degree in mathematics in 

1948 and the M.Sc. 
degree in mathemat-
ics in 1950 from Lon-
don University. In 
1955, he received the 
Ph.D. degree in elec-
trical engineering from 
Stanford University. 

He joined the Mul-
lard Radio Valve Co., 
Salfords, Surrey, Eng-
land, in 1947 as a man-
agerial apprentice. In 
1948, he became a 

member of the Mullard Vacuum Physics 
Laboratory, where he was engaged in re-
search on microwave triodes, traveling-wave 
tubes, and klystrons. 

From 1951 to 1955, he was employed as 
a research assistant at the Electronics Re-
search Laboratory of Stanford University, 
Stanford, Calif., where he carried out re-
search on traveling-wave tubes and electro-
magnetic theory. He then worked as a re-
search associate of the Microwave Labora-
tory at Stanford on electromagnetic theory. 

He was a member of the technical staff of 
the Bell Telephone Laboratories, Murray 
Hill, N. J., where he was associated with the 
Electron Tube Development Department 
and carried out research on magnetrons. Dr. 
Kino returned to Stanford in February, 1957. 

Dr. Kino is a member of Sigma Xi. 
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PGME BEGINS TESTING PROGRAM 

The Buffalo-Niagara Chapter of the 
IRE Professional Group on Medical Elec-
tronics has launched a local program to 
make some modern electronic techniques 
available to Niagara Frontier medical re-
search institutions. Under the plan, local 
electronic instrument manufacturers de-
velop new instrument prototypes at their 
own expense. The medical research insti-
tutions then use the instruments in their 
laboratories for a trial period and perform 
gratis any necessary tests. If the instrument 
proves useful to the medical men, the instru-
ment company then builds a final model of 
the tested prototype which the medical 
research institution can purchase at a 
nominal price if it wishes. 

This plan for cooperation between elec-
tronic companies and medical research 
groups was the idea of Wilson Greatbatch, 
former Chairman of Buffalo-Niagara 
PGME, now of Taber Instrument Corpora-
tion; the present co-chairmen of the Buffalo-
Niagara PGME, Robert Cohn, of the 
Chronic Disease Research Institute; and 
Godfrey Buranich of Bell Aircraft Corp. 

Medical institutions which benefit from 
this program are the Chronic Disease Re-
search Institute, the University of Buffalo 
Medical School and Children's Hospital. 

Some of the instruments developed as a 
result of the cooperative effort include the 
first fully transistorized electrocardiograph, 
a transistorized decade amplifier for ampli-
fying nerve currents and a complete medical 
electronic telemetering system for multi-
channel data recording on a single channel. 

RETMA CHANGES NAME TO EIA 

The Radio-Electronics-Television Manu-
facturers' Association has changed its name 
to the Electronic Industries Association. The 
new name was selected as being more repre-
sentative of the expanding industry which 
the association serves. 

The change in name will become effective 
upon approval of a charter revision by the 
state of «Illinois. 

EJC CONFERENCE SET FOR DEC. 

The 1957 Eastern Joint Computer Con-
ference will be held at the Sheraton Park 
Hotel, Washington, D. C., December 9-13. 
The conference will be devoted to the prob-
lems which arise in the design and applica-
tion of computers which are required to 
perform their job within a specified time 
cycle. Advance registrations may be obtained 
from R. T. Burroughs, IBM Corp., 1220 
19 St., N.W., Washington, D. C. for 
$4.00. After November 25, the registration 
fee, paid either by mail or at the conference, 
will be $5.00. 

Among the topics to be discussed at the 
conference will be industrial control com-
puters and instrumentation, traffic control, 
navigation and surveillance, simulation in 
real-time, synthesis of real-time systems, 
on-line business systems, digital communica-
tions techniques, document reading, pattern 
recognition and output devices. Exhibits 
will also be on display. The IRE, the Asso-
ciation for Computing Machinery, and the 
AIEE are sponsors; the National Simulation 
Council is also participating. 

Call for Papers 

NOVEMBER 1 IS DEADLINE FOR 1958 IRE NATIONAL 
CONVENTION PAPERS 

The 1958 IRE National Convention will be held at the Waldorf-Astoria Ho-
tel and New York Coliseum, New York City, March 24-27, 1958. 

Prospective authors are requested to submit all of the following by Novem-
ber 1, 1957. 

(1) 100-word abstract in triplicate, title of paper, name and address; 
(2) 500-word summary in triplicate, title of paper, name and address; and an 

indication of the technical field in which the paper falls. 
The technical fields which may be covered are: 

Aeronautical & Navigational 
Electronics 

Antennas and Propagation 
Audio 
Automatic Control 
Broadcast & Television Receivers 
Broadcast Transmission Systems 
Circuit Theory 
Communications Systems 
Component Parts 
Education 
Electron Devices 
Electronic Computers 

Engineering Management 
Engineering Writing and Speech 
Industrial Electronics 
Information Theory 
Instrumentation 
Medical Electronics 
Microwave Theory & Techniques 
Military Electronics 
Nuclear Science 
Production Techniques 
Reliability & Quality Control 
Telemetry & Remote Control 
Ultrasonics Engineering 

Vehicular Communications 
Address all material to: G. L. Haller, Chairman 

1958 Technical Program Committee, 
The Institute of Radio Engineers, 
1 East 79 St., New York 21, N.Y. 

Calendar of Coming Events 
and Authors' Deadlines 

Nat'l Electronics Conference, Hotel 
Sherman, Chicago, Ill., Oct. 7-9 

1957 Convention of Audio Eng. Soc., 
Trade Show Bldg., New York City, 
Oct. 8-12 

Computers in Control Symp., Chalfonte-
Haddon Hall Hotel, Atlantic City, 
N. J., Oct. 16-18 

IRE Canadian Convention Exhibition 
Park, Toronto, Can., Oct. 16-18 

Conf. on Eng. Writ. Speech, Sheraton-
McAlpin Hotel, New York City, Oct. 
21-22 

International Conf. on UHF Circuits, 
Paris, France, Oct. 21-26 

Computer Applications Symp., Hotel 
Sherman, Chicago, Ill., Oct. 24-25 

East Coast Aero. & Nay. Conf., Lord 
Baltimore Hotel & 5th Reg. Armory, 
Balt., Md., Oct 28-30 

PGED Meeting, Shoreham Hotel, 
Wash., D. C., Oct. 31-Nov. 1 

PGNS Annual Meeting, Henry Hudson 
Hotel, New York City, Oct. 31-Nov. 1 

Annual Symp. on Aero Commun., Hotel 
Utica, Utica, N. Y., Nov. 6-8 

Radio Fall Meeting, King Edward Ho-
tel, Toronto, Can., Nov. 11-13 

PGI Conference, Atlanta-Biltmore Ho-
tel, Atlanta, Ga., Nov. 11-13 

Mid-America Electronics Convention, 
Kan. City Mun. Audit., Kan. City, 
Mo., Nov. 13-14 

New England Radio Eng. Mtg., Me-
chanics Bldg, Boston, Mass., Nov. 
15-16 

Conf. on Magnetism, Sheraton-Park 
Hotel, Wash., D. C., Nov. 18-21 

Elec. Computer Exhibition, Olympia, 
London, England, Nov. 28-Dec. 4 

PGVS Conf., Hotel Stotler, Wash., 
D. C., Dec. 4-5 

Eastern Joint Computer Conf, Park-
Sheraton Hotel, Wash., D. C., Dec. 
8-11 

Nat'l Symp. on Reliability & Quality 
Control, Stotler Hotel, Wash., D. C., 
Jan 6-8,1958 

Transistor-Solid State Circuits Conf., 
Phil., Pa., Feb. 20-21 

Nuclear Eng. and Science Congress, 
Palmer House, Chicago, Ill., Mar. 
16-21 

IRE Nat'l Convention, N. Y. Coliseum 
and Waldorf-Astoria Hotel, New 
York City, Mar. 24-27 (DL*: Nov. 1 
G. L. Haller, IRE Headquarters, 
New York City) 

Instruments & Regulators Conf, Univ. 
of Del., Newark, Del., Mooch 31-
Apr. 2 

SW Regional Conf. & Show, Mun. Au-
dit., San Antonio, Tex., Apr. 10-12 

Conf. on Automatic Techniques, Stotler 
Hotel, Detroit, Mich., Apr. 14-16 

Elec. Components Symp., Los Angeles, 
Calif., Apr. 22-24 

Seventh Region Conf. & Show, Sacra-
mento, Calif., Apr. 30-May 2 

Western Joint Computer Conf., Ambas-
sador Hotel, Los Angeles, Calif., 
May 6-8 (DL* Jan. 15, P.O. Box 213, 
Claremont, Calif.) 
* DL= Deadline for submitting ab-

stracts 
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ACTIVITIES OF 

THE IRE 

SECTIONS AND 

PROFESSIONAL 

GROUPS 

G. H. Knight (left) presents John Ryder, 1955 IRE President 
and J. J. Gershon with their commissions as Admirals in the 
Great Navy of Nebraska as J. C. Jensen (right) looks on. Dr. 
Jensen. teacher and department head at Nebraska Wesleyan 
University for 50 years, was a 1957 IRE Fellow Award winner. 

The Albuquerque-Los Alamos IRE Section recently held a com-
petition in conjunction with the New Mexico Science Fair and 
awarded a $200 scholarship to Royce Fletcher (right). S. C. Recipients of Los Angeles IRE Section Awards at the annual meeting are shown above (left to right, 
Hight (left), R. K. Moore. and W. W. Oranneman served on the standing): Willis Ware, Elks King. Maurice Kennedy and E. C. Bertolet. Seated—Willard Fenn, W. E. 
Section's Scholastic Awards committee. Peterson. and M. L. Swan. 

1957 Aeronautical and Navigational Electronics Pioneer Awards were conferred on Dr. Lawrence A. 
Hyland (left) and posthumously on Dr. Alessandro Artom. whose award is accepted by his sons. Barone 
Dr. Guido Artom (second from left) and Barone Dr. Emilio Artom (right). Brig. Gen. Pete Sandretto 
(second from right). Chairman of PGANE Awards Committee announced the awards at the Banquet of 
the Ninth Annual National Conference on Airborne Electronics at Dayton, Ohio on May 14. 1957. 

New and retiring officers of the IRE Northwest Florida Section and the new craft, Chapter Organizer and first Chapter Chairman; First Lieut. W F. Kirlin, 
Fort Walton Chapter of the IRE Professional Group on Military Electronics sur- USAF. AF Armament Center, Section and Chapter Secretary-Treasurer; General 
round honorary Chapter Chairman E. P. Mechling, Maj. Gen., USAF, Commander, Mechling; E. F. Sapp Jr., Vitro Corp., Chapter Vice-Chairman; G. C. Fleming, 
Air Force Armament Center. Left to right: W. W. Garnet, Canoga Corp., past Sec- Eglin Proving Ground, past Vice-Chairman and incoming Chairman of the Section; 
tion Secretary-Treasurer and incoming Vice-Chairman; J. J. Niedrauer, Bell Air- and F. E. Howard Jr.. AF Armament Center, retiring Section Chairman. 
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J. F. FARRINGTON 

MARS RADIO ANNOUNCES ITS 
OCTOBER SCHEDULE AND TOPICS 

The Air Force MARS Eastern Technical 
Net, which broadcasts over the air every 
Sunday afternoon at 2 p.m. (EDT) on 3295 
and 7540 kc, announces its guest speakers for 
October: October 6—E. H. Shively, Dielec-
tric Products Engineering Co. Topic: An-
tennas for vhf and uhf. October 13—G. W. 
Bailey, IRE Executive Secretary. Topic: 
Services of the IRE. October 20—Leonard 
Kahn, Kahn Research Lab. Topic: Compati-
ble side band. October 27—Edward Tilton, 
ARRL. Topic: The world above 50 mega-
cycles. 

CONFERENCE ON MAGNETISM ADDS 
ANOTHER DAY TO ITS PROGRAM 

The 1957 Conference on Magnetism and 
Magnetic Materials will be held at the Hotel 
Sheraton-Park, Washington, D. C., Novem-
ber 18-21. Because of the general interest 
shown in the conference as evidenced by the 
large number of contributed papers, its du-
ration has been extended from three days to 
four. 

The program of the conference is de-
signed to emphasize topics of current inter-
est in magnetism. A number of invited pa-
pers will survey past developments as well 
as give the latest progress in such fields as 
maser devices, garnets and other new mag-
netic materials, ferromagnetic resonance ef-
fects, magnetic properties of thin films, and 
magnetic annealing. Contributed papers 
cover a wide variety of topics related to mag-
netism and magnetic materials. 

OBITUARIES 

William B. Cowilich, former Assistant 
Secretary of the IRE, died on August 3rd 
as a result of injuries sustained in an auto-
mobile accident two days before. 

Mr. Cowilich, who was born April 10, 
1906, served as IRE Assistant Secretary dur-
ing the period 1942-1944. In this capacity he 
was in charge of IRE headquarters opera-
tions in New York City. For the past 12 
years he was sales representative for the 
Cleworth Publishing Co., a publisher of 
trade magazines, in Cos Cob, Conn. 

John F. Farrington (A'19-M'29-F'31) 
died suddenly July 5 at his summer place at 
Centre Harbor, N.H. at the age of 62. 

Mr. Farrington, 
after graduating from 
Bliss Electrical 
School in 1916, had 
entered the employ 
of the Western Elec-
tric Co. in New York 
in the radio research 
department. He took 
an active part in the 
development of ra-
diotelephone equip-
ment for the Army, 
Navy, and Air Force 

in World \Var I. He participated in much 
of the radio research and development work 

MISCELLANEOUS IRE PUBLICATIONS 

The following issues of miscellaneous publications are available from the Institute of 
Radio Engineers, Inc., 1 East 79th Street, New York 21, New York, at the prices listed 
below: 

Publications 
Price 
per 
Copy 

Component Symposiums 
Proceedings of the 1954 Electronic Components Symposium, May 4-6, 1954, 
Washington, D. C. 

Proceedings of the 1957 Electronic Components Symposium, May 1-3, 1957, 
Chicago, Ill. 

Electronic Computer Conferences 
Proceedings of the Joint AIEE-IRE-ACM Western Computer Conference, Feb-

ruary 11-12, 1954, Los Angeles, Calif. 
Proceedings of the Joint AIEE-IRE-ACM Western Computer Conference, March 

1-3, 1955, Los Angeles, Calif. 
Proceedings of the Joint AIEE-IRE-ACM Western Computer Conference, Feb-

ruary 7-9, 1956, San Francisco. Calif. 
Proceedings of the Joint AIEE-IRE-ACM Western Computer Conference, Feb-

ruary 26-28, 1957, Los Angeles, Calif. 
Review of Electronic Digital Computers, Joint AIEE-IRE Computer Conferences, 
December 10-12, 1951, Philadelphia, Pa. 

Proceedings of the Joint AIEE-IRE-ACM Eastern Computer Conference, De-
cember 8-10, 1954, Philadelphia, Pa. 

Proceedings of the Joint AIEE-IRE-ACM Eastern Computer Conference, No-
vember 7-9, 1955, Boston, Mass. 

Proceedings of the Joint AIEE-IRE-ACM Eastern Computer Conference, De-
cember 10-12, 1956, New York, N. Y. 

Magnetic Amplifiers Conference 
Proceedings of the Conference on Magnetic Amplifiers, April 5-6, 1956, Syracuse, 
N. Y. 

Reliability & Quality Control Symposiums 
Proceedings of the National Symposium on Quality & Reliability in Electronics, 
November 12-13, 1954, New York, N. Y. 

Proceedings of the Second National Symposium on Quality & Reliability in Elec-
tronics, January 9-10, 1956, Washington, D. C. 

Proceedings of the Third National Symposium on Quality Control & Reliability 
in Electronics, January 14-16, 1957, Washington, D. C. 

Telemetering Conference 
1953 National Telemetering Conference, May 20-22, 1953, Chicago, Ill. 

$4.50 

5.00 

3.00 

3.00 

3.00 

4.00 

3.50 

3.00 

3.00 

3.00 

4.00 

5.00 

5.00* 

5.00 

2.00 

* IRE member rate—$3.00. 

of the Western Electric Co. and Bell Tele-
phone Laboratories up to 1929, including 
work on transoceanic radiotelephone cir-
cuits, short-wave transmission, and ship-
shore radio. In 1929 he joined the IT&T 
Co. in charge of radio development. From 
1934 to 1939 he was associated with the 
Hazeltine Corporation, and from 1941 until 
his death he worked for the Raytheon Com-
pany where he served as manager of the 
circuit development department at the 
Bedford Laboratory. 

His experience covered all phases of 
radiotelephony since its practical beginning, 
and included transmitters, receivers, radio 
transmission, and military equipment. He 
was one of the authorities on electronic re-
ceiver circuits, and he had secured over 
fifty U.S. patents. 

He had served on the IRE Admissions 
Committee, and New York Program Com-
mittee during part of his New York resi-
dence. 

James Leslie Finch (A'19-M'28-SM'43-
F'54), assistant chief engineer for RCA 

Communications, Inc., died recently after 
a long illness. 
A graduate of the University of Wash-

ington, Mr. Finch joined the General Elec-
tric Co. in 1915 and worked with E. F. W. 
Alexanderson, inventor of the longwave 
alternator. In World War I he served as the 
executive officer of the United States Naval 
radio station at New Brunswick, N. J., in 
charge of maintenance and technical opera-
tion of the first Alexanderson alternator. 

Mr. Finch joined RCA in 1920. He 
received many honors, including the Gold 
Cross for Meritorious Service from Poland 
for his work in establishing that country's 
first transmitting station in 1924. 

Mr. Finch designed the mountaintop 
radio transmitting antenna at Haiku, 
Hawaii, for the Navy and the antenna 
system for the Navy's giant radio station 
at Jim Creek, Wash. At the tirite of his 
death, Mr. Finch held sixty-four United 
States patents on communications and elec-
tronics inventions, all assigned to RCA. 

He had specialized in Alexanderson radio 
equipment and transmitter design. 
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Books  
Electrical Measurements and Their Appli-
cations by W. C. Michels 

Published ( 1957) by D. Van Nostrand Co., Inc.. 
257 Fourth Ave., N. Y. 10, N. Y. 320 pages +2 
appendix pages +9 index pages +viii pages. Illus. 
91 X61. $6.75. 

This book is a successor to Advanced 
Electrical Measurements by W. R. Smythe 
and W. C. Michels. It is a textbook for 
college students and contains instructions 
for experiments as part of the text. In some 
places, important points regarding a meas-
urement are discussed only in these experi-
ment instructions, so these should not be 
skipped by the nonstudent reader. 

The first part of the book, covering 
basic measurements, comprises nine chap-
ters and about 72 per cent of the text. The 
second part covers applications to magnetic 
measurements, electrical thermometry, elec-
trical measurements in mechanics and 
acoustics, and electrical measurements in 
nuclear physics. It comprises four chapters 
and about 28 per cent of the text. Chapters 
live through nine cover null measurements 
at low frequencies, amplifiers, oscillators, 
measurements at radio frequencies, and 
measurements at high frequencies, and com-
prise about 40 per cent of the book. This is 
the area of primary interest to radio engi-
neers. 

Much of the treatment of measurements 
circuits at radio frequencies is qualitative, 
and some of the rather fundamental instru-
ments are only briefly mentioned. For ex-
ample, the Q-ineter receives one page and no 
analysis of the circuit is given, the sus-
ceptance variation method is not mentioned, 
nor are bridged-T and double-T circuits 
mentioned. In some places, the analytical 
work is good, as in the early part of the 
chapter on amplifiers, but at other places 
the book must be read with extreme caution. 
Sonic examples of statements which must 
be carefully examined are " . . . current 
generator, with zero internal impedance" 
(p. 118); " . . . the phase angle between the 
current and the voltage at resonance is 45°" 
(p. 178); and "These half-wave rectifying 
meters are identical in principle with the 
peak value meters . . . " (p. 180). 

The second part of the book is quite 
valuable, because it shows a variety of uses 
of electrical measurements in the measure-
ment of nonelectrical quantities. It is 
stimulating to the student to see this wide 
diversity of applications. 

On the whole, the book is a good one for 
students beginning their work in electrical 
measurements. It emphasizes the utility 
and value of electronic equipment in elec-
trical measurement, without sacrificing the 
ground work in basic dc measurements. 

G. B. HOADLEY 
North Carolina State College 

Raleigh, N. C. 

Technical Aspects of Sound, Vol. Two, ed. 
by E. G. Richardson 

Published ( 1957) by D. Van Nostrand Co.. Inc., 
257 Fourth Ave., N. Y. 10, N. V. 406 pages +6 index 
pages +xii pages. 206 figures. 91 X61. $ 11.75. 

In this second volume of Technical A s-
pects of Sound, Professor Richardson, as 
editor, has maintained the high standards 

set in the first volume. The glittering list of 
contributors includes such names as Dean 
Erwin Meyer of Goettingen, Germany, and 
Harvey Hubbard of Langley Field, Virginia. 

The book's four hundred pages are about 
equally divided between the three subjects: 
underwater sound, ultrasonics, and aircraft 
noise. Of particular interest is the section 
on underwater acoustics, since it includes a 
report on very recent work on air bubbles 
at Goettingen and a fairly complete dis-
cussion of the work on underwater absorbers 
which was carried on the U. S. and in Ger-
many during the war. The sections on air-
craft noise and underwater noise, though 
short, should also prove useful, since little 
has appeared on these subjects except in the 
classified literature. 

The section on propagation of sound in 
the sea is unfortunately rather short, as is the 
list of references. However, the discussion 
of long distance propagation of sound in the 
atmosphere includes material that is new 
and interesting. 

Ultrasonic transducers are treated rather 
thoroughly as are the applications of ultra-
sonics, particularly the biological applica-
tions, a field which is much more active in 
Europe than in America. Chapter 5 brings 
to the English literature a discussion of the 
extensive work of the past six or seven years 
on air bubbles by Dean Meyer and his 
several co-workers (Miss Exner and Messrs. 
Tainin, Skudrzyk, and Esche). 

All in all, the book is easy to read and 
forms a valuable reference work for re-
searchers in the physical acoustics field. 

W. E. KocK 
Bendix Aviation Corp 

Ann Arbor, Mich" 

Statistical Methods in Quality Control by 
D. J. Cowden 

Published ( 1957) by Prentice- Hall. Inc., 70 Fifth 
Ave.. N. Y. 11. N. Y. 633 pages + 15 index pages + 74 
pages of appendix +Jody pages. Illus. 91 X61. $ 12.00. 

Manufacturers of electronic equipment 
are realizing the need of quality control 
procedures for attaining predictable product, 
since predictability is a necessary ingredient 
of reliability.' This book describes and illus-
trates many statistical techniques that 
may be used as aids in controlling the 
quality characteristics of a product as well 
as statistical sampling plans that may be 
used for judging whether the quality of a lot 
is acceptable or not. 

The book is divided into three parts. The 
first ten chapters deal mainly with statistical 
methods that are applicable in general, 
such as certain types of distributions, esti-
mators of the parameters of distributions, 
various tests of hyllotheses concerning the 
values of parameters together with operating 
characteristics of the tests and an introduc-
tion to analysis of variance. Chapters 11 
and 12 cover "tests of control," including 
the control chart. 

Chapters 13-14, 16-17, 21-24, 26 and 
28 in the second part, describe the use of 
tests of control for controlling production 
processes. Operating characteristic curves 

M. N. Torrey, "Quality control in electronics." 
PROC. IRE. vol. 44. pp. 1521-1530: November. 1956. 

for several types of control charts for vari-
ables are constructed in Chapter 18 and 
used to evaluate different sampling frequen-
cies in Chapter 19. The economics of control 
charts, Chapter 29, may be of particular 
interest to process control supervisors. Chap-
ter 15 gives methods for setting specification 
limits by statistical methods and Chapter 27 
outlines the procedure for fitting a straight 
line by least squares, which is used for slop-
ing control lines. 

The reviewer feels that more warnin ;-
should be given about the increase in the 
risk of looking for trouble that does not 
exist when multiple tests of control are used 
on the sanie data as in Chapter 12. It is true 
that the effect of the multiplicity of tests is 
mentioned on page 173, but no allowance is 
made for it in the examples. Again, on 
pages 230-232, several "warning signals" 
are suggested for use with control charts, 
but the increased risk of looking for trouble' 
that does not exist is not evaluated for the 
combination of tests. 

The third part of the book, Chapters 
30-40, is concerned mainly with "product 
control," or acceptance sampling plans. A 
few popular misconceptions are included in 
this part of the book, for example: 

(1) The idea that a sampling plan has 
only one type of operating character-
istic curve relating to lot quality and 
properly computed by means of the 
hypergeometric distribution. Actu-
ally there are two types of curves,' 
one relating to "lot" quality, and the 
other relating to "product" quality 
assuming that the lot qualities are 
binomially distributed about the 
value of product quality. Most pub-
lished operating characteristic 
curves, which are computed by 
means of the Poisson or binomial dis-
tributions, give the probability of 
acceptance for "product" of a given 
quality. 

(2) The idea that the Army Service 
Forces Inspection Tables and later 
military tables, including M ilitary 
Standard 105A, "minimize inspec-
tions before detailing" (pages 494 
and 526). 

(3) The idea that military acceptance 
sampling plans provide that "sub-
stantially all lots be satisfactory" 
(page 586). The specification of an 
AQL value in military plans does led 
describe protection to the consumer. 
The per cent defective in a substan-
tial proportion of accepted lots may 
exceed the AQL value, since the 
AQL is the average level of lot 
quality that will be accepted most 
of the time by the sampling plan. The 
average level of per cent defective in 
submitted lots must be siznilicantly 
larger than the AQL value before 
tightened inspection is called for. 

This book was not written for the novice 
in either statistics or quality control. It is 

2 W. E. Deming. "Some Theory of Sampling." 
John Wiley and Sons. Inc.. New York. N. Y.; 1950. 
Chapter ft. 
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a good reference book for one who has had 
statistical training and experience in the use 
of quality control techniques, since it in-
cludes many statistical techniques that 
could be useful in the quality control opera-
tion. The nearest competitor to this book 
is probably Quality Control and Industrial 
Statistics by Duncan.3 Professor Cowden's 
book includes more tests for control, or lack 
of it, while Professor Duncan's book in-
cludes more material on analysis of variance, 
regression and experimental design. The 
latter techniques can be useful in finding 
the assignable causes of lack of control. 

On the whole, this is an above-average 
compilation of statistical techniques and 
tables. The quality control viewpoint is 
lacking as evidenced by the statement on 
page 155: 

"When testing whether or not control 
exists, the control chart should perhaps 
be considered mainly a diagnostic device, 
with final judgment based on other 
techniques." 
The standard criteria fer judging when 

'control exists are based on the standard con-
trol chart. 4.5 

M. N. TORREY 
Bell Tel. Labs. 

New York, N. Y. 

1 A. J. Duncan. "Quality Control and Industria, 
Statistics." Richard D. Irwin, Inc., Homewood. Ill. 
1955. 

W. A. Shewhart, "Statistical Method from the 
Viewpoint of Quality Control." Graduate School, 
Dept. of Agriculture, Washington. D. C.. ed. by W. E. 
Deming; 1939. 

"American War Standard Control Chart Method 
of Controlling Quality During Production." Amer. 
Standards Assn., Inc.. New York. N. Y., Z1.3-1942. 

RECENT BOOKS 
Alger, P. L., Mathematics for Science and En-

gineering. The trade edition based on En-
gineering Mathematics by C. P. Stein-
Metz. McGraw-Hill Book Co., 330 W. 42 
St., N. Y. 36, N. Y. $6.95. 

American Institute of Physics Handbook. Mc-
Graw-Hill Book Co., 330 W. 42 St., 
N. Y. 36, N. Y. $ 15.00. 

Arguimbau, L. B., and Stuart, R. D., Fre-
quency Modulation. John Wiley & Sons, 
Inc., 440 Fourth Ave., N. Y. 16, N. Y. 
$2.00. 

Automatic Coding, Monograph No. 3. Pro-
ceedings of the symposium held Jan. 24-
25, 1957 at The Franklin Institute, Phil-
adelphia, Pa. Journal of The Franklin 
Institute, Philadelphia 3, Pa. $3.00. 

Burris-Meyer, Harold, and Goodfriend, 
Lewis, Acoustics for the Architect. Rein-
hold Publishing Corp., 430 Park Ave., 
N. Y. 22, N. Y. $10.00. 

Douglas, Alan, The Electrical Production of 
Music. Philosophical Library, Inc., 15 E 
40 St., N. Y. 16, N. Y. $12.00. 

FM Stations Up-to-Date. Compiled by B. G. 
Cramer. Audiocraft Magazine, The Pub-
lishing House, Great Barrington, Mass. 
$0.50. 

Glozsary of Terms in Nuclear' Science and 
Technology (ASA American Standard N 
1.1-1957). American Society of Me-
chanical Engineers, 29 W. 39 St., N. Y., 
N. Y. $5.00. 

Hausniann, Erich, and Slack, E. P., Physics, 
4th ed. D. Van Nostrand Co., Inc., 257 
Fourth Ave., N. Y. 10, N. Y. $8.00. 

Industrial Applications of Analog Computers: 
Proceedings of a Symposium for Manage-
ment. April 10-11, 1956. Midwest Re-
search Institute, 425 Volker Blvd., Kan-
sas City 10, Mo. $5.00. 

Industrial Rectifying Tubes, Vol. XIII. Phi-
lips Technical Library book obtainable 
from Elsevier Press, Inc., 2330 Holcombe 
Blvd., Houston 25, Tex. $2.15. 

Kaufman, Milton, Radio Operator's License 
Q&A Manual, 6th ed. John F. Rider 
Publishers, Inc., 116 W. 14th St., N. Y. 
11, N. Y. $6.60. 

Murray, R. L., Nuclear Reactor Physics. 
Prentice-Hall, Inc., 70 Fifth Ave., N. Y. 
11, N. Y. $ 10.00. 

Nye, J. F., Physical Properties of Crystals. 
Oxford Univ. Press, 114 Fifth Ave., N. Y. 
11, N. Y. $8.00. 

Proceedings of the Second RETMA Confer-
ence on Reliable Electrical Connections. 
Engineering Publishers, GPO Box 1151, 
N. Y. 1, N. Y. $5.00. 

Proceedings of the Second RET MA Sympo-
sium on Applied Reliability, Engineering 
Publishers, GPO Box 1151, N. Y. 1, 
N. Y. $5.00. 

Semiconductor Abstracts, Vol. III-1955 is-
sue. Abstracts of literature on semicon-
ducting and luminescent materials and 
their applications, compiled by Battelle 
Memorial Institute. John Wiley & Sons, 
Inc., 440 Fourth Ave., N. Y. 16, N. Y. 
$10.00. 

Varner, W. W., Computing with Desk Calcu-
lators. Reinhart & Co., Inc., 232 Madison 
Ave., N. Y. 16, N. Y. $2.00. 

First National Symposium on Engineering 
Writing 8z Speech 

SHERATON-MCALPIN HOTEL, NEW YORK CITY, OCTOBER 21-22 

The IRE Professional Group on Engi-
neering Writing and Speech will sponsor its 
first national symposium at the Sheraton-
McAlpin Hotel in New York City, Oct. 21-
22, 1957. The registration fee at the hotel is 
$5.00. Members of the symposium com-
mittee include: D. J. McNamara, chairman; 
P. J. Lahey, program; H. B. Michaelson, 
finance; H. S. Renne, arrangements; T. E. 
Mount, registration; Lewis Winner, pub-
licity; and E. M. McElwee, Group secretary. 

Monday, October 21 

Registration 

Speech of welcome, D. J. McNamara, 
and symposium chairman. 

SESSION I 

Engineering Writing is Different, Lennox 
Grey, Teachers' College, Columbia Univ. 

Tricks of the Trade, J. D. Chapline, 
Technical Reports Dept., Philco Corp. 

When You Write for the Air Force, Brig. 
Gen. H. A. Boushey, Office of Deputy Chief 

of Staff, Development, Dept. of the Air 
Force. 

LUNCHEON 

Keynote address, J. R. Pierce, Bell 
Tel. Labs. 

SESSION II 

More Senses Make More Sense, C. N. 
Hoyler, RCA, Labs. 

Panel discussion on "Should a Talk be 
Read from a Prepared Manuscript?" Partici-
pants: A. V. Loughren, Airborne Instru-
ments Lab., and H. B. Michaelson, IBM 
Journal of Research and Development (pro); 
G. V. Eltgroth, Patent Council, Indus. 
Elec. Div., General Electric Co., and G. I. 
Robertson, Bell Tel. Labs. (con). 

Reception and cocktail party 

SESSION III 

Scientific Staging, Lewis Winner, Bryan 
Davis Publishing Co. 

Tuesday, October 22 

Registration 

SESSION IV 

A Formula for Platform Poise, Rudy 
Norko, RCA. 

Does It Have to be Slides?, Charles Tiene, 
Field Training Dept., Sperry Gyroscope Co. 

Technical Films—A Luxury or a Neces-
sity?, R. M. Murray, Engineering Services 
Dept., Hughes Aircraft Co. 

LUNCHEON 

A report of the formation, progress and 
plans of the PGEWS will be given. 

SESSION V 

Panel discussion on "What Magazine 
are You Writing for?" Moderator: Keith 
Henney, McGraw-Hill Publishing Co. Par-
ticipants: Editorial staff members of PRO-
CEEDINGS OF THE IRE, Electronics, Electronic 
Design, and Electrical Manufacture. 
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Fourth Annual East Coast Conference on 
Aeronautical & Navigational Electronics 
FIFTH REGIMENT ARMORY AND LORD BALTIMORE HOTEL, BALTIMORE, MD. 

OCTOBER 28-30, 1957 

The IRE Baltimore Section and the IRE 
Professional Group on Aeronautical and 
Navigational Electronics will again hold 
their annual East Coast Conference. Ex-
hibits and an array of 42 technical papers, 
presented at the Fifth Regiment Armory, 
will elaborate on the theme, "Electronics in 
the Jet Air Age." A banquet and dance 
will be held at the Lord Baltimore Hotel on 
the evening of October 29. Capt. H. T. 
Orville will be the speaker and J. A. Hutche-
son, toastmaster. Registration is $1.00 for 
IRE members; $3.00 for non-members. 

Members of the conference steering com-
mittee are: A. A. Nims, chairman; J. A. 
Houston, vice-chairman; T. T. Eaton, fi-
nance; K. F. Molz, local arrangements; 
C. R. Maynard, exhibits; Harald Schutz, 
technical program; Joseph General, print-
ing; and C. J. Knight, publicity. 

Monday, October 28 

NAVIGATION SYSTEMS 

The Navigational Computer, P. J. Mc-
Keown, Ford Instrument Co. 

The Effects of Terrain Via Error on 
Doppler Navigator Accuracies, D. McColl 
and G. Burton, Raytheon Mfg. Co. 

Air Route Surveillance Radar Facilities, 
B. McCaffrey, Raytheon Mfg. Co. 

Transosonde System, H. Cubbage, U. S. 
Naval Research Lab. 

Frontier Airline's Airways System, C. 
Longhart, Frontier Airlines. 

Performance Analyis of Doppler Navi-
gation Systems, W. R. Fried, WADC, USAF. 

EQUIPMENT ANALYSIS 

An Analytical Approach to the Vibration 
Design of Airborne Electronic Equipment, 
M. Gurtin, General Electric Co. 

New Electronic and Metallurgical Ideas, 
Materials and Techniques, S. Freedman, 
Chemalloy Electronics Corp. 
A Ram Air Cooling Study, R. Gammer-

man, Sylvania. 
A Research Flight Simulator, J. Stoops 

and D. Ender, Jr., Westinghouse. 
Procedures for Preliminary Analysis of 

Infra-Red Detection Systems, R. Laprade, R. 
Timm, and A. Schwartz, Westinghouse. 

Factors Affecting Tracking Performance 
When Using the Moving Aircraft Display, 
M. Mazina and A. Kahn, Westinghouse. 

Tuesday, October 29 

MILITARY NAVIGATION 
TECHNIQUES 

Sidelobe Suppression for ATC Beacon, C. 
Yule, NAS, Patuxent River. 
A Hypothesis on the Use of Time, A. 

Knight, WADC, USAF. 
A Proposal for an Automatic Position 

Correction of a Dead Reckoning Navigational 
Computer Using A strotracker Derived Celes-
tial Data, C. Smykowski, Ford Instrument 
Co. 

Automatic Thrust Control for Turbojet 
Aircraft, P. Story, Sperry Gyroscope Co. 

Radar Ground Mapping Resolution, R. 
Timm and R. Laprade, Westinghouse. 

Air/Ground Communication Problems, W. 
Vincent, A. Peterson and R. Leadabrand, 
Stanford Research Inst. 

EQUIPMENT DESIGN 

Liaison Engineering, J. Berkley, General 
Electric Co. 

Automatology, A. Maynard, General 
Electric Co. 

Prediction of Temperatures in Forced 
Convection- Cooled Equipment, L. Fried, 
General Electric Co. 
A Forced Air Cooling System in Present 

Aircraft, T. Ellison, United Airlines. 
Progress in Transistorized Audio Systems 

for Modern Airlines, J. Tewksbury, Bendix. 
An Electronic System for Protecting Air-

craft Fuel Tanks from Fire and Explosion, 
W. Bordewieck, Electronics Corp. of 
America. 

STUDENT COÑFERENCE 

CIVIL NAVIGATION TECHNIQUES 

An Automatic Guidance Computer Using 
Magnetic Amplifiers, J. Rector, Collins 
Radio Co. 

Radio Compass Testing with Small 
Shielded Enclosures, A. Markham, Bendix 
Radio. 

A New Navigation Package for the VHF 
Omni-Range System of Aircraft Navigation, 
A. Hemphill, Bendix Radio. 

New Design Philosophies for Lightweight 
Civil Airborne Weather Radars, B. L. Cordry, 
Bendix Radio. 

Interference Blanker Development, M. 
Newman, J. Stahmann and J. D. Robb, 
Lightning and Transients Research Inst. 

Wednesday, October 30 

MICROWAVE COMPONENTS 

Multiplex Ferrite Type Antenna Switch, 
H. C. Hanks, Jr., The Martin Co. 

Ferrite Antenna Systems, H. Hanks, Jr. 
and J. Bruckert, The Martin Co. 

Status in Systems Application of Avail-
able 8-9 Millimeter Wave Length Compo-
nents, Magnetrons, TR and ATR Tubes, 
Crystal Mixers and Detectors, F. Mc-
Carthy, Sylvania. 
A Novel Antenna Feed which Provides for 

any Remotely Selectable Polarization, Vertical, 
Horizontal Right or Left Hand, Circular 
Polarization without Moving Parts, T. Ander-
son, R. Hautzik, and E. Wantuch, Airtron, 
Inc. 
A Packaged Medium-Power Traveling-

Wave Amplifier Tube for Airborne Service, C. 
Novak and H. Wolkstein, RCA. 

High-Power, Wide-Tuning-Range, X - 
Band Magnetrors Extremely Stable at Rates 
of Rise Above 200 K V/ USEC, M. Ungar 
and J. Jacobs, RCA. 

ELECTRONIC COMPONENTS 

Ceramic Stacked-Mount Receiving Tubes, 
C. F. Douglass, Sylvania. 
A Transistorized Pulse Generator, W. 

Donnell and J. Moffitt, Texas Instruments, 
Inc. 

Applications of Direct View Storage Tubes 
to Air Traffic Control and Navigation, H. 
Gates, Farnsworth Electronics Co. 

Improvement in Radar Presentation, K. 
Curtis and T. Kelly, Raytheon Mfg. Co. 

Operating Time Indicator, W. Erickson, 
Raytheon Mfg. Co. 

Floated Rate-Integrating Gyro Perform-
ance—Criteria Optimization, J. W. Lower, 
Minneapolis-Honeywell Regulator Co. 
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Third Aeronautical Communications Symposium 

Wednesday, November 6 

Registration at I lotel Utica. 

SPECTRUM UTILIZATION 

A Time Compressed Single Sideband Sys-
tem, John Mattern and M. I. Jacob, West-
inghouse Electric Corp. 

Comparison of Modulation Systems for 
Digital Transmission, R. Filipowsky and 
E. Scherer, Westinghouse Electric Corp. 

Synchronous SSB for Aeronautical Com-
munications, \V. L. Firestone and Angus 
Macdonald, Motorola. 
A Continuous Analysis Speech Band-

width Compression System, T. E. Bayston 
and S. J. Campanella, MeIpar, Inc. 

An Experimental Realization of Spectrum 
Conservation, H. E. Haynes and D. T. 
Hoger, RCA. 

Luncheon 

COMPONENTS AND EQUIPMENT 

Uniform Design Criteria for Airborne 
CN&I Equipment, H. Wamboldt, Wright 

UTICA, N. Y., NOVEMBER 6, 7, 8, 1957 

Air Development Ctr., and R. Trachten-
berg, RCA. 

An Airborne Receiver Technique for Ob-
taining Information from the Beam of a 
Ground Based Tracking Radar, R. J. Mc-
Nair, Bell Aircraft Co. 

Aircraft Electrical Systems for Transistor 
Electronic Equipment, J. A. Doremus, Air-
craft Radio Corp. 

Public Air-Ground Telephone Service 
Trial, L. M. Augustus, Michigan Bell Tele-
phone Co. 

Improved Utilization of Technical Man 
Hours, A. S. Brown, Stanford Research Inst. 

Thursday, November 7 

ANTENNAS AND PROPAGATION 

Recent Advances in Pattern and Gain 
Measurement Techniques as Applied to Air-
craft and Missile Antennas, K. C. Collins, 
Airborne Instrument Lab. 

Tropospheric Scatter System Design Chart, 
L. P. Yeh, Westinghouse Electric Corp. 

Space Diversification for Receiving An-
tennas in Scatter Communication Systems, 

G. B. Parrent, Jr., and M. J. Beran, AF 
Cambridge Research Ctr. 

Effects of Selective Fading on 4M Signals, 
W. D. Nupp, U. S. Naval Air Development 
Ctr. 
A Long Range VHF Meteor Burst Com-

munications System, W. R. Vincent and 
A. M. Peterson, Stanford Research Inst. 

TECHNIQUES AND SYSTEMS 

Quaternary Data Transmission System 
with Swinging Waveforms, R. Filipowsky, 
Westinghouse Electric Corp. 

Choosing the Optimum Type of Modula-
tion: A Comparison of Several Systems of 
Communication, G. J. Kelley, General Elec-
tric Co. 
A B C—Air Block Control, H. K. Morgan, 

Bendix Aviation Corp. 
Communiration in Air Traffic Control, 

Robert Stuckelman, Wright Air Develop-
ment Ctr. 

Air Force Communications Equipment 
Looks into the Future, J. H. Vogelman, Rome 
Air Dev. Ctr. 

Third IRE Instrumentation Conference and Exhibit 
BILTMORE HOTEL, ATLANTA, GEORGIA, NOVEMBER 11-13 

Monday, November 11 

2:30 p.m. 

DATA HANDLING SYSTEMS 

Instrumentation for Static Test of C-130A 
Hercules, W. W. Hartsfield, Georgia Divi-
sion, Lockheed Aircraft Corp. 

In- Flight Recording for System Malfunc-
tion Detection, John Jamgochian and T. K. 
Speer, Georgia Division, Lockheed Aircraft 
Corp. 

Dynamic Data System, B. J. Fister and 
C. A. Woodcock, General Electric Co., 
Aircraft Gas Turbine Div. 
A Semi-Digital Process Simulator, M. 

Terao and K. Tamura, Electrotechnical 
Lab., Tokyo, Japan. 

Tuesday, November 12 

9:30 a.m. 

ANALOG-DIGITAL CONVERSION 

Transistorized Digital to Analog Con-
verter, W. D. Rowe, Motor and Control 
Division, Westinghouse Electric Corp. 
A Novel Voltage Digitizer, Bernard Lip-

pel, U.S. Army Signal Engineering Labs. 
The Coding of Analog Lines for Trans-

mission by Standard Teletype to Remote 
Displays, John Brown, Engineering Re-
search Inst., Univ. of Mich. 

Multi-Channel Digital Data Logging 

System, Joseph Luongo, Federal Telecom-
munication Labs. 

2:30 p.m. 

DATA REDUCTION AND PROCESSING 

Economical On-Line Data-Reduction Sys-
tem for Wind- Tunnel Force and Pressure 
Tests, M. Bain and M. Seamons, Jet Propul-
sion Lab., California Inst. of Technology. 

An Automatic System for Handling Tele-
metered Data, C. B. McGuire, Boeing Air-
plane Co. 

Automatic Recording and Reduction Fa-
cility for Project Vanguard, D. H. Gridley 
and W. B. Poland, Jr., Naval Research Lab., 
and C. E. Keith and R. S. Bowers, Radia-
tion, Inc. 

Data Handling for a Reliability Test 
Program, V. W. Walter and F. I. Bien, 
Inland Testing Labs. 

Evening 

Reception and buffet supper. 

Wednesday, November 13 

9:30 a.m. 

RECORDING DEVICES AND 
TECHNIQUES 

A New Six Channel X-Y Recorder and 
Point Plotter, H. C. Craddock, Scientific-

Atlanta, Incorporated. 
A High Speed Direct Writing Recorder, 

W. E. Harrison, Midwestern Instruments. 
Design of Oscillographic Recorders for 

Efficient Use, V. E. Payne, U.S. Naval 
Ordnance Unit, Key West, Fla. 

Techniques in Evaluating Instrumenta-
tion Type Magnetic Recording Tape, T. O. 
Moore, Orradio Industries, Inc. 

Electronic Techniques in Liquid Level 
Measurement, T. L. Greenwood; Redstone 
Arsenal. 

2:30 p.m. 

INSTRUMENTATION METHODS 
AND PRINCIPLES 

Some Fundamental Topics in Analog-
Digital Interconversion, Bernard Lippel, 
U.S. Army Signal Engineering Labs. 

General Design Considerations for Man-
Machine Systems, J. C. Groce, Federal 
Telecommunication Labs. 

System Study Through Frequency Contour 
Mapping, J. II. Fisher and R. S. Gaylord, 
The Ramo-Wooldridge Corp. 

Definition and Synthesis of Optimum 
Smoothing Processes in Filter Terms, E. M. 
Boughton, 1st Lt., USAF, Holloman AFB. 

The Uncertainty of Ideal Measurement 
Systems, J. B. Chatterton, Sperry Gyro-
scope Co. 
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Radio Fall Meeting 
NOVEMBER 11, 12, 13, 1957, KING EDWARD H OTEL, TORONTO, CANADA 

The meeting is sponsored by the Engi-
neering Department of the Electronic In-
dustries Association with the active partici-
pation of the IRE Professional Groups. Ad-
vance registration will be available at $4.00 
upon request to the EIA Engineering De-
partment, Rm. 650, 11 W. 42 St., New York 
36, N. Y. All checks should be made out to 
EL\ Engineering Department. Registration 
at the door will be $5.00. All tickets for the 
Radio Fall Meeting dinner will be available 
for sale at the (loor only. 

Monday, November 11 

EIA ENGINEERING D EPARTMENT 

M. A. Acheson, presiding. 
Television in Ten Languages, C. J. Hirsch, 

Hazeltine Corp. 
International Component Standardization, 

Leon Podolsky, Sprague Electric Co. 
EIA Activities in Automation, J. J. Har-

rington, Arthur D. Little, Inc. 

QUALITY IMPROVEMENT AND 

RELIABILITY 

J. R. Steen, presiding. 
Progress in TV Receiver Reliability, E. H. 

Boden, Sylvania Electric Products, Inc. 
Reliability Control Based on Multiple Se-

quential Feedback, C. M. Ryerson, RCA. 
Purchasing Reliability, E. J. Breiding, 

IBM Corp. 
Establishing a Practical Routine for Meas-

uring TV and Radio Tube Quality in the Cus-
tomer's Plant, D. M. Palamountain, Ray-
theon Manufacturing Co. 

Stag Party 

Tuesday, November 12 

RADIO AND TELEVISION 

J. F. McAllister, presiding. 

Development of the 12- Volt Plate- Voltage 
Hybrid Automobile Radio Receivers--A.11, 
Signal-Seeker and FM, C. C. Hsu, Bendix 
Radio Div. 

Local Oscillator Radiation from Television 
and FM Sets, \V. G. Peterson, \Varwick 
Manufacturing Corp. 

Techniques Involved in Meeting FCC Ra-
diation Requirements at UHF, John Bell, 
Zenith Radio Corp. 

Design Consideration of a Development 
UHF Tuner Using an RF Amplifier, J. B. 
Quirk, General Electric Co. 

All- Transistor FlIf Radio Receiver, H. V. 
Stewart, Texas Instrument Co. 

RADIO AND TELEVISION 

Preben Gomard, presiding. 
Minimizing the Effect of Cut-Off in TV 

Vertical Oscillators, S. F. Love, Radio Valve 
Co., Ltd. 

Automatic Fine Tuning Circuitry in TV 
Receivers, K. \V. Farr and L. J. Sienkiewicz, 
Westinghouse Electric Corp. 

Vacuum Tube Requirements in Vertical-
Deflection Circuits, K. W. Angel, RCA. 

The Property of TV Sync Separator With-
out and With Interference Pulses in the Com-
posite Signal, Eduaid Luedicke, RCA Victor 
Co., Ltd. 

Analysis and Synthesis of Magnetic Field-
in Yokes Using Rotating Probes, II. S. Vasi-
levskis, Philco Corp. 

Cocktail Party 

Radio Fall Meeting Dinner 

Toastmaster: J. T. Henderson, President, 
IRE. 

Speaker: To be announced. 

Wednesday, November 13 

ELECTRON D EVICES I 

J. T. Cimorelli, presiding. 
Design and Development of the RCA-

21C YP22 21 Glass Color Picture Tube, C. P. 
Smith, A. M. Morrell, R. C. Demmy, RCA. 

Application of the RCA 21C17'22 Round 
Glass Color Picture Tube, H. N. I lillegass, 
R. \V. Hagmann, D. J. Ransom, RCA. 

Earth's Field Effects in Shadowmask Color 
Tubes, G. A. Burdick, Sr., Sylvania Electric 
Products, Inc. 

Te! rode Driver Tube for Hybrid Auto Sets, 
Joseph Gaziano, Raytheon Manufacturing 
Co. 

Typical Germanium Power Transistor 
Data and Typical Circuit A pplications, \V. C. 
Caldwell and L. L. Lehner, Bendix Aviation 
Corp. 

ELECTRON D EVICES 

H. L. Owens, presiding. 
Present Status of Transistor Receiver De-

sign Procedures, \V. H. Ryer and \V. E. 
Sheehan, Raytheon Manufacturing Co. 

Design Considerations for Tfansistor Por-
table Reflex Receivers, R. V. Fournier, RCA. 
A Broadcast Receiver Using Diffused 

Meltback Transistors, Erich Gottlieb, Gen-
eral Electric Co. 

Silicon TV Rectifiers, II. \V. Henkels and 
Victor Sils, Westinghouse Electric Corp. 

Effect of Transient Voltage on Junction 
Transistors, H. C. Lin and \V. F. Jordan, 
Jr., CBS-Hytron. 

Parameter Variation Results Affecting 
Multi-Stable Circuits, W. J. Maloney, Gen 
eral Electric Co: 

Abstracts of IRE TRANSACTIONS  

The following issues of TRANSACTIONS have recently been published, and 
are now available from the Institute of Radio Engineers, Inc., 1 East 79th 
Street, New York 21, N. Y. at the following prices. The contents of each issue 
and, where available, abstracts of technical papers are given below. 

Group IRE Non-
Sponsoring Group Publication Members Members Members* 

Circuit Theory 
Reliability & 
Quality Control 

Vol. CT-4, No. 2 $0.70 $1.05 $2.10 
PGRQC-11 1.35 2.00 4.05 

* Public libraries and colleges may purchase copies at IRE Member rates. 

Circuit Theory 

VOL. CT-4, No. 2, JUNE, 1957 
Abstracts of Papers in This Issue (p. 28) 
Applied Circuit Theory—W. N. Tuttle (p. 

29) 
Design of Unsymmetrical Band-Pass Filters 

-R. F. Baum 
The paper presents a new approach to the 

synthesis of band-pass filters, in particular of 
filters with electrical characteristics which are 
not symmetrical with respect to their center 
frequency when plotted on an arithmetic fre-
quency scale. 

The synthesis proceeds in three steps: ap-
proximation, representation by means of fie-
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titious network elements in the low-pass 
domain, and subsequent low-pass, band-pass 
transformation. 

The approximation process leads to network 
functions defined by polynomials containing 
complex coefficients. It is shown that these 
functions can be handled with available syn-
thesis procedures, if suitable modifications are 
made. This technique is based upon the proper-
ties of quasi-Hurwitz polynomials, treated in 
the appendix. These procedures then lead to a 
network representation in the low-pass domain, 
which includes two fictitious network elements, 
namely, constant positive or negative imag-
inary quantities. After a low-pass, band-pass 
transformation has been applied the network 
becomes physically realizable. 

It is shown that unsymmetrical lossless 
networks can be developed into canonic forms 
in the low-pass domain. 
A practical example is given. 
Analysis and Synthesis of Delay Line 

Periodic Filters—H. Urkowitz (p. 41) 
A periodic filter has a frequency charac-

teristic which is periodic. Such filters can be 
constructed using delay lines where the delay 
of each line is the reciprocal of the basic fre-
quency period. The network function of the 
periodic filter is characterized by the presence 
of the factors of the form eue, where n is a 
positive or negative integer, r is the delay of 
each delay line, and p is the complex frequency 
variable. Analysis and synthesis are simplified 
by use of the z transform which has been used 
with much success in the study of sampled 
data systems. A transformation of the filter 
network function is made by substituting z for 
eie. This substitution transforms the imaginary 
axis of the p plane into the central unit circle 
in the z plane. 

The properties of the periodic filter are 
now characterized by the poles and zeros of 
the z-plane transform. A rational method is 

presented for synthesizing any z-plane trans-
form expressed as a rational fraction. Finally, 
the z-transform concept is used to analyze the 
behavior of periodic filters with pulsed inputs. 

Reviews of Current Literature—Abstracts 
of Articles on Circuit Theory—Outline of 
Generalized Filter Theory—E. Henze (in 
German). (p. 54) 

Neutralization of the Selective Transistor 
Amplifier—G. Meyer-Brotz (in German). (p. 
54) 

Admittance Matrix of Active and Passive 
Networks—H. Pecker (in German). (p. 54) 

Gyrators and Non-Reciprocal Systems— 
M. Prudhon (in French). (p. 54) 
A Low-Pass/Band-Pass Frequency Trans-

formation—K. Irani (in English). (p. 54) 
On the Coupling Between Two Cavities— 

R. N. Gould and A. Cunliffe (in English). (p. 
54) 

Nonlinear Oscillators with Constant Time 
Delay—W. J. Cunningham (in English). (p. 55) 

Evaluation and Design of Dissipative Com-
posite Wave Filters—J. Scholten (in English). 
(p. 55) 

Frequency Conversion with Positive Non-
linear Resistors—C. H. Page (in English). (p. 
55) 

Some Theorems on the Decomposition of 
the Operational Impedance of a Two-Terminal 
Electric Network—L. LuneIli (in Italian). (p. 
55) 

Correspondence (p. 55) 
PGCT News (p. 56) 

Reliability & Quality Control 

PGRQC-11, AUGUST, 1957 

(Papers Presented at the Third National 
Symposium, Washington, D. C., Jan. 14-15, 
1957) 

IRE COMMITTEES 

EXECUTIVE 

J. T. Henderson, Chairman 
W. R. G. Baker, Vice-Chairman 

Haraden Pratt, Secretary 

D. G. Fink J. D. Ryder 
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F. B. Llewellyn Ernest Weber 

CONSTITUTION AND LAWS 

A. W. Graf, Chairman 

S. L. Bailey R. A. Heising 
I. S. Coggeshall W. R. Hewlett 

Progress in Reliability of Military Elec-
tronic Equipment During 1956—J. M. Bridges 
(p. 1) 

The Military Reliable Tube Program— 
K. C. Harding (p. 8) 

Evaluation of Transistor Life Data—J. D. 
Johnson and B. VanSwearingen p. 15) 

The purpose of evaluating transistor life 
data is to make possible proper application, 
specification and design of transistors. There 
are many methods of testing and analyzing 
life characteristics. These methods are reviewed 
and discussed here from the standpoint of the 
user, with emphasis on a particular statistical 
approach. 

Components are initially evaluated at 
different temperatures to determine such gen-
eral characteristics as current gain and leakage 
currents in the collector and emittor cutoff 
region. Samples are also submitted to mechan-
ical and environmental tests. Life tests are 
conducted at various temperature and power 
levels. As a control feature, shelf life tests are 
usually performed simultaneously. Data col-
lected from life tests are recorded on punched 
cards. Each card contains all the data for a 
given transistor at a particular time during 
the life test. This information is used as the 
input for an electronic calculator by means of 
which statistical summaries can be computed. 
The use of calculators accelerates the evalua-
tion period and therefore allows more data to be 
analyzed efficiently. This method permits either 
individual or group evaluation procedures. Re-
sults are presented on curves and charts. 

On the Measurement of Component Re-
liability—I. K. Munson (p. 27) 

In-Process Controls to Maximize Capacitor 
Reliability—H. S. Herrick (p. 34) 

Military Weapon Systems Complex and the 
Professor Factor—D. E. Noble (p. 54) 

Method for the Determination of Reliability 
—K. E. Portz and H. R . Smith (p. 65) 
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R. A. LaPlante, Secretary 

T. P. Curtis J. T. Sadler 
G. I. Klein M. Siegman 

W. W. Teich 

CONSULTANTS 

A. E. Harrisan J. S. Needle 
J. F. Hull E. C. Okress 
T. Moreno W. G. Shepherd 

7.5.3 OPERATING MEASUREMENTS OF 
MICROWAVE AMPLIFIER TUBES 

H. L. McDowell, Chairman 
R. C. Knechtli, Secretary 

J. Berlin 
M. R. Boyd 
H. W. Cole 
H. Einstein 

H. J. Hersh 
L. M. Holmbloe 
A. W. McEwan 
S. E. Webber 

G. Weibel 

7.6 PHYSICAL ELECTRONICS 

R. M. Matheson, Chairman 
R. W. Atkinson H. B. Frost 
J. G. Buck P. N. Hamblenton 
L. Cronin J. M. Lafferty 

J. E. White 

7.6.2 NOISE 

H. A. Haus, Chairman 

W. B. Davenport 
W. H. Fonger 
W. A. Harris 

S. W. Harrison 
E. K. Stodola 
T. E. Tapley 

7.8 CAMERA TUBES 

B. H. Vine, Chairman 

B. R. Linden 
M. Rome 

D. H. Schaeffer 
C. E. Thayer 

8. ELECTRONIC COMPUTERS 

D. R. Brown, Chairman 
R. D. Elbourn, Vice- Chairman 

S. N. Alexander 
W. T. Clary 
M. K. Haynes 
L. C. Hobbs 
J. R. Johnson 
M. Middelton, Jr. C. R. Wayne 
C. D. Morrill J. R. Weiner 
G. W. Patterson C. F. West 

Way Dong Woo 

8.3 STATIC STORAGE ELEMENTS 

M. K. Haynes, Chairman 

H. R. Brownell J. Rajchman 
T. G. Chen E. A. Sands 
J. D. Lawrence R. Stuart-Williams 
W. Olander D. H. Toth 

C. B. Wakeman 

CONSULTANTS 

R. R. Blessing C. C. Horstmann 
R. O. Endres M. F. Littmann 

N. B. Saunders 

8.3.1 METHODS OF MEASUREMENT 
OF BOBBIN CORES 

J. A. Rajchman 
R. Serrell 
Q. W. Simkins 
R. L. Snyder, Jr. 
W. H. Ware 

C. B. Wakeman, Chairman 
L. R. Adams R. Kodis 
N. Cushman H. A. Lewis 
B. Falk C. Lufcy 
A. Fitzpatrick R. W. Olmsted 
E. A. Gaugler W. Schaal 
M. Geroulo W. Sielbach 
J. R. Jaquet E. Sommerfield 

C. Williams 

8.4 DEFINITIONS (EASTERN DIVISION) 

R. D. Elbourn, Chairman 
J. R. Johnson R. P. Mayer 

G. W. Patterson 

8.5 DEFINITIONS (WESTERN DIVISION) 

W. H. Ware, Chairman 

L. C. Hobbs W. E. Smith 
H. T. Larson W. S. Speer 

R. Thorensen 

8.6 MAGNETIC RECORDING FOR 
COMPUTING PURPOSES 

S. N. Alexander, Chairman 

8.8 ANALOG COMPUTERS—DEFINITIONS 
AND SYMBOLS 

C. D. Morrill, Chairman 
Stanley Fifer W. G. McClintock 
Howard Hamer T. A. Rogers 

8.9 DIGITAL COMPUTER LOGICAL AND 
BLOCK DIAGRAM SYMBOLS 

G. W. Patterson, Chairman 
J. S. Murphy, Vice-Chairman 

C. F. Lee R. J. Nelson 
M. P. Marcus A. J. Neumann 
R. P. Mayer J. J. O'Farrell 

G. E. Poorte 

9. FACSIMILE 

D. Frezzolini, Chairman 
P. Mertz, Vice-Chairman 

H. F. Burkhard 
A. G. Cooley 
D. K. DeNeuf 
J. Hackenberg 
J. R. Hancock 
J. V. Hogan 
B. H. Klyce 

L. R. Lankes 
R. N. Lesnick 
K. R. McConnell 
G. G. Murphy 
M. P. Rehm 
H. C. Ressler 
R. B. Shanck 

26. FEEDBACK CONTROL 
SYSTEMS 

J. E. Ward, Chairman 
E. A. Sabin, Vice-Chairman 

M. R. Aaron J. C. Lozier 
G. S. Axelby T. Kemp Maples 
V. B. Haas, Jr. W. M. Pease 
R. J. Kochenburger P. Travers 
D. P. Lindorff R. B. Wilcox 
W. K. Linvill S. B. Williams 
D. L. Lippitt F. R. Zatlin 

261 TERMINOLOGY FOR FEEDBACK 
CONTROL SYSTEMS 

F. Zweig, Chairman 

G. R. Arthur J. S. Mayo 
C. F. Rehberg 

26.2 METHODS OF MEASUREMENT 
AND TEST OF FEEDBACK CONTROL 

SYSTEMS 

V. Azgapetian, Chairman 

R. Gordon M. Matthews 
A. F. Stuart 

10. INDUSTRIAL ELECTRONICS 

J. E. Eiselein, Chairman 
E. Mittelmann, Vice- Chairman 

R. E. Anderson H. R. Meahl 
W. H. Brearley, Jr. J. H. Mennie 
G. P. Bosomworth W. D. Novak 
R. I. Brown H. W. Parker 
Cledo Brunetti S. I. Rambo 
E. W. Chapin E. A. Roberts 
R. D. Chipp R. J. Roman 
C. W. Frick W. Richter 
R. A. Gerhold C. E. Smith 
H. C. Gillespie C. F. Spitzer 
G. W. Jacob L. W. Thomas 
E. A. Keller W. R. Thurston 
T. P. Kinn M. P. Vore 
E. W. Leaver J. Weinberger 

V. Wouk 

10.1 DEFINITIONS 

R. J. Roman, Chairman 

W. H. Brearley, Jr. C. W. Frick 
D. W. Cottle W. Hausz 
J. E. Eiselein E. Mittelmann 

C. F. Spitzer 

10.3 INDUSTRIAL ELECTRONICS IN-
STRUMENTATION AND CONTROL 

E. Mittelmann, Chairman 
W. H. Brearley, Jr., Vice- Chairman 

R. E. Anderson E. A. Keller 
S. F. Battles D. Krett 
R. I. Brown C. W. Miller 
D. Esperson 
E. A. Goggio j*.NDile.sNovak 
C. E. Jones C. F. Spitzer 
N. P. Kalmus L. W. Thomas 

W. A. Wildhack 

11. INFORMATION THEORY AND 
MODULATION SYSTEMS 

J. G. Kreer, Jr., Chairman 
P. Elias, Vice- Chairman 

P. L. Bargellini S. Goldman 
N. M. Blachman H. W. Kohler 
W. R. Bennett E. R. Kretzmer 
T. P. Cheatham, Jr. N. Marchand 
L. A. DeRosa L. Meacham 
M. J. E. Golay J. F. Peters 

D. Pollack 

11.1 MODULATION SYSTEMS 

D. Pollack, Chairman 

11.2 EAST COAST INFORMATION 
THEORY 

P. Elias, Chairman 
R. M. Fano 

11.3 W EST COAST INFORMATION 
THEORY 

N. M. Blachman, Chairman 
J. H. Tillotson 

25. M EASUREMENTS AND 
INSTRUMENTATION 

J. 11. NItilligan, Jr., Chairman 
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A. M. Grass 
J. P. Hervey 

W. E. Cairnes 
D. I. Gordon 
P. H. Haas 

C. D. Owens, Vice- Chairman 

M. J. Ackerman G. B. Hoadley 
P. S. Christaldi G. A. Morton 
J. L. Dalke M. C. Selby 
G. L. Fredendall R. M. Showers 

25.1 BASIS STANDARDS AND CALI-
BRATION METHODS 

M. C. Selby, Chairman 

S. L. Bailey G. L. Davies 
F. J. Gaffney 

25.2 DIELECTRIC MEASUREMENTS 

J. L. Dalke, Chairman 

C. A. Biding F. A. Muller 

25.3 MAGNETIC MEASUREMENTS 

C. D. Owens, Chairman 

R. C. Powell 
J. H. Rowen 
E. J. Smith 

25.4 AUDIO-FREQUENCY 
MEASUREMENTS 

R. Grim R. A. Long 

25.5 VIDEO FREQUENCY 
MEASUREMENTS 

J. F. Fisher H. A. Samulon 
C. O. Marsh W. R. Thurston 

25.6 HIGH FREQUENCY 
MEASUREMENTS 

G. B. Hoadley, Chairman 

R. A. Braden 
I. G. Easton 
F. J. Gaffney 

E. W. Houghton 
D. Keim 
B. M. Oliver 

B. Parzen 

25.8 INTERFERENCE MEASUREMENTS 

R. M. Showers, Chairman 

H. E. Dinger F. M. Greene 
C. W. Frick A. W. Sullivan 

25.9 MEASUREMENT OF RADIO 
ACTIVITY 

G. A. Morton, Chairman 

25.10 OSCILLOGRAPHY 

M. J. Ackerman, Chairman 

F. J. Bloom G. R. Mezger (alter-
W. G. Fockler nate) 
C. F. Fredericks M. S. Rose 
H. M. Joseph A. L. Stillwell 

H. Vollum 

29. MEDICAL ELECTRONICS 

W. E. Toiles, Chairman 

T. F. Hueter 
L. H. Montgomery, 

Jr. 

16. MOBILE COMMUNICATION 
SYSTEMS 

A. A. Macdonald, Chairman 
W. A. Shipman, Vice-Chairman 

N. Caplan 
D. B. Harris 
N. Monk 

J. C. O'Brien 
N. H. Shepherd 
D. Talley 

T. W. Tuttle W. C. Vergara 
A. Whitney 

12. NAVIGATION AIDS 

W. Palmer, Chairman 
H. I. Metz, Vice- Chairman 

A. M. Casabona H. R. Mimno 
D. G. C. Luck A. G. Richardson 

L. M. Sherer 

12.2 STANDARD DF MEASUREMENTS 

E. D. Blodgett, Chairman 
J. Kaplan, Vice-Chairman 
R. Silberstein, Secretary 

A. D. Bailey W. M. Richardson 
H. I. Butler J. A. Solga 
J. J. Kelleher 
F. M. Kratokvil 
A. A. Kunze 
J. T. Lawrence 
H. R. Mimno 

J. O. Spriggs 
C. A. Strom, Jr. 
S. R. Thrift 
J. H. Trexler 
H. W. von Doblen 

12.3 MEASUREMENT STANDARDS FOR 
NAVIGATION SYSTEMS 

F. Moskowitz, Chairman 
S. B. Fishbein, Secretary 

P. Adams 
R. Alexander 
S. Anderson 
R. Battle 
S. D. Gurian 
P. Hansel 

G. Litchford 
J. T. MacLemore 
G. E. Merer 
J. S. Pritchard 
P. Ricketts 
Abe Tatz 

V. Weihe 

13. NUCLEAR TECHNIQUES 

G. A. Morton, Chairman 

R. L. Butentioff R. W. Johnston 
D. L. Collins T. R. Kohler 
D. C. Cook W. W. Managan 

Louis Costrell 

14. PIEZOELECTRIC AND FERRO-
ELECTRIC CRYSTALS 

E. A. Gerber, Chairman 
I. E. Fair, Vice-Chairman 

J. R. Anderson 
J. H. Armstrong 
H. G. Baerwald 
R. Bechmann 
W. G. Cady 
W. A. Edson 
W. D. George 
R. L. Harvey 
E. J. Huibregtse 

Hans Jaffe 
E. D. Kennedy 
T. M. Lambert 
W. P. Mason 
W. J. Merz 
C. F. Pulvari 
P. L. Smith 
R. A. Sykes 
K. S. VanDyke 

14.1 FERROELECTRIC CRYSTALS 

J. R. Anderson, Chairman 

J. H. Armstrong E. D. Kennedy 
E. J. Huibregtse Walter Merz 

C. Pulvari 

14.2 PIEZOELECTRIC CRYSTALS 

R. Bechmann, Chairman 
I. E. Fair W. D. George 

C. R. Mingins 

14.4 DEFINITIONS FOR 
MAGNETOSTRICTION 

S. L. Ehrlich, Chairman 

H. G. Baerwald P. L. Smith 
R. L. Harvey R. S. Woollett 

14.5 PIEZOELECTRIC CERAMICS 

H. Jaffe, Chairman 

D. Berlincourt T. Lambert 
T. Kinsley D. Schwartz 

27. RADIO FREQUENCY 
INTERFERENCE 

A. B. Glenn, Chairman 
C. C. Chambers N. Flinn 
J. F. Chappell 
E. W. Chapin 
K. A. Chittick 
L. E. Coffey 
M. S. Corrington 
H. E. Dinger 
R. J. Farber 

E. C. Freeland 
W. F. Goetter 
S. D. Hathaway 
J. B. Minter 
W. E. Pakala 
W. A. Shipman 
R. M. Showers 

27.1 BASIC MEASUREMENTS 

M. S. Corrington, Chairman 

E. W. Chapin E. O. Johnson 
F. M. Greene V. Mancino 

W. S. Skidmore 

27.2 DEFINITIONS 

C. W. Frick R. M. Showers 

27.3 RADIO AND TV RECEIVERS 

R. J. Farber, Chairman 

A. Augustine W. G. Peterson 
E. W. Chapin C. G. Seright 
M. S. Corrington 
E. C. Freeland 
R. O. Gray 

P. Simpson 
W. S. Skidmore 
M. Soja 

E. O. Johnson D. G. Thomas 
W. R. Koch A. E. Wolfram 

R. S. Yoder 

27.4 RADIO TRANSMITTERS 

W. F. Goetter, Chairman 
H. S. Walker V. Mancino 

27.5 INDUSTRIAL ELECTRONICS 

27.7 M OBILE COMMUNICATIONS 
EQUIPMENT 

W. Shipman, Chairman 

K. Backman 
W. M. Cagney 
J. F. Chappell 
S. I. Conn 

J. R. Neubauer 
N. Sheppard 
B. Short 
R. C. Stinson 

27.12 NAVIGATIONAL AND COMMUNI-
CATION EQUIPMENT 

17. RADIO RECEIVERS 

D. E. Harnett, Chairman 
W. O. Swinyard, Vice-Chairman 

J. Avins 
K. A. Chittick 
L. E. Closson 
A. S. Goldsmith 
D. J. Healey III 
J. J. Hopkins 
K. W. Jarvis 
J. K. Johnson 
W. R. Koch 

G. S. Ley 
I. J. Melman 
G. Mountjoy 
J. N. Phillips 
L. Riebman 
J. D. Reid 
L. M. Rodgers 
S. W. Seeley 
F. B. Uphaff 

R. S. Yoder 

17.8 TELEVISION RECEIVERS 

W. O. Swinyard, Chairman 

W. R. Alexander 
J. Avins 
J. Bell 

C. E. Dean 
E. Floyd 
E. C. Freeland 



1957 IRE News and Radio Notes 1437 

W. J. Gruen 
W. R. Koch 
C. O. Marsh 
I. J. NIelman 

B. S. Parmet 
E. Pufahl 
G. F. Rogers 
S. P. Ronzheimer 

17.10 AUTOMATIC FREQUENCY AND 
PHASE CONTROL 

F. B. Uphoff, Chairman 

R. Davies W. R. Koch 
K. Farr R. N. Rhodes 
W. J. Gruen D. Richman 

L. Riebman 

17.11 AM-FM BROADCAST RECEIVERS 

Alan Goldsmith, Chairman 

John Merklenger Edward Cornet 
Richard Farber Ralph Brown 

15. RADIO TRANSMITTERS 

H. Goldberg, Chairman 
A. E. Kerwien, Vice- Chairman 

J. H. Battison 
M. R. Briggs 
A. Brown 
H. R. Butler 
T. Clark 
W. R. Donsbach 
L. K. Findley 
H. E. Goldstine 
F. B. Gunter 
R. N. Harmon 
J. B. Heffelfinger 
P. J. Herbst 

L. A. Looney 
J. F. McDonald 
S. M. Morrison 
J. Ruston 
G. W. Sellers 
B. Sheffield 
J. B. Singel 
B. D. Smith 
M. G. Staton 
V. E. Trouant 
I. R. Weir 
V. Ziemelis 

15.1 FM TRANSMITTERS 

J. Ruston, Chairman 

J. Bose N. Marchand 
J. R. Boykin P. Osborne 

H. P. Thomas 

15.2 RADIO-TELEGRAPH TRANSMIT-
TERS UP TO 50 MC 

B. Sheffield, Chairman 

J. L. Finch F. D. Webster 
J. F. McDonald I. R. Weir 

15.3 DOUBLE SIDEBAND AM 
TRANSMITTERS 

J. B. Heffelfinger, Chairman 

W. T. Bishop, Jr. D. H. Hax 
E. J. Martin, Jr. 

15.4 PULSE-MODULATED 
TRANSMITTERS 

B. D. Smith, Chairman 

R. Bateman H. Goldberg 
L. V. Blake G. F. Montgomery 
L. L. Bonham W. K. Roberts 

15.5 SINGLE SIDEBAND RADIO COM-
MUNICATION TRANSMITTERS 

J. B. Singel, Chairman 

W. B. Bruene 
J. P. Costas 
H. E. Goldstine 

L. Kahn 
A. E Kerwien 
E. A. Laport 

15.6 TELEVISION BROADCAST 
TRANSMITTERS 

R. N. Harmon, Chairman 

E. Bradburd L. A. Looney 
W. F. Goetter J. Ruston 

F. E. Talmage 

19. RECORDING AND REPRODUCING 

D. E. Maxwell, Chairman 
R. C. Moyer, Vice- Chairman 

M. Camras A. W. Friend 
W. R. Chynoweth C. J. LeBel 
F. A. Comerci W. E. Stewart 
E. W. D'Arcy L. Thompson 

T. G. Veal 

19.1 M AGNETIC RECORDING 

R. C. Moyer, Chairman 

J. S. Boyers 
M. Camras 
F. A. Comerci 
E. W. D'Arcy 
W. H. Ericson 
O. Kornei 

K. I. Lichti 
C. B. Pear 
E. Schmidt 
W. T. Selsted 
T. L. Vinson 
R. A. VonBehren 

19.2 MECHANICAL RECORDING 

L. Thompson, Chairman 

W. S. Bachman R. C. Moyer 
S. M. Fairchild F. W. Roberts 
A. R. Morgan A. S. R. Tobey 

19.3 OPTICAL RECORDING 

T. G. Veal, Chairman 

P. Fish 
J. A. Maurer 

E. Miller 
C. Townsend 

19.5 FLUTTER 

F. A. Comerci, Chairman 

S. M. Fairchild U. Furst 
C. J. LeBel 

28. SOLID STATE DEVICES 

R. L. Pritchard, Chairman 
W. M. Webster, Vice- Chairman 

V. P. Mathis, Secretary 

J. B. Angell L. T. MacGill 
S. J. Angello W. J. Mayo-Wells 
Abraham Coblenz C. W. Mueller 
L. Davis, Jr. W. J. Pietenpol 
J. M. Early R. H. Rediker 
J. J. Ebers J. R. Roeder 
H. Epstein C. A. Rosen 
H. Goldberg B. J. Rothlein 
J. R. Hyneman R. M. Ryder 
J. P. Jordan J. Saby 
N. R. Kornfield B. R. Shepard 
A. W. Lampe S. Sherr 

C. F. Spitzer 

28.4 SEMICONDUCTOR DEVICES 

S. J. Angello, Chairman (AIEE) 
J. M. Early, Chairman (IRE) 

George Abraham B. R. Lester 
J. B. Angell L. T. MacGill 
R. L. Bright H. T. Mooers 
E. N. Clarke C. W. Mueller 
A. Coblenz R. L. Pritchard 
S. K. Ghandi B. J. Rothlein 
J. D. Johnson H. N. Sachar 
C. H. Knowles A. C. Scheckler 
R. M. LeLacheur A. P. Stern 

R. L. Trent 

28.4.2 METHODS OF TEST FOR TRANSISTORS 
FOR LINEAR CW TRANSMISSION 

SERVICE 

A. Coblenz, Chairman 

28.4.3 DEFINITIONS AND LETTER SYMBOLS 
OF SEMICONDUCTORS 

B. J. Rothlein, Chairman 

28.4.4 METHODS OF TEST FOR SEMICON-
DUCTOR DEVICES FOR LARGE-

SIGNAL APPLICATIONS 

R. L. Trent, Chairman 

A. W. Berger R. M. LeLacheur 
C. Huang R. L. Wooley 

28.4.5 METHODS OF TEST FOR 
BULK SEMICONDUCTORS 

E. N. Clarke, Chairman 

D. C. Cronemeyer A. Kestenbaum 
I. Drukaroff M. F. Lamorte 
J. R. Haynes B. J. Rothlein 

K. W. Uhler 

28.4.7 TRANSISTOR INTERNAL 
PARAMETERS 

R. L. Pritchard, Chairman 

R. B. Adler J. M. Early 
J. B. Angell W. M. Webster 

28.4.9 SEMICONDUCTOR DIODE 
DEFINITIONS 

C. H. Knowles, Chairman 

L. D. Armstrong E. M. Pollard 
D. C. Dickson R. II. Redicker 
F. F. Finnegan 
B. Jacobs 
J. D. Johnson 
R. P. Lyon 

B. Seddon 
D. R. Smith 
E. L. Steele 
J. R. Thurell 

28.5 DIELECTRIC DEVICES 

H. Epstein, Co- Chairman (AIEE) 
C. A. Rosen, Co- Chairman (IRE) 

J. H. Armstrong E. E. Loebner 
W. D. Bolton E. F. Mayer 
J. Bramley A. Myerhoff 
R. B. Delano, Jr. H. I. Oshry 
H. Diamond C. F. Pulvari 
D. P. Faulk N. Rudnick 
R. Gerson E. A. Sack 
R. B. Gray E. Schwenzfeger 
F. P. Hall F. A. Schwertz 
S. R. Hoh G. Shaw 
H. F. Ivey B. R. Shepard 
B. Jaffee C. F. Spitzer 
N. R. Kornfield L. E. Walkup 

28.5.1 NONLINEAR CAPACITOR 
DEFINITIONS 

E. A. Sack, Chairman 

28.5.2 DIELECTRIC ELECTRO-OPTIC 
DEFINITIONS 

E. E. Loebner, Chairman 

J. Bramley D. Livingston 
F. Gordon R. Rulon 
R. E. Halsted E. A. Sack 
H. L. Ivey F. A. Schwertz 
H. Kaulman C. F. Spitzer 

L. E. Ullery 

28.5.3 DEFINITIONS, FORMATION AND UTI-
LIZATION OF ELECTROSTATIC 

IMAGES 

F. A. Schwertz, Chairman 

28.6 MAGNETIC DEVICES 

R. W. Rochelle, Chairman (IRE) 
D. G. Scorgie, Chairman (AIEE) 

A. Applebaum C. L. Hogan 
D. R. Brown M. L. Kates 
T. H. Crowley H. W. Katz 
R. L. Harvey C. A. Maynard 



1438 PROCEEDINGS OF i'llE IRE October 

T. R. McGuire 
J. A. Osborn 
G. F. Pittman 
J. A. Rajchman 

J. B. Russell 
M. Sirvetz 
H. F. Storm 
V. C. Wilson 

21. SYMBOLS 

H. R. Terhune, Chairman 
R. T. Haviland, Vice-Chairman 

H. W. Becker 
E. W. Borden 
D. C. Bowen 
M. C. Cisler 
W. A. Ford 
I. L. Marin 
C. D. Mitchell 

E. W. Olcott 
M. B. Reed 
C. F. Rehberg 
R. V. Rice 
M. P. Robinson 
M. S. Smith 
R. M. Stern 

H. P. Westman 

21.3 FUNCTIONAL REPRESENTATION OF 
CONTROL, COMPUTING AND 
SWITCHING EQUIPMENT 

E. W. Olcott, Chairman 

R. E. Buscher 
T. G. Cober 
H. J. Elschner (alt.) 
H. F. Herbig 
E. W. Jervis, Jr. 
R. Knox 
H. P. Kraatz 

W. G. McClintock 
F. T. Meyer 
J. S. Osborne 
T. J. Reilly 
A. C. Reynolds, Jr. 
R. C. Stiles 
George Tranfield 

21.5 NEW PROPOSALS AND SPECIAL 
ASSIGNMENTS 

M. P. Robinson, Chairman 

21.7 LETTER SYMBOLS 

C. F. Rehberg, Chairman 

M. C. Cisler A. C. Gilmore, Jr. 
G. A. Deschamps R. M. Stern 

22. TELEVISION SYSTEMS 

W. T. Wintringham, Chairman 
W. F. Bailey, Vice- Chairman 

M. W. Baldwin, Jr. I. J. Kaar 
J. E. Brown R. D. Kell 
K. A. Chittick D. C. Livingston 
C. G. Fick H. T. Lyman 
D. G. Fink L. Mautner 
P. C. Goldmark J. Minter 
R. N. Harmon A. F. Murray 
J. E. Hayes D. W. Pugsley 
A. G. Jensen D. B. Smith 

A. J. Talamini, Jr. 

22.2 TELEVISION PICTURE ELEMENT 

D. C. Livingston, Chairman 

J. B. Chatten P. W. Howells 
A. V. Bedford P. Mertz 

23. VIDEO TECHNIQUES 

S. Doba, Jr., Chairman 
G. L. Fredendall, Vice- Chairman 

I. C. Abrahams E. M. Coan 
S. W. Athey L. B. Davis 
A. J. Baracket V. J. Duke 
J. M. Barstow J. R. Hefele 
J. H. Battison J. L. Jones 
E. E. Benham R. T. Petruzzelli 
K. B. Benson W. J. Poch 

23.1 DEFINITIONS 

G. L. Fredendall, Chairman 
I. C. Abrahams S. Deutsch 
R. F. Cotellessa W. C. Espenlaub 

23.3 VIDEO SYSTEMS AND COMPO-
NENTS: METHODS OF MEASUREMENT 

I. C Abrahams, Chairman 

G. M. Glassford N. E. Sprecher 
J. R. Hefele E. Stein 
A. Lind W. B. Whalley 

23.4 VIDEO SIGNAL TRANSMISSION: 
METHODS OF MEASUREMENT 

J. M. Barstow, Chairman 
A. B. Ehlinger (Alter-

nate for W. B. 
Whalley) 

R. D. Chipp (Alter-
nate for H. Mate) 

M. H. Diehl 
H. P. Kelly 
H. Mate 

R. M. Morris 
J. R. Popkin-Clur-
man 

E. B. Pores 
E. H. Schreiber 
L. Staschover 
J. W. Wentworth 
W. B. Whalley 

24. WAVE PROPAGATION 

T. J. Carroll, Chairman 

H. H. Beverage M. G. Morgan 
H. G. Booker H. O. Peterson 
K. Bullington M. L. Phillips 
C. R. Burrows J. A. Pierce 
A. G. Clavier J. C. W. Scott 
A. B. Crawford J. C. Simon 
J. T. deBettencourt R. J. Sluts 
J. H. Dellinger R. L. Smith-Rose 
F. H. Dickson J. B. Smyth 
H. Fine A. W. Straiton 
I. H. Gerks O. G. Villard, Jr. 
W. D. Hershberger J. P. Voge 
M. Katsin J. R. Wait 
M. Kline A. T. Waterman 

A. H. Waynick 

IRE REPRESENTATIVES IN COLLEGES 
Adelphi College: I. Feerst 
*Agricultural and Mechanical College of 

Texas: H. C. Dillingham 
*Akron, Univ. of: P. C. Smith 
*Alabama Polytechnic Institute: H. M. 

Summer 
**Alabama, Univ. of: P. H. Nelson 
Alaska, Univ. of: R. P. Merritt 
*Alberta, Univ. of: J. W. Porteous 
*Arizona State College: C. H. Merritt 
*Arizona, Univ. of: J. L. Knickerbocker 
*Arkansas, Univ. of: W. W. Cannon 
Augustana College: V. R. Nelson 
*Bradley Univ.: P. Weinberg 
Bridgeport, Univ. of: D. M. Silverstone 
Brigham Young University: D. Bartholo-
mew 

*British Columbia, Univ. of: A. D. Moore 
*Polytech. Inst. of Bklyn. (Day Div.): 

M. V. Joyce 
*Polytech. Inst. of Bklyn. (Night Div.): 

G. J. Kent 

Colleges with approved student branches. 

Brooklyn College: E. H. Green 
*Brown University: C. M. Angulo 
*Bucknell University: H. Webb 
Universidad de Buenos Aires: A. DiMarco 
Buffalo, Univ. of: M. Hettinger 

*Calif. Institute of Technology: H. C. 
Martel 

*Calif. State Polytech. College: H. Hendriks 
*Calif. University of: H. J. Scott 
California, Univ. of at L.A.: \V. L. Flock 
Capitol Radio Eng. Inst.: L. M. Up-

church, Jr. 
*Carnegie Inst. of Tech.: J. B. Woodford, Jr. 
*Case Inst. of Tech.: J. R. Martin 
Catholic University of America: G. E. 

McDuffie, Jr. 
*Central Technical Institute: J. E. Loyal: 
*Cincinnati, Univ. of: A. B. Bereskin 
*Clarkson College of Tech.: W. J. Strong 
*Clemson College: L. C. Adams 
*Colorado Agri. and Mech. College: C. C. 

Britton 
*Colorado, Univ. of: C. T. Johnk 
*Columbia University. P Manzey 

*Connecticut, Univ. of: H. W. Lucal 
*Cooper Union School of Eng.: J. B. 

Sherman 
*Cornell University: T. McLean 
Dartmouth College: M. G. Morgan 

*Dayton, Univ. of: L. H. Rose 
*Delaware, Univ. of: L. P. Bolgiano, Jr. 
*Denver, Univ. of: E. Vance 
*Detroit, Univ. of: G. M. Chute 
DeVry Technical Inst.: W. B. McClelland 
*Drexel Inst. of Tech.: H. H. Sun 
Duke University: H. A. Owen, Jr. 
Evansville College: M. S. Caslen 
*Fenn College: K. S. Sherman 
*Florida, Univ. of: H. M. Latour 
Fordhatn University: D. F. McDonald 
*George Washington Univ.: G. Abraham 
*Georgia Inst. of Tech.: P. T. Hutchison 
Gonzaga University: H. J. Webb 
Harvard University: C. L. Hogan 
Hofstra College: B. Zeines 
Houston, Univ. of: W. L. Anderson 
*Howard University: W. K. Sherman 
*Illinois Inst. of Tech.: G. T. Flesher 
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*Illinois, Univ. of: P. F. Schwarzlose 
Institute Technologico De Aeronautica: 

Chen To Tai 
*Iowa State College: G. A. Richardson 
*Iowa, State Univ. of: J. E. Frankhauser 
*John Carroll University: W. F. O'Hearn, Jr. 
*Johns Hopkins University: W. H. Huggins 
*Kansas State College: K. W. Reister 
*Kansas, Univ. of: D. Rummer 
*Kentucky, Univ. of: X. B. Allison 
*Lafayette College: F. W. Smith 
*Lamar State College of Tech.: F. M. Crum 
LaSalle College: D. T. Best 
*Laval University: J. E. Dumas 
*Lehigh University: L. G. McCracken 
*Louisiana Polytechnic Inst.: D. L. Johnson 
*Louisiana State Univ.: L. V. McLean 
*Louisville, Univ. of: S. T. Fife 
Lowell Technological Institute: C. A. 

Stevens 
Loyola University: J. H. Battocletti 
McGill University: F. S. Howes 

*Maine, Univ. of: L. W. Bowles 
*Manhattan College: C. J. Nisteruk 
Manitoba, Univ. of: II. Haakonsen 
*Marquette Univ.: To be appointed 
*1\laryland, Univ. of: H. \V. Price 
*Mass. Inst. of Tech.: J. F. Reintjes 
*Mass., Univ. of: J. W. Langford 
*Miami, Univ. of: F. B. Lucas 
*N I ichigan College of Mining and Tech.: 

R. J. Jones 
*Michigan State University: L. O. Ebert 
*Michigan, Univ. of: J. E. Rowe 
Milwaukee School of Eng'g.: T. I. Lyon 

*Nlinnesota, Univ. of: L. T. Anderson 
*Mississippi State College: H. H. McCown 
Mississippi, Univ. of: A. B. Cullen 
*Missouri School of Mines and Metallurgy: 

R. E. Nolte 
*Nlissouri, Univ. of: J. C. Hogan 
Mohawk Valley Tech. Inst.: W. R. Pul-

hamus 
*Montana State College: R. C. Seibel 
*Nebraska, Univ. of: W. C. Robison 
*Nevada, Univ. of: To be appointed 
*Newark College of Eng'g.: D. \V. Dickey 
*New Hampshire, Univ. of: A. L. Winn 
*New Mexico College of A and M Arts: 

H. A. Brown 
*New Mexico, Univ. of: B. M. Fannin 
*New York, College of the City of: H. Wolf 

*New York Univ. (Day and Eve. Div.): 
L. J. Hollander 

*North Carolina State College: E. G. 
Manning 

*North Dakota Agri. College: E. M. 
Anderson 

*North Dakota, Univ. of: C. Thomforde 
*Northeastern University: R. S. Rochefort 
*Northwestern University: To be appointed 
*Norwich University: R. F. Marsh 
*Notre Dame, Univ. of: C. Hoffman 
Oberlin College: C. E. Howe 
*Ohio Northern Univ.: R. H. Nau 
*Ohio State Univ. W. C. Davis 
*Ohio University: D. B. Green 
*Oklahoma State Univ.: H. T. Fristoe 
*Oklahoma, Univ. of: C. E. Harp 
*Oregon State College: A. L. Albert 
Oregon Tech. Inst.: D. B. Orrell 
Ottawa, Univ. of: L. A. Beauchesne 
Pacific Union College: I. R. Neilsen 
*Pennsylvania State University: H. J. Near-

hoof 
*Pennsylvania, Univ. of: R. Berkowitz 
*Pittsburgh, Univ. of: J. Brinda, Jr. 
*Pratt Institute: D. Vitrogan 
*Princeton Univ.: J. B. Thomas 
Providence College: E. B. Halton 
Puerto Rico, Universidad de: B. Dueno 
*Purdue University: \V. H. Hayt, Jr. 
Queen's University: H. H. Stewart 
RCA Institutes, Inc.: P. J. Clinton 

*Rensselaer Polytechnic Inst.: H. D. Harrit 
*Rhode Island, Univ. of: M. J. Prince 
*Rice Institute: C. R. Wischmeyer 
Rochester Inst. of Tech.: C. F. Piotraschke 
Rochester, Univ. of: C. H. Dawson 
*Rose Polytechnic Institute: P. D. Smith 
Royal Military College of Canada: W. D. 

Ryan 
Royal Tech. Univ. of Denmark: G. Bruun 
*Rutgers University: C. V. Longo 
Ryerson Inst. of Tech.: V. J. Byers 

*Saint Louis University: G. E. Dreifke 
*San Diego State College: C. R. Moe 
*San Jose State College: H. Engwicht 
*Santa Clara, Univ. of: H. P. Nettesheim 
Saskatchewan, Univ. of: A. M. Michalenko 
*Seattle University: F. P. Wood 
*South Carolina University: R. G. Fellers 
*South Dakota State College of Agriculture 

and Mechanic Arts: J. N. Cheadle 

*South Dakota School of Mines & Tech-
nology: D. R. Macken 

*Southern Calif., Univ. of: R. W. Winchell 
*Southern Methodist University: P. Harton 
Southern Technical Institute: R. C. Carter 
*Southwestern Louisiana Inst.: G. B. Bliss 
*Stanford University: V. R. Eshleman 
*Stevens Inst. of Technology: E. Peskin 
*Swarthmore College: C. Barus 
*Syracuse University: R. E. Gildersleeve 
Tennessee A. & I. State University: F. W. 

Bright 
*Tennessee, University of: F. M. McClelland 
*Texas College of Arts and Industries: E. 

Korges 
*Texas Technological College: C. Houston 
*Texas, University of: W. H. Hartwig 
Texas Western College: T. G. Barnes 
*Toledo, Univ. of: D. J. Ewing 
*Toronto, Univ. of: G. Sinclair 
*Tufts Univ.: A. L. Pike 
*Tulane University: J. A. Cronvich 
Tulsa, Univ. of: H. M. Zenor 
*Union College: R. B. Russ 
*U. S. Naval Postgrad. School: G. R. Giet 
*Utah State Agricultural College: W. L. 

Jones 
*Utah, University of: D. K. Gehmlich 
Valparaiso Technical Institute: E. E. Bullis 
*Valparaiso University: W. Shewan 
*Vanderbilt University: P. E. Dicker 
*Vermont, University of: A. R. Eckels 
*Villanova University: J. A. Klekotka 
*Virginia Polytechnic Institute: R. R. 

Wright 
*Virginia, Univ. of: W. P. Walker 
*Washington, State College of: R. D. 

Harbour 
*Washington University: H. A. Crosby 
*Washington, University of: F. D. Robbins 
Washington & Lee University: To be 

advised 
*Wayne University: D. V. Stocker 
*Wentworth Institute: T. A. Verrecchia 
Wesleyan University: K. S. VanDyke 
Western Ontario, Univ. of: E. H. Tull 
*West Virginia University: C. B. Seibert 
Wichita, Univ. of: A. T. Murphy 
*Wisconsin, Univ. of: G. Koehler 
*Worcester Poly. Inst.: H. H. Newell 
*Wyoming, Univ. of: E. M. Lonsdale 
*Yale University: J. G. Skalnik 
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IRE REPRESENTATIVES ON OTHER BODIES 

ASA Conference of Executives of Organiza-
tion Members: G. W. Bailey, L. G. 
Cumming, alternate 

ASA Standards Council: E. Weber, A. G. 
Jensen, alternate, L. G. Cumming, 
alternate 

ASA Electrical Standards Board: M. W. 
Baldwin, L. G. Cumming, E. Weber, 
A. G. Jensen, alternate 

ASA Acoustical Standards Board: E. Weber, 
L. G. Cumming, alternate 

ASA Graphic Standards Board: H. R. 
Terhune, R. T. Haviland, alternate 

ASA Nuclear Standards Board: G. A. 
Morton, W. E. Shoupp, alternate, L. G. 
Cumming, alternate 

ASA Sectional Committee (C16) on Radio: 
(Sponsored by IRE) E. Weber, Chair-
man, D. E. Harnett, M. W. Baldwin, Jr., 
L. G. Cumming, Secretary 

ASA Sectional Committee (C39) on Electri-
cal Measuring Instruments: J. H. Mulli-
gan, C. D. Owens, alternate 

ASA Sectional Committee (C42) on Defini-
tions of Electrical Terms: M. W. Bald-
win, Jr., J. G. Brainerd, A. G. Jensen, 
J. G. Kreer, Jr. 

ASA Subcommittee (C42.1) on General 
Terms: J. G. Brainerd 

ASA Subcommittee (C42.6) on Electrical 
Instruments: R. F. Shea 

ASA Subcommittee (C42.13) on Communi-
cations: J. C. Schelleng 

ASA Subcommittee (C42.14) on Electron 
Tubes: P. A. Redhead 

ASA Sectional Committee (C60) on Stand-
ardization on Electron Tubes: R. L. 
Pritchard, P. A. Redhead 

ASA Sectional Committee (C61) on Electric 
and Magnetic Magnitudes and Units: 

S. A. Schelkunoff, J. W. Horton, E. S. 
Purington 

ASA Sectional Committee (C63) on Radio-
Electrical Coordination: A. B. Glenn, 
R. M. Showers 

ASA Sectional Committee (C67) on Stand-
ardization of Voltages—Preferred Volt-
ages-100 Volts and Under: No IRE 
Voting Representative: Liaison: J. R. 
Steen 

ASA Sectional Committee (C83) on Com-
ponents for Electronic Equipment: 
P. K. McElroy 

ASA Sectional Committee (C85) on Ter-
minology for Automatic Controls: J. E. 
Ward, E. A. Sabin 

ASA Sectional Committee (Y1) on Abbrevi-
ations: H. R. Terhune, R. T. Haviland, 
alternate 

ASA Sectional Committee (Y10) on Letter 
Symbols: H. R. Terhune, R. T. Havi-
land, alternate 

ASA Subcommittee (Y10.9) on Letter 
Symbols for Radio: C. F. Rehberg 

ASA Subcommittee (Y10.14) on Nomen-
clature for Feedback Control Systems: 
J. E. Ward, W. A. Lynch, E. A. Sabin 

ASA Sectional Committee (Y14) on Stand-
ards for Drawing and Drafting Room 
Practices: Austin Bailey, K. E. Anspach, 
alternate 

ASA Sectional Committee (Y15) on Pre-
ferred Practice for the Preparation of 
Graphs, Charts and other Technical 
Illustrations: C. R. Muller, M. P. 
Robinson, alternate 

ASA Sectional Committee (Y32) on Graphi-
cal Symbols and Designations: Austin 
Bailey, A. G. Clavier, A. F. Pomeroy, 
alternate 

ASA Sectional Committee (ZI7) on Pre-
ferred Numbers: H. R. Terhune 

ASA Sectional Committee (Z57) on Sound 
Recording: (Sponsored by IRE) H. E. 
Roys, Chairman, F. A. Comerci, Repre-
sentative, A. W. Friend, alternate, L. G. 
Cumming, Secretary 

ASA Sectional Committee (Z58) on Stand-
ardization of Optics: T. Gentry Veal, 
E. Dudley Goodale, alternate 

American Association for Advancement of 
Science: J. G. Brainerd 

*International Radio Consultative Com-
mittee of U. S. Delegation: A. G. 
Jensen, Ernst Weber, L. G. Cumming, 
alternate 

*Jnint IRE-RETMA-SMPTE-NARTB 
Committee for Inter-Society Coordina-
tion (Television) (JCIC): W. J. Poch, 
M. W. Baldwin, L. G. Cumming, 
alternate 

National Bureau of Standards Technical 
Advisory Committee: H. G. Booker, 
Chairman, W. L. Everitt, S. L. Bailey, 
H. W. Wells, J. B. Wiesner, A. H. 
Waynick 

National Research Council—Div. of Eng. 
and Indus. Research: H. F. Wells 

National Electronics Conference: J. J. 
Gershon 

*U. S. National Committee of the Inter-
national Electrotechnical Commission: 
M. W. Baldwin, Ernst Weber, L. G. 
Cumming, A. G. Jensen, alternate 

U. S. National Committee of the Interna-
tional Scientific Radio Union (URSI) 
Executive Committee: S. L. Bailey, 
Ernst Weber, alternate 

*Submitted for approval of the Executive Coin-
mittee. 
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Antennas and Transmission Lines  1441 
Automatic Computers  1442 
Circuits and Circuit Elements  1442 
General Physics  1443 
Geophysical and Extraterrestrial Phe-
nomena  1444 

Location and Aids to Navigation  1445 
Materials and Subsidiary Techniques  1445 
Mathematics  1449 
Measurements and Test Gear  1449 
Other Applications of Radio and Elec- 1450 

tronics  
Propagation of Waves  1430 
Reception  1451 
Stations and Communication Systems .   1451 
Subsidiary Apparatus  1431 
Television and Phototelegraphy  1452 
Tubes and Thermionics  1452 
Miscellaneous  1454 

The number in heavy type at the upper 
left of each Abstract is its Universal Decimal 
Classification number and is not to be confused 
with the Decimal Classification used by the 
United States National Bureau of Standards. 
The number in heavy type at the top right is 
the serial number of the Abstract. DC numbers 
marked with a dagger (f) must be regarded as 
provisional. 

ACOUSTICS AND AUDIO FREQUENCIES 

534.2-14 2652 
On Wave Propagation in a Randon In-

homogeneous Medium—D. S. Potter and S. R. 
Murphy. (J. Acoust. Soc. Amer., vol. 29, pp. 
197-198; February, 1957.) A derivation of the 
coefficient of variation of intensity. 

534.2-14-8 2653 
Double Relaxation Effects—R. T. Beyer. 

(J. Acoust. Soc. Amer., vol. 29, pp. 243-248; 
February, 1957.) Expressions are derived for 
the velocity of ultrasonic waves in fluid media 
and the excess absorption coefficient assuming 
two relaxation processes. The results are dis-
cussed for several special cases. 

534.2:621.395.623.52 2654 
Analysis of the Wave Parameters of the Ex-

ponential Horn—J. ICacprowski. (Arch. Elek-
trotech., vol. 5, pp. 719-755; 1956. English 
summary, pp. 757-758.) The wave parameters 
of an exponential horn of finite length are 
evaluated on the basis of the general theory of 
four-terminal networks using matrix algebraic 
methods, and the results obtained are extrapo-
lated for horns of infinite length. The concept 
of wave impedance of a horn is discussed. The 
transformation properties of the horn are 
analyzed. 

534.24 2655 
On Scattering and Reflection of Sound by 

Rough Surfaces—V. Twersky. (J. Acoust. Soc. 
Amer., vol. 29, pp. 209-225; February, 1957.) 
A detailed analysis which extends the original 
work of Rayleigh and the previous work of the 
author (e.g., J. Appl. Phys., vol. 24, pp. 659-
660; May, 1953.) 

The Index to the Abstracts and References published in the PROC. IRE from 
February, 1956 through January, 1957 is published by the PROC. IRE, May, 1957, 
Part H. It is also published by Electronic and Radio Engineer, incorporating Wire-
less Engineer, and included in the March, 1957 issue of that journal. Included with 
the Index is a selected list of journals scanned for abstracting with publishers' 
addresses. 

534.24 2656 
On the Reflection of Sound at an Interface 

of Relative Motion—J. W. Miles. (J. Acoust. 
Soc. Amer., vol. 29, pp. 226-228; February, 
1957.) An analysis of reflection of a plane wave 
at an interface between two perfect fluids. The 
errors and limitations of previous work are dis-
cussed. 

534.52 2657 
Scattering of Sound by Sound—P. J. Wes-

tervelt. (J. Acoust. Soc. Amer., vol. 29, pp. 
199-203; February, 1957.) The effects of inter-
action are calculated by means of a scattering 
source function. 

534.6:534.241 2658 
The Development of «Echo-Parameter" 

Measuring Equipment—H. Niese. (Nachr-
Tech., vol. 6, pp. 545-552; December, 1956.) 
This parameter was defined earlier (670 of 
1957) as the ratio of disturbing sound energy to 
total sound energy (useful +disturbing) re-
ceived at the point of observation. A source of 
sound pulses (see 2324 of 1957) and special 
microphone are used to produce automatically 
an echo oscillogram from which the parameter 
can be derived. 

534.78 2659 
Note on the Design of "Terminal-Analogue" 

Speech Synthesizers—J. L. Flanagan. (J. 
Acoust. Soc. Amer., vol. 29, pp. 306-310; 
February, 1957.) The synthesis of vowel sounds 
by lumped-constant electrical networks having 
transfer functions similar to the transmission 
properties of the vocal tract is considered. 

534.86:534.76 2660 
Influence of Noise upon the Equivalence of 

Intensity Differences and Small Time Delays 
in Two-Loudspeaker Systems—D. M. Leakey 
and E. C. Cherry. (J. Acoust. Soc. Amer., vol. 
29, pp. 284-286; February, 1957.) The effect is 
measured with speech and wide-band noise. 

621.395.613.386 2661 
Ear-Insert Microphone—R. D. Black. (J. 

Acoust. Soc. Amer., vol. 29, pp. 260-264; 
February, 1957.) Results are presented of an in-
vestigation of factors which make possible the 
use of a microphone in the ear to pick up the 
voice of the wearer. 

621.395.614 2662 
Piezoelectric Ceramic "Bimetal" Strips 

used as Electroacoustic Transducers: Micro-
phones—J. Peyssou. (Ann. Radioélect., vol. 12, 
pp. 33-44; January, 1957.) A formula is de-
rived for the emf generated by a cantilever 
formed by a twin strip of piezoelectric materials 
which is subjected to a bending moment. This 

effect is utilized in a form of microphone and 
various means of modifying its impedance are 
discussed. A circular "bicerainic" diaphragm is 
designed, but the rectangular strip used as 
cantilever with its free end acting on the metal 
diaphragm of a microphone is a more efficient 
transducer. 

621.395.614:546.289 2663 
Piezoresistive Semiconductor Microphone 

—F. P. Burns. (J. Acoust. Soc. Amer., vol. 29, 
pp. 248-253; February, 1957.) Design and 
constructional data are given for a germanium 
rod microphone. Performance is compared with 
that of a standard carbon button transmitter. 

621.395.616:534.612.2 2664 
Condenser Microphones for Measurement 

of High Sound Pressures—J. K. Hilliard and 
W. T. Fiala. (J. Acoust. Soc. Amer., vol. 29, pp. 
254-260; February, 1957.) 

621.395.625.3 2665 
The Characteristics of Magnetic Recording 

Heads and Tapes—H. P. Spring. (J. Brit. IRE, 
vol. 17, pp. 217-233; April, 1957.) The funda-
mental principles, operating conditions, and 
limitations are discussed. Some novel designs 
are described and the effect of head and tape 
wear on frequency response is measured. 

ANTENNAS AND TRANSMISSION LINES 

621.372.2: 621.385.16 2666 
The Attenuation of the Helical Wire Line— 

G. Schiefer. (Arch. elekt übertragung, vol. 11, 
pp. 35-40; January, 1957.) The propagation 
of an infinite number of partial modes along an 
inhomogeneous delay line based on Sensiper's 
model ( 1247 of 1955) is considered so as to 
determine the attenuation constant of the 
helical line. Some of the results calculated differ 
considerably from previous solutions obtained 
by considering the fundamental mode only. 
Diagrams are given for finding the attenuation 
constant as a function of line dimensions, wave-
length, and wire conductivity. 

621.372.2.029.6 2667 
The Mode Conversion Phenomena of Lami-

nated Transmission Lines and Their Influence 
on the Transmission by Single or Coupled 
Sections—H. E. Martin. (Arch. eleki. übertra-
gang, vol. 11, pp. 7-16 and 81-96; January/Feb-
ruary, 1957.) The problem is considered of 
coupling power from coaxial into laminated 
lines, and vice versa, using graded potentials 
to reduce mode conversion losses [see also 328 
of 1955 (Kaden and Martin)]. The influence of 
the dimensions and the transitions is investi-
gated and methods of measuring transmission 
characteristics are discussed. Approximate for-
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mulas are derived for transmission coefficients 
of an arrangement consisting of several series-
connected laminated line sections. 

621.372.21:621.315.213 2668 
Theory of the Microstrip—T. T. Wu. (J. 

Appt. Phys., vol. 28, pp. 299-302; March, 
1957.) A discussion of the current distribution 
of the lowest mode of a transmission line con-
sisting of a thin metallic strip pasted on the 
dielectric coating of a second and extensive 
conductor. 

621.372.22 2669 
Computation of the Impedances of Non-

uniform Lines by a Direct Method—L. A. 
Pipes. (Commun. Ce Electronics, no. 27, pp. 551-
554; November, 1956.) The impedances are 
computed by solving first-order nonlinear dif-
ferential equations of the Riccati type. Special 
cases which include the uniform line, the Bessel 
line, and the Heaviside- Bessel line are discussed. 

621.372.8:538.566.2 2670 
Orthogonality Relation for Gyrotropic 

Waveguides—L. R. Walker. (J. Ape Phys., 
vol. 28, p. 377; March, 1957.) A generalization 
of a simpler theorem which is applicable to 
guides partially filled with ferrite or plasma. 

621.372.8:621.317.352 2671 
Equipment for Measuring Attenuation of 

the Hot Wave in Short Sections of Waveguides 
by the Cavity Resonance Method—V. M. 
Vakhnin and T. F. Kolodina. (Radiolekhnika i 
Elektronika, vol. I, pp. 1485-1491; December, 
1956.) A method is described of measuring the 
attentuation in cylindrical waveguides, with 
diameters of 50 mm, at a wavelength of 3.2 
cm. The method is based on a comparison of 
the resonance curve of the measured volume 
with the frequency characteristic of an inte-
grating RC circuit. Random errors are less 
that 1 per cent. The equipment is suitable for 
the determination of the influence of various 
factors, such as surface treatment, on the 
attenuation. A section drawing and photograph 
of the resonator are shown and a block diagram 
of the Q meter is given. 

62L396.674.1 2672 
Impedance of Thin-Wire Loop Antennas— 

J. E. Storer. (Commun. ir Electronics, no. 27, 
pp. 606-619; November, 1956.) Hallén's 
rigorous Fourier-series solution is modified to 
avoid convergence difficulties. Calculated loop 
impedances for various wire gauges and an-
tenna circumferences up to 2} X are tabulated, 
and curves for the computation of field pat-
terns and current distribution are given. 

621.396.677 2673 
A Limiting Case in the Design of an Ex-

cited-Reflector Antenna—V. A. Krish-
naswamy. (J. Inst. Telecommun. Eng., India, 
vol. 3, pp. 38-42; December, 1956.) A discus-
sion of a limitation in the use of an excited 
reflector in a two-element broadside array. 

621.396.677:621.396.933.2 2674 
D.F. Antenna System for Decimetre Wave-

lengths—C. Clarke. (Electronic Radio Eng., 
vol. 34, pp. 238-245; July, 1957.) The develop-
ment and performance of two antenna systems, 
for vertically and horizontally polarized waves, 
respectively, are described. They are designed 
to work with a twin-channel cr-tube instru-
ment having an azimuthal coverage limited to 
a selected 90° sector. 

621.396.677.3 : 523.16: 523.72 2675 
Interferometer for the Study of Localized 

Solar Sources of Centimetre Waves—Alon, 
Kundu, and Steinberg. (See 2733.) 

621.396.677.833:523.16 2676 
A New Form for a Giant Radio Telescope— 

Head. (See 2736.) 

621.396.677.833.012.12 2677 
A Method of Measuring the Directivity 

Characteristics of Radiotelescopes with High 
Resolving Power—N. A. Esepkina. (C.R. 
Acad. Sci. U.R.S.S., vol. 113, pp. 94-96; 
March 1, 1957. In Russian.) Equations given 
relate the directivity characteristic of a system 
comprising a primary radiator at the focus of 
a parabolic mirror to that of a system in which 
the radiator is displaced from the focus along 
the axis of the mirror. Results are given of an 
experimental verification on a system compris-
ing a primary radiator of 3-cm-X radiation and 
a parabolic mirror with aperture 150 cm and 
focal length 50 cm; directivity curves obtained 
from measurements at a distance of 150 m with 
the primary radiator at the focus agree closely 
with those obtained at 13 m with the primary 
radiator displaced by 3 cm. 

621.396.677.833.2:621.396.96 2678 
A New Type of Surveillance [radar] 

Antenna: a Paraboloid Illuminated by a 
Slotted Waveguide—L. Thourel. (Ann. Radio-
élect., vol. 12, pp. 3-13; January, 1957.) The 
production of a radiation pattern of given shape 
by means of a paraboloidal reflector illuminated 
by an equiphase linear source, such as a slotted 
waveguide, is described. Calculation and con-
struction methods are indicated. The gain ob-
tained with a reflector 1.8 m high is comparable 
to that of a double curvature reflector of 2.5-m 
height. 

AUTOMATIC COMPUTERS 

681.142 2679 
The Principles of Universal Numerical 

Computers—F. H. Raymond. (Onde fled., vol. 
36, pp. 838-841; October, 1956, and vol. 37, 
pp. 68-78; January, 1957.) Continuation and 
conclusion of paper included in the Electronic 
Computer issue of the journal (see 997 of 1957). 

681.142 2680 
Designing for Reliability—N. H. Taylor. 

(PRoc. IRE, vol. 45, pp. 811-822; June, 1957.) 
A discussion of reliability as applied to digital 
computer technology. The choice of compo-
nents, their application, and considerations of 
design are discussed in detail. The design of a 
high-speed, vacuum-tube flip-flop is considered 
as a practical example. 

681.142 2681 
Punched-Card Transcriber for Automatic 

Computers—( Tech. News Bull. Not. Bur. 
Stand., vol. 41, pp. 38-39; March, 1957.) The 
unit described is intended for use with the 
SEAC computer (see 385 of 1951). 

681.142 2682 
Magnetic Data Recording Theory: Head 

Design—A. S. Hoagland. (Commun. 8r Elec-
tronics, no. 27, pp. 506-512; November, 1956.) 
The relation of the read-back waveform to bit 
density is examined and basic theoretical ex-
pressions are derived. The design of a recording 
head for magnetic disks is discussed with the 
aid of experimental results. 

681.142 2683 
Number Systems for Computers—I. J. 

Gabelman. (Electronic Ind. Tele-Tech. vol. 15, 
pp. 32-33, 118; December, 1956.) Decimal, 
binary, octal, bi-quinary, coded-decimal, and 
excess-three systems are considered. 

681.142: 519.283 2684 
The Generation of Random Numbers on 

Automatic Computers—S. von Hoerner. (Z. 
angew. Math. Phys., vol. 8, pp. 26-52; January 
25, 1957.) Some mathematical methods are 
summarized and a new one, which avoids the 
formation of stable cycles and degeneration, is 
discussed. The theory of random-number 
generation using 7 radiation is confirmed by 
means of the experimental arrangement de-
scribed. 

681.142:621.374.5.001.4 2685 
Locating "Open Heaters" in Computer 

Circuitry—R. L. Ives. (Electronic Ind. Tele-
Tech., vol. 15, pp. 46-47, 102; December, 
1956.) 

681.142: 621.374.32 : 621.314.7 2686 
Computer Switching with Micro-alloy 

Transistors—J. B. Angell and M. M. Fortini. 
(Electronic Ind. Tele-Tech. vol. 15, pp. 38-39, 
126; December, 1956.) Transistor characteris-
tics are discussed in relation to flip-flop cir-
cuits. 

CIRCUITS AND CIRCUIT ELEMENTS 

621.3.011.21 2687 
Contribution on the Calculation of the Total 

Impedance of Parallel-Connected Impedances 
—F. R. Belot. (Rev. gén. Elect., vol. 65, pp. 
675-676; December, 1956.) Outline of a slightly 
modified version of Boesch's method (991 of 
1956) and description of a purely graphical 
method for rapidly obtaining results of ade-
quate accuracy. 

621.3.049 2688 
High-Temperature Subassembly Design— 

R. B. Kieburtz. (Electronics, vol. 30, pp. 158-
161; May 1, 1957.) A component-by-compo-
nent survey of the problems involved and prog-
ress to date in achieving reliable operation at 
500°C. 

621.314.26 2689 
Frequency Conversion by means of a Spe-

cial Electronic Device—V. P. Tych inski 
(Radiotekhnika i Elektronika, vol. 1, pp. 1525-
1526; December, 1956.) The changes of fre-
quency produced by the application of a 
modulating voltage to the helix of a traveling-
wave tube [ 1808 of 1956 (Beck)] are discussed 
with reference to the application of this phe-
nomenon in a frequency changing device. 

621.372.22 2690 
Theory of Inhomogeneous Transmission 

Lines—S. I. Orlov. (Zh. Tekh. Fie., vol. 26, pp. 
2361-2372; October, 1956.) An expression is 
derived for the coefficient of reflection at the 
input of an arbitrary inhomogeneous line 
connected to an arbitrary complex impedance. 
For small inhomogeneities in a lossless line the 
problem of determining the law of change of 
the wave impedance along the line, is approxi-
mately solved, given the reflection coefficients 
at the input and output of the line as functions 
of frequency. The analysis is based on the 
classical theory of inhomogeneous transmission 
lines. 

621.372.412 2691 
Crystal-Controlled Oscillators—G. Becker. 

(Arch. elekt. überiragung, vol. 11, pp. 41-47; 
January, 1957.) The characteristics of a num-
ber of oscillator circuits are disci';sect with ref-
erence to the criteria for the basic series-reso-
nance and parallel-resonance types (see also 
2048 of 1957). 

621.372.5/.6 2692 
Topological Analysis of Linear Nonrecipro-

cal Networks—S. J. Mason. (Paoc. IRE, vol. 
45, pp. 829-838; June, 1957.) 

621.372.5 2693 
Time and Frequency Characteristics of 

Linear Pulse Systems with Variable Parame-
ters—G. P. Tartakovski. (Radiolekhnika i 
Elektranika, vol. 1, pp. 1463-1473; December, 
1956.) Theoretical paper. The application of 
the concepts introduced is illustrated by a dis-
cussion of a RC circuit under the influence of a 
pulsed fm signal. 

621.372.5:512.9 2694 
Circuit Analysis by Normalization—J. J. 

Hupert. (Electronic Eng., vol. 29, pp. 226-230; 
May, 1957.) A method of network analysis 
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based on a normalization procedure similar to 
that used in the concept of the normalized 
resonance curve. 

621.372.6 2695 
The Interconnection of Two Multipoles— 

W. Ruppel. (Arch. elekt. Ubertragung, vol. 11, 
pp. 33-34; January, 1957.) A method is de-
scribed of determining the scattering matrix of 
a 2n-terminal network consisting of two parts, 
if the matrices of the partial 2n-terminal net-
works are known. 

621.373+621.375.91:538.561.029.6 2696 
Negative-Temperature Reservoir Ampli-

fiers—Motz. (See 2726.) 

621.373:621.396.822 2697 
Noise in Nonlinear Oscillators—M. A. 

Garstens. (J. Appi. Phys., vol. 28, pp. 352-
356; March, 1957.) An approximate solution is 
obtained of a nonhomogeneous nonlinear dif-
ferential equation of van der Pol type for a 
noise driven oscillator. 

621.373.029.42 2698 
A Two-Phase Low-Frequency Oscillator: 

Part 2—E. F. Good. (Electronic Eng., vol. 29, 
pp. 210-213; May, 1957.) Part 1: 2372 of 
1957. 

621.373.4 2699 
Oscillators Unaffected by Load Impedance 

—F. Frisch and W. Herzog. (Nachrichtenlech. 
Z., vol. 10, pp. 35-38; January, 1957.) Oscil-
lator circuits with frequency and amplitude 
independent of load impedance are examined 
(see also 1367 of 1957). Measurements on two 
experimental 100-kc oscillator circuits show 
that frequency changes are of the order of 0.1 
per cent and do not exceed 0.35 per cent irre-
spective of load impedance. 

621.373.421 2700 
Investigations of the Nyquist Effect—H. 

Barkhausen and E. G. Woschni. (Hochfreq. 
und Elektroakust., vol. 64, pp. 180-184; May, 
1956.) Results of theoretical and experimental 
investigations on a Hartley-type oscillator are 
discussed. 

621.373.421.11 2701 
Variable-Frequency Generator of High 

Frequency Stability—S. Ryiko, R. Nowak, and 
J. Ffirmaniak. (Arch. Elektrotech., vol. 5, pp. 
759-766; 1956. English summary, p. 767.) An 
oscillator for the 1.5-3-mc frequency range is 
designed on the basis of Groszkowski's analysis 
(2337 of 1956) of the Gouriet-Clapp oscillator 
(1627 of 1950 and 3170 of 1954). The tempera-
ture coefficient of frequency is -F 4 X 10-6/°C, 
and short-period frequency fluctuations are less 
than + 3 X 10-6. 

621.373.421.14: 621.372.413 2702 
Excitation of Oscillations in a High Q-

Cavity Resonator by an Oscillator—A. P. 
Fedotov and B. K. Shember. (Radiotekhnika i 
Elekironika, vol. 1, pp. 1474-1477; December, 
1956.) A calculation of an antiparasitic 
('quenching') resistor in the line connecting the 
oscillator with the high-Q cavity resonator is 
presented. 

621.373.444.1 2703 
A Millimicrosecond Timebase—M. W. 

Jervis and R. T. Taylor (Electronic Eng., vol. 
29, pp. 218-219; May, 1957.) Circuit and per-
formance of a hard-tube timebase producing a 
rate of change of voltage of 5X lev/sec are 
described. 

621.373.52 2704 
Transistor Relaxation Oscillations—F. J. 

Hyde and R. W. Smith. (Electronic Eng., vol. 
29, pp. 234-236; May, 1957.) The continuous 
relaxation oscillations occurring in a point-
contact transistor circuit using a cr combina-
tion in shunt with the emitter input are studied 

as functions of emitter bias and ambient tem-
perature. A method of temperature compensa-
tion is described. 

621.373.52: 621.373.431.1 2705 
Multivibrator with Point-Contact Semicon-

ductor Triode—K. S. Rzhevkin and M. A. 
Abdyukhanov. (Radiotekhnika i Elektronika, 
vol. 1, pp. 1478-1484; December, 1956.) The 
operation of a transistor multivibrator is 
briefly analyzed and design formulas are given. 
Calculated and experimental values are tabu-
lated for comparison. 

621.374.3:621.314.7 2706 
Transistorized Low-Level Chopper Circuits 

—R. B. Hurley. (Electronic Ind. Tele-Tech., 
vol. 15, pp. 42-43, 112; December, 1956.) Im-
proved performance is obtained by the use of 
stabilizing and compensating resistances in 
collector and emitter circuits. 

621.374.32:621.316.8.012.7 2707 
Tolerance Limit of Resistors in Binary 

Scaling Units—B. M. Banerjee and S. Choud-
bury. (Electronic Eng., vol. 29, pp. 237-241; 
May, 1957.) An experimental investigation 
shows that limits of ± 20 per cent are permis-
sible if optimum values are chosen for the 
cathode resistor. 

621.374.33 2708 
Linear Gate of 200 Millimicrosecond 

Duration—E. L. Garwin and A. S. Penfold. 
(Rev. Sci. Instr., vol. 28, pp. 116-119; Febru-
ary, 1957.) The circuit gives an inverted out-
put with a gain very close to unity and has a 
linearity within 1 per cent for pulses in the 
range 1 to 70 v. 

621.375.2 2709 
Operation of a Valve in a Grounded-Grid 

Circuit—A. Smolifiski. (Arch. Elektrotech., vol. 
5, pp. 621-642; 1956. English summary, pp. 
643-644.) Theoretical analysis. 

621.375.3 2710 
Magnetic-Amplifier Control of Switching 

Transistors—H. W. Collins. (Commun. & 
Electronics, no. 27, pp. 585-589; November, 
1956.) The circuits described use a magnetic 
amplifier to control the average output power 
of switching transistors by pulse-width modu-
lation combined with high-gain amplification. 

GENERAL PHYSICS 

535.13:537.122 2711 
Particle Aspect of the Electromagnetic 

Field Equations—R. H. Good, Jr. (Phys. Rev., 
vol. 105, pp. 1914-1919; March 15, 1957.) Max-
well's theory of the electromagnetic field in 
vacuum can be stated in a form closely similar 
to Dirac's theory of the electron. 

536.7 2712 
Fluctuations and Irreversible Thermody-

namics—L. Tisza and I. Manning. (Phys. Rev., 
vol. 105, pp. 1695-1705; March 15, 1957.) The 
theory of kinetic (time-dependent) fluctuation 
problems is developed on the basis of the kinetic 
analog of the Boltzmann-Einstein principle 
given by Onsager and Machlup (ibid., vol. 91, 
pp. 1505-1515; September 15, 1953.) 

537.122:539.15:621.315.61 2713 
Effective Mass Approximation for Excitons 

—G. Dresselhaus. (Phys. Chem. Solids, vol. 1, 
pp. 14-22; September/October, 1956.) 

537.221 2714 
Contact Electrification across Metal/Di-

electric and Dielectric/Dielectric Interfaces— 
G. S. Rose and S. G. Ward. (Brit. J. Ape 
Phys. vol. 8, pp. 121-126; March, 1957.) The 
transfer of charge, across the interface pro-
duced when spherical and planar specimens 
are pressed into contact, has been measured. 

537.31 2715 
A [dielectric] Cylinder in the Field of a Point 

Source of Electric Current—B. P. D'yakonov. 
(Bull. Acad. Sci. U.R.S.S., sér. géophys., no. I, 
pp. 116-121; January, 1957. In Russian.) 
Theoretical calculation of the effect of an in-
finitely long cylinder of conducting dielectric 
embedded in a medium containing the point 
source of current. 

537.311.1 2716 
Electron and Lattice Conduction in Metals 

—I. I. Hanna and E. H. Sondheimer. (Proc. 
Roy. Soc. A, vol. 239, pp. 247-266; February 
26, 1957.) Simple expressions are derived for the 
conduction magnitudes which are exact at high 
and low temperatures and are assumed to be 
approximately valid for all temperatures. 

537.312.62 2717 
Superconductivity—( Wireless World, vol. 

63, pp. 326-330; July, 1957.) A discussion of 
the principles and applications. 

537.52:621.317.382.029.63/.64 2718 
Effect of Microwave Signals Incident upon 

Different Regions of a D.C. Hydrogen Glow 
Discharge—Udelson. (See 2866.) 

537.525 2719 
On the Measurement of Ionic Densities in 

Electric Discharges at High Frequency by 
means of Perforated Probes—A. Pozwolski. 
(C.R. Acad. Sci., Paris, vol. 244, pp. 1744-
1746; March 25, 1957.) Measurements on hy-
drogen and argon discharges show negative and 
positive currents rising to a maximum at a 
pressure of about 0.05 mm Hg and dying away 
asymptotically as the pressure rises. 

537.533.72:621.385.833 2720 
Graphical-Analytical Construction of Space 

Trajectories of Charged Particles in Electro-
static Fields by the Method of Radii of Curva-
ture—N. I. Shtepa. (Zh. Tekh. Fiz., vol. 26, pp. 
2281-2286; October, 1956.) 

537.533.8.08 2721 
Reverse Current in Apparatus of the 

Spherical-Capacitor Type—M. Ya. Man-
dershtam. (Zh. Tekh. Fiz. vol. 26, pp. 2234-
2242; October, 1956.) In investigations of the 
energy distribution of secondary electrons by 
bombardment of a target in a spherical collec-
tor, elastically reflected electrons may cause 
secondary electron emission from the collector; 
in investigations of the photoemissive effect 
emission may occur from the collector due to 
diffusely scattered light. The dependence of the 
reverse current on the potential difference be-
tween the collector and the target is calculated. 

538.2:621.318.134 2722 
Dispersion Relations for Tensor Media and 

their Application to Ferrites— B. S. Gourary. 
(J. Ape Phys., vol. 28, pp. 283-288; March, 
1957.) "The well-known Kronig-Kramers 
integral relations between the real and imagi-
nary parts of the susceptibility are generalized 
to the case where the susceptibility is a tensor. 
The consequences of the principle of energy 
conservation are discussed. The case of a fer-
rite is discussed in some detail." 

538.221 2723 
Criterion for Uniform Micromagnetization 

—W. F. Brown, Jr. (Phys. Rev., vol. 105, pp. 
1479-1482; March 1, 1957.) An initial uniform 
state is compared with all neighboring states, 
uniform or nonuniform, as an initially large 
applied field decreases. 

538.221:538.569.4 2724 
Ferromagnetic Relaxation by the Exchange 

Interaction between Ferromagnetic and Con-
duction Electrons—A. H. Mitchell. (Phys. 
Rev., vol. 105, pp. 1439-1444; March I, 1957.) 
The relaxation time calculated from this mech-
anism is too long to account for the observed 
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line width in nickel. The exchange reaction may 
be dominant in other materials having nar-
rower lines than nickel. 

538.56:535.42 2725 
Extension of Babinet's Principle to Absorb-

ing and Transparent Materials, and Approxi-
mate Theory of Back-Scattering by Plane, 
Absorbing Disks—H. E. J. Neugebauer. 
(J. Appt. Phys., vol. 28, pp. 302-307; March, 
1957.) Calculations are made for circular disks 
of various reflection coefficients from zero to 
unity. Experimental results of Severin and v. 
Baeckmann (2693 of 1951) support the theory. 

538.561.029.6: [621.373+621.375.9 2726 
Negative-Temperature Reservoir Ampli-

fiers—H. Motz. (J. Electronics, vol. 2, pp. 
571-578; May, 1957.) Theoretical discussion of 
the principles of maser operation, with appli-
cation to the conditions for oscillation in a 
cavity and for amplification in a transmission 
line. 

538.569.4: 535.33/.34 2727 
Plane Parallel Plate-Transmission-Line 

Stark Microwave Spectrograph—S. A. Mar-
shall and J. Weber. (Rev. Sci. Instr., vol. 28, 
pp. 134-137; February, 1957.) 

538.569.4:621.372.029.64 2728 
Molecules and Microwaves—(Electronic 

Radio Eng., vol. 34, pp. 254-257; July, 1957.) 
The basic principles of molecular absorption 
and emission of energy with particular refer-
ence to ammonia is discussed and the opera-
tion of molecular amplification by stimulated 
emission of radiation is described. 

538.569.4.029.6: 621.372.413 2729 
A Precision Paramagnetic-Resonance Spec-

trometer—K. D. Bowers, R. A. Kamper, and 
R. B. D. Knight. (J. Sci. Instr., vol. 34, pp. 
49-53; February, 1957.) An accuracy within 
3 parts in 10° is claimed. 

537/539 2730 
Solid-State Physics [Book Reviewj—F. 

Seitz and D. Turnbull (eds.). Publishers: Aca-
demic Books, London; vol. 1, 469 pp., 1955; 
vol. 2, 469 pp., 1956. (Phys. Chem. Solids, vol. 
1, p. 128; September/October, 1956.) First of 
a series of volumes reviewing progress in dif-
ferent fields and planned to appear initially 
twice a year. 

GEOPHYSICAL AND EXTRATER-
RESTRIAL PHENOMENA 

523.16 2731 
A Survey of Cosmic Radio Emission at 600 

Mc/s—J. H. Piddington and G. H. Trent. 
(A us!. J. Phys., vol. 9, pp. 481-493; December, 
1956.) The celestial sphere was surveyed at 
Sydney, Australia, between declinations 90° S 
and 51° N using a 3.3° wide beam. When re-
duced to isophotes and plotted in celestial 
coordinates (epoch 1955), the results deter-
mined a galactic pole at l %re 330°, b-89.1° 
(Lund coordinates) with the sun at about 50 
parsecs north of the galactic plane. See also 
2707 of 1956. 

523.16 2732 
An Investigation of the Radio Source 

06N2A in Gemini—H. Rishbeth. (Austs J. 
Phys., vol. 9, pp. 494-504; December, 1956.) 
During a lunar occulation the intensity of the 
source was reduced by over one fifth. The 
emission at meter wavelengths is mainly non-
thermal. 

523.16: 523.72 : 621.396.677.3 2733 
Interferometer for the Study of Localized 

Solar Sources of Centimetre Waves—I. Alon, 
M. R. Kundu, and J. L. Steinberg. (C.R. 
Acad. Sci., Paris, vol. 244, pp. 1726-1729; 
March 25, 1957.) The interferometer has two 
antennas 60 m apart on an east-west line. It was 

used for observations at 3.23 cm X. Sources have 
an apparent diameter of 1 foot. 

523.16:523.74 2734 
Observation of Radio-Frequency Solar 

Storms by means of the Great Nançay Inter-
ferometer— Y. Avignon, E. J. Blum, A. 
Boischot, R. Charvin, M. Ginat and P. Simon. 
(C.R. Acad. Sci., Paris, vol. 244, pp. 1460-
1463; March 11, 1957.) The diameter, duration, 
altitude, and conditions of formation were 
established by daily observations. See also 
3644 of 1956 ( Blum, et al.). 

523.16:551.510.535:538.566 2735 
Refraction of Extraterrestrial Radio Emis-

sion in the Atmosphere—W. A. Belyaev. 
(Astronom. Zh., vol. 32, pp. 359-372; July/Au-
gust, 1955.) Refraction due to a quiet unper-
turbed ionosphere and atmosphere is considered 
assuming that the electron-density height dis-
tribution in the layers is parabolic. Calculations 
indicate that below about 100 mc ionospheric 
refraction exceeds molecular refraction. 

523.16:621.396.677.833 2736 
A New Form for a Giant Radio Telescope— 

A. K. Head. (Nature, London, vol. 179, pp. 
692-693; April 6, 1957.) The main reflector 
is a hemisphere of 250-foot radius which may 
be partly below ground. A small reflector de-
signed to focus beams from the main reflector 
rotates in equatorially mounted bearings which 
are supported by a tripod and mounted at the 
center of the hemisphere. This form is claimed 
to be easier to construct than the usual steer-
able parabolic reflector of 250 feet or larger 
diameter. 

523.5: 621.396.67.012.12 : 621.396.11.029.62 
2737 

Height-Gain in the Forward-Scattering of 
Radio Waves by Meteor Trails—Hines and 
O'Grady. (See 2892.) 

523.53:621.396.96 2738 
Radio Echo Observations of Meteor Ac-

tivity in the Southern Hemisphere—C. D. 
Ellyett and C. S. L. Keay. (A us!. J. Phys., 
vol. 9, pp. 491-480; December, 1956.) Most 
meteoric matter incident on the southern 
hemisphere down to magnitude +4.5, is con-
fined to direct orbits closely following the plane 
of the ecliptic. Increase of observation sensi-
tivity shows that many of the meteors previ-
ously regarded as sporadic represent the upper 
limit of showers of minor-sized particles, which 
are present during months normally regarded 
as devoid of showers. 

523.72 2739 
Solar Radiation and Atmospheric Attenu-

ation at 6-Millimetre Wavelength—R. N. 
Whitehurst, J. Copeland, and F. H. Mitchell. 
(J. Appt. Phys., vol. 28, pp. 295-298; March, 
1957.) A Dicke-type radiometer was used. The 
total vertical attenuation on clear summer days 
is 1.2 db and is 1 db higher for a thin overcast. 
The effective solar temperature in mid 1956 
was 4500°K. 

523.74/.75 2740 
Determination of the Velocity of Corpuscles, 

Ejected from the Active Regions of the Sun, 
from the Time of Delay of Phenomena on the 
Earth—V. A. Petukhov. (Bull. Acad. Sci. 
U.R.S.S., sir. géophys., no. 1, p. 124; January, 
1957. In Russian.) Brief note drawing attention 
to the fact the corpuscles are not necessarily 
ejected radially from the sun. 

523.74+523.721:551.510.535 2741 
Relations between the Sun and the Ionos-

phere—( Nature, London, vol. 179, pp. 804-
806; April 20, 1957.) Summarized report of a 
discussion at the Royal Astronomical Society 
on February 22, 1957, where short papers were 
read dealing with the great solar flare of Febru-

ary 23, 1956 and the solar-cycle variation of the 
sun's ionizing radiation. 

550.37/.38:35.083 2742 
Experimental Investigation of the Natural 

Electromagnetic Field of the Earth in the Fre-
quency Spectrum from 2 to 300 c/s—B. S. 
Enenslitein and L. E. Aronov. (Bull. Acad. 
Sci. U.R.S.S., sir. géophys., no. 1, pp. 62-70; 
January, 1957. In Russian.) Apparatus for the 
determination of the horizontal electric and 
the three magnetic components is described 
and its use in field measurements is outlined. 
Oscillograms of some typical records are shown. 
The field strength varied considerably with 
time with a mean value of about 30-50 iv/km 
for the horizontal components of the electric 
field; the field strength of the horizontal mag-
netic components was of the order of IV° 
oersted. 

550.371:523.5 2743 
Influence of the Meteoric Stream of the 

Perseids on the Electric Field of the Earth's 
Atmosphere— NI. V. Okhotsimskaya. (Bull. 
Acad. Sci. U.R.S.S., sir. géophys., no. 1, pp. 
122-123; January, 1957. In Russian.) Records 
at the Alma-Ata station situated at a height 
of 1800 m above sea level indicate that the 
percentage decrease of the potential gradient 
on August 18-19 relative to the normal value 
was 28 per cent in 1952, 31 per cent in 1953, 10 
per cent in 1954, and 24 per cent in 1955. The 
observed effect may be due to processes occur-
ring in the E layer by telemeteorites or by their 
screening effect. 

551.510.5:551.593:537.5.08 2744 
A Spectrophotometric Investigation of the 

Air Afterglow—D. T. Stewart. (J. Almos. 
Terr. Phys., vol. 10, pp. 318-319; 1957.) 
Further evidence that the spectral continuum 
having a short-wavelength limit at 3700 A can 
be attributed to the nitrogen dioxide molecule. 

551.510.5: 551.594.5 2745 
The Red and Near Infrared Auroral Spec-

trum—A. Omholt. (J. Atmos. Terr. Phys., vol. 
10, pp. 320-331; 1957.) The results of inten-
sity measurements in the range 5400-8800 A. 

551.510.5: 551.594.5: 621.396.822 2746 
Low-Frequency Radio Emission from 

Aurorae—G. R. Ellis. (J. Alm's. Terr. Phys., 
vol. 10, pp. 302-306; 1957.) A possible contri-
bution to the level of continuous noise ob-
served at hundreds of kc may be Cherenkov 
radio emission originating from the incidence 
of auroral particles on the upper ionosphere. 
If the Cherenkov process is valid, the fre-
quency range of the emission would extend from 
a few hundred kc to the low-audio frequencies. 

551.510.535 2747 
The Present State of Knowledge concern-

ing the Lower Ionosphere—A. H. Waynick. 
(ffitoc. IRE, vol. 45, pp. 741-749; June, 1957.) 
A review of recent progress resulting from radio 
measurements and rocket sounding. Seventy-
eight references. 

550.510.555 2748 
Analysis of Fading Records from Four 

Spaced Receivers for Ionospheric Wind Meas-
urements—M. S. Rao and B. R. Rao. (J. 
Almos. Terr. Phys., vol. 10, pp. 307-317; 1957.) 
The advantages of a four-receiver system and 
an improved method of analyzing results are 
discussed. 

551.510.535 2749 
Diffraction Microscopy and the Ionosphere 

—G. L. Rogers. (J. Atmos. Terr. Phys., vol. 
10, pp. 332-337; 1957.) Improvements in the 
interpretation of existing Mitra fading patterns, 
used in the determination of ionosplireic move-
ment, through the application of diffraction 
microscopy technique are shown to be slight; 
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but with antenna spacings of 3-10 X improve-
ments might be substantial. 

551.510.535 2750 
Movements of Ionospheric Irregularities 

Observed Simultaneously by Different Meth-
ods—I. L. Jones, B. Landmark, and C. S. G. K. 
Setty. (J. Atmos. Terr. Phys., vol. 10, pp. 296-
301; 1957.) Horizontal movements of large F-
layer and E-layer irregularities were traced by 
recording "bursts" of amplitude received from 
three transmitters about 15 km apart, and by 
other methods. It was concluded that the large 
irregularities had the same movements as those 
irregularities producing ordinary fading. 

551.510.535 2751 
Motion in the Night-Time E. Region at 

Brisbane—J. A. Thomas and M. J. Burke. 
Aust. J. Phys., vol. 9, pp. 440-453; Decem-
ber, 1956.) Speeds of movement are grouped 
about 70 m, and the winds are predominantly 
towards the north. 

551.510.535 2752 
Double-Layer Phenomena in the E. Re-

gion—J. A. Thomas. (Aust. J. Phys., vol. 9, 
pp. 574-577; December, 1956.) P'f and P't 
records are shown on which both "sequential 
E." and constant-height E. are present. Occa-
sional records also show "stacks" of E. echo 
traces which are attributed to multiple hops 
between the E. layers. 

551.510.535 2753 
The Behaviour of a Chapman Layer in the 

Night F2 Region of the Ionosphere, under the 
Influence of Gravity, Diffusion, and Attach-
ment—R. A. Duncan. (Aust. J. Phys., vol. 9, 
pp. 436-439; December, 1957.) " It is shown 
that, in the presence of diffusion, gravity, and 
attachment, a Chapman layer, no matter what 
its height, maintains its shape, decaying uni-
formly with an effective attachment coefficient 
equal to the true attachment coefficient at the 
height of the electron density maximum; and 
that, at the same time, the layer drifts bodily 
towards an equilibrium height. It is then shown 
that a uniform vertical tidal drift will alter the 
equilibrium height of a Chapman layer." 

551.510.535:621.396.11 2754 
Reflection at a Sharply-Bounded Ionos-

phere—I. W. Yabroff. (Pac.e. IRE, vol. 45, pp. 
750-753; June, 1957.) "A quantitative descrip-
tion of the waves transmitted into and reflected 
from a sharply-bounded, anisotropie ionosphere 
with losses is given. Given curves show the 
effects of the earth's field and losses for a par-
ticular model of the nighttime E layer at vlf." 

551.594.22 2755 
The Dependence of Point-Discharge Cur-

rents on Wind as Examined by k New Experi-
mental Approach—M. I. Large and E. T. 
Pierce. (J. Atmos. Terr. Phys., vol. 10, pp. 251-
257; 1957.) "Experiments are described in 
which a metal point mounted in the open air is 
artificially raised to a high potential V and the 
resulting point-discharge current I is meas-
ured. The relation I=- A(V-V0)(W2-1-c2V2)4, 
where A and c are constants, W the wind speed, 
and Vo the onset potential, is found to fit the 
results reasonably well." 

551.594.22 2756 
Point Discharge from an Isolated Point— 

J. R. Kirkman and J. A. Chalmers. (J. Minos. 
Terr. Phys., vol. 10, pp. 258-265; 1957.) The 
discharge current I from a point mounted on a 
mast was measured and related to wind speed 
W and natural potential gradient F. The re-
sults and those of earlier workers are shown to 
fit a formula I = c)(F - M), where c and 
M are constants. 

551.594.6 2757 
Relations between the Character of Atmos-

pherics and their Place of Origin—J. Chapman 

and E. T. Pierce. (Paoc. IRE, vol. 45, pp. 
804-806; June, 1957.) Waveforms of atmos-
pherics from similar distances but different 
directions have been found to differ even when 
the ionospheric conditions along the two paths 
were apparently similar. The different conduc-
tivities of land and sea offer one humble ex-
planation. 

551.594.6 2758 
Atmospheric Waveforms with Very-Low-

Frequency Componants below 1 kc/s known 
as Slow Tails—F. Hepburn. (J. Aimos. Ter,'. 
Phys., vol. 10, pp. 266-287; 1957.) Observed 
characteristics are explained by a critical appli-
cation of Hales' waveguide theory (2888 of 
1948) for propagation between the earth and 
a homogeneous layer with a lower boundary. 
The height of this boundary during the day is 
different from that at night. 

551.594.6:621.317.35 2759 
A Technique for the Rapid Analysis of 

Whistlers—J. K. Grierson. (Paoc. IRE, vol. 
45, pp. 806-811; June, 1957.) A proposal for a 
machine in which the whistlers are recorded 
magnetically, and successive small samples are 
played back repeatedly, at high speed, through 
a filter of rapidly varying frequency. 

551.594.6:621.396.11.029.45 2760 
Very-Low-Frequency Radiation from Light-

ning Strokes—E. L. Hill. (Paoc. IRE, vol. 45, 
pp. 775-777; June, 1957.) Derivation of the 
frequency spectrum and total radiated power 
from an idealized model of the return stroke. 

551.594.6 : 621.396.822 2761 
Noise Investigation at V.L.F. by the Na-

tional Bureau of Standards—W. Q. Crichlow. 
(Pitoc. IRE, vol. 45, pp. 778-782; June, 1957.) 
A brief description of new equipment for the 
measurement of atmosphereic noise, and a dis-
cussion of the most recent presentation of data 
on a world-wide basis. 

551.594.6:621.396.822 2762 
Some Recent Measurements of Atmos-

pheric Noise in Canada—C. A. McKerrow. 
(Paoe. IRE, vol. 45, pp. 782-786; June, 1957.) 
Measurements of noise power at 10 kc and 
107 kc, and a comparison with previous data. 
Highest noise levels were in summer, but a 
smaller maximum occurred in winter. 

551.594.6:621.396.822 2763 
Characteristics of Atmospheric Noise from 

1 to 100 kc/s—A. D. Watt and E. L. Maxwell. 
(Paoc. IRE, vol. 45, pp. 787-794; June, 1957.) 
The frequency spectrum of the radio energy of 
a lightning flash is derived from the waveform 
of the current distribution. The results are 
combined with propagation data to determine 
the field at a distance. Amplitude probability 
distributions of received noise are plotted. 

523.78: 551.510.535 2764 
Solar Eclipses and the Ionosphere [Book 

Reviewj—W. J. G. Beynon and G. M. Brown 
(eds.). Publishers: Pergamon Press, London 
and New York, 330 pp., 1956. ( Nature, London, 
vol. 179, p. 711; April 6, 1957.) An account of 
the proceedings at a symposium held in London, 
August, 1955, giving fifty-three formal papers 
in full, brief accounts of discussions, and a 
comprehensive bibliography. 

LOCATION AND AIDS TO NAVIGATION 

621.396.933 2765 
Automatic Position Plotting—(Engineer, 

London, vol. 203, p. 344; March 1, 1957.) A 
system of automatic triangulation of a number 
of bearings by means of luminous traces on a 
glass screen to determine the position of aircraft 
is briefly described. High-intensity projection 
cr tubes are used and the bearing information 
can be transmitted via telephone circuits or 
radio links. 

621.396.933.2:621.396.677 2766 

D.F. Aerial System for Decimetre Wave-
lengths—Clarke. (See 2674.) 

621.396.96:621.396.677.833.2 2767 
A New Type of Surveillance [radar] Aerial: 

a Paraboloid Illuminated by a Slotted Wave-
guide—Thoural. (See 2678.) 

621.396.96: 621.396.822 : 621.317.3 2768 
Measurement of Noise Factor in Centi-

metric Radar—N. N. Patla. (J. Inst. Tele-
commun. Eng. India, vol. 3, pp. 32-37; 
December, 1956.) A description of methods in 
which the noise factors of the IF amplifier and 
the complete receiver are measured by means 
of noise diodes and gas-discharge tubes, re-
spectively. 

621.396.962.21 2769 
Note on an Approximation Method of Fore-

casting the Distortion of Equiphase Hyperbolae 
where they Cross Coast Lines—P. Hugon. 
(Ann. Radioélect., vol. 12, pp. 78-83; January, 
1957.) Approximate formulas for the coast-
line correction were applied to a provisional 
Decca chain in Southern France; fair agree-
ment with practical measurements was found. 

621.396.963.083.7 2770 
Remote Presentation of Radar Information 

by Microwave Link—G. J. Dixon and II. H. 
Thomas. (J. Brit. IRE, vol. 17, pp. 193-209; 
April, 1957.) The basic problems and possible 
systems are reviewed. An equipment operating 
at 4 kmc using pulse time modulation is de-
scribed in detail. 

621.396.965.088:621.396.677.859 2771 
Measuring Radome Tracking Error—J. B. 

Damonte and A. F. Gaetano. (Electronic Ind. 
Tele-Tech., vol. 16, pp. 66, 128, 132; January, 
1957.) A quick and accurate method of meas-
uring the error. 

MATERIALS AND SUBSIDIARY 
TECHNIQUES 

535.215:546.368.63 2772 
The Characterization and Crystal Structure 

of Caesium Antimonide, a Photoelectric Sur-
face Material—K. H. Jack and M. M. Wach-
tel. (Proc. Roy. Soc. A, vol. 239, pp. 46-60; 
February 12, 1957.) X-ray investigation shows 
that it is a "normal-valency" intermetallic 
compound with a small range of homogeneity 
near to the composition Cs.Sb. The atomic 
arrangement is pseudo-body-centered cubic 
with a defect structure based upon the B32 
sodium thallide type (NaT1). 

535.215:546.471.241 2773 
CdS-Type Photoconductivity in ZnTe Crys-

tals—R. H. Bube and E. L. Lind. (Phys. Rev., 
vol. 105, pp. 1711-1715; March 15, 1957.) 
Photoconductivity measurements on ZnTe 
single crystals show that the mechanism pro-
posed for photoconductivity phenomena in 
CdS and CdSe may also be applied to ZnTe. 

535.215: [546.817.231 + 546.817.241 2774 
PbSe and PbTe Infrared Detectors—T. 

Piwkowski. (Acta Phys. Polon., vol. 15, pp. 
271-274; 1956. In English.) PbTe photocon-
ductive and photovoltaic layers prepared by a 
known evaporation method retain their proper-
ties when exposed to the air but similar PbSe 
layers do not. A new evaporation method of 
preparing PbSe layers overcomes this disad-
vantage. Nineteen references. 

535.215: 546.817.231 2775 
Photoconductivity of Lead Selenide: 

Theory of the Mechanism of Sensitization— 
J. N. Humphrey and R. L. Petritz. (Phys. 
Rev., vol. 105, pp. 1736-1740; March 15, 1957.) 
Various models for the mechanism of photo-
conductivity are examined in relation to ex-
perimental results on the sensitization of 
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PbSe films by 0, S, Se ,and the halogens. It is 
concluded that the only satisfactory model is 
one in which minority-carrier traps are intro-
duced and the majority-carrier lifetime in-
creased by the sensitizing agent. 

535.37 2776 
A Note on the Diffusion-Controlled 

Processes in Luminescent Solutions—A. Ja-
blonski. (Acta Phys. Polon., vol. 15, pp. 263-
266; 1956. In English.) 

535.37: [546.472.21+546.482.21 2777 
De-excitation of ZnS and ZnCdS Phosphors 

by Electric Fields—H. Kallmann and P. Mark. 
(Phys. Rev., vol. 105, pp. 1445-1450; March 1, 
1957.) The effect of strong applied ac and dc 
fields on the rise and decay of photoconduc-
tivity in ZnS and ZnCdS phosphors is de-
scribed. The electron fields accelerate the de-
excitation process. This phenomenon is at-
tributed to the reduction of retrapping of ex-
cited electrons. 

535.37: 546.561-31 2778 
A New Luminescence Emission in Cu2O— 

J. Bloem, A. J. Van der Huyen van Oordt, 
and F. A. Kriiger. (Physica, vol. 22, pp. 1254-
1256; December, 1956.) Infrared luminescence 
characteristics measured at 77° and 20°K are 
shown as a function of oxygen pressure during 
preparation. 

535.376 2779 
Electroluminescence Deterioration—W. A. 

Thornton. (J. Appt. Phys., vol. 28, pp. 313-
316; March, 1957.) The slow decrease in lumi-
nescence with time has been studied in con-
junction with various associated effects. The 
observations are consistent with trap and donor 
depletion by electrolysis. 

535.376 2780 
Crystal Mount and Techniques for Measur-

ing High-Frequency-Induced Electrolumi-
nescence—G. G. Harman. (Rev. Sci. laser., 
vol. 28, pp. 127-129; February, 1957.) The 
apparatus includes a simple optical system for 
irradiation and for separation of excitation 
and luminescence spectra. Excitation frequen-
cies ranging from de to to 400 mc, and also in 
selected microwave bands, may be used. 

537.226/.227:546.431.824-31 2781 
Activation Field and Coercivity of Ferro-

electric Barium Titanate—H. H. Wieder. (J. 
Appt. Phys., vol. 28, pp. 367-369; March, 
1957.) Measurements obtained from hysteresis 
loop data may be used to calculate the activa-
tion field. The fields calculated lead to conclu-
sions relating to the properties of the crystals. 

537.226/.227:547.476.3 2782 
Electric Strength of Rochelle Salt Crystals 

at a Constant, Alternating (50 c/s) or Pulse 
Voltage of 10-4 - 10-7 sec Duration—K. M. 
Kevroleva. (Zit. Tekh. Fiz. vol. 26, pp. 2243-
2247; October, 1956.) The dependence of break-
down voltage gradient on the thickness of the 
crystals, crystal axis, temperature, and time 
was investigated experimentally. Results show 
that the breakdown strength decreases with 
increasing thickness, that it is independent of 
temperature in the range — 60°C to 50°C, and 
no changes occur at the Curie temperatures 
(-18°C and + 24°C), that it is independent of 
the crystallographic axis, and that it increases 
with decreasing pulse duration. 

537.226.3 2783 
Mechanism of Dielectric Relaxation Losses 

in Crystals with Polar Molecules—I. Ts. 
Lyast. (Zh. Tekh. Fiz., vol. 26, pp. 2293-2301; 
October, 1956.) The complex permittivity is 
calculated assuming the following mechanism: 
the relaxation dielectric losses are connected 
with the migration of polar molecules to un-
occupied positions; this movement is, in gen-
eral, accompanied by rotation of the polar 

molecule, resulting in relaxation polarization 
of the crystal. Theoretical and experimental 
results are compared for gypsum. 

537.226.31 2784 
Dielectric Losses in Dense Amorphous 

Structures—V. Kit. Kozlovski. (Zh. Tekh. 
Fiz., vol. 26, pp. 2254-2258; October, 1956.) 
The losses are considered theoretically taking 
into account the inertia of ions. The fre-
quency characteristic of the real and imaginary 
parts of the dielectric constant is calculated 
for particular cases. 

537.227/.228:061.3(47) 2785 
1st Conference on Ferroelectricity (Lenin-

grad, 19th-24th June 1936)—(Bull. Acad. 
Sci. U.R.S.S., sér. phys., vol. 21, pp. 233-292; 
February, 1957. In Russian.) Texts are given 
of the following five papers presented at the 
conference: 

Brief Review of Some Results of Investi-
gations of Ferroelectrics in Recent Years— 
G. A. Smolenski (pp. 233-263). 

Orientation of Domains and Macrosym-
metry of Properties of Ferroelectric Single 
Crystals—I. S. Zheluder and L. A. Shuvalov 
(pp. 264-274). 

Crystal Chemistry of Ferroelectrics with 
Perovskite-Type Structure—Yu. N. Venevtsev 
and G. S. Zhclanov (pp. 275-285). 

The Characteristic of the Change of Domain 
Structure of Rochelle Salt in Alternating Elec-
tric Fields— I. S. Zheludev and R. Va. Sit'ko 
(pp. 286-288). 

Some Details of Domain Structure of 
Rochelle Salt Crystals (from Optical Observa-
tions)—M. A. Chernysiteva (pp. 289-292). 

537.227:546.431.824-31 2786 
Infrared-Absorption Studies on Barium 

Titanate and Related Materials—J. T. Last. 
(Phys. Rev., vol. 105, pp. 1740-1750; March 
15, 1957.) Absorption bands, arising from 
normal vibrations of the TiO3 group, have been 
measured; they are centered on wave numbers 
of 495 cm-, and 340 cm -1. 

537.311.31:538.63 2787 
Magnetoresistance Effects in the Group I 

Metals at High Fields— R. G. Chambers 
(Proc. Roy. Soc. A, vol. 238, pp. 344-357; 
January 8, 1957.) Resistivity and Hall coeffi-
cient were measured in Cu, Ag, and Au at 
4°K in fields up to 25 kg. 

537.311.31: 538.63 2788 
Magnetoresistance—New Tool for Elec-

trical Control Circuits—R. K. Willardson and 
A. C. Beer. (Elec. Mfg., vol. 57, pp. 79-84; 
January, 1956.) Review of principles and ap-
plications. 

537.311.33 2789 
General Semiconductor Junction Relations 

N. H. Fletcher. (J. Electronics, vol. 2, pp. 609-
610; May, 1957.) General carrier density rela-
tions are derived for an abrupt junction 
between two sections of semiconductor with 
arbitrary impurity contents and with an 
arbitrary applied bias. 

537.311.33 2790 
Drift of Minority Carriers in the Presence 

of Trapping—A. K. Jonscher. (Proc. Phys. Soc., 
London, vol. 70, pp. 223-229; February 1, 1957.) 
Expressions are derived for the densities of free 
carriers, N, and trapped carriers, NI, as func-
tions of distance and time, ignoring the effects 
of diffusion. The N/time-response curve de-
pends critically on the steady-state carrier life-
time, the trapping time constants, and on the 
distance of the collector from the emitter. 

537.311.33 2791 
Diffusion of Minority Carriers in the Pres-

ence of Trapping—A. K. Jonscher. (Proc. Phys. 
Soc., London, vol. 70, pp. 230--234; February 1, 
1957.) For constant-level carrier density, the 

diffusion is little affected by Yapping in ex-
trinsic material; if the density varies sinu-
soidally the effective diffusion length is the 
same as for the trap-tree case al low and high 
frequencies but is appreciably less at inter-
mediate frequencies. 

537.311.33 2792 
Possible Mechanism for Radiationless Re-

combination in Semiconductors—L. Bess. 
(Phys. Rev., vol. 105, pp. 1469-1.478; March 1, 
1957.) Two Auger-type processes are described 
and evaluated whereby the trapping of a hole 
or electron results in the emission of an ener-
getic hole or electron instead of a photon. 
These r tdiationless processes predominate 
over the radiative process under nearly all 
operating conditions for a wide class of semi-
conductors. 

537.311.33 2793 
Fluctuations in the Number of Electrons 

and Holes in a Semiconductor—D. J. Oliver. 
(Proc. Phys. Soc., London, vol. 70, pp. 244-
247; February 1, 1957.) Statistical mechanics 
are used to extend previous work [793 of 1956 
(Burgess)] to include semiconductors in which 
electrons and/or holes form a degenerate 
assembly. 

537.311.33 2794 
Theory of Semiconductors of Type A"B"— 

A. I. Gubanov (Zit. Tekh. Fiz., vol. 26, pp. 
2170-2178; October, 1956.) Critical comment 
on Seraphin's theory (1379 of 1955). A semi-
quantitative model is presented clarifying the 
widening of the forbidden zone in compounds 
of the AIIII3v type in comparison with iso-
electron elements of Group IV. 

537.311.33 2795 
Electronic Properties of Aromatic Hydro-

carbons: Part 3—Diffusion of Excitons— O. 
Simpson. (Proc. Roy. Soc. A., vol. 238, pp. 
402-411; January 8, 1957.) A method is de-
scribed by which the migration af excitons in 
anthracene can be observed. For Parts 1 and 
2, see 2093 of 1956. 

537.311.33:061.3(47) 2796 
8th All-Union Conference on Semiconduc-

tors (Leningrad, 15th-21st November, 1955)- - 
(Bull. Acad. Sci. U.R.S.S., sér. phys., vol. 20, 
pp. 1467-1580; December, 1956; vol. 21, pp. 
1-159, and pp. 161-224; January, February, 
1957. In Russian.) Texts are given of papers 
presented in the following sections: a) electrical 
and thermal properties of semiconductors, b) 
theory of semiconductors, c) chemistry of semi-
conductors, and d) semiconductor catalysis. 
The papers include: 

Thermal Equilibrium of Electrons in Sur-
face and Bulk Levels in a Semiconductor— 
V. E. Lashkarev (pp. 1469-1478). 

Thermoelectric Phenomena in Semicon-
ductors with a Non-equilibrium Concentration 
of Current Carriers —Ya. Tauts [Tauc] (pp. 
1479-1483). 

Appearance of Photoelectrornotive Force 
in an Illuminated Semiconductor in an In-
homogeneous Magnetic Field— Ya. Tauts 
[Taud ] (pp. 1484-1485). 

Structure and Electrical Properties of 
Indium Antimonide in Thin Layers--- I. D. 
Konozenko and S. I). NI iklinoyski (pp. 1486-
1490). 

Investigation of the Peltier Effect and 
Thermoelectromotive Forces in Germanium— 
M. Slitenbek and I. I. Baranski (pp. 1491-
1493). 

New Vitreous Semiconductors— N. A. 
Goryunova and B. T. Kolomiets (pp. 1496-
1500). 

Semiconductor Properties of Magnesium— 
Bismuth Alloys —A. K. Kikoin and G. D 
Fedorov (pp. 1501-1508). 

Electrical Properties of Manganese-Ger-
manium Alloys— I. G. Fakitlov, N P. Grazh-
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dankina, and V. N. Novogrudski (pp. 1509-
1518). 

New Type of Thermal Acceptors in Ger-
manium-V. A. Zhidkov and V. E. Laslikarev 
(pp. 1521 1525). 

Diffusion of Antimony and Zinc from the 
Vapour Phase into Germanium-V. E. Ko-
senko (pp. 1526-1532). 

Thermomechanical Phenomena in Thin 
Layers of Semiconductors- I. G. Nerkashevich 
(pp. 1533 - 1540). 

Temperature Dependence of the Electrical 
Conductivity of Organic Semiconductors-
A. T. Vartanyan (pp. 1.541-1547). 

Dependence of the Mobility of Current 
Carriers in Germanium on the Concentrations 
of Antimony and Phosphorus- 1'. L Baranski 
(pp. 1.548-1549). 

Theory of Electric Strength of Germanium 
and Silicon-V. A. Cliiienkov (pp. 1550-1552). 

Electron Density Distribution and Electrical 
Conductivity of Cadmium Sulphide Crystals-
Vu. N. Slitivalov (pp. 1553-1559). 

An Attempt to Determine the Increase of 
Current Carrier Temperature Caused by an 
Electric Field in Germanium-- M. Slitenbek 
(pp. 1560 1562). 

Formation of Vacancies in a Crystal Lattice 
N. P. Kalabukliov (pp. 1563 - 1568). 

Production of Phosphors by means of Re-
crystallization in Electron Migration -Z. 
D'yulai (pp. 1569-1570). 

Electrical Properties and Uses of Silicon 
Carbide--N. I'. Bogoroditski, V. V. Pasynkov, 
G. F. Kholuyanov, and D. A. Yaskov (pp 
1571-158(1). 

Spur Method for Conduction Electrons in 
Semiconductors: Part 1-Weak Interaction of 
Electrons with Oscillations. Part 2-Vari-
ational Method-M. A. Krivoglaz and S. I. 
Pekar (pp. 3-32). 

Influence of the Polaron Effect on the 
Thermodynamics of Conduction Electrons in 
Semiconductors-M. A. Krivoglaz and S. I. 
Pekar (pp. 33-36). 

Interaction of Excitons with a Molecular 
Lattice-E. I. Rashba (Pp. 37-47). 

Investigation of Crystal Micro-theory-
K. B. Tolpygo (pp. 48-64). 

Theory of Excitons in Ionic Crystals- I. M. 
Dykman (pp. 65-67). 

Interaction of Localized Electrons with 
Acoustic Vibrations in Homopolar Crystals-
M. F. Deigen (p. 68). 

Recombination in a Collision of Current 
Carriers in Semiconductors-L. Sosnovski 
[Sosnowskil (pp. 70 - 73). 

Excited States of Two-Electron Colour 
Centres in Ionic Crystals of a and e Bands-
O. F. Tomasevich (pp. 74-77). 

Energy Spectrum of Exciton in Ionic Crystal 
-I. P. Ipatova (pp. 78-86). 

A Recombination Mechanism of Current 
Carriers in Strongly Alloyed Semiconductors-
V. L. Boncli-Bruevich (Po. 87-96)• 

Some Peculiarities in the Thermodynamics 
of the Phonon and the Electron Gas in a Solid 
Body-Yu. N. Obraztsov (pp. 97-102). 

Mean Free Path of an Electron in Liquid 
and Amorphous Conductors-A. I. Gubanov 
(p. 104). 

Interaction of Electrons of a Semiconductor 
with Lattice Vibrations at Very Low Tempera-
tures-L. E. Gurevich (pp. 105-111). 

Some Electroacoustic Effects-L. E. Gure-
vich (pp. 112-119). 

Some Problems of the Crystal Chemistry 
of Compounds with Zinc Blende Structure-
N. A. Goryunova (pp. 120-132). 

Theory of Phases [of compounds] of Vari-
able Composition with Zinc Blende Structure 
(Investigation of Possible Range of Homo-
geneity of Type AIIII3v Compounds)-B. F. 
Ormont, N. A. Goryunova, I. I. Ageeva, and 
N. N. Fedorova (pp. 133-140). 

Physico-chemical Analysis of some Semi-

conductor Systems-N. Kb. Abrikosov (pp. 
141-145). 

Crystallization of Single-Crystal Layers of 
Silicon and Germanium from the Gaseous 
Phase-N. N. Slieftal', N. P. Kokorish, and 
A. V. Krasilov (pp. 146-152). 

Production of Single-Crystal Specimens of 
Cuprous Oxide-Yu. I. Gritsenko (pp. 153 
157). 

Investigation of the Coefficients of Self-
Diffusion of I and K Ions in Alkali-Halide 
Crystals Irradiated by X Rays-V. V. M um-
ladze (pp. 158-159). 

Effect of Adsorption on the Electrical Con-
ductivity and Work Function of a Semiconduc-
tor-V. B. Sandomirski (pp. 211-219). 

Absorption of Light in Crystals of Mercury 
Halides-E. F. Gross and A. A. Kaplyanski 
(pp. 220-224). 

537.311.33:535.215 2797 
Kinetics of the Bipolar Photo-e.m.f. in a 

Semiconductor with Metal Electrodes-E. I. 
Kaplunova and K. B. Tolpygo. (Zh. Tekh. Fiz., 
vol. 26, pp. 2165-2169; October, 1956.) 

537.311.33: 535.34 2798 
The Anomalous Skin Effect and the Optical 

Absorptivity of Semiconductors: Part 2-R. B. 
Dingle. (Physica, vol. 22, pp. 1237-1241; De-
cember, 1956.) More general expressions are de-
rived by solving the integro-differential equa-
tion of the anomalous skin effect. Part 1: 1116 
of 1957. 

537.311.33 : 537.324: 546.87.24.23 2799 
Solid Solutions Bi2Te2-Bi2Se3 as Materials 

for Thermoelements-S. S. Sinani and G. N. 
Gordyakova. (Zh. Tekh. Fiz., vol. 26, pp. 2398-
2399; October, 1956.) Brief note. The solid 
solutions, with various impurities, have a con-
ductivity e 490-900 sr. • car', thermoelectric 
coefficient -a 225 to - 180/iV/°C, and thermal 
conductivity x 2.6- 3.0X 103 cal • cm-ideg-, 
• 

537.311.33:538.21 2800 
Magnetic Properties of Pure and n-Type 

Germanium at Liquid-Helium Temperatures-
F. T. Hedgcock. (J. Electronics, vol. 2, pp. 513-
528; May, 1957.) Susceptibility measurements 
at temperatures between 4.2°K and room tem-
perature are reported for n-type Ge samples of 
various charge-carrier densities. In high-purity 
material an anomalous low-temperature para-
magnetism was observed. For nondegenerate 
samples in a particular impurity concentration 
range, the results are consistent with the usual 
activation process, but below this concentration 
it seems necessary to suggest the existence of 
conduction in an impurity band. 

537.311.33:538.6 2801 
D.C. Magnetoconductivity and Energy 

Band Structure in Semiconductors-R. M. 
Broudy and J. D. Venables. (Phys. Rev., vol. 
105, pp. 1757-1763; March 15, 1957.) A general 
method is described for experimentally obtain-
ing all components of the magnetoresistivity 
and hence the magnetoconductivity tensor. 
Expressions for determining the mass ratio K 
have been derived. The known band structures 
of n-type Ge and Si have been verified by the 
method and K lias been determined for Ge 
from 65°K to 200°K. 

537.311.33 : 538.6 2802 
The Galvanomagnetic and Thermomagnetic 

Effects in Semiconductors-R. Mansfield. 
(Proc. Phys. Soc., London, vol. 70, pp. 240-
243; February 1, 1957.) The values of the coeffi-
cients are calculated for a semiconductor in 
which the charge centers are scattered by 
ionized impurity centers. 

537.311.33:538.63 2803 
Theory of the Hall and Nernst Effects in a 

Semiconductor with an Impurity Zone-M. I. 

Klinger, V. G. Novikova, and V. N. Agarkova. 
(Zh. Tekh. Fiz. vol. 26, pp. 2185-2194; October, 
1956.) The Hall effect, R, and the Nernst effect, 
Q, are first considered for a metal with a narrow 
conduction zone and then for a semiconductor 
with an impurity zone. The functions R(T) and 
Q(7') are investigated and experimental results 
are compared with theory. 

537.311.33:538.63 2804 
Measurement of Gauss Effect in Various 

Semi-conductors at 10,300 and 600 Mc/s-1'. 
Ramer, M. J. O. Strutt, and F. K. von Willisen. 
(Arch. elekt. Übertragung, vol. 11, pp. 1-7; 
January, 1957.) The Gauss effect is a galvano-
magnetic effect in which the resistance of a 
semiconductor increases in a transverse mag-
netic field; it is directly connected with the 
Hall effect. Measurements on samples of 
InAs, InSb, and Ge show a slight decrease in 
galvanomagnetic effects at 10 mc and very 
pronounced falls at 300 and 600 mc compared 
to the values obtained at zero frequency. The 
experimental methods and errors and the limi-
tations of existing theory are discussed. 

537.311.33:538.632 2805 
A Simple Graphical Method of Calculating 

the Density of Current Carriers in a Semicon-
ductor from the Hall Coefficient-T. S. 
Robinson, M. Smollett, and R. G. Pratt. (Brit. 
J. App!. Phys., vol. 8, pp. 130-131; March, 
1957.) 

537.311.33: (546.28+546.289 2806 
Energy Band Structure in P-type Ger-

manium and Silicon-E. O. Kane. (Phys. 
Chem. Solids, vol. 1, pp. 82-99; September 
/October, 1956.) Energy-band calculations are 
made for the three valence bands in Si and Ge 
in terms of the cyclotron resonance parameters. 
The energy in the band measured from k= 0 is 
not assumed small compared with the spin-
orbit splitting. Matrix elements for direct 
optical transitions between valence bands and 
the free-carrier absorption are calculated. 

537.311.33: 546.28 2807 
Energy Levels in Electron-Bombarded 

Silicon-G. K. Wertheim. (Phys. Rev., vol. 
105, pp. 1730-1735; March 15, 1957.) "Electron 
bombardment of n- and p-type silicon reduces 
the lifetime of minority carriers and decreases 
the carrier concentration. This paper presents 
evidence that: 1) an electron trapping level is 
located 0.16 cv below the conduction band and 
a hole-trapping level 0.29 ev above the valence 
band, 2) the recombination centers responsible 
for the reduction of lifetime in n type are lo-
cated 0.31 ev from a band edge, and those in p 
type approximately 0.24 ev from a band edge, 
3) lattice imperfections are produced at a rate 
of 0.18 per electron-cm of bombardment at 
700 key." 

537.311.33:546.28 2808 
Electrical and Optical Properties of Heat-

Treated Silicon-NV. Kaiser. (Phys. Rev., vol. 
105, pp. 1751-1756; March 15, 1957.) The 
effects of oxygen impurity in Si crystals pulled 
from a quartz crucible have been investigated 
by optical and electrical means after heat-
treatment at 450°C and 1000°C. 

537.311.33: 546.28 2809 
Absorption Spectra of Impurities in Silicon: 

Part 1-Group III Acceptors-E. Burstein, 
G. Picos, B. Henvis, and R. Wallis. (Phys. 
Chem. Solids, vol. 1, pp. 65-74; September 
/October, 1956.) The spectra give information 
about the ionization energies and excited states 
of the impurity centers. The results are com-
pared with a simple theoretical model. 

537.311.33:546.28 2810 
Absorption Spectra of Impurities in Silicon: 

Part 2-Group V Donors-G. Pincus, E. 
Burstein, and B. Henvis. (Phys. Chem. Solids, 
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vol. 1, pp. 75-81; September/October, 1956.) 
These spectra were measured at liquid helium 
temperature, and ionization energies and term 
schemes for these materials have been deter-
mined from the data. Part I: 2809 above. 

537.311.33[546.28+546.2891:536.21 2811 
The Thermal Conductivity of Germanium 

and Silicon between 2 and 300°B—J. A. Car-
ruthers, T. H. Geballe, H. M. Rosenberg, and 
J. M. Ziman. (Proc. Roy. Soc. A, vol. 238, pp. 
502-514; January 29, 1957.) Measurements on 
single crystals of pure n-type and p-type Ge 
containing from 10 ,, to 100 Group III impurity 
atoms per cm, and on pure n-type and gold-
doped p-type Si are reported. 

537.311.33:546.281.26:535.3 2812 
Absorption of Light in Alpha SiC Near the 

Band Edge—W. J. Choyke and L. Patrick. 
(Phys. Rev., vol. 105, pp. 1721-1723; March 15, 
1957.) 

537.311.33:546.289 2813 
Vacuum Technology for Germanium—Z. 

Majewski. (Arch. Elektrolech., vol. 5, pp. 769-
779; 1956.) The technological process used in 
the production of metallic Ge from the oxide 
of Polish origin is described and the equipment 
used in the production of single crystals is dis-
cussed. The methods of resistivity and lifetime 
measurement used in various stages of manu-
facture are briefly described and the results are 
given. 

537.311.33:546.289 2814 
Thermal Acceptors in Germanium—H. 

Letaw, Jr. (Phys. Chem. Solids, vol. 1, pp. 
100-116; September/October, 1956.) Thermal 
acceptors in Ge are identified as vacancies with 
an energy of formation of 2 ev. In the annealing 
of Ge divacancies are initially formed, followed 
by clusters of higher order. 

537.311.33:546.289 2815 
Storage of Injected Carriers at Surfaces of 

Germanium—B. H. Schultz. (Philips Res. 
Rep., vol. 12, pp. 82-96; February, 1957.) The 
effects of surface storage are calculated using 
standard space-charge theory. Measurements 
of the relaxation of photoconductance show the 
storage to be appreciable although the surface 
layer is very thin. The results are in qualitative 
agreement with theory. 

537.311.33:546.289 2816 
Investigation of Surface Conductivity and 

Surface Recombination in Germanium Speci-
mens—A. V. Rzhanov, I. G. Neizvestnyi, and 
V. V. Roslyakov. (Zh. Tekh. Fiz., vol. 26, pp. 
2142-2153; October, 1956.) Results of an 
experimental investigation are reported. A 
correlation is established between the changes 
in surface conductivity and the surface re-
combination velocity in Ge specimens in vari-
ous gas media. This correlation is shown to be 
connected with changes in the surface potential 
which is evaluated. 

537.311.33:546.289 2817 
Field Effect on an Illuminated Ge Surface 

and Investigation of the Surface Recombina-
tion Process—S. Wang and G. Wallis. (Phys. 
Rev., vol. 105, pp. 1459-1464; March 1, 1957.) 
From measurements of surface conductivity 
and photoconductivity on an etched Ge sample 
in the Brattain-Bardeen ambient cycle, values 
of surface potential and surface recombination 
velocity were derived. Dominant recombina-
tion centers with discrete levels were found 
near the center of the gap with a ratio of hole 
to electron capture probabilities of 9. The effect 
of a normal electric field was also studied and 
good agreement between theory and experi-
ment obtained. This effect can be used as an 
additional tool to study the surface recombi-
nation centers. 

537.311.33:546.289 2818 
Recombination Radiation from Deformed 

and Alloyed Germanium p-n Junctions at 
80°K—R. Newman. (Phys. Rev., vol. 105, pp. 
1715-1720; March 15, 1957.) The recombina-
tion radiation from Ge p-n junctions shows 
an intrinsic band, peaked at 0.7 ev, and also 
a band peaked at about 0.5 ev which is 
attributed to mechanical strain. Junctions 
containing Cu show a radiation band at 0.59 
ev. 

537.311.33 : 546.289: 537.32 2819 
Some Aspects of Peltier Heating at Liquid 

/Solid Interfaces in Germanium—W. G. 
Pfann, K. E. Benson, and J. H. Wernick. (J. 
Electronics, vol. 2, pp. 597-608; May, 1957.) 
Uses of Peltier heating in growing single crys-
tals, in producing n-p-n and n-p-n-p junctions 
in semiconductors, and in temperature-gradient 
zone melting, are discussed. The Peltier coeffi-
cient at the interface between the solid and 
liquid phases of a substance, may be deter-
mined from the velocity of interface move-
ment due to Peltier heating. 

537.311.33: 546.289: 538.639 2820 
Nernst-Ettingshausen Effect in Ger-

manium—R. I. Bashirov and I. M. Tsidirkov-
ski. (Zh. Tekh. Fiz., vol. 26, pp. 2195-2199; 
October, 1956.) Measurements on specimens 
of n- and p-type Ge in the temperature range 
125-650°K are reported and the results are 
discussed. 

537.311.33: 546.289:545.7 2821 
Determination of Gaseous Impurities in the 

Surface Layers of Germanium—S. M. Fain-
shtein and V. I. Fistul'. (Zh. Tekh. Fiz., vol. 26, 
pp. 2162-2164; October, 1956.) A mass-
spectrometer used in conjunction with a 
vacuum extraction system was used. The 
method used and results obtained are briefly 
described. 

537.311.33:546.561-31 2822 
Diffusion of Chemical Admixturesin Cuprous 

Oxide and their Influence on its Rectification 
Properties—A. V. Sandulova and A. I. 
Andrievski. (Radiotekhnika i Elektronika, vol. 
1, pp. 1492-1502; December, 1956.) Results 
are presented of an experimental determination 
of the diffusion coefficients for Pa, Sib, Pa, and 
Anal, in cuprous oxides with various structures 
and of the influence of Aguo, Sa, and l's' im-
purities and of excess oxygen on the electrical 
parameters of cuprous oxide rectifiers. 

537.311.33:546.621.86 2823 
Electrical and Optical Properties of Alu-

minium Antimonide; Action of Lithium—F. 
Kover and A. Quilliet. (C. R. Acad. Sci., Paris, 
vol. 244, pp. 1739-1741; March 25, 1957.) 
Alloying Li to the pure substance greatly in-
creases the resistivity. It is suggested that the 
pure substance is composed of slightly more 
atoms of Al than of Sb and that Li atoms may 
fill the resulting gaps in its structure. See also 
178 of 1957 (Kover). 

537.311.33: 546.681.23.19 2824 
Arsenoselenides of Gallium—N. A. Goryu-

nova and V. S. Grigor'eva. (Zh. Tekh. Fiz., vol. 
26, pp. 2157-2161; October, 1956.) Brief report 
on X ray, surface microstructure, and quanti-
tative analysis of compounds in the m 
GaAs. ( 1 - m)Ga2Sea system. An electrical-
conductivity/composition curve is also given. 

537.311.33 : 546.682.86: 535.215 2825 
Theory of the Spectral Distribution of Re-

combination Radiation from InSb—T. S. Moss. 
(Proc. Phys. Soc., London, vol. 70, pp. 247-
250; February 1, 1957.) The theory explains 
satisfactorily the observed spectral distribution 
and indicates that 20 per cent of the total 
recombinations are radiative. 

537.311.33:548.0:621.385.833 2826 
The Examination of p-n Junctions with 

the Scanning Electron Microscope—C. W. 
Oatley and T. E. Everhart. (J Electronics, 
vol. 2, pp. 568-570; May, 1957.) A technique 
for showing up junctions is described, with dis-
cussion of factors affecting contrast. 

537.311.33: 549.351.12 2827 
Measurement of Electrical Conductivity 

of Crystals. Case of Chalcopyrite— M. Winten-
berger. (C.R. Acad. Sc., Paris, vol. 244, pp. 
1801-1803; March 25, 1957.) Valdes' four-
probe method for measuring conductivity 
(1502 of 1954) is applied to study the anisotropy 
of resistivity in CuFeSs. It is suggested that 
this increases with purity. 

537.533.8:546.331.31 2828 
Secondary Electron Emission from a NaBr 

Single Crystal—T. L. Matskevich. (Zh. Tekh. 
Fiz., vol. 26, pp. 2399-2400; October, 1956.) 
The secondary emission coefficient a was de-
termined at 20, 50, and 300°C at normal 
primary electron beam incidence and at 20°C 
also at an angle of incidence of 50°. At 20°C, 
normal incidence and primary electron poten-
tial /7„ 1800 V, 24 + 2, at 20°C, 50° 
incidence, Up≥ 3000 V, 30. The coeffi-
cient is strongly temperature dependent. 

537.533.8:546.77+546.74 2829 
Secondary Electron Emission of Nickel 

and Molybdenum at Low Primary Electron 
Energies—A. R. Shul'inan and E. I. Myakinin. 
(Zh. Tekh. Fiz., vol. 26, pp. 2223-2233; 
October, 1956.) Results show that there is a 
threshold value for secondary electron emission 
close to the work function. At primary electron 
energies Vp>cP secondary electrons appear, 
their average energy increasing with increasing 
V,. This can be explained by assuming 
spherically symmetric; scattering at low V, 
values; i.e., different from the distribution at 
higher V, values. 

537.58:546.832 2830 
Thermionic Constants and Sorption Proper-

ties of Hafnium—H. D. Hagstrum. (J. App!. 
Phys., vol. 28, pp. 323-328; March, 1957.) 

538.221 2831 
Analysis of Ferromagnetic and Antiferro-

magnetic Second-Order Transitions—J. A. 
Hofmann, A. Paskin, K. J. Tauer, and R. J. 
Weiss. (Phys. Chem. Solids, vol. 1, pp. 45-60; 
September/October, 1956.) Gives methods of 
separating the magnetic contribution to the 
specific heat of these materials. 

538.221 2832 
Effect of the Interaction between Magnetic 

Particles on the Critical Single-Domain Size— 
A. H. Morrish and L. A. K. Watt. (Phys. 
Rev., vol. 105, pp. 1476-1478; March 1, 1957.) 

538.221 2833 
The Electronic Properties of Nickel-

Palladium Alloys—E. P. Woldfarth. (Phys. 
Chem. Solids, vol. 1, pp. 35-38; September/Oc-
tober, 1956.) Theoretical predictions are made 
about the specific heat of these alloys, their 
electrical and magnetic properties, and the 
effect of compression on their Curie point. 

538.221 2834 
Reproducing the Properties of Alnico Per-

manent-Magnet Alloys with Elongated Single-
Domain Cobalt-Iron Particles—F. E. Lu-
borsky, L. I. Mendelsohn, and T. O. Paine. (J. 
Ape Phys., vol. 28, pp. 344-351; March, 
1957.) A description of the synthesis of the 
magnetic properties of alnico alloys using fine-
particle compacts. 

538.221 2835 
Magnetic Alloy of High Permeability and 

Low Hysteresis Loss—( Engineer, London, 
vol. 203, p. 427; March 15, 1957.) Note of the 
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magnetic properties of "supermendur," an alloy 
of 49 per cent Fe, 49 per cent Co, and 2 per 
cent Va developed by Bell Laboratories. Maxi-
mum permeability is 66000 at 20 kg, rema-
nence 21.5 kg, and coercive force 0.26 oersted. 

538.221 2836 
Dynamax, a New Crystal and Domain-

Oriented Magnetic Core Material—G. II. 
Howe. (Commun. C'se Electronics, no. 27, pp. 
548-550; November, 1956. Discussion p. 551.) 
The high-permeability material described con-
tains approximately 65 per cent Ni, 2 per cent 
Mo, and 33 per cent Fe. It is available as thin 
tape for toroidal cores; its dynamic character-
istics are superior to those of other commercial 
rectangular-loop materials. The best values ob-
tained are 1780000 maximum permeability, 
11.95 kg residual flux density, and 0.0053 
oersted coercive force. 

538.221 2837 
Superposed Magnetic Fields in Materials 

with Rectangular Hysteresis Loops—C. B. 
Wakeman and F. J. Beck. (Commun. & Elec. 
tronics, no. 27, pp. 562-569; November, 1956.) 
Report of experimental investigations of tubu-
lar, tape-wound specimens of Ni-Fe alloys, 
one containing 50 per cent Ni, and the other 
79 per cent Ni and 4 per cent Mo. 

538.221:621.317.411.029.63 2838 
On the Complex Permeability of Iron-

Nickel Alloys at High Frequencies—J. C. 
Anderson and B. Donovan. (Proc. Phys. Soc., 
vol. 70, pp. 186-191; February 1, 1957.) The 
internal resonance frequency in the anisotropic 
field varies with the composition; it is a mini-
mum for 70 per cent Ni. The resonance curve 
for pure Ni has multiple peaks. 

538.221:621.318.124 2839 
Ceramic Magnets—R. A. Scholten. (Prod-

uct Eng., vol. 27, pp. 143-148; December, 
1956.) The characteristics and unit costs of 
barium ferrite magnets and the various grades 
of alnico magnets are tabulated for comparison. 
Some data are given on ceramic-magnet appli-
cations, particularly those utilizing their high 
coercivity. 

538.221:621.318.124 2840 
Magnetic-Induction and Coercive-Force 

Data on Members of the Series BaAl.Fen...00 
and Related Oxides—L. G. Van Uitert. 
Appi. Phys., vol. 28, pp. 317-319; March, 
1957.) The anisotropy field of the series in-
creases with Al content causing ferromagnetic 
resonance to move to higher frequencies. Ma-
terials with extremely high coercive forces can 
thus be realized. 

358.221: 621.318.134 2841 
Magnesium-Copper-Manganese-Aluminium 

Ferrites for Microwave Applications—L. G. 
Van Uitert. (J. Appi. Phys., vol. 28, pp. 320-
322; March, 1957.) The preparation of these 
ferrites is discussed and data presented on the 
saturation inductions, Curie temperatures, 
densities, and de resistivities. 

538.221:621.385.833:548.0 2842 
Observation of the Domain Structure of a 

Ferromagnetic Material by means of Photo-
electrons—G. V. Spivak, T. N. Dombrov-
skaya, and N. N. Sedov. (C.R. Acad. Sci. 
U.R.S.S., vol. 113, pp. 78-81; March 1, 1957. 
In Russian.) A photoelectron microscope and 
its applications are briefly described. The 
image on the fluorescent screen is obtained by 
magnetically focused photoelectrons emitted 
by the illuminated anthnony-caesium film 
which covers the ferromagnetic material. 

538.245 2843 
Spontaneous Magnetization and Magnetic 

Susceptibilities of an Antiferromagnetic with 
Foreign Ions in Both Sublattices—K. F. Nies-

sen. (Phillips Res. Rep., vol. 12, pp. 69-81; Feb-
ruary, 1957.) 

538.245 2844 
Formation of Magnetic Texture by a Mag-

netic Field in Thin Layers of Iron Obtained by 
the Electrolytic Method—N. V. Kotel'nikov. 
(C. R. Acad. Sci. U.R.S.S., vol. 113, pp. 97-99; 
March 1, 1957. In Russian.) 

538.632 2845 
The Hall Effect in the Silver-Palladium 

Alloy System—A. I. Schindler. (Phys. Chem. 
Solids, vol. 1, pp. 42-44; September/October, 
1956.) 

538.65 2846 
The Interrelation of Magnetomechanical 

Phenomena and their Practical Applications— 
P. Ross. (Rev. gén. Elect., vol. 65, pp. 689-694; 
December, 1956.) After summarizing the 
theory underlying these effects, the conditions 
are derived for obtaining the maximum mag-
netoelastic sensitivity and magnetomechanical 
coupling coefficient for a given ferromagnetic 
material. 

539.23:537.311.3 2847 
Influence of the Support on Electrical Con-

ductivity of Very Thin Films of Gold. Measure-
ment of the Condenstation Factor—Sen-Sik 
Minn and S. Offret. (CR. Acad. Sci., Paris, 
vol. 244, pp. 1624-1626; March 18, 1957.) An 
experimental study using supports of bismuth 
oxide, MgF2, and glass. 

539.23:546.87:538.63 2848 
Magnetoresistance of Thin Bismuth Films 

—P. Huet and A. Colombani. (CR. Acad. 
Sci., Paris, vol. 244, pp. 1626-1629; March 18, 
1957.) Experimental results are given in 
graphical form for fields up to 35 000 oersted 
and thicknesses between 25 and 2 800 A. See 
also 2532 of 1957 and back references. 

621.315.5/.6:539.16 2849 
Designing Electronics to Resist Nuclear 

Energy—H. L. Morgan. (Electronics, vol. 30, 
pp. 155-157; May I, 1957.) Materials and 
components must be selected that will function 
under conditions of high nuclear radiation and 
temperature, and low susceptibility to second-
ary radiation is essential to permit servicing of 
equipment. The properties of some materials 
are tabulated and discussed. 

621.315.611: 546.623 -31 2850 
Electric Strength of Thin Layers of Alu-

minium Oxide—S. N. Koikov and A. N. 
Tsikin. (Zh. Tekh. Fiz., vol. 26, pp. 2248-2253; 
October, 1956.) An experimental investigation 
is reported of the dependence of electric 
st-ength on 1) the polarity of electrodes, 2) 
thickness of the oxide film in the range 15-30 M, 
and 3) temperature in the range 300-2000°K. 
The breakdown of the oxide in air at normal 
temperatures is probably due to the breakdown 
of the air in the pores of the film; in vacuum the 
breakdown occurs I) in the vacuum in the pores 
of the film and 2) along the surface of the 
pores. A thermal breakdown mechanism may 
be operative above I300-1400°K. 

621.315.612.6:537.52 2851 
The Electric Strengths of Glasses with Dif-

ferent Sodium Contents—J. Vermeer. (Physica, 
vot. 22, pp. 1247-1253; December, 1956.) 

621.315.612.6:537.52 2852 
The Electrical Conduction of Glass at High 

Field Strengths—J. Vermeer. (Physica, vol. 22, 
pp. 1257-1268; December, 1956.) The de ionic 
conductivity of four kinds of glass has been 
measured at different temperatures. Above 

kv/cm the final conductivity increased 
exponentially with field strength. 

621.315.612.6: 537.52 2853 
On the Relation between Ionic Conduc-

tivity and Breakdown Strength of Glass—J. 
Vermeer. (Physica, vol. 22, pp. 1269-1278; 
December, 1956.) 

MATHEMATICS 

517.9:519.47 2854 
Relation between a Criterion of Realizability 

and Functional Transformations- 1. Gumow-
ski. (CR. Acad. Sci., Paris, vol. 244, pp. 1466-
1468; March 11, 1957.) See also 1674 of 1957. 

519.272 2855 
A Scatter Diagram which Gives the Complex 

Correlation Coefficient for Normal Variables— 
N. F. Barber. (N.Z.J. Sci. Tech. B., vol. 38, pp. 
366-374; January, 1957.) "The correlation 
coefficient between two complex variables 
u(t) and v(1) can, in certain cases, be estimated 
by forming a scatter diagram of the variable 
[Isr(1) + v(1) j. An experimental example is 
given." 

MEASUREMENTS AND TEST GEAR 

526.2:535.22 2856 
Precision of the Geodimeter as Affected by 

the Speed of Light in Air—D. T. Williams and 
J. R. Williams. (Rev. Sci. Instr., vol. 28, pp. 
108-115; February, 1957.) An analysis of the 
limitations imposed by uncertainties in the 
velocity of propagation of light in the atmos-
phere. 

536.531:546.289 2857 
Germanium Resistance Thermometers 

Suitable for Low-Temperature Calorimetry— 
J. E. Kunzler, T. H. Geballe, and G. W. Hull. 
(Rev. Sci. Insir., vol. 28, pp. 96-98; February, 
1957.) Details are given of their construction 
including the preparation of the crystal 
"bridges" and their manner of mounting inside 
a platinum capsule. The measured electrical 
properties of several samples are also given. 

621.3.018.41(083.74)+529.7861:538.569.4 2858 
Frequency Shift in Ammonia Absorption— 

K. Matsuura, Y. Sugiura, and G. M. Hatoyama. 
(J. Phys. Soc. Japan, vol. 11, p. 1301; Decem-
ber, 1956.) A shift in the frequency of the 
center of a microwave absorption line of 
ammonia was observed with change of state of 
the gas. 

621.3.018.41(083.74): 621.396.11.029.45 2859 
Intercontinental Frequency Comparison by 

Very-Low-Frequency Radio Transmission— 
J. A. Pierce. (Psoe. IRE, vol. 45, pp. 794-803; 
June, 1957.) Discussion of the frequency sta-
bility of a 16-kc signal over paths 5 200 km 
and 18 700 km long. Measurements accurate 
to a few parts in 109 are possible in less than an 
hour. 

621.317.2: 621.373.421.13.029.63 2860 
A Crystal-Controlled Signal Generator— 

M. T. Stockford. (Electronic Eng., vol. 29, pp. 
202-205; May, 1957.) Detailed description of 
equipment with an output of 5 w at 937.5 mc 
designed to drive a klystron Type VX8175 
[2915 of 1956 (Norris)]. 

621.317.3:621.314.63 2861 
Dynamic Methods of Testing Semiconduc-

tor Rectifier Elements and Power Diodes: 
Part 2—A. II. B. Walker and R. G. Martin. 
(Electronic Eng., vol. 29, pp. 220-224; May, 
1957.) "Approximate" methods using normally 
available instruments are described. Direct 
comparison is made in certain cases between 
these measurements and those using the 
specialized equipment described in Part 1 
(2544 of 1957). A useful test summary is tabu-
lated. 

621.317.3:621.396.822:621.396.96 2862 
Measurement of Noise Factor in Centi-

metric Radar—Patla. (See 2768.) 
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621.317.34.029.62 2863 
Measurement of Group Delay in the 95- to 

115-Mc/s Band—A. C. H. Borsboom. (Philips 
Telecommun. Rev., vol. 17, pp. 90-99; January, 
1957.) Description of an instrument measuring 
delay variations with an accuracy of 10-9 sec. 

621.317.35:551.594.6 2864 
A Technique for the Rapid Analysis of 

Whistlers—Grierson (See 2759.) 

621.317.35.029.426 2865 
A Continuous Amplitude/Time Analyser— 

W. A. P. Young. (Electronic Eng., vol. 29, pp. 
206-209; May, 1957.) A twin-channel amplifier 
and integrator for the band 16-30 cps for 
analyzing encephalographic records. 

621.317.382.029.63/.64:537.52 2866 
Effect of Microwave Signals Incident upon 

Different Regions of a D.C. Hydrogen Glow 
Discharge—B. J. Udelson. (J. Ape Phys., 
vol. 28, pp. 380-381; March, 1957.) The 
change in voltage drop across a series resistor 
might be used to measure microwave power. 

621.317.42 2867 
Instrument for Relative Measurements of 

Constant Magnetic Fields — I. S. Slipiger, 
M. I). Raiser, and E. A. Myae. (Radiotekhnika 
i Elektronika, vol. 1, pp. 1515-1519; December, 
1956.) The instrument which utilizes the 
magnetic resonance absorption phenomenon, 
is designed for relative measurements of 
weakly inhomogeneous magnetic fields. The 
maximum measurable difference in the mag-
netic field is Aff„,,,.= +5 per cent, where H is 
the field strength. The error in AH is ± 3-4 
Per cent. Measurements were made of the 
injection-field distribution (H0=150 oersted) 
of the new 10-kmeV synchrophasotron of the 
Acedemy of Sciences. 

621.317.726: 621.385.832 2868 
The Measurement of Peak Voltage using a 

Cathode-Ray Tube—E. S. Fairley. (Brit. J. 
Ape Phys., vol. 8, pp. 101-102; March, 
1957.) A null method is used, a balance against 
an accurately determined direct voltage being 
achieved. 

621.317.75:538.569.4 2869 
Direct Measurement of the Characteristic 

Moments of the Line Structure in Paramag-
netic Resonance: Sinusoidal Sweep and Har-
monic Analysis of the Signal—J. Hervé 
(C.R. Acad. Sci., Paris, vol. 244, pp. 1475-
1478; March 11, 1957.) 

621.317.755:621.385.029.63/.64 2870 
The Wamoscope—a Microwave Display 

Device—D. E. George. (Sylvania Technologist, 
vol. 10, pp. 5-7; January, 1957.) The "wamo-
scope" is a traveling-wave tube combined with 
a cr tube screen in such a way as to make the 
brightness at the screen a function of the micro-
wave power input. 

OTHER APPLICATIONS OF RADIO 
AND ELECTRONICS 

621.365.92 2871 
Radio-Frequency Carbonization—S. \V. 

Taylor. (Research, London, vol. 10, pp. 108-
115; March, 1957.) Apparatus for rf heating 
giving an extremely uniform distribution of 
heat is briefly described and results of experi-
ments on various coals are given. 

621.384.612 2872 
Strong Focusing in Particle Accelerators: 

Alternating-Gradient Synchrotrons—P. Lapos-
tolle. (Onde élect., vol. 37, pp. 4-47; January, 
1957.) Outline of underlying principles and 
brief description of 200-in diameter, 25-kmev 
synchrotron for CERN in Geneva [see also 
3371 and 3372 (Grivet) of 1955. 

621.384.622.1:535.42 2873 
Linear Accelerator with Preliminary Elec-

tron Bunching: Application to Electron Dif-
fraction between 0.5 and 1 MeV— M. Papoular. 
(Ann. Phys., Paris, vol. 13, pp. 914-958; 
November/December, 1956.) Detailed descrip-
tion of the development and construction of a 
particle accelerator which incorporates a spe-
cial device for preliminary bunching by ve-
locity modulation to improve the energy 
spectrum (see also 1267 of 1957). Its applica-
tion in electron diffraction techniques is out-
lined and illustrated by experimental results. 

621.384.622.2 2874 
The 28-MeV Electron Accelerator Project 

for the Nuclear Research Centre at Saclay 
(Frances—H. Leboutet, E. Picard, and J. Vas-
tel. (Onde élecl., vol. 37, pp. 28-35; January, 
1957.) Basic design data of the linear accelera-
tor and general description of the installation. 

621.385.832 2875 
Tristable Gate moves C.R.O. Line Draw-

ings—P. A. Ryan. (Electronics, vol. 30, pp. 
178-180; May 1, 1957.) A means for producing 
simple contours on the face of a conventional 
CrO. 

621.385.833 2876 
Properties of Two-Aperture Electron 

Lenses—G. D. Archard. (Brit. J. App!. l'hys., 
vol. 8, pp. 127-130; March, 1957.) "Spherical 
and chromatic aberrations and focal properties 
of two-aperture ('immersion') electron lenses 
are investigated theoretically, and the results 
are presented graphically as functions of lens 
geometry and voltage ratio." 

621.398:621.396.934 2877 
Missile Telemeter uses Transistor Ampli-

fier—J. II. Porter. (Electronics, vol. 30, pp. 
170-171; May 1, 1957.) "Chopper-type de 
amplifier uses available channels to indicate 
missile temperatures in an airborne telemeter-
ing system. Unit has voltage gain of 1000 with 
5-v dc output and linearity within 2 per cent 
over the full output range. Input impedance is 
100 1/ and response is flat from zero to 10 cps. 
Stability is within 2 per cent up to 10 g vibra-
tion at 1000 cps or over temperature range 
from - 65°C to 85°C." 

642.6:681.142 2878 
Some of the Engineering Aspects of the Ma-

chine Translation of Language—R. E. Wall, Jr. 
(Commun. & Electronics, no. 27, pp. 580-584; 
November, 1956. Discussion, p. 585.) 

621.385.833 + 537.533.72 2879 
Proceedings of the Third International Con-

ference on Electron Microscopy, London, 
1954. [Book Reviewl—R. Ross (ed.). Publish-
ers: Royal Microscopical Society, London, 705 
pp.; 1956. (Nature, London, vol. 179, pp. 797-
798; April 20, 1957.) 

PROPAGATION OF WAVES 

621.396.11 2880 
Radio Propagation Fundamentals—K. Bul-

lington. (Bell Sys. Tech. J., vol. 36, pp. 593-
626; May, 1957.) Nomograms and graphs are 
included which permit numerical estimates of 
field strength to be made. All frequency bands 
of practical importance are discussed. Thirty-
four references. 

621.396.11 2881 
Spectrum of Turbulent Fluctuations Pro-

duced by Convective Mixing of Gradients— 
A. D. Wheelon. (Phys. Rev., vol. 105, pp. 1706-
1710; March 15, 1957.) The spectrum is calcu-
lated on the basis of the turbulent mixing of an 
established gradient of a passive scaler quan-
tity (e.g., electronic density). The resulting ex-
pression is consistent with experimental results 
on radio wave scattering by tropospheric and 
ionospheric irregularities. 

621.396.11 2882 
A Reflection Theory for Propagation Beyond 

the Horizon—H. T. Friis, A. B., Crawford, and 
D. C. Hogg. (Bell Sys. Tech. J., vol. 36, pp. 
627-644; May, 1957.) The atmosphere is as-
sumed to contain fairly sharp gradients of re-
fractive index having limited dimensions and 
random positions and orientations. This model 
gives good agreement with experimental data. 

621.396.11:551.510.535 2883 
The Fading of Radio Waves Reflected from 

the E Layer—B. Landmark. (J. Atmos. Terr. 
Phys., vol. 10, pp. 288-295; 1957.) Simultane-
ous measurement of phase path and amplitude 
of waves reflected vertically from the E region 
are analyzed. A temporary increase in phase 
path was associated with an enhancement of 
amplitude, indicating focusing by a moving 
concavity in the layer. 

621.396.11:551.510.535 2884 
High-Frequency Back-Scatter Observa-

tions at Salisbury, South Australia—C. G. 
McCue. (Aust. J. l'hys., vol. 9, pp. 454-470; 
December, 1956.) By measuring simultane-
ously angles of elevation and time delays of 
strobed back-scatter signals, seven different 
back-scatter modes were noted, of which the 
most frequent was the ground-scattered single 
F2 hop. Transmissions directed to four charac-
teristic types of scattering area showed that 
at low angles of elevation land is a more 
prominent source of back-scatter than sea, 
and that extremely larrge changes in land 
roughness result in increased back-scatter 
amplitude. 

621.396.11.029.45:551.510.535 2885 
The Geometrical Optics of V.L.F. Sky-

Wave Propagation—J. R. Wait and A. Mur-
phy. ( Piffle. IRE, vol. 45, pp. 754-760; June, 
1957.) Data are tabulated to facilitate the 
computation of received field strengths by 
combining ground and ionospheric waves. 
Comparison of some calculated values with 
experimental results leads to values of iono-
spheric refractive index differing from those 
previously published. 

621.396.11.029.45:551.510.535 2886 
The Mode Theory of V.L.F. Ionospheric 

Propagation for Finite Ground Conductivity— 
J. R. Wait. ( Piffle. IRE, vol. 45, pp. 760-767; 
June, 1957.) A mathematical formulation of 
the theory and graphical presentation of typi-
cal conclusions. Good agreement between cal-
culated and measured fields is shown. 
621.396.11.029.45: 551.510.535 2887 

The Attenuation vs Frequency Character-
istics of V.L.F. Radio Waves—J. R. Wait. 
(Piffle. IRE, vol. 45, pp. 768-771; June, 1957.) 
Attenuation factors are presented graphically 
as a function of various ionospheric parameters. 

621.396.11.029.45: 551.510.535 2888 
The "Waveguide Mode" Theory of the 

Propagation of Very-Low-Frequency Radio 
Waves—K. G. Budden. (Piffle. IRE, vol. 45, 
pp. 772-774; June, 1957.) Some apparent dis-
crepancies between previous treatments are 
shown to be due to differences in the assumed 
ionospheric parameters and in the terminology 
for the modes. 

621.396.11.029.45:551.594.6 2889 
Very-Low-Frequency Radiation from Light-

ning Strokes—Hill. (See 2760 ) 

621.396.11.029.45:621.3.018.41(083.74) 2890 
Intercontinental Frequency Comparison by 

Very-Low-Frequency Radio Transmission— 
Pierce. (See 2859.) 

621.396.11.029.53 2891 
The Ionospheric Attenuation of Hectometric 

Wave Propagation (550-1600kc/s)—M. Scholz. 
( Nachrichtentech. Z., vol. 10, pp. 6-11; January, 
1957.) Field-strength curves for nighttime 
propagation in the medium-wave band oh-
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tamed from various sources covering the past 
22 years are compared. Other data plotted for 
comparison and brief discussion are the sta-
tistical distribution of field-strength variations, 
seasonal fluctuations, and the mean fading rate. 

621.396.11.029.62 : 523.5 :621.396.67.012.12 
2892 

Height-Gain in the Forward Scattering of 
Radio Waves by Meteor Trails—C. O. Hines 
and M. O'Grady. (Ganad. J. Phys., vol. 35, pp. 
125-127; January, 1957.) Calculated curves 
are presented which show the detection rate 
of meteors and the mean signal level for forward 
transmission. The quantities are given as a 
function of antenna height and meteor-forma-
tion height. 

RECEPTION 

621.376.2 2893 
The Demodulation of Linearly Distorted 

A. M. Spectra—H. Schneider and G. Petrich. 
(Nachr-Tech., vol. 6, pp. 552-556; December, 
1956.) The effect of amplitude and phase 
changes on the demodulating action of a re-
ceiving diode is investigated theoretically; the 
results are discussed with reference to the 
tuned selective circuit and the purely induc-
tive hi channel. 

621.376.333 2894 
Some Problems in the Theory of the Ratio 

Detector— I. Kesler. (Arch. Elektrotech., vol. 5, 
pp. 591-619; 1956. English summary, p. 620.) 
Theoretical and practical aspects of compen-
sating amplitude variations of the input signal 
are discussed. 

621.396.62:621.314.7 2895 
Portable Transistor Receiver—S. W. Amos. 

(Wireless World, vol. 63, pp. 241-246 and 340-
346; May and July, 1957. Correction, ibid., p. 
377; August, 1957.) A discussion of general 
principles of design and a stage-by-stage ex-
amination of a complete circuit, full details of 
which are given. 

621.396.621.54 2896 
A New Approach in R.F. Front-End Design 

—B. B. Bycer. (Electronic Ind. Tele-Tech., vol. 
16, pp. 82-84, 141; January, 1957.) The design 
is based on permeability tuning and the use of a 
triode Type 6021 as a reactance modulator for 
operation at 205 inc. 

621.396.812.3 2897 
The Effect of the Recorder Time on the 

Apparent Speed of Fading of a Radio Signal— 
S. A. Bowhill. (J. Atmos. Terr. Phys., vol. 10, 
pp. 338-339; 1957.) 

621.396.822:551.594.6 2898 
Noise Investigation at V.L.F. by the 

National Bureau of Standards—Crichlow. (See 
2761.) 

621.396.822:551.594.6 2899 
Some Recent Measurements of Atmos-

pheric Noise in Canada—McKerrow. (See 
2762.) 

621.396.822: 551.594.6 2900 
Characteristics of Atmospheric Noise from 

1 to 100 kc/s—A. D. Watt and E. L. Maxwell. 
(See 2763.) 

621.396.823 : 537.523.3 2901 
The Radio Interference Produced by 

Corona Discharge—NI. I. Large. (J. Atmos. 
Terr. Phys., vol. 10, pp. 245-250; 1957.) The 
spectrum of interference observed on a receiver 
showed peaks of noise at harmonics of the 
corona pulse repetition frequency, these noise 
peaks merging above the tenth harmonic. The 
spectrum conforms to that expected for pulses 
of variable interval. 

621.396.823:537.523.3 2902 
A Relaxation Oscillation Maintained by 

Discharge Corona—M. I. Large. (Nature, 
London, vol. 179, pp. 707-708; April 6, 1957.) 
During an investigation of interference due to 
negative corona from a receiver antenna 
(2901 above), a fine wire point a few milli-
meters from a plane at high potential was ob-
served to oscillate, producing in a receiver a 
musical tone at twice the frequency of me-
chanical oscillation. 

STATIONS AND COMMUNICATION 
SYSTEMS 

621.376.3/.4:621.396.822 2903 
Power Spectrum of a Carrier Modulated in 

Phase or Frequency by White Noise—R. 
Ilamer and R. A. Acton. (Electronic Radio 
Eng., vol. 34, pp. 246-253; July, 1957.) 
"Measurement of the power spectrum of a 
carrier, modulated either in phase or in fre-
quency by a uniform Gaussian noise signal, is 
described, and the results are interpreted in the 
light of existing theory. A combination of 
measured and theoretical results is used to 
prepare generalized curves of fm and phm 
noise spectra." 

621.39.001.11 2904 
Instantaneous Companding of Quantized 

Signals—B. Smith. (Bell Sys. Tech. J., vol. 36, 
pp. 653-709; May, 1957.) An extension of the 
analysis of Panter and Dite (1488 of 1951) per-
mits the calculation of the quantizing error 
power as a function of a number of parameters. 
These calculations lead to the proper combina-
tion of the number of digits per code group and 
companding characteristic for quantized speech 
communication systems. Theoretical and ex-
perimental studies are compared. 

621.39.001.11 2905 
Geometric Interpretation of some Results 

of Channel Capacity Calculations—C. E. 
Shannon. (Nachrichtentech. Z., vol. 10, pp. 
1-4; January, 1957.) Translated and amplified 
version of an English paper published in 
Nachrichtentech. Fachberichte, vol. 6, pp. 13-
15; 1957. The capacity of discrete channels not 
containing memory devices is investigated. 

621.396.2:551.510.52 2906 
Communications Potentialities of Tropo-

spheric Scatter—M. Telford. (Point to Point 
Telecommun., vol. 1, pp. 29-52; February, 
1957.) The calculation of received signal level 
is discussed and charts are given. FM, ssb, and 
diversity systems are considered together with 
an apraisal of the possibilities in relaying tele-
vision. 

621.396.4 2907 
Introduction to Channelling Systems on 

H.F. Radio Circuits—A. W. Cole. (Point to 
Point Telecommun., vol. I, pp. 5-12; February, 
1957.) The history and trends of development 
in frequency-division and time-division chan-
neling are briefly reviewed as an introduction 
to later articles. 

621.396.4:621.396.72.029.62 2908 
Radio-System Surveying on Very High 

Frequencies—D. C. H. Mellon. (Point to 
Point Telecommun., vol. 1, pp. 13-27; February, 
1957.) Factors governing the choice of sites for 
multichannel vhf systems are considered, and 
site testing is discussed. 

621.396.41:621.396.72 2909 
Experience with Single-Sideband Mobile 

Equipment—R. Richardson, O. Eness, and R. 
Dronsuth. (Paoc. IRE, vol. 45, pp. 823-829; 
June, 1957.) The performance of the equip-
ment, designed to operate at 159 mc, is com-
pared with that of narrow-band fm equipment. 

621.396.61/.62: 621.314.7:621.311.6 2910 
Transistor Equipment using Freely Avail-

able Power Supplies—(See 2916.) 

621.396.65.029.64 2911 
The Use of the Lower Centimetric Wave-

lengths for Radio Communication—G. Megla. 
(Hochfreq. und Elektroak., vol. 64, pp. 194-
199; May, 1956.) An examination of the micro-
wave absorption by atmospheric gases and 
precipitation indicates that attenuation is 
sufficiently low for radio links at wavelengths 
down to 2 cm. Systems operating at 4 cm 
X over a 33-km path using various forms of 
guided transmission are compared with a free-
space transmission system; the latter has great 
economic advantages. 

SUBSIDIARY APPARATUS 

621-526 2912 
An Introduction to the Study of Nonlinear 

Control Systems—J. F. Coales. (J. Sci. 
vol. 34, pp. 41-47; February, 1957.) The non-
linearities may be used to improve the system 
performance provided they occur in the for-
ward loop outside the load and are instantane-
ous; i.e., there is no applicable delay between 
input changes and output response. 

621.3.064 2913 
Activation of Electrical Contacts by Organic 

Vapours—L. H. Germer and J. L. Smith. (Bell 
Sys. Tech. J., vol. 36, pp. 769-812; May, 1957.) 
Carbon from the decomposed vapors may make 
it impossible to protect contacts against arcing 
by conventional RC networks. The activation 
process is discussed. 

621.3.078: 621.316.825: 621.383 2914 
A Thermistor Device as Automatic Gain 

Control in Lamp-Photocell Transducer Systems 
—A. M. Hardie. (J. Sci. Instr., vol. 34, pp. 
58-62; February, 1957.) Stabilization to within 
0.03 per cent is achieved if the light beam is 
modulated symmetrically. 

621.311.6:621-526.001.4 2915 
Power Amplifier for Servo Testing—J. M. 

Diamond. (Electronics, vol. 30, pp. 176-177; 
May I, 1957.) A cathode follower supplies 90w 
at 400-2600 cps. 

621.311.6:621.396.61/.62:621.314.7 2916 
Transistor Equipment using Freely Avail-

able Power Supplies—H. E. Hollmann. 
(Hochfreq. und Elektroak., vol. 64, pp. 168-180; 
May, 1956.) The equipment described includes 
portable transmitters and receivers drawing 
power from solar batteries, hand-driven dyna-
mos, sound energy, and the rf energy of a local 
broadcasting transmitter. See also 1893 of 
1957. 

621.311.69:537.311.33:535.215 2917 
Photoelectric Converters of Solar Energy of 

p-Type Silicon—Yu. P. Maslakovets, S. A. 
Poltinnikov, G. B. Dubrovski, and V. K. 
Subashiev. (Zh. Tekh. Fiz., vol. 26, pp. 2396-
2397; October, 1956.) Brief note on experimen-
tal results. Efficiencies up to 2.8 per cent were 
obtained. 

621.311.69:621.362 2918 
Conversion of Radiations into Electricity 

—V. B. Veinberg and Yu. V. Mal'tsev. (Zh. 
Tekh., Fiz., vol. 26, pp. 2373-2377; October, 
1956.) Calculation of the efficiency of convert-
ing solar radiation into electrical energy via a 
heat engine. Numerical data are tabulated for 
various heater systems; efficiencies 3-4 times 
greater than those of thermoelectric converters 
are indicated. 

621.314.6+621.316.72 2919 
The Valve in Power Supply Units—K. 

Steimel. (Telefunkenriihre, no. 34, pp. 1-246; 
December, 1956.) The problems of stability and 
stabilization in electronic voltage and current 
supplies are discussed in detail. A section deals 
with rectification as a function of different 
circuit characteristics; other chapters describe 
and compare numerous basic tube circuits 
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used for various stabilizing purposes including 
special applications of more elaborate cir-
cuitry. 

TELEVISION AND PHOTOTELEGRAPHY 

621.397.5 2920 
Horizontal versus Vertical Resolution— 

L. C. Jesty. (Wireless World, vol. 63, pp. 304-
306; July, 1957.) No data appear to be avail-
able which suggest that greater sharpness is 
desirable ¡none direction rather than any other. 
The vertical/horizontal resolution is discussed; 
the number of lines should be increased beyond 
405 to achieve equal resolution in these two 
directions. 

621.397.5:389.6 2921 
The Results of the 8th General Assembly 

[of the C.C.I.R.1 (Warsaw 1956) in the Field of 
Black-and-White Television—J. M (flier. 
(Nachrichtentech. Z., vol. 10, pp. 27-30; Janu-
ary, 1957.) 

621.397.5:535.623 2922 
The Information Content and Frequency 

Bandwidth of the Chrominance Signal in a 
Subcarrier System of Colour Television—P. 
Neidhart. (Nachr-Tech., vol. 6, pp. 529-533; 
December, 1956.) Problems arising from the 
adoption of the NTSC system to the 625-line 
standard are considered. 

621.397.5:535.623 2923 
The Efforts of the C.C.I.R. concerning a 

European Standard for Colour Television— 
F. Kirschstein, J. M tiller, and K. O. Schmidt. 
(A'achrichtentech. Z, vol. 10, pp. 1-4; January, 
1957.) Report on the discussions of a CCIR 
study group and on its visit to the U.S.A., 
France, Great Britain, and the Netherlands. 

621.397.5:535.623 2924 
Colour TV in U.S.A.—C. G. Mayer. (Wire-

less World, vol. 63, p. 325; July, 1927.) A favor-
able review of the status of color television 
with respect to that of black-and-white, implies 
that there is no longer any basis for the "color-
blindness" which seems to prevail in Britain 
today. 

621.397.6.001.4: 535.623 2925 
Simultaneous Colour-TV Test Signal— 

R. C. Kennedy. (Electronics, vol. 30, pp. 146-
149; May 1, 1957.) Differential gain, phase 
characteristic, flag-burst, and chroma ampli-
tudes of monitor or receiver can be determined 
using a test signal transmitted simultaneously 
with the program. The signal occupies three 
horizontal lines, one line displaced above top of 
picture. 

621.397.611.2 2926 
Transmission Defects of the Image Orthi-

con Television Camera Tube—R. Theile and 
F. Pilz. (Arch. elekt. übertragung, vol. 11, pp. 
17-32; January, 1957.) The causes are investi-
gated of the characteristic spurious signals 
originating in this type of tube which give rise 
to picture distortion and loss of definition. 
These defects are due to capacitive coupling 
between adjacent picture elements and the 
deflection of scanning electrons by the poten-
tial pattern of the stored charge. Modifications 
of the construction and operation of the tube 
are suggested. 

621.397.62:535.8 2927 
A New Optical Viewfinder for Television 

Cameras—P. Lindner and E. Kosche. (Nachr-
Tech., vol. 6, pp. 538-544; December, 1956.) 
Description of optical view-finder in which cor-
rectness of focusing is indicated over the whole 
image. Its advantages over electronic view-
finders are evident from a point-by-point com-
parison. 

621.397.62:621.374.33 2928 
Noise Gating Tube for A.G.C. and Sync— 

J. G. Spracklen, W. J. Stroh, and G. C. Wood. 
(Electronics, vol. 30, pp. 172-175; May 1, 

1957.) "Single miniature tube performs entire 
functions of sync clipping, generating agc volt-
age and giving high degree of noise immunity 
to both these sections of a television receiver. 
Type 6BU8 contains common cathode, grid, 
and screen with separate plates and no. 3 grids." 

621.397.621:778 2929 
Construction of Equipment for the Photog-

raphy of Single Frames of Television Pictures 
—K. Kroner. (E/ektronik, vol. 6, pp. 12-15; 
January, 1957.) The equipment described is 
based on the circuit of Dillenburger and Wolf 
(586 of 1956). 

621.397.621.2:535.623 2930 
The Choice of Colour Phosphors and the 

Occurrence of Colour Information Losses— 
I. Bornemann. (Nachr-Tech., vol. 6, pp. 534-
537; December, 1956.) The requirements 
governing the choice of phosphors for use in 
tricolor cr tubes are discussed. The use of the 
Valensi diagram for determining information 
losses is proposed. 

621.397.74(44) 2931 
The French Television Network—Leschi. 

(Télé. Franc., no. 138, pp. 9-22; January, 
1957.) Outline of the development planned by 
the RTF with lists of stations and maps show-
ing their coverage; details of the individual 
transmitters are also given. 

TUBES AND TEIERMIONICS 

621.314.63+621.314.7 2932 
The High Current Limit for Semiconductor 

Junction Devices—N. H. Fletcher. (Psoc. 
IRE, vol. 45, pp. 862-872; June, 1957.) At very 
high current densities new formulas must be 
derived considering previously neglected effects. 
Predictions of the theory for particular devices 
are in good agreement with experiment and 
show how the available parameters should be 
varied to achieve specific results. 

621.314.63 2933 
The Forward Voltage/Current Characteris-

tics of a Junction-Type Rectifier for Large 
Currents—E. I. Rashba and K. B. Tolpygo. 
(Zh. Tekh. Fiz., vol. 26, pp. 1419-1427; July, 
1956.) A theoretcial discussion is presented, in 
which an equation is derived for the voltage 
/current characteristic of a p-n junction-type 
diode of arbitrary thickness for large currents, 
on the assumption that the barrier layer is 
flooded with carriers and that the main voltage 
drop occurs in the bulk of the semiconductor. 
A numerical example showing the application 
of the equation to a germanium diode is in-
cluded, and the accuracy of the method pro-
posed is estimated. 

621.314.63: 537.311.33 2934 
Theory of the Metal/Semiconductor Con-

tact—S. U. Umarov and L. G. Gurvich. (Zh. 
Tekh. Fiz., vol. 26, pp. 2179-2184; October, 
1956.) A calculation of the current/voltage 
characteristics is presented, taking into account 
the current across the junction and the degree 
of ionization of the impurity centers. The cal-
culation is approximate and does not take ac-
count of the influence of the change of the 
average kinetic energy of the electron gas under 
the influence of the electric field. 

621.314.63 : 546.28: 539.18 2935 
Effects of Irradiation upon Diodes of the 

Silicon Junction Type—R. Gorton. (Nature, 
London, vol. 179, p. 864; April 27, 1957.) 
After irradiation by slow and fast neutrons, a 
progressive change in the forward characteris-
tics occurred accompanied by a distinct reduc-
tion of minority-carrier storage. There was no 
significant change in the reverse characteristics. 

621.314.63:546.289 2936 
Measurements of Current as a Function of 

Temperature in Germanium n-p Junctions— 
H. Bernard. (J. Electronics, vol. 2, pp. 579-596; 

May, 1957. In French.) Measurements of 
reverse current in grown Ge p-n lunctions at 
temperatures above 10°C agree well with 
Shockley's theory. Below 10°C the reverse cur-
rent arises from electron-hole generation in the 
space-charge layer. This mechanism is also 
used to explain the forward current character-
istics measured between — 50°C and liquid-
nitrogen temperatures. 

621.314.63:546.289 2937 
Some Properties of Diodes of Germanium 

with Gold Admixture—A. A. Lebedev, V. I. 
Stafeev, and V. M. Tuchkevich. (Zh. Tekh. Fiz., 
vol. 26, pp. 2131-2141; October, 1956.) An 
experimental investigation of the 1/V and 
breakdown-voltage characteristics at tempera-
tures down to 78°K is reported. 

621.314.63+621.314.71:621.396.822 2938 
Theory and Experiments on Shot Noise in 

Semiconductor Junction Diodes and Transis-
tors—W. Guggenbühl and M. J. O. Strutt. 
(Paoc. IRE, vol. 45, pp. 839-854; June, 1957.) 
A general theory of shot noise, fer low-current 
densities, and its dependence on frequency in 
the If and Id bands. Experimental results at 
low-level injection agree well wall the theory, 
but some deviation is apparent at high levels. 

621.314.63.012.8 2939 
Theoretical Consideration of the Physical 

Basis for the Equivalent Circuit of Semicon-
ductor Diodes at High Current Densifies— W. 
Guggenbillil. (Arch. elekt. übertragung, vol. 10, 
pp. 483-485; November, 1956.) Consideration 
of the transient response of junction diodes in 
the high-current region is based on Herlet's 
theory of their dc performance (Z. Naturf., 
vol. 11a, pp. 498-510; June, 1956). This ac-
counts for the inductive part of the ac charac-
teristics of a p-n-junction diode at high-injec-
tion levels. Experimental results agree satis-
factorily with theory. 

621.314.7 2940 
Transistor Circuit Symbols—E. H. Cooke-

Yarborough. (Wireless World, vol. 63, pp. 333-
334; July, 1957.) The need to use symbols which 
distinguish between point-contact and junction 
transistors ( 1942 of 1957) is emphasized, 
together with the need for keeping to the "nega-
tive down" polarity convention already estab-
lished with tube circuits. 

621.314.7:621.374.32:681.142 2941 
Computer Switching with Micro-alloy 

Transistors—Angell and Fortini. (See 2686.) 

621.314.7:621.375.4 2942 
Transistor Operating-Point Stabilization— 

A. Cramwinckel. (Philips Tolecommun. Rev., 
vol. 17, pp. 100-107; January, 1957.) A method 
of stabilizing transistors against increased col-
lector leakage current caused by a rise in tem-
perature. A dc negative-feedback method is 
described which is effective up to about 80°C 
for Ge transistors. 

621.314.7: 621.375.4.029.5/.6 2943 
Transistors in High-Frequency Amplifiers— 

W. Guggenbühl and M. J. O. Strutt. (Electronic 
Radio Eng., vol. 34, pp. 258-267; July, 1957.) 
A discussion of the frequency dependence of 
transistor parameters is followed by a review 
of the qualities of lif transistors and of the 
various problems which arise in their use. 
Twenty-nine references. 

621.314.7:621.396.822 2944 
Abnormal Noise in Junction Transistors 

during Secondary Ionization—R. B. Jackson 
and A. K. Walton. (Proc. Phys. Soc., London, 
vol. 70, p. 251; February 1, 1957.) 

621.314.7.002.2 2945 
The Depth of Diffused Layers—W. L. 

Bond. (Bell Lab. Rec., vol. 35, pp. 1-5; Janu 
ary, 1957.) An interference fringe technique 
is described for measuring the depth of con-
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ductivity layers diffused into semiconductor 
crystals in transistor fabrication. 

621.383.2 2946 
On the Constancy of the Spectral Charac-

teristics of Oxygen-Caesium and Antimony-
Caesium Vacuum Photocells—V. S. Khazanov 
and S. G. Yurov. (Zh. Tekh. Fiz., vol. 26, pp. 
1170-1173; June, 1956.) The effect of the 
magnitude of the applied voltage on the spec-
tral sensitivity of the photocell was investigated 
experimentally. The data so obtained are com-
pared with those of other authors. 

621.383.2 2947 
The Energy Distribution of Photoelectrons 

in the External Photoeffect of the Antimony-
Caesium Cathode—Yu. K. Shalabutov and 
N. S. Maslennikova. (Zh. Tekh. Fiz., vol. 26, 
pp. 1166-1169; June, 1956.) Measurements of 
spectral response and energy distribution of 
photoelectrons are reported. The (d NME)/E 
curves, where E is the energy, show maxima 
near 0 • 6 and 0.2 ev for photoelectrons liber-
ated by 530-mµ irradiation. 

621.383.27 2948 
Fluctuations in Photomultipliers and Sta-

tistical Properties of Secondary Emission—P. 
Moatti. (C.R. Acad. Sci., Paris, vol. 244, pp. 
1742-1744; March 25, 1957.) Statistical treat-
ment to determine the number of electrons 
comprising an output pulse when emission is 
initiated by 1) a single electron, 2) a group of 
electrons with Poisson distribution. 

621.383.27 2949 
Synchronization Accuracy Obtainable with 

Multiplier Phototubes—L. Levi. (Commun. 87' 
Electronics, no. 27, pp. 603-606; November, 
1956.) The jitter in photomultiplier synchroni-
zation systems is analyzed to determine the 
effect of bandwidth, type of photocell, and op-
tical parameters. 

621.383.4 2950 
A New Photocell for Long-Wave Infrared 

Radiation—E. Suchel. (Elektronische Rund-
schau, vol. 10, pp. 296-298; November, 1956.) 
The characteristics of the PbS cell Type 61SV 
for use in the wavelength range 0 • 3-3 • 5 µ are 
given; its sensitivity is greatest at 2 • 5 µ. Some 
typical applications are indicated. 

621.383.42 2951 
Influence of Temperature on the Height of 

the Potential Barrier of Selenium Photocells— 
G. Blet. (C.R. Acad. Sel., Paris, vol. 244, pp. 
1754-1756; March 25, 1957.) The barrier poten-
tial determined from measurements of the emf 
of a cell in vacuum is independent of tempera-
ture in the range 125°-300°K 

621.383.5:546.23:621.396.822 2952 
Flicker Effect in Selenium Photovoltaic 

Cells—M. Téboul and N. Nifontoff. (C.R. 
Acad. Sci., Paris, vol. 244, pp. 1631-1633; 
March 18, 1957.) To a first approximation the 
flicker effect does not appear to be influenced 
by the illumination of the cell when the voltage 
across the rectifying contact is held constant. 

621.383.5:546.817.221 2953 
A Single-Crystal Photodiode of Lead 

Sulphide—J. Starkiewicz, G. Bate, H. Bennett, 
and C. Hilsum. (Proc. Phys. Soc., London, vol. 
70, pp. 258-259; February 1, 1957.) A photo-
voltaic cell with a time constant < fps. 

621.385:621.396.822 2954 
An Investigation into the Flicker Effect— 

A. M. Malakhov and V. E. Dubrovin. (Zh. 
Tekh. Fiz., vol. 26, pp. 1451-1455; July, 1956.) 
The flicker voltage developed across a resist-
ance in the anode circuit of the tubes was meas-
ured over a frequency range from 0.5 to 120 
cps, and the spectral density of the fluctuations 
was determined. The dependence of the inten-
sity of the flicker effect and the form of its spec-
trum on the operating conditions of the tube, 
and, in particular, on residual gas in the tube 

are briefly discussed. A theoretical interpretation 
of the results obtained is given. 

621.385.001.4:534.1 2955 
White-Noise Vibration Test for Electron 

Tubes—J. D. Robbins. (Sylvania Technologist, 
vol. 10, pp. 10-12; January, 1957.) 

621.385.004.2 2956 
The Effects of Overload and Operation at 

High Altitudes on Electron-Tube Life—H. C. 
Pleak and A. V. Baldwin. (Sylvania Technolo-
gist, vol. 10, pp. 2-4; January, 1957.) 

621.385.029.6 2957 
Interchannel Interference due to Klystron 

Pulling—H. E. Curtis and S. O. Rice. (Bell Sys. 
Tech. J., vol. 36, pp. 645-652; May, 1957.) 
Expressions are derived for the magnitude of 
the interference when the speech load is simu-
lated by random noise. 

621.385.029.6 2958 
The Measurement of Space-Charge Wave-

length in an Electron Beam—D. Walsh. (J. 
Electronics, vol. 2, pp. 436-440; March, 1957.) 
"A method is described of measuring the wave-
length of space-charge waves in an electron 
beam by comparing the klystron gain between 
cavities unequally spaced along the beam." 

621.385.029.6 2959 
On Space-Charge Waves—R, H. C. New-

ton. (J. Electronics, vol. 2, pp. 441-449; March, 
1957.) The wave equation for an electron beam 
in a collimating magnetic field is derived. The 
analysis is applicable when there is no positive 
space charge and is not entirely restricted to 
small-signal conditions. 

621.385.029.6 2960 
High-Order Space-Charge Waves in Klys-

trons— A. H. W. Beck. (J. Electronics, vol. 
2, pp. 489-509; March, 1957.) Theoretical ex-
pressions are obtained for cylindrical and annu-
lar beams focused with an infinite magnetic 
field. The calculations are simplified by the use 
of finite Hankel transforms. Beams in finite 
magnetic fields are closely similar provided 
that the focusing field is somewhat greater than 
the Brillouin field for the same current, voltage, 
and beam diameter. 

621.385.029.6 2961 
Space-Charge Waves along Magnetically 

Focused Electron Beams—J. Labus. (Paoc. 
IRE, vol. 45, pp. 854-861; June, 1957.) Two 
procedures in the analysis of wave propagation 
along electron beams are compared by consider-
ation of different displacements of the beam 
surface. 

621.385.029.6 2962 
Space Harmonics in Electron Streams— 

R. Muller. (Arch. elekt. Ubertragung, vol. 10, 
pp. 505-511; December, 1956.) The formation 
is considered of space-charge waves in electron 
beams traveling along specially shaped paths 
or under periodically changing dc conditions. 
The application of this phenomenon for gener-
ating high-harmonic frequencies is briefly 
discussed. 

621.385.029.6 2963 
On the Spreading of Bunches of a Space 

Charge—O. P. Beguchev. (Zh. Tekh. Fiz., vol. 
26, pp. 1483-1486; July, 1956.) A rigorous 
mathematical description is given of the process 
of the spreading of bunches of an uncompen-
sated space charge. 

621.385.029.6 2964 
On the Space Charge Affected by the Mag-

netic Field: Part 2—Y. Yasuoka. (J. Phys. 
Soc. Japan, vol. 11, pp. 1292-1295; December, 
1956.) A more advanced treatment of Part 1 
(2575 of 1956) taking into account the effect of 
the magnetic field on the scattered electrons. 
Better agreement is obtained with experimen-
tal values. 

621.385.029.6 2965 
On the Shape of Electron Trajectories in a 

Magnetron under Static Conditions—B. Ya. 
Moizhes. (Zh. Tekh. Fis., vol. 26, pp. 1836-
1840; August, 1956.) The equation of motion 
of electrons in a cylindrical magnetron, with 
an anode-radius/cathode-radius ratio approach-
ing unity is derived taking into account the 
space charge, and trajectories in magnetic fields 
exceeding the critical vane are considered. 

621.385.029.6 2966 
Minimum Noise Coefficient of Double-

Stream Valve—S. K. Lesota. (Radiotekhnika i 
Electronika, vol. 1, pp. 1288-1291; September, 
1956.) The calculation presented takes into 
account the correlation of fluctuations of the 
current and voltage in the double electron 
stream. A linear approximation and lossless-
multipole theory are used. Results show that 
the minimum noise coefficient is higher for 
the double-stream tube than for a traveling-
wave tube operating under similar conditions 
for fluctuations in the potential minimum. 

621.385.029.6 2967 
Theory of Nonlinear Phenomena in 

Travelling-Wave Amplifiers—A. A. Vedenov. 
(Radiotekhnika i Elektronika, vol. 1, pp. 1377-
1378; October, 1956.) The limitation of the 
increase in amplitude is deduced from general 
energy relations without recourse to a con-
crete model. 

621.385.029.6 2968 
Developments of the Strophotron—H. 

Heiggblom and S. Tomner. (Ericsson Tech., vol. 
12, pp. 165-184; 1956.) This transit-time tube 
was originally described by Alfven and Romell 
(3398 of 1954). Experimental results are re-
ported for different types including the coaxial 
strophotron and the simplified theory is out-
lined. Oscillator efficiencies of 30 per cent at 
1000 mc and 10 per cent at 5000 mc have been 
achieved. 

621.385.029.6: 621.375.2 : 621.396.65 2969 
Design Considerations for Output Stages, 

Travelling-Wave Valves in Radio-Link Equip-
ment—M. Milner. (Nachrichtentech. Z., vol. 10, 
pp. 11-15; January, 1957.) On the basis of 
theoretical considerations traveling-wave tube 
operating and design data are tabulated for 
mid-band frequencies of 2, 4, 6, and 10 kmc 
and outputs of about 1 to 200 w for a focusing 
field of 600 g. 

621.385.029.63/.64 2970 
A Study of the Broad-Band Frequency Re-

sponse of the Multicavity Klystron Amplifier— 
K. H. Kreuchen, B. A. Auld, and N. E. Dixon. 
(J. Electronics, vol. 2, pp. 529-567; May, 1957.) 
«A theoretical method is described for the 
evaluation of the amplitude-frequency re-
sponse of a stagger-tuned klystron amplifier. 
The practical verification of the theoretically 
predicted response was carried out on a de-
mountable four-cavity S-band klystron ampli-
fier." 

621.385.029.63/.64: 621.317.755 2971 
The Wamoscope—a Microwave Display 

Device—George. (See 2870.) 

621.385.029.63/.64: 621.317.755: 621.385.833 
2972 

Typical Applications of the Wamoscope— 
H. Briskin. (Sylvania Technologist, vol. 10, pp. 

8-9; January 1957.) A radar receiver and mi-
crowave televeision receiver are discussed. 

621.385.029.63/.64:621.376.3 2973 
Voltage-Tuned Magnetron for F. M. Appli-

cations—T. R. Bristol and G. J. Griffin, Jr. 
(Electronics, vol. 30, pp. 162-163; May 1, 
1957.) "Stacked metal-ceramic miniature mag-
netron operating in 2-kmc to 4-kmc range has 
average output power capabilities up to 10 w. 
Effects of operation in tapered S-band wave-
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guide and ridged waveguide are given and nor-
mal operating characteristics, together with 
present and future applictaions, are discussed." 

621.385.029.64 2974 
Backward-Wave Oscillators for the 17- to 

41-k Mc/s Band—J. A. Noland and R. E. 
Lepic. (Sylvania Technologist, vol. 10, pp. 13-
16; January, 1957.) Two backward-wave 
oscillators for use as local oscillators are de-
scribed; the frequency ranges covered are 17-
27 kmc and 26.5-41 kmc. 

621.385.032.2 2975 
High-Perveance Electron Guns—R. Hech-

tel. (Arch. elekt. Ubertragung, vol. 10, pp. 535-
540; December, 1956.) Various methods of 
obtaining high perveance are outlined. Pierce's 
formula for calculating perveance was amplified 
to cover higher values and applied to a gun 
having a perveance of 5icA/V8/2; the calculated 
results were verified experimentally. 

621.385.032.2:539.23:537.533.9 2976 
The Electron Bombardment of Thin 

Barium Films—L. Jacob. (Proc. Phys. Soc., 
London, vol. 70, pp. 235-239; February 1, 
1957.) Describes how barium is deposited as a 
thin filin on a strontium oxide cathode by elec-
tron bombardment. 

621.385.032.213 2977 
Evaporation of Barium from Impregnated 

Cathodes—I. Brodie and R. O. Jenkins. (J. 
Electronics, vol. 2, pp. 457-476; March, 1957.) 
For cathodes impregnated with barium alumi-
nate, the evaporation of barium increases 
rapidly when the barium-oxide/alumina molar 
ratio exceeds 3. The addition of calcium oxide 
inhibits the rate of evaporation. 

621.385.032.213 2978 
Studies on the Mechanism of Operation of 

the L Cathode: Part 1—E. S. Rittner, R. H. 
lert, and W. C. Rutledge. U. Appi. Phys., 

vol. 28, pp. 156-167; February, 1957.) The 
emission, evaporation rate, evaporant compo-
sition, and constitution of the emitting surface 
were examined. Activation of the tungsten plug 
comes from strongly adsorbed BaO issuing 
from the pores. The active surface consists of a 
nearly complete oxygen monolayer covered by 
a complete barium monolayer. The emission 
approaches the maximum possible for a barium-
activated tungsten dispenser cathode. 

621.385.032.213 2979 
Studies on the Mechanism of Operation of 

the L Cathode: Part 2—W. C. Rutledge and 
E. S. Rittner. (J. Ape Phys., vol. 28, pp. 
167-173; February, 1957.) An experimental 
study including the chemistry of carbonate 
decomposition and barium generation, the 
origin of BaO in the evaporant, the barium 
transport mechanism through the porous plug, 
and the factors determining cathode life. 

621.385.032.216 2980 
Application of a Mass Spectrometer in an 

Investigation of the Process of Activation of 
an Oxide Cathode—N. D. Morgulis and G. Ya. 
Pikus. (Zh. Tekh. Fiz., vol. 26, pp. 1174-1176; 
June, 1956.) A study of the activation processes 
by gas analysis is reported. 

621.385.032.216: 537.582 : 537.543.2 2981 
An Investigation into the Distribution of the 

Work Function over the Surface of an Oxide 
Cathode—D. G. Bulyginski and L. N. Do-
bretsov. (Zh. Tekh. Fiz., vol. 26, pp. 1141-
1149; June, 1956.) A method is proposed for 
measuring the distribution of the work func-
tion in the case of heterogeneous cathodes, and 
a detailed report is presented on these meas-
urements for various states of activation of an 
oxide cathode. The data obtained are sufficient 
for giving a quantitative indication of the 
maximum and minimum values of the work 
functions, their variation with temperature, 
etc. The local work functions have a positive 

temperature coefficient, the value of which is 
higher, the greater the work function itself. 

621.385.2 2982 
The Cylindrical Diode—D. A. Bell and 

H. O. Berktay. (J. Electronics, vol. 2, pp. 425-
435; March, 1957.) The following features of 
the cylindrical thermionic diode are reviewed: 
1) current density, with and without allowance 
for initial electron velocities, 2) the retarding-
field characteristic, 3) shot noise under space-
charge controlled conditions. 

621.385.2 2983 
Thermal Fluctuations in Space-Charge-

Controlled Diodes—D. A. Bell. (J. Electronics, 
vol. 2, pp. 477-488; March, 1957.) If, in the 
analysis, the conservation of energy is taken 
into account when compounding the thermal 
and drift velocities of electrons in transit, then 
larger fluctuations are predicted than if thermal 
and drift velocities are linearly superimposed. 
For both planar and cylindrical diodes the 
former treatment is more nearly in accord with 
experimental observations. 

621.385.2 2984 
Initial Current Establishing Processes in a 

Planar Diode with an External Magnetic Field 
—Yu. V. Pimenov. (Zh. Tekh. Fiz., vol. 26, 
pp. 1955-1965; September, 1956.) The initial 
build-up of current, under space-charge limit 
conditions, following the application of a pulse 
voltage to the anode, is considered theoreti-
cally. 

621.385.3:621.373.4 2985 
The Stability of Oscillations of a Triode— 

L. Sidériades. (Onde élect., vol. 37, pp. 48-54; 
January, 1957.) The analysis outlined is based 
on the topological method applied to an 
equivalent dynamic system. By means of 
isoclines the cyclic limits of stable oscillation 
are found. Experimental verification is pro-
vided by the integral curves obtained on a cr 
tube screen. 

621.385.3:621.373.421.14 2986 
The High-Power Long-Pulse Triode Type 

TH470 and Associated Circuits—( Rev. Tech. 
Comp. Franç. Thomson-Houston, no. 24, pp. 
9-29; December, 1956.) 

Part 1—Special Problems of High-Fre-
quency Pulse Generators Used in Particle 
Accelerators—E. P. Courtillot (pp. 11-12). 

Part 2—Investigation of Valve Type TH470 
—J. Péhé (pp. 13-20). 

Part 3-2-MW Peak Pulse Generator— 
J. Afanassieff (pp. 21-29). 

621.385.3:621.373.421.14 2987 
The Triode Type TH1500 M2—M. Des-

carsin. (Rev. Tech. Comp. Franç. Thomson-
Houston, no. 24, pp. 31-39; December, 1956.) 
The tube described is used in 100- or 200-mc 
radar pulse generators. 

621.385.4:546.817.221:621.396.822 2988 
Investigation of the Noise of Lead Sulphide 

Photoresistors—A. I. Goryachev and K. A. 
Yumatov. (Radiotekhnika i Elektronika, vol. 1, 
pp. 1503-1514; December, 1956.) Results are 
presented of an experimental investigation of 
the dependence of noise on operational condi-
tions and on the dimensions of the photore-
sistors. The results are tabulated and pre-
sented graphically. 

621.385.83 2989 
Systems with Centrifugal Electrostatic 

Focusing of the Electron Beam—Z. S. Chernov. 
(Radiotekhnika i Elekircmika, vol. 1, pp. 1428-
1434; November, 1956.) 

621.385.832 2990 
Errors of Magnetic Deflection: Part 1— 

J. Haantjes and G. J. Lubben. (Philips Res. 
Rep., vol. 12, pp. 46-68; February, 1957.) A 
detailed analysis of the deflection errors in 
cr tubes. With the exception of those due to 
curvature of the image field, most errors can be 

reduced by suitable distribution of the deflect-
ing field. 

621.385.832 2991 
Viewing Storage Tubes for Large Displays 

—H. O. Hook, M. Knoll, and R. P. Stone. (RCA 
Rev., vol. 17, pp. 503-514; December, 1956.) 
Two experimental tubes are described. One 
provides a 10-inch-diameter display for direct 
viewing with 250 foot-lamberts highlight 
brightness; the second is a projection tube with 
a 44-inch spherical luminescent screen provid-
ing more than 5000 foot-lamberts brightness. 
Resolution is better than 5001ines. For an earlier 
4-inch half-tone viewing storage tube, see 308 
of 1955 (Knoll, et al.). 

621.385.832 : 621.397.6 2992 
Calculation of Resolving Power of an Elec-

tron-Optical [image] Converter with Uniform 
Fields—B. E. Bonslitedt, T. G. Dmitrieva, and 
I. I. Tsakkerman. (Zh. Tekh. Fiz., vol. 26, pp. 
1966-1968; September, 1956.) Criticism of an 
assumption made by DeVore (2385 of 1948) 
and Wendt ( 1918 of 1956) in deriving an ex-
pression for the resolving power. 

621.385.833.032.2 2993 
A Contribution on the Triode System of the 

Cathode-Ray-Tube Electron Gun—M. E. 
Haine. (J. Brit. IRE, vol. 17, pp. 211-216; 
April, 1957.) An analysis of published experi-
mental data suggests the system suffers from 
severe spherical aberration, arising from the 
field close to the cathode. If this limitation 
were overcome, a reduction in beam diameter 
and cathode loading would be possible 

621.387: 621.318.57 2994 
Cold-Cathode Gas Tubes for Telephone 

Switching Systems—M. A. Townsend. (Bell 
Sys. Tech. J., vol. 36, pp. 755-768; May, 1957.) 

MISCELLANEOUS 

001.891:621.396(54) 2995 
Programme for Radio Research in India— 

(J. Sci. Indus. Res., vol. 15A, pp. 550- 552; 
December, 1956.) Outline of a 5-year prow tin 
drawn up on behalf of the Council of Scientific 
and Industrial Research, India. 

061.4 2996 
Instruments Electronics Automation Exhi-

bition, 1957—Review of Equipment—( ¡nstr. 
Practice, vol. 11, pp. 631-656; June, 1957.) 

061.6 2997 
Report of the Max Planck Society for the 

Advancement of Science, for the Period 1st 
April 1954 to 31st March 1936— Naturwiss., 
vol. 43, pp. 545-580; December, 1956.) Sum-
maries of the activities of the Institute for 
Ionospheric Research and of the Computer 
Group are included. 

558.569.2.047 2998 
Maximum Permissible Radiation Ex-

posures to Man—( Tech. News Bull. Nat. Bur. 
Stand., vol. 41, pp. 17-19; February, 1957.) A 
preliminary statement of the U. S. National 
Committee on Radiation Protection and Meas-
urement on new safe limits. The recommenda-
tions on protection against betatron-synchro-
tron radiations up to 100 mev are published in 
National Bureau of Standards Handbook 1155. 
A list of other handbooks is appended. 

621.3.049.75 2999 
Testing of Foil-Clad Laminates for Printed 

Circuitry—T. D. Schlabach, E. E. Wright, 
A. P. Broyer, and D. K. Rider. (AST Al Bull., 
no. 222, pp. 25-30; May, 1957.) Methods of 
testing insulation resistance, peel strength, 
solder-dip resistance, water absorption, vol-
ume, and surface resistivity by means of spe-
cially designed test specimens are described and 
discussed. An arrangement of these specimens 
forming a composite test pattern has been de-
veloped for etching foil-clad laminates so that 
the various parameters can be tested on a given 
sample. 




