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TuE coveEr—The outline of an antenna against a background of
meteor trails symbolizes a new type of communication system
which utilizes the ionization produced in these trails to transmit
intermittent low-power vhf signals over greatly extended dis-
tances. The first complete discussion of propagation phenomena,
system characteristics, types of equipment, and operating results
is reported in a special series of 12 papers and 2 letters to the
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Poles and Zeros

Meteors. This issue presents twelve papers and two let-
tersonan unique form of radio communication, in which
the ionization created by the flight of a meteor is an
essential element of the propagation path. Ten years
ago, no one would have suggested that so transient and
unpredictable a phenomenon as a meteor trail could be
used in communications. Since then our growing ability
to cram large amounts of information into a short space
of time has so altered the situation that a practical sys-
tem has emerged.

The PrROCEEDINGS in March, 1948 reported that the
FCC monitoring staff at Grand Island, Nebraska had,
as early as 1943, picked up short bursts of fm broadcast
programs from Boston, at a distance of 1370 miles. The
sporadic and transitory nature of the transmission sug-
gested an intense and highly localized patch of ioniza-
tion and it was then suggested that the impact of me-
teors might bhe the cause. For a while thereafter meteor
bursts were considered a minor nuisance, a mere statis-
tic in interference predictions. Following the war,
propagation scientists in Canada, Great Britain and the
United States made a systematic study of meteoric
ionization. By 1950, enough was known to suggest work
on a communication system. The initiative was taken
by the Canadian Defense Research Board and Stanford
University. By 1954 the Canadian group had the first
closed-loop meteor circuit in operation. As seems un-
avoidable in probing new techniques in communication,
this work was classified and the profession at large knew
little about it.

About a year ago IRE President Henderson, who as
Principal Research Officer of the Canadian National Re-
search Council was in the know, passed the word to the
Editorial Board that the Canadian work was being de-
classified and that a group of four papers would be
forthcoming. We expressed interest in publishing them.
Then followed an act of high professional courtesy. The
Canadian workers, assuming (correctly) that we might
not know that similar work was proceeding under secur-
ity wraps in the United States, suggested that it might
be well to delay publication of the Canadian papers
pending negotiation for a series of U.S.A. papers. Fol-
lowing this lead, the editorial staff rounded up eight
additional papers. Nearly all the information contained
in these papers, Canadian and U.S., was declassified in
1957.

Interest in these papers extends well beyond the
propagation effects on which the meteor system is
based, since the techniques of high speed, wideband

communication and storage of information are in-
timately woven into the system design. We particularly
wish to thank the authors of the Canadian contribu-
tions for their good will, which has made it possible for
us to bring all the information together in one issue.

Lefthanded. Since 1948 we have printed a black-and-
white “barber pole” border on the front outside edge of
the contents page of the PROCEEDINGS. Thereby, this
most-often-turned-to page can be found by bending the
issue so that the edges of the pages are exposed. We were
recently reminded that this handy device has been of no
use whatever to the left-handed, of which persuasion the
Institute has over 2000 members. To assist this
sinistral host, we now print the barber pole on both
sides of the page.—D.G.F.

Language. It was with some surprise that we found on
the editorial page of The New York Times (October 21,
1957) a highly technical description, complete with
formulas, of the Doppler shift technique of determining
how closcly the earth satellite passes an observer. The
Times, a little shaken by this experience with scientific
lingo, went on to note* “. . . it isn’t just the sputnik
that is up in the air; it is most of the rest of us. The
scientist, even when doing his best to be simple, speaks
another language . . . . Perhaps we had all better learn
that language.”

Unfortunately, it is not only the layman who has
difficulty understanding the scientist, but all too often,
his fellow scientists as well. Specialized language no
doubt causes some of the trouble. IRE Standards de-
fine some 3500 technical terms in our field alone and, as
the Times suggests, it behooves us all to learn that lan-
guage.

Too much of the trouble, though, lies in poor use of
the language. Growing concern over the need for more
effective communication between engineers has led to
the formation of an IRE Professional Group on En-
gineering Writing and Speech, which in its first five
months has already issued newsletters and held a highly
successful national meeting. Most encouraging of all,
70% of its membership is made up of regular engineers,
as opposed to publications people. We suggest that all
members concerned with writing reports and giving
talks would benefit by joining the PGEWS for only $2.
—E.K.G.

* Reprinted by permission. Copyright 1957 by The New York Times.

&



1586

PROCEEDINGS OF THE IRE

December

Howard

Howard R. Hegbar was born in Valley City,
N. D., in 1915. He received the degree of Bachelor
of Science in electrical engineering at North Da-
kota State College in 1937, in 1938 the Master of
Science degree, and the Ph.D degree in electrical
engineering from the University of Wisconsin in
1941.

Employed by the Radio Corporation of America
in 1941 as an electronic research engineer, Dr.
Hegbar specialized in power tube and microwave
magnetron development during five years at
RCA'’s plants at Harrison and Princeton, N. ]J.
He joined Goodyear Aircraft Corporation’s Aero-
physics Departments in Akron, Ohio, in 1946,
working primarily in electronic guidance and con-
trol systems for missiles and aircraft, test equip-
ment, and electronic computers. In 1957 he was

R. Hegbar

DirEcTOR, 1957-1958

placed in charge of Goodyear Aircraft’s new
Avionics and Electronics Engineering Division.

Dr. Hegbar is the inventor or co-inventor of
patented devices in several fields, including mag-
netrons for pulsed operation, internally neutralized
duplex tetrode uhf power tubes for television
transmission, pulse-modulator circuits for parallel
operation of thyratrons, and electronic ignition
systems for jet engines.

In 1941, Dr. Hegbar joined the IRE as a Stu-
dent Member; he became an Associate in 1942 and
a Senior Member in 1946. He became a Fellow in
1957. He was chairman of the Akron Subsection in
1948-1949, and led the movement to establish the
Akron Section. He served as first chairman of the
Akron Section in 1949-1950. He is a member of the
American Ordnance Association and of Sigma Xi.
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On the Nature of the Electron (Salpeter, p. 1588)—The
average electronic engineer knows a good deal more about the
uses of the electron than he does about the electron itself.
What does it look like? What role does its spin play? Does an
electron behave as a particle or a wave—or both? In this
stimulating article, reprinted from the Proceedings of the
Institution of Radio Engineers Australia, the reader is brought
face to face with the electron and is shown its “private life”
as revealed to us by fundamental concepts of modern physics.

A Thin Cathode-Ray Tube (Aiken, p. 1599)—A radically
new type of cathode-ray tube has been developed which is
only a few inches thick. The electron gun, instead of pointing
directly at the face of the tube, is placed off to one side and
aimed parallel to the bottom edge. Two sets of deflection
plates bend the beam up and then into the tube face. The
deflection plates can be made transparent by depositing
transparent conducting material on the inside back of the glass
envelope, thus making it possible to see the picture from the
back as well as the front. When transparent phosphors are
used on the tube face, the device is altogether transparent.
This latter arrangement can be incorporated in an aircraft
windshield for displaying on it flight information in bad
weather without impairing the pilot’s vision in good weather.
A prototype model for TV receivers was demonstrated six
weeks ago that was 2§ inches thick. Whether or not the thin
tube becomes widely adopted for television, it represents the
first major breakaway from conventional types of display
tubes and, equally significant, involves new techniques that
are finding important application in other fields.

New Microwave Repeater System Using a Single Travel-
ing-Wave Tube as Both Amplifier and Local Oscillator
(Kurokawa, ef al., p. 1604)—This paper describes a novel 480-
channel microwave repeater system, now in use in Japan,
which features the use of one traveling-wave tube for both
power amplification and local oscillation. This arrangement
does away with the need for afc circuits and a separate local
oscillator, thereby reducing the total number of tubes required
to 35, as compared to the previous 70, and the number of
microwave tubes to only one instead of four.

IRE Standards on Graphical Symbols for Semiconducting
Devices (p. 1612)—This Standard represents one of the most
important additions to radio engineering symbology in the
past decade, presenting for the first time some three score
symbols for representing transistors and related devices.

The 1959 International Radio Conference (de Wolf, p.
1618)——In 1947 the International Telecommunications Union
held an international radio conference in Atlantic City at
which the international radio regulations now in force con-
cerning the use of the radio spectrum were drawn up. A year
and a half from now another such conference will be held in
Geneva to review and revise the existing regulations. The
preparation of the United States position at this important
meeting is being carried forward by the State Department
with the help of the FCC and the Office of Defense Mobiliza-
tion and aided by numerous agencies, companies and organi-
zations, including the IRE. In this article the chief of the
telecommunications division of the State Department pre-
sents a timely account of the background of the forthcoming
conference and the preparations for it.

The International Radio Consultative Committee (Cross,
p. 1622)—The above named committee, perhaps better known
as the CCIR, is an important arm of and advisor to the Inter-
national Telecommunications Union on radio matters that
are primarily technical in character. Its work provides tech-
nical information upon which the ITU may draw in establish-
ing international regulations at conferences such as that
described in the preceding article. The CCIR carries out its

study of technical radio problems through 14 study groups
and through tri-annual Plenary Assemblies, the last of which
was held in \Warsaw last year. In this article the chairman of
the U.S. delegation to the Warsaw Assembly discusses the
results of that meeting, the studies that are being undertaken
in preparation for the next Assembly to be held in the
United States in 1959, and the participation of the IRE.

A New Wide-Band Balun (Roberts, p. 1628)—This paper
presents clearly and unpretentiously a handy device for
matching the impedance of an unbalanced circuit to a bal-
anced one over a wide range of frequencies. Although the
balun described here was designed for 20 to 70 megacycles, it is
adaptable to other frequency ranges of similar ratio. Because
of the wide bandwidth, simple construction and substantially
reduced size of this type of balun, it should prove useful to a
substantial number of workers in the antenna and trans-
mission line fields.

Synthesis of Lumped Parameter Precision Delay Lines
(Kuh, p. 1632)—A technique is presented for designing delay
lines for precision time domain applications, such as arise,
for example, in analog to digital conversion. The problem is
broken down into two parts, resulting in a delay line that
consists of a tandem connection of a low-pass network which
provides the required time response and an all-pass network
which gives the desired time delay. The method is illustrated
by an example of how to design a delay line with a 1 micro-
second delay, a 0.05 microsecond rise time, and a maximum
step response distortion of 1 per cent. The need for circuits of
this type in many different communication and electronjc
systems makes this work of general significance to the art.

Series of Papers on Meteor-Burst Communication (starts
on p. 1642)-—It is estimated that the earth’s atmosphere is
bombarded by 10 billion dust-like meteoric particles a day.
The collision of these rapidly moving particles with air mole-
cules produces a trail of free electrons in the meteor’s wake.
The resulting meteor trail acts as a radio wave scattering
mechanism by which a low power vh{ signal may for a moment
be transmitted over a long distance during the brief life of the
meteor trail. By utilizing successive meteor trails, an inter-
mittent type of communication system has recently been
developed in which pre-recorded messages are transmitted
at a very high rate of speed in brief bursts corresponding to
the durations of the individual meteor trails. In a typical
case, messages might be sent at 20 times the normal speed in
bursts varying from 0.1 to several seconds. On the average the
system might be transmitting only § per cent of the time and
waiting for a meteor trail of proper orientation and ionization
density 95 per cent of the time, Proper timing of the trans-
mission bursts is accomplished by providing a transmitter and
a receiver at both the sending and receiving stations, \When a
suitable meteor trail appears, the receiving station will detect
the sender’s carrier signal and will then automatically trans-
mit an acknowledgment back to the sender, at which time
the sender will transmit the message for as long as the re-
ceiving station indicates it is receiving it.

The latter part of this issue is devoted to a collection of
twelve papers and two letters to the editor describing the
recent work of several laboratories in Canada and the United
States to develop and perfect meteor-hurst communication
systems. These papers discuss the nature of meteor trails,
their propagation characteristics, the statistics of their occur-
rence and utility, characteristics of the system such as storage
capacity and bandwidth requirements, actual equipment
used, and operating results. These results point to the feasi-
bility of this important new technique for low-power point-
to-point communications (voice, teletype and facsimile) over
distances of 1000 miles or more at 30 to 50 mec.
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On the Nature of the Electron®
J. L. SALPETER}

Summary—In this paper the concept of the electron as a funda-
mental particle of modern physics is discussed in relation to Pauli’s
exclusion principle, wave mechanics, the uncertainty principle, and
relativity.

INTRODUCTION

FTTVYHE ELECTRON was discovered in 1897 by J. J.
Thomson. By deflecting cathode rays in electric
and magnetic fields he could determine the ratio

of charge to mass (e/m = “specific charge”) of the parti-

cles constituting cathode rays and found that this ratio
remained the same, no matter what gas had been used to
fill the cathode ray tube, or what material the electrodes
had been made of. Assuming that the charge e is the

same as found in electrolytic experiments, the mass m

of the cathode ray particle could be determined. It was

a great surprise to find that this mass was about 1/1800

of the mass of the lightest atom; i.c., hydrogen. The

conclusion drawn from these results was that electricity
has an atomistic structure; 7.e., there exists a smallest
amount of electric charge and any charge found in
nature is an integral multiple of this elementary charge.
This elementary charge, however, is inseparably com-
bined with mass as found by Thomson in the new parti-
cles, the electrons. Apart from being the atom of elec-
tricity, the electron is a constituent of every “atom” of
every element. Normally it is bound to the atom, but
by special processes it can be liberated from the atom
and become a “free electron.” Actually the “bound
electron” was discovered slightly earlier (in 1896) by
Zeeman, a Dutch physicist, who found that it is possible
to split the spectral lines of a light emitting element if
this element is placed in a magnetic field. The interpre-
tation given by Lorentz to the “Zeeman effect” was
briefly this—the emitted light is generated within the
atom by an oscillating electric particle, endowed with
charge and mass, which proved later identical with the
particle found by Thomson. The first one was in the

“bound,” the latter in the “free” state.

With the discovery of the emission of electrons by hot
metals the “electronic age” was inaugurated. It is not
necessary to tell the electronic engineer what part the
free electrons played and are playing in vacuum tubes,
radio valves, rectifiers, and so on. With the discovery
of transistors and conduction by “holes” the bound
electron (valency electron) became interesting to the
electronic engineer too. However, in this article we are
not going to discuss the engineering applications of the
free and bound electron. We are going to meet the elec-

* Manuscript reprinted from Proc. IRE (Australia), vol. 18, pp.
183-193; June, 1957.
t Philips Electrical Industries Pty. Ltd., Hendon, S. A.

tron not professionally but—as it were—in its private
life. What does it really look like? How does it behave
when nobody looks and what is its social life (if any)?

Admittedly, the answers to questions of this kind are
not necessary for the efficient use of vacuum tubes and
other electronic devices, but we do not offer apologies
for discussing these matters in an article addressed to
the electronic engineer. After all, man does not live by
bread alone and at all times philosophy has drawn
heavily on science in respect of questions concerning
the nature of our surroundings. Knowledge of the nature
of the fundamental particles may help us to obtain an
answer to the eternal question, who are we? Science is
often regarded as a means to help invent more and
better gadgets, but scientists themselves rather wish
science to be appreciated for its own sake, and for the
sake of its philosophic consequences. Of all people who
are not physicists themselves, the electronic engineer is
the most familiar with the electron, although not on a
personal footing. The aim of this article is to arouse his
scientific curiosity. w

ATtoMIc STRUCTURE OF CIIARGE, MATTER, ENERGY

The nineteenth century saw great successes in the
physical sciences. The successes were so great indeed
that some scientists believed that everything that could
be discovered had been discovered already and in future
it would be only necessary to consolidate the achieve-
ments. The disciplines of mechanics, hydro:dynamics,
elasticity, electrodynamics, optics, and so on were all
rounded off and perfected, mainly in the language of
partial differential equations. If the Creator of the
world was a mathematician (as some maintained), He
must have been very fond of partial differential equa-
tions. These equations are admirably suited to describe
phenomena in continuous media and “fields,” and the
precision and beauty of those differential equations in-
duced some students to adhere to the idea of continuous
matter longer than was warranted. Still at the end of the
century there were some prominent scientists (like the
great chemist W. Ostwald) who regarded the atomic
structure as an unproved hypothesis. Today we still
treat space and time (or rather space-time) as continu-
ous entities but everything that happens and proceeds
in space-time does so atomistically. We no longer believe
that God is particularly fond of partial differential
equations and even the partial differential equation on
which wave mechanics is based serves rather to conceal
than to reveal the actual state of affairs.

The name “atom” is a Greek word (meaning indivisi-
ble) and the hypothesis of atomism is of Greek origin.
The Greeks had no physical science to speak of and the
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theory of atoms was built not on basis of observation
and experiments, but on pure speculation. Some main-
tain that it was pure coincidence that their theory
proved correct after more than 2000 years and would
deny any merit to Democritos who is regarded as the
father of the atom. However, Schroedinger tries to vin-
dicate the ancient philosophers by showing that it is
possible to arrive at the atomic hypothesis by pure
speculation based only on the primitive observation
that matter can be condensed and rarified. Suppose now
we regard matter as continuous and let us try to imag-
ine what happens when we condense matter. We could
start by mentally subdividing the piece of matter into,
say, 1000 pieces and condensing each of the 1000 pieces.
But then we should have to subdivide each of the 1000
pieces again into 1000 pieces and continue doing so ad
infinitum. Subdividing matter into finite pieces is of no
use if matter is continuous. So let us single out a finite
number (although a very large one) of geometrical
points within the piece of matter and watch how those
points come nearer to each other when the matter is
condensed. Yet, since we started with a finite number of
points, we left out some points between the selected
ones. If we make a second finite selection, there will be
still some more points omitted and the points in the con-
densed piece will never come in touch with each other.
Just let us try and think in silence about the situation!
The paradox encountered in this mental exercise can
be illustrated by the following geometrical considera-
tion. Let us visualize two straight lines, one 1 inch long,
the other 10 inches long. We are going to establish a
one-to-one correspondence between the points of the
two lines. To begin with, the two end points of the 1-
inch line correspond with the two end points of the 10-
inch line. Then let us select arbitrarily any point on the
1-inch line, measure its distance from the left end, say,
multiply the distance by 10 and mark on the 10-inch
line a point at that distance from the left end. Con-
versely, we can select any point on the 10-inch line,
measure its distance, divide it by 10 and mark it corre-
spondingly on the 1-inch line. To each point of the 1-inch
line corresponds a point on the 10-inch line and con-
versely to each point of the 10-inch line corresponds a
point on the 1-inch line. The 1-inch line is as rich in
points as the 10-inch line which is obviously paradoxical
but uncontrovertible. These paradoxes crop up usually
when we deal with infinities and we have seen that the
concept of continuous matter involves infinities. A nice
example of what happens if we treat infinities seriously
is this. Let us imagine a hotel with an infinite number of
rooms and let the hotel be fully occupied. Despite the
fact that every room of the hotel is occupied, it is possible
to accommodate many more guests in this hotel, in fact
an infinite number of additional guests. All we have todo
is to move the gentleman of room No. 1 to room No. 2,
the guest of room No. 2 to the room No. 4, the guest of
room No. 4 to the room No. 8, and so on. This process
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can be repeated without limits. We are not to be afraid
that some people at the end of the hotel will be turned
out, because there is no end.

All those disabilities connected with infinities are
avoided if we conceive of matter as consisting of a finite
number of ultimate, indivisible particles; z.e., atoms.
This reasoning is of course no substitute for the experi-
mental proof of the existence of atoms, but we can give
the ancient Greeks credit for arriving at the concept of
the atom by a reasoning which still today has an appeal
for us. This is not to say that the concept of the ulti-
mate, fundamental particle does not involve philosoph-
ical difficulties of its own, but in dealing with them we
are assisted by Nature itself, since all experimental evi-
dence speaks in favor of the existence of ultimate, no
longer divisible particles.

FUNDAMENTAL PARTICLES

The term “atom?” is today a misnomer. We know that
the atom consists of a positive nucleus and a number of
negative electrons moving around it. The electrons that
perform in vacuum tubes such useful functions for us,
were originally constituents of the atoms of the cathode.
The atom is then no longer indivisible; we can at least
detach some electrons from it. Even the nucleus (with
the exception of hydrogen) is not indivisible. The
nucleus of hydrogen is a fundamental particle, 7.e., the
“proton,” while the nuclei of all heavier elements con-
sist of protons and neutrons. The neutron is a funda-
mental particle of approximately the same mass as the
proton, but without charge. There are a number of other
fundamental particles, but we shall be concerned with
the negative electron only and mention only that there
exists a positive electron, termed “positron” (or anti-
electron), but this does not normally occur in matter.
We may also mention that an antiproton and an anti-
neutron (s.e., a negative proton and a neutron with a
reversed magnetic moment) are conceivable and have
been discovered already.

How is the electron to be imagined? In the early days
of electron theory it was an acceptable procedure to as-
sume some shape of and charge distribution within the
electron, for instance sphere or ellipsoid, to regard it
rigid or deformable and so on, and calculate its be-
havior accordingly. Today we would regard this pro-
cedure as naive. We might as well imagine the electrons
as tiny hard billiard balls, painted blue and red, blue
standing for negative, red for positive charge. If we con-
sider charge distribution within the electron, the ques-
tion obtrudes itself, how does this charge manage not to
explode (or are perhaps the charge elements within the
electron glued together with some cement)? Today we
are not encouraged to try and explore the structure of
the electron itself. An ultimate particle has no struc-
ture, and we have to stop somewhare exploring struc-
ture. To begin with, there is charge and mass connected
with the electron, but we are not to picture charge and
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mass as separate entities embraced by the electron. We
should rather regard charge and mass as properties of
the electron. Needless to say, even if we could see the
electron, we could not discern its color, because its di-
ameter would be so much smaller than the wavelength
of visible light that it could not possibly reflect any
visible light.

Although the electron is one of the constituents of
visible and tangible matter, it differs from ordinary
matter by virtue of its indivisibility. This indivisibility
is not only to be accepted as a fact, but even in our
imagination we are not to try and subdivide the elec-
tron, otherwise we shall be confronted with difficulties
of a similar character as, for example, while dealing with
infinities. As Dirac puts it, the smallness of an ultimate
particle is absolute, not relative. In the process of sub-
dividing matter, once we reach the ultimate particle we
have to be prepared to encounter behavior and proper-
ties quite unlike those connected with ordinary matter.

PROPERTIES OF THE ELECTRON

The electron is characterized by three properties,
charge, mass, and spin. We have discussed already
charge and mass. Apart from charge and mass the elec-
tron is endowed with spin; 7.e., it rotates around its
diameter with some specific unchangeable velocity. By
no means is it possible either to speed up or retard this
rotation. Spin was postulated by Uhlenbeck and Goud-
smit in order to explain spectral lines in accordance with
quantum theory. Later Dirac derived spin by applying
the principle of relativity to the theory of the electron
and has shown the spin of fundamental particles to be a
consequence of the symmetry of the universe with re-
spect to space and time. Although nobody has ever ob-
served the electron in the act of spinning, the spin seems
well founded in basic theory. It is responsible for the
magnetic behavior of the electron; in fact, due to the
spin, the electron, apart from incorporating elementary
charge, represents an elementary magnetic dipole.

So far we have been talking of a single electron and
its three properties. As soon as we consider an aggregate
consisting of two or more electrons, a property becomes
apparent that has no meaning for a solitary electron.
This property is the “indistinguishability” of electrons.
One electron is exactly like its fellow electron and it is
absolutely impossible to tell one from another. This is a
very remarkable property with some very important
consequences. We have warned before that in the proc-
ess of subdividing matter as soon as we arrive at the
ultimate particles, we are bound to encounter behavior
very much different from the behavior of macroscopic,
visible, and tangible matter. Some of those new features,
like the dual aspect (wave particle aspect) are very dif-
ficult to visualize, but others like indistinguishability,
although not occurring in our everyday experience, are
possible of comprehension by the process of going to the
limit. In our everyday experience there are no two ob-
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jects equal in every respect. Among the two and a half
billion inhabitants of the earth there are no two indi-
viduals absolutely alike. This would be the case even
if we allowed for the differences in age or if we took into
consideration all people that ever lived on earth. The
greatest similarity we encounter are among twins, but
even among twins who cannot be told apart by their
own mother, we would detect differences by careful
examination (finger prints, weight, size). Or let us take
balls for ball bearings as an example. They may look
alike, but by weighing on a sensitive scale, we would
most certainly detect small differences.

Let us see what classical physics had to say in this
matter. Even in classical physics it was assumed that
mass and charge of all electrons were equal, but there
was no emphasis on this equality. Within the errors of
measurement, mass and charge proved to be equal for
all electrons and there was no phenomenon known which
would call for fluctuations in the values of éharge and
mass as an explanation. It will be realized that only a
theory can postulate equality, because measurements
alone, no matter how accurate, are encumbered by un-
avoidable errors and we could always assume—if we
wanted—that there are small fluctuations which how-
ever are masked by the errors. No measurements could
ever prove absolute equality. But in classical physics
the matter was of no importance, because there were no
effects known which could be explained either by ac-
cepting or rejecting the notion of absolute equality.

It is different in quantum mechanics. Here the indis-
tinguishability of electrons generates a new kind of inter-
action, a new kind of nondynamic force which explains
such things as chemical valency, cohesion of crystals,
ferromagnetism in iron, nickel, and cobalt, and many
others,

Apart from that, indistinguishability throws some
light on the nature of fundamental particles. We re-
member the story of the little girl who got two pennies
from her mother with the request to buy with one
penny, salt, and with the other, pepper. After a while
the girl returned with the pennies because she forgot
which of the pennies was meant for salt and which for
the pepper. For her the pennies were distinguishable
and she did not understand that the values incorporated
in the two pennies were indistinguishable.! In the realm
of energy we have no difficulty in realizing that two
equal units of energy are indistinguishable—we could
hardly tell apart the kilowatt hour we consumed yester-
day from the kilowatt hour we consume tod@y. And yet,
according to Einstein, mass and energy are mutually
convertible into each other. It should not be surprising
then that entities that were indistinguishable in form of
energy remain indistinguishable in form of matter. [How-
ever, we shall see that indistinguishability can be re-
garded as confirmed by experience. |

! Anticipating these difficulties the English language introduced
the term “pennyworth,” but this is not the case in other languages.
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PERFECTION—IMPERFECTION

The indistinguishability of fundamental particles
could be also expressed by saying: they are perfect.
There are only a few numbers that characterize an
electron or a proton, but there are absolutely no devia-
tions whatsoever from those numbers. It is different in
the realm of macroscopic objects or objects of our every-
day experience. “Nothing on earth is perfect,” we often
say. The human body is nominally symmetrical, but we
know that the organs within the body are not arranged
symmetrically. Even the face is never quite symmetri-
cal. If we cut a photograph of a face vertically in two
halves and replace one of them by a mirror image of the
other, we obtain a symmetrical face, but such a face,
surprisingly enough, looks unnatural. Perhaps we have a
better chance to find perfection among nonliving objects.
A diamond crystal may look like a near approach to per-
fection. A man in the street values in the diamond its op-
tical properties and its hardness. The physicist is more
impressed by the regularity of the arrangements of its
atoms in a space lattice. The surfaces of a crystal may
have a pretty appearance and shape (configuration of
the external surfaces). We rather appreciate the crystal-
line nature of an object by inspecting its internal ar-
rangement in form of a space lattice of perfect periodic-
ity. But is this periodicity really perfect? Since the dis-
covery by Laue of X-ray diffraction by a space lattice,
thousands and thousands of crystals have been investi-
gated regarding their space lattice, but none of them
was perfect. Recently a symposium was held with the
title “Imperfections in Nearly Perfect Crystals.” This
title implies a regret and resentment that but for a few
incidental imperfections the crystals would have been
perfect. However, the imperfections were not incidental.
They are in fact unavoidable and the extent of any kind
of imperfection can be determined thermodynamically.

The most common imperfection in a crystal is chem-
ical impurity. Minerals found in nature are always con-
taminated but we can purify them by chemical and
other methods in the laboratory. Methods are now
available (for instance the melted zone method of puri-
fying germanium) which achieve a purity that would
have been considered impossible a few years ago. How-
ever an absolute absence of foreign atoms is impossible,
not just for practical reasons but in principle.

Briefly, the reason is this: let us say, we have one im-
purity atom per cubic millimeter of the crystal. This
impurity atom may occupy one of the sites occupied
ordinarily by one of the atoms of the substance, of which
the crystal is composed. Since there are roughly 10!?
atoms in one cubic millimeter there are 10! ways in
which the contamination of the crystal can be realized.
On the contrary there is only one way in which a per-
fectly pure crystal can be realized. Hence the prob-
ability of the occurrence of a contaminated crystal is
many orders of magnitude larger than for a perfect
crystal. On the other hand the impurity atom within
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the crystal lattice may involve more energy than an
atom of the host substance and so a compromise will
eventuate between the requirements of a minimum
energy and maximum entropy. This is essentially the
basis of the thermodynamic reasoning which leads to a
quantitative evaluation of the extent to which contam-
ination is to be expected.

Macroscopically nothing is perfect; on the level of
fundamental particles everything is perfect.

PauLr's ExcLusION PRINCIPLE

The electronic engineer is familiar with the free elec-
tron; i.e., the electron outside the atom. We know that
the density of free electrons in vacuum or in an ionized
gas never exceeds, say 10" per cm? (at least in terrestrial
laboratories). This means that the mutual distance of
free electrons is on the average never less than 10~% ¢cm
(which means 1000 interatomic distances in a solid). At
these distances the only interaction to be considered
between the electrons is the electrostatic repulsion due
to the charges of the electrons. It is not even necessary
to be aware of the electron spin; we shall see later why
there is little chance to observe spin of a free electron.
Likewise the indistinguishability of electrons or other-
wise does not play any prominent part with free elec-
trons.

Within an atom (or molecule or crystal) the electron
density is of the order of 10% to 10% per cm?® and the
mutual distances are of the order of 10~8 cm or less. At
these distances the electrons no longer behave simply as
ordinary particles of small size: they show features
characteristic of fundamental particles. One of them is
a peculiar mutual dislike of electrons of the same sign
spin. We avoid deliberately the term “force” or “repul-
sion,” because it is more than a repulsion. According
to Pauli’s Exclusion Principle, we shall never find twc
electrons of the same sign spin in the same orbit of an
atom. Now, it would not be correct to say: let us place
two electrons of the same spin in the same orbit and we
shall see that due to an enormous short range mutual re-
pulsion one of them will leave the orbit. This would not
be correct to say, because no power on earth would be
able to place two equivalent electrons in the same orbit
to begin with. \We shall later discuss this curious impossi-
bility, but let us first describe more fully this funda-
mental exclusion principle.

This principle is best described in its historical con-
text. We have mentioned previously that the Zeeman
effect (splitting of spectral lines in presence of a mag-
netic field acting on the emitting atom) had been inter-
preted by Lorentz on the assumption that an electric
particle bound to the atom by a quasi-elastic force is
oscillating around its equilibrium position. But what
does this particle (electron) do when it is not oscillating
(i.e., when the atom is not emitting light)? It could not
be at rest, because nothing would prevent it then from
falling into the nucleus. The planets do not fall into the
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sun because they have sufficient kinetic energy enabling
them to cruise around the sun on a circular or elliptical
orbit. Electrons are attracted to the positive nucleus by
Coulonib’s forces (inverse square law) just as the planets
are attracted to the sun by gravitation and accordingly,
if endowed with sufficient kinetic energy, they can avoid
falling into the nucleus by cruising around it. However,
unlike the planets, an electron following a curved orbit
emits electromagnetic radiation and so a cruising elec-
tron would continually lose energy, the diameter of its
orbit would decrease, and eventually it would fall into
the nucleus. Whether we assume the electron at rest or
in motion, the classical theory saw no way of preventing
the collapse of the atom. At this stage Niels Bohr pro-
claimed his revolutionary theory of the atom according
to which the electron can move around the nucleus
without radiating and losing energy, provided its total
energy is one of a set of discrete energy levels, charac-
teristic for the element concerned. There exists for each
chemical element a set of permitted energy levels, the
lowest of which belongs to the “ground state.” In the
ground state the clectron or electrons are nearest the
nucleus. If the atom absorbs a certain amount of energy,
the electron can be lifted to the next higher level and the
atom is said to be in an “excited state.” On dropping
from an excited to the ground state, the electron loses
energy, which is radiated as light. No intermediate
energy levels are permitted. This is at complete variance
with the behavior of a free electron and with the classical
theory of electromagnetism. In classical theory we can
endow an electron with any amount of energy and ac-
cording to classical theory any acceleration of the elec-
tron is accompanied by radiation. (Motion on a curved
orbit involves acceleration.) These two rules were
broken by Bohr's theory, but the theory proved success-
ful in explaining the numerical relationships of spectral
lines and was accepted enthusiastically by physicists.
The hydrogen atom is the simplest of all. It consists of
a positive nucleus (proton) of unit charge and with one
electron moving on an orbit of radius 0.53 A. The next in
the periodic system of elements is helium with two elec-
trons moving on an orbit of radius 0.30 A. The third
element is lithium with three electrons for which the
orbit shell should have a radius 0.20 A. (The radii be-
come smaller with increasing charge of the nucleus, be-
cause the attraction becomes greater.) However, it was
known that the diameter of the lithium atom must be
much larger than 0.4 A because the “atomic volume” of
lithium was known to be large. For this reason it seemed
unlikely that all three electrons were located on the
same shell. It is here that Pauli’s Exclusion Principle
came into its own. This principle postulated that no
electron shell shall contain more than one pair of elec-
trons of the same state of motion—exactly as in Noah's
Ark there was only one couple of each kind of animal.
Only, in the case of electrons the couples are not dis-
tinguished by sex but by spin. According to this prin-
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ciple the third electron in the lithium atom hastogotoa
new shell (of 1.50 A radius). The beryllium atom has
four electrons and the fourth electron goes to the second
shell, the third and fourth electrons having opposite
spins. The second shell is hereby closed and the fifth
electron in the boron atom goes to a new shell. As we
progressin the periodic system of elements, new electrons
(shells and subshells) are formed and so we can say that
Pauli’s Exclusion Principle is responsible for the electron
shell structure of the chemical elements. Without this
principle all electrons would go to the first she’ll and it is
impossible to say how the world would look in that case.

The exclusion principle is generally expressed in the
following way: no two electrons of the same spin shall
be in the same space and have the same state of motion.
The “same space” refers in the case of atoms to the elec-
tron shells, but otherwise it refers to a system in which
the electrons can interact. In old textbooks of f_)hysics we
can find a principle of impenetrability—no two bodies
can occupy the same place. The exclusion principle is
less demanding, it only requires that no two electrons of
the same spin shall occupy the same place aned be in the
same state of motion. On the other hand the words “the
same place” are not to be taken literally. The electrons
occupy the same place, if they can interact.

With the advent of wave mechanics the exclusion
principle has been incorporated in it and has been re-
formulated in a much more precise and quantitative
manner. We are now going to discuss wave mechanics
to the extent necessary for the understanding of the ex-
clusion principle and its consequences.

\WAVE MECHANICS

The twentieth century revolution in phy;ics is best
shown in the wave or quantum theory. The experi-
mental basis on which wave mechanics was founded is
electron diffraction by a crystal (say of mica). Let us
direct an electron beam on to a crystal plate and place
behind the crystal plate a photographic plate. After ex-
posure and developing of the photographic plate we
notice first of all a black circle corresponding to the cross
section of the electron beam, but apart from this circle,
we shall notice around it a regular diffraction pattern,
quite similar to the diffraction pattern as obtained by
X rays. Diffraction is a clear demonstration of the wave-
like character of the electrons and yet their c;rigin in the
electron gun points to their particle aspect. The diffrac-
tion pattern does not depend on the intensity of the
cathode ray. We can use a beam of very low intensity
and expose the plate for a very long time and obtain the
same pattern as with high intensity and short time. We
can make the electron beam intensity so low that only
one electron passes through the crystal at a time. How
do the electrons know which point of the plattern each
of them has to hit? There is only one answer to this
question—each electron is itself a wave and each elec-
tron creates the whole pattern, but energy can be ab-

|
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sorbed only in finite quanta and so the electron hits the
photographic plate in one point only, the distribution of
those points being given by a probability function. We
are then faced with the following situation. The electron
originates in the gun as a particle and is being absorbed
by the photographic emulsion as a particle, but in be-
tween it behaves like a wave. This dual aspect of the
electron “wave-particle” caused many people great con-
cern and was the subject of numerous discussions and
controversies. (A suggestion has been made to call the
electron a “wavicle” but the term alone does not of
course solve any problems.)

In this article we wanted only to discuss a few proper-
ties of the electron, in particular “indistinguishability,”
because this is not beyond common sense apprehension
and yet has far-reaching consequences. Indistinguish-
ability is closely connected with the exclusion principle
and thisin turn is best expressed in the language of wave
mechanics.

We have seen that the phenomenon of electron dif-
fraction suggests the wave nature of the electron. What
exactly is it that vibrates in the electron wave? The
answer is quite different from the answers to the same
question for any other kind of wave. The intensity of
the electron wave indicates the probability that we shall
find the electron at a particular point %, y, 2 in space.
As with any other kind of wave, the intensity is equal to
the square of the amplitude and the amplitude is a func-
tion of the space coordinates, but the amplitude itself
has no physical meaning. It is only an auxiliary quan-
tity, whose sole purpose is to enable us to compute the
intensity.

Apart from the amplitude, the shape of the wave is an
important characteristic, and particularly the wave-
length of the fundamental. In wave mechanics the
wavelength N is connected with the observable electron
velocity v by the following relation,

h/N = my
where & stands for a constant (Planck’s constant) and m
for the electron mass.

Let us now see how the wave nature of the electron
helps us to understand the structure of the atom. As a
preliminary experiment let us put the electron into a
box, not literally a box with walls of cardboard or steel,
but a box whose walls are potential barriers. The poten-
tial walls are high enough to prevent the electron from
escaping, which means in the language of wave me-
chanics that the probability of finding the electron out-
side the box or even at the walls is zero. Consequently
the wave representing the electron is a standing wave
within the box. Assuming the length of the box to be L,
then the wavelength of the standing wave will be 2L,
or L,or 2L/3, and so on, or generally

AN=2L/n
where n=1, 2, 3, 4, - - .. Remembering now the rela-
tion connecting A with the electron velocity v, we see
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that this velocity can have only one value of a set of dis-
crete values. This is a very strange and very important
result. In classical mechanics an electron confined in a
box can have any value we want to endow it with; we
can change the velocity continuously. In wave mechan-
ics only certain velocities are possible and if we want to
increase or decrease the velocities we have to do it in
finite jumps. What we have said about velocities applics
in our case to the energies equally well, because the
energy of the electron in the box is made up entirely of
its kinetic energy. We arrive at the result that the
energy of an electron in a box is capable of assuming
only certain values of a set of discrete levels given by
the length of the box.

To some rough approximation we can regard the atom
as a kind of a potential box in which the electron is held
captive by the attraction of the nucleus and we can
transfer the results just mentioned to the atom. In this
way we arrive at the postulates of Bohr’s theory of the
atom, but with this difference. While in Bohr's theory
the postulates of discrete energy levels appear suddenly
from nowhere, they are here the natural outcome of
identifying the electron with a standing wave. However,
our aim was to express Pauli’s Exclusion Principle in a
more rigorous manner, so let us return now to this prin-
ciple.

SYMMETRICAL AND ANTISYMMETRICAL
WAVE FuNCTIONS

The original wave equation, derived by Schroedinger
in 1926, refers to a single electron. We are not going to
discuss its mathematics, but shall describe only the
meaning of the wave parameters. We have mentioned
already how the wavelength is linked with the electron
momentum (product of mass and velocity), while the
frequency is proportional to the total energy of the
electron. The quantity corresponding to the refractive
index in case of light waves is determined in the case of
electron waves by the electrical potential at a given
point (x, ¥, 2). The wave amplitude has no physical
meaning, but the wave intensity indicates the prob-
ability of finding the electron at a given point. Origi-
nally the wave intensity was interpreted as charge
density and this is still true today, if we consider the
time average of the charge density over an appropriate
period of time. If for instance we let a weak electron
beam penetrate a thin crystal of mica and watch black-
ening of a photographic film placed behind the mica,
the pattern of blackening will be given by the wave in-
tensity.

The wave equation for a single electron has been ap-
plied successfully to the hydrogen atom, where we have
a single electron in the field of the positive proton. How-
ever, in the next element, helium, we have already two
electrons, in lithium three electrons and so on (and in
uranium as many as ninety-two electrons). The first
rule to be observed in case of a system containing more
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than one electron is Pauli’s Exclusion Principle—no
more than one electron of the same spin in one orbit.
Pauli’s principle is quite independent of wave mechanics
and in fact overrides it; the wave equation for two elec-
trons has to be formulated in such a way as to exclude
automatically the simultaneous presence of two elec-
trons of the same spin in the same place.

I {1(x1, a1, 21) and $axe, ¥e, 22) are the two wave func-
tions of the two electrons, it would be tempting to write
the wave function for the case of two electrons as the
sum of {1(x1) and {a(x2)

Y = 0.71(51(x1) + $a(x2))

where {1(x1) and {a(x:) stand as abbreviations for
Ci(x1, ¥, 21) and $a(xs, ¥s, 22). The factor 0.71 will be ex-
plained presently. The function ¢ ={¢1+{ would take
account nicely of interference and diffraction phenom-
ena of electron waves and would be in strict analogy
to other waves encountered in physics, like optical and
accoustical waves. However, we have said before that
the wave intensity expresses the probability of finding
the electron at a given point. Similarly the intensity of a
two-electron wave function should stand for the prob-
ability of finding electron 1 in point 1 and electron 2 in
point 2. With the requirement of representing the prob-
ability, the functions {1 and {» are as a rule written in
“normalized” form, i.e., provided with such a factor as
to make the integral of {2 and {.? respectively, over the
whole space equal to unity. A probability of one means
certainty, and since we are certain to find the electron
somewhere in the whole infinite space, the integral (i.e.,
the sum of all probabilities) must be equal to unity. Let
us now similarly integrate Y? over the whole space. If we
form the square of Y we obtain

Pt = 0.5(51 + 208 + §2Y).

The integral of Y2 over the whole space will then be equal
to unity plus the integral of {1{s. Now by analogy with
optical waves we realize that the integral of {i{» over
the whole space must be zero. In optics the wave inten-
sity stands for the energy and if we let two waves inter-
fere we know that whatever happens the energy will be
conserved; i.e., integral of ({14{2)? must be equal to in-
tegral of {124{.% or the integral of {i{» must be zero.
With electron waves it is the charge that is being con-
served, which is quite all right, but what about prob-
ability? The sum 0.5({124{»?) stands for the probability
of finding either electron 1 in point 1 or electron 2 in
point 2, but this is not what we were after. We wanted
an expression for the probability of finding electron 1 in
point 1 and electron 2 in point 2. The probability that
two events will take place is equal to the product of the
probabilities of the single events. Let us then write

¥ = 0l

and we shall then have, as required

4/2 = §-12§-22'
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At the same time we realize that the integral of ?
over the whole space will be equal to unity. (We keep
firstly point 2 constant and integrate {2 over the whole
space obtaining thus {? as a result and then integrate {52
over the whole space and obtain unity.) This would be
quite all right but we remember that electrons are in-
distinguishable and therefore it is not permissible to
label electrons as we did in the reasoning leading to
¥ ={1{2. As long as we have to do with single electrons,
it 1s a matter of course to establish a function ¢; for one
electron and a function {3 for another electron. As soon
however as we have a system consisting of two electrons,
the wave function is required to be formulated in such a
manner that interchanging of the two electrons does not
alter the function (or rather, its meaning). We can arrive
at such a formulation in the following way. Given
{1(x1) and {a(x3) we know that {1(x1) - {2(x,) leads to the
probability of finding electron 1 in point 1 and electron
2 in point 2. By exchanging electron 1 with electron 2 we
obtain the product {1(xs) - {2(x1) which leads to the prob-
ability of finding electron 2 in point 1 and electron 1
in point 2 (this is really the same probability as the
previous one since the electrons are not distinguishable).
The wave equation is a linear differential equation and
consequently, if we have two solutions of the equation,
any linear combination of the two solutions, will be a
solution again. To find a solution which is invariant in
respect of interchange of the two electrons, we'put

= 0.71(¢ (%) - £a(e) + §'1(xz)'§'2(x1))-

We see that interchanging of electrons 1 and 2 leaves ¢
unaltered in case of the plus sign and reverses the sign of
¥ in case of the minus sign; however, reversmg of the
sign of ¥ is irrelevant because only the squarle of Y has
significance. It can be shown that the expression put
down for y is the only linear combination satisfying the
equation of which {; and {; are solutions and making the
function invariant in respect of electron exchange. The
function with the plus sign is referred to as,“symmet-
rical”; the function with the minus sign is an antisym-
metrical function. :

What happens if the two points x; and x» coincide;
i.e., if x1=x,? In the case of the symmetrical function
¥ ={1s; in the case of the antisymmetrical function the
wave function ¥ vanishes. Let us now choose the sym-
metrical function for the case of two electrous of oppo-
site spin and the antisymmetrical function for the case
of two electrons of the same spin. In doing so we achieve
automatic fulfilment of Pauli’s principle, because ¥=0
(and consequently ?=0) means that the probablllty of
finding two electrons of the same spin in the same place
1s zero. We see now how wave mechanics of a two-elec-
tron system has been formulated so as to el:nbrace the
exclusion principle. At the same time it has to be em-
phasized that wave mechanics goes beyond the exclusion
principle. While the exclusion principle tells ds what the
electrons are forbidden to do, wave mechanics tells us
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what they are actually doing. Since its inception in 1926
wave mechanics has made an enormous contribution to
progress in physics. One is reminded of a saying of Ein-
stein—*“God may be secretive, but He is not malicious.”
It may be difficult to gain access to a certain region of
knowledge, but once we have pierced a small hole
through the curtain, we are often permitted to see more
than we hoped for.

ExCHANGE ENERGY

One of the most interesting and important conse-
quences of wave mechanics (including indistinguish-
ability of electrons and the exclusion principle) is the
existence of a new kind of nondynamic force, i.e., ex-
change forces and exchange energies. Exchange forces
being responsible for the chemical bond form the basis
of theoretical chemistry, and similarly, exchange forces
underlie the phenomena of ferromagnetism quite apart
from the role exchange energy plays in the interpreta-
tion of atomic and molecular spectra. It is quite possible
to obtain even without mathematics a qualitative un-
derstanding of the origin of exchange forces in the fol-
lowing way. Let us visualize two hydrogen atoms, each
with a positive nucleus (proton) and an electron cruising
around the proton. If the two electrons are of opposite
spin, the exclusion principle permits them to be close to
each other. Not only are they permitted to be close to-
gether, but since they are represented by a symmet-
rical wave function, the probability of where we shall
find them, has a maximum for x;=x,, 7.e., the same
point. Here it is time to mention that the notion of the
orbit of an electron around the nucleus—as we often see
it pictured on the covers of popular books on atomic
physics and even in advertisements on electronic de-
vices—is obsolete today, although the term “orbit” is
still used in a loose sense for the sake of convenience.
The wave function permits us to compute the probabil-
ity of finding the electron at a particular point at any
one time, but does not permit us to draw a continuous
orbit along which the electron travels (this will be dis-
cussed at some length in the next section). While now
for a single hydrogen atom the probability of finding the
electron has a maximum at some particular distance
(0.53)A from the nucleus but otherwise does not depend
on the direction, it is different in the case of two hydro-
gen atoms. If the two electrons are of opposite spin, the
probability has a maximum for both electrons at the
midpoint between the two protons. We have then at the
midpoint a double electronic (negative) charge attract-
ing on each side a single positive proton charge. (The
charge on the proton is of the same magnitude but oppo-
site sign to that on the electron.) The double electron
charge serves as a cement between the two protons and
in this way the hydrogen molecule is formed. No mole-
cule is formed if the two electrons have spin of the
same sign. We can also see easily why a hydrogen mole-
cule does not attract a third hydrogen atom. Since the

Salpeter: On the Nature of the Electron

1595

two electrons in the molecule have opposite spins, the
electron of a third atom would have the same spin as
one of the two electrons of the molecule and according
to the exclusion principle would avoid the vicinity of
this electron; hence, the lack of attraction.

The reasoning so far is of a purely qualitative nature.
In particular we disregarded the electrostatic repulsion
of the two electrons of opposite spin (the magnetic in-
teraction is so small that it can be neglected for the time
being). Two electrons of opposite spin like each other
despite their mutual electrostatic repulsion, but this
attractiveness cannot be described in such simple terms
as Coulomb’s electrostatic forces. Coulomb’s law was
established for charges (and charged particles) and is
valid in wave mechanics without any modification. The
new “exchange forces” however can be applied to elec-
trons only on the basis of the wave nature of the elec-
tron. Briefly it could be said that the exchange energy
is due to the fact that generally (4 4+ B)? is not equal to
A*+B2 If A and B stand for wave amplitudes, then—
as we have seen before—(4+B)? is equal to A2+ B?
(if we integrate over the whole space) because the inte-
gral of 4B over the whole space cancels out. The phys-
ical meaning of (44 B)2=A424 B? is the conservation of
energy. In wave mechanics, however, the wave intensity
stands for charge density rather than for energy density.
Energy is given, as we know, by clementary electro-
statics, by the product of charge and electric poten-
tial V. In this case the integral of (4 +B)2V will not be
equal to the sum of the integrals of 427 and B?V, be-
cause the integral of A BV does not cancel out.

Let us consider as an example the two electrons in the
helium atom. The simplest case is the ground state of the
atom, where the two electrons are of opposite spin and
therefore both can be in the same, the lowest energy
orbit. Yet this case is not interesting for us, because the
two electrons being in the same orbit have the same
wave function and if the wave function of a single elec-
tron is {1(x1), the wave function ¥ for two electrons will
be simply ¥ ={1(x1){1(xz). The next case of higher energy
is where one electron is in the ground state, the other in
an excited orbit. Here the two wave functions are dif-
ferent: {i(x1) and {2(xs) and the wave function of the
two electrons ¥ will be either a symmetrical or an anti-
symmetrical function, depending on whether the two
electrons have opposite or the same spin:

Yy, 2) = 0.71(1(x)¢2(x2) £ Ei(x)i2(x))).

Let us inquire about the energy of the system. There
is first the electrostatic energy of the nucleus, then the
electrostatic energies of the two electrons taken each
separately, and lastly the interaction energy of the two
electrons. This last term is of particular interest to us.
To obtain the interaction energy we have to multiply
the charge density (or rather its time average) by the
electric potential and integrate the product over the
whole space. The charge density is given by y2, while the
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electric potential is equal to e?/r1,, where e stands for the
electronic charge and ry; for the mutual distance of the
two electrons. Let us put for short Yy =4 4B, then we
shall see that the integral of 0.5(4%+B?2)-(e?/r1s) over
the whole space includes e%/72 which is just the Cou-
lomb interaction energy as in classical electrostatics.
Apart from that, however, we have a term AB-e?/r),
integrated over the whole space, which does not occur
in the classical theory. This term is what is referred to
as “exchange energy.” Let us inspect more closely the
product A B, that is

AB = £ fi(x)E(x2)E1(x2)Ea(xy).

We see at once that this product has a finite value
only if the orbits of the two electrons overlap to some
extent. If there were no overlapping {1(x;) would be
equal to zero and so would be {2(x1). It follows that ex-
change forces are only short range forces which explains
why there is little chance of coming across exchange
forces while observing free electrons. Then we see that
the exchange energy is proportional to e?/ry,, i.e., to the
electrostatic energy but can occur with a plus or minus
sign. We cannot say then that exchange energy is a kind
of extension of electrostatic energy. We have to recon-
cile ourselves to the fact that exchange energy is the
outcome of the wave nature of the electron (more specifi-
cally of the interpretation of wave intensity as charge
density and not energy density). The term “exchange”
energy indicates the indistinguishability of electrons and
hence their exchange in the formulation of the wave
function ¥ as the prime source of exchange energy.

UNCERTAINTY PRINCIPLE

There is something incongruous between a wave and
an electron. There is a story about an actor who was
looking for a job and asked by the producer about his
past achievements answered that he had played a wave
(a sea wave produced by rattling of a mechanical con-
traption). Now we can imagine how an actor can play a
wave, but how can a wave play the part of an electron?
Let us take the simple case of a plane sinusoidal wave,
extending from — ® to 4 «. Frequency and wave-
length (or rather wave number) define accurately
energy and momentum of an electron, but otherwise
this wave gives no information about the electron, in
particular no information about the position of the
electron. The question is sometimes asked whether
electron is “in reality” a particle or a wave. It is doubt-
ful whether physics is at all able to give an answer to
this kind of question. The job of the physicist is to de-
vise methods of enabling us to predict physical occur-
rences. For free electrons the particle aspect is very well
suited to describe the phenomena (like the electron
tracks in a Wilson cloud chamber or in a photographic
emulsion); for an electron in an atom the wave picture is
better suited. The electron is neither a particle nor a
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wave, both are only modes of description. But is it pos-
sible to bridge over the span between an infinite wave
and a tiny particle? Fortunately this is possible. Super-
posing a number of sinusoidal waves gives us a “wave
packet” or—as the communications engineer would
rather say—a “pulse.” A Fourier analysis niay give us
the “spectral” components of the pulse and they may be
all solutions of a given wave equation. What is the dif-
ference between an infinite wave and a pulse? Of course,
the pulse is confined in space and its propagation simu-
lates the motion of a particle. The sharper the pulse the
more it resembles a moving particle. Then why not rep-
resent an electron by an extremely sharp pulse rather
than by an extended wave? The answer is, thiat in repre-
senting the electron by a sharp pulse we have to pay a
price for the “sharpness.” We know the sharper the
pulse the broader the spectrum in the Fourier analysis
of the pulse. The spectrum of the pulse shows us the dis-
tribution of the wavelengths (or wave numbers) among
the components of the pulse and we know that the wave
number stands in wave mechanics for the momentum of
the electron (product of mass and velocity). ‘This means
the sharper the pulse the larger will be the range of
wave numbers among which we can choose the momen-
tum of the electron. An infinite wave gives us precisely
the wave number (electron momentum or velocity) but
no position of the electron. An infinitely Isharp pulse
gives us exactly the position of the elect‘ron but no
velocity. We cannot know exactly both the position and
velocity of the electron; the product of the sharpness of
the pulse and the sharpness of its spectrum'is constant.
If we denote the range of position by Ax and the range of
velocity by Av, then we shall have

Ax-Av = h/m '

where k stands for Planck’s constant and m for the mass
of the particle. This is the celebrated “uncertainty prin-
ciple” first put forward by Heisenberg. l

It follows immediately from the uncertainty principle
that we cannot imagine an electron being at rest. Being
at rest means v=0 and accordingly Av=0, but if Av is
zero then Ax must be infinite and vice versa, if Ax=0
then Av must be infinite and accordingly v= « too. This
gives us another explanation why an electron cruising
around the nucleus can never fall into it. Falling into the
nucleus would give the electron a definite position and
therefore an infinite velocity. The actual orbit is a com-
promise between the large value of energy; the electron
would have very near the nucleus and the large energy
if completely detached.

The uncertainty principle tells us, too,iwhy there is
little chance to observe the spin of the free electron di-
rectly. The spinning electron represents a magnetic di-
pole whose field intensity is inversely proportional to
the cube of the distance. According to the uncertainty
principle, there is no hope of being able t;D observe the
spin of an electron at rest. It must be moving. Yet a
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moving electron generates a magnetic field of its own
around its path whose intensity is given by the recipro-
cal of the square of distance. Obviously the field inten-
sity due to the spin should be larger than the “uncer-
tainty” of the field intensity due to the motion of the
electron. If we write down the formulas for both mag-
netic field intensities, this requirement leads to Ar-Av <
k/m, yet according to the uncertainty principle this
product cannot be smaller than %/m, hence it is impos-
sible to observe the spin of the free electron directly.
The spin of electrons bound in the atom is not observed
directly either, but in the case of the atom the splitting
of spectral lines in presence of a magnetic field gives a
good clue as to the spin of the electrons responsible for
the spectrum.

Another way to regard the uncertainty principle is to
consider the way we observe the electron. To observe a
macroscopic object, say, a chair, we let an image of the
chair be formed on the retina of our eye. Of course, we
can see the chair only if it is illuminated, but we know
that the chair does not suffer in any way by the illu-
mination. An electron is so small that we could not see it,
either with the naked eye or with an ordinary micro-
scope. In an imaginary experiment we could use an X-
ray microscope, because the wavelength of the X rays,
could be chosen small enough to be reflected from the
electron. Yet this would be a pretty hard X ray, of very
high energy, and as a result the electron hit by the X
ray would be dislocated. The very act of measurement
would disturb the quantities to be measured. A similar
phenomenon occurs in psychology: for instance, if we
want to watch how our own mind behaves when we fall
asleep, we either fail to make the observation or fail to
fall asleep. Only to some approximation is the observa-
tion possible and the uncertainty principle states quan-
titatively how near we can come to the assessment of the
quantities to be measured. The uncertainty principle
applies not only to the electron but to larger particles
as well. However, we notice that the right-hand side of
the relation is equal to k/m, which means that the un-
certainty is inversely proportional to the mass of the
particle. For a proton it is about 2000 times smaller
than for an electron and for a tiny (just perceptible)
grain of sand it is practically zero. That is the reason
why in ordinary mechanics it is not necessary to con-
sider uncertainties.

A consequence of the uncertainty principle is the im-
possibility of drawing the “orbit” of an electron. We can
ascertain the position of the electron as often as we
want, but we could not be certain that the “orbit” of the
electron would be the same if we did not disturb it by
our measurements. Perhaps it may even be meaningless
to ask what the orbit would be if we did not observe the
electron. Nor can we be sure that in two successive ob-
servations we observe “the same” electron, since elec-
trons are indistinguishable. All this is philosophically
disquieting; it is the first time in history of physics that
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we have a theory in which the observer and the observed
enter on equal footing. In all other branches of physics
the phenomena are described regardless of whether
there is an observer or not. In wave mechanics the
phenomenon observed is partly created by the act of
observation.

The uncertainty principle gives us a new angle from
which to regard indistinguishability. Let us say two
identical twins are walking on the street. We could not
tell one from another, but we could label the one on the
right-hand side Tom and the other Dick. They may
change places, engage in a brawl, but as long as we keep
an eye on them, we can tell which one is Tom and which
is Dick. With two electrons it is different, because we
cannot watch them continuously and as soon as we shut
our eyes they might change their identities if they have
identities. All this is not pure speculation and we can put
these considerations to test in the following way. We
bombard a sample of matter by means of negatively
charged, high energy particle beams and inquire after
the maximum energy that can be transferred from the
bombarding particle to an atom, or rather to an electron
of an atom of the sample. For a given energy of the in-
cident particle a formula can be derived for the maxi-
mum transferable energy as a function of the mass of
the hitting particle. It is true we cannot vary the mass of
the incident particle at will, but since cosmic rays pro-
vide us with such a variety of fundamental particles of
various masses, it is not quite unrealistic to consider
this transferable energy as a function of the mass of the
incident particle. Starting with infinite mass for which
the value of the function is zero, the function increases
with decreasing mass, but at the moment the mass of
the incident particle equals the mass of the particle,
struck, 7.e., when both are electrons, the maximum
transferable energy drops suddenly to half the value
indicated by the formula. This happens because we
could not tell which of the two electrons was hitting and
which hit, which the donor and which the acceptor of
energy, hence the factor 1/2. This result has been con-
firmed by experiment. .

Shooting high energy particles at a fluorescent screen
makes the effect of a single particle observable. The
light output in the form of a scintillation indicates the
energy of the incident particle and at the same time we
can observe the spot on the screen where the particle has
impinged. This would be a contradiction to the uncer-
tainty principle, so let us consider how we do observe the
spot where the screen has been hit. We may observe the
screen by means of a microscope in which case the limit
of resolution is of the order of 2000 A, i.e., about 100
million times the size of a fundamental particle. We see
the light generated by the impact of a single particle
all right, but to say we also see where the particle has hit
the screen would be tantamount to saying: I know
exactly where Mr. Smith is at the moment, he is some-
where on the surface of the earth.



1598

Tne ReLATIVISTIC ELECTRON

We started with the aim of getting acquainted with
the electron on a personal footing, but this turned out to
be impossible, because a single electron has no personal-
ity, no individuality, no “sameness.” If the fundamental
particles have no individuality, but macroscopic objects
have, they obviously owe their individuality not to the
matter of which they consist, but to the pattern of their
assembly. Nineteenth century physics seemed to con-
firm or even encourage the materialistic outlook in
philosophy which attributed to matter an overriding
importance. This is no longer true today. It was par-
ticularly the discovery of Rutherford of the nucleus of
the atom that dealt a severe blow to the materialistic
outlook. Rutherford found that the nucleus in which
more than 99 per cent of the matter of the atom is con-
centrated occupies only a minute fraction of the total
volume of the atom. The atom consists mainly of empty
space, while the density of the nucleus is such that a
matchbox full of nuclear substance would weigh millions
of millions of pounds. This is not how the nineteenth
century man imagined matter. If we grip with our hand
a piece of steel, we may feel that the matter of our palm
comes into intimate contact with the matter of the steel.
Actually the best we can hope to achieve is that the
electron clouds of the atoms of the palm come into
touch with the electron clouds of the atoms of the steel.
Since matter is mainly concentrated in the nucleus, inti-
mate contact of matter with matter should involve con-
tact of nuclei. While this is not impossible, it is a rare
occurrence, usually involving nuclear reactions with
sometimes rather conspicuous consequences. In gripping
with our hand a piece of steel, “common sense” deceives
us into believing that we come to grips with matter.
Actually however the rigidity and hardness of steel is
due not directly to any hardness of the fundamental
particles but to the “fields” surrounding them. The
fields surrounding the particles are in a way more real
than the particles themselves.

We should like to conclude with a remark about what
the*theory of relativity has to say about the electron.
One of the postulates of the theory of relativity concerns
the velocity of propagation either of a particle or a field,
viz., nothing can propagate with a velocity higher than
the velocity of light. Let us now visualize an electron
facing the approach of an electromagnetic wave. If the
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electron has a finite size, one end of it will socner be en-
gulfed by the wave than the other and will be acted
upon earlier. This means that one end will start to move
while the other still knows nothing about the wave. As a
result the electron would become deformed but this is
something impossible for a fundamental particle. If we
start imagining that a fundamental particle can be de-
formed, we might as well assume that a wave of suffi-
cient strength would tear the electron apart which would
be a contradiction to the concept of an ultimate particle.
We cannot assume that the electron is absolutely rigid,
because that would mean that any impulse reaching the
electron at one end travels to the other end with infinite
velocity, yet according to the theory of relativity there
is nothing that travels with a velocity higher than the
velocity of light. The only way out is to assume that the
electron has no spatial extension at all, in other words
that the electron is nothing but a geometrical point in
which charge ¢ and mass m are concentrated with in-
finite density. The third property of the electron, the
spin, could not be now achieved by rotation of the elec-
tron around its axis, because this would require an in-
finite angular velocity. Instead it is assumed that the
point-like electron revolves around the electron path
with velocity of light, the diameter of the orbit being
chosen such as to obtain the known value of the electron
magnetic moment.

The electrostatic energy of a sphere of charge e is pro-
portional to e?/r (where r stands for the radius of the
sphere) and accordingly the energy of a point-like
electron is infinite. This is of course a great difficulty for
the theory, although physicists have learned somehow
to live with those infinities.

We have started by pointing out that the concept of
continuous matter involves infinities which can be
avoided by assuming finite, ultimate, indivisible par-
ticles. We have now come all the way round the circle
and are once again facing infinities, even while working
with ultimate particles. It seems that we face infinities
whenever we arrive at frontiers of knowledge, or per-
haps at the frontiers of our potentiality for knowledge.
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A Thin Cathode-Ray Tube®

W. R. AIKEN{, MEMBER, IRE

Summary—A new type of cathode-ray tube typically only a few
inches thick is described. The beam is injected parallel to one edge
of the thin tube and caused to pass through two right-angle deflec-
tions: the first sends the beam into the region between the front and
back tube surfaces, and the second turns it into the phosphor-coated
front surface. A brief analysis of the deflection-focusing action is
presented and the sweep-voltage requirements are described. The
thin tube can be adapted to multicolor operation or to any other use to
which cathode-ray tubes are put; it also has many unique features
(in addition to small size), such as the capability of being viewed from
both sides of the display screen or being rendered transparent.

INTRODUCTION

HE “thin” cathode-ray tube (crt) described be-

Il low differs radically from conventional types in

that the basic building blocks which comprise a
crt (electron gun, accelerating and deflecting structures,
and display screen) are here arrayed in a novel fashion.
It is this departure from the usual “in-line” arrangement
that makes the principal advantage of the thin crt pos-
sible—its reduced size. The importance of reducing the
crt dimension perpendicular to the viewing screen (usu-
ally called lengih, but in the present case perhaps
more appropriately called thickness) is selfevident in
circumstances where space is at a premium, e.g., in
aircraft instrument panels. The reduction in bulk is ob-
viously an attractive feature in many other applications
also, as in home television receivers.

In comparison with conventional types the thin crt
has several other inherent advantages, the chief among
which is that the powerful deflection-focusing action
makes it possible to utilize larger beam currents for a
given “spot size,” or to obtain a smaller spot size with
the same current. Deflection focusing in the thin crt
is not the defect usually associated with conventional
crt’s;! rather, the property of deflecting systems that
causes initially parallel rays to converge after deflection
actually constitutes the focusing system. This feature
thus results in improved brightness or resolution (or
both). Moreover, by relatively simple modifications of
the basic model, the thin crt can be adapted to provide
such special features as transparency, viewing of both
sides of the display screen, and two or three primary
color displays; the tube can be, of course, adapted to
perform all the multifarious tasks that certain special
display tubes can do, such as displaying characters and
serving as a memory (storage) element.

* Original manuscript received by the IRE, January 16, 1956; re-
vised manuscript received, June 13, 1957; second revised manuscript
received, September 23, 1957.

t West Coast Electronics Lab., Kaiser Aircraft and Electronics
Corp., Palo Alto, Calif.

¥ See for instance, J. R. Pierce, “Theory and Design of Electron
Esea;ngns,: 2nd ed., D. Van Nostrand Co., Inc., New York, N. Y., p.
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Fig. 1—Schematic diagram of thin crt.

PriNciPLE OF OPERATION

Only one of a large number of possible configurations
will be described, shown schematically in Fig. 1. The
electron beam is injected along the bottom edge of the
display screen, and travels in a field-free region be-
tween a set of electrodes designated as “horizontal de-
flection plates” and the bottom edge of the screen. If
this edge and the horizontal deflection plates are all at
the same (gun anode) potential, the beam continues all
the way to the right. However, if the voltage on one of
the deflection plates is lowered, the beam is deflected
upward. The position at which this deflection occurs can
thus be moved in a continuous manner from right to
left (or left to right) by sequentially lowering the volt-
age on adjacent horizontal deflection plates in the ap-
propriate direction.

The upward deflected beam enters another field-free
region, bounded on one side by the phosphor screen and
on the other by a set of strip electrodes (“vertical de-
flection plates”), each of which extends all the way
across the tube. If the vertical deflection plates are all
at the same potential as the phosphor, the beam con-
tinues all the way to the top. However, if the voltage on
one of the deflection plates is lowered, the beam is de-
flected into the phosphor. Again, the position at which
the deflection occurs can be varied continuously by se-
quential variation of the voltage on adjacent deflection
plates. By choosing the appropriate sequence for each
of the two sets of deflection plates (horizontal and verti-
cal), the spot at which the beam strikes the phosphor
can thus be made to sweep out a raster.

For practical reasons, the region of the horizontal
deflection plates (“primary section”) is usually iso-
lated from the region between the vertical deflection
plates and the display screen (“secondary section”) by a
transition section. The transition section also comprises
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electrostatic lenses, so that it not only isolates the pri-
mary section from the secondary, but provides an
additional means of controlling beam focusing as well.
The main reason why a transition section is necessary,
however, is that the primary section is operated at
potentials of the order of the accelerating (anode) po-
tential of the electron gun, i.e., about 1 kv, whereas
the secondary section is of necessity operated at the
potential of the display screen, which with present-day
phosphors must be of the order of 15 kv. Under these
circumstances the bottom edge of the display screen
cannot serve simultaneously as part of both the pri-
mary and secondary sections, and a transition section
must be provided. An additional lens system is often
made part of the transition section to counteract the
action of the effective convergent lens on the beam as it
passcs from the low-voltage primary to the high-voltage
secondary section and also to provide additional heam
focusing controls after the first deflection.

When an electron beam of finite thickness is deflected
by a uniform electrostatic field, the beam is also fo-
cused. In conventional crt’s, so-called “deflection de-
focusing” results if the beam actually comes to a cross-
over as a result of this action and then diverges before
arriving at the display screen. In the thin crt, on the
other hand, deflection focusing is turned to advantage by
judicious juxtaposition of the deflecting plates with re-
gard to the beam and to the display screen.

Upon deflection by the horizontal deflection plates
(primary section), the beam is brought to a focus in a
plane parallel to the display screen, and if the transition
section is properly designed, the cross section of the
beam is changed from circular to elliptical as the beam
enters the secondary section with the major axis of the
ellipse oriented normal to the display screen. The cylin-
drical beam traveling horizontally along the primary
section thus becomes more or less a ribbon beam as it
begins its upward travel. Upon deflection by the vertical
deflection plates (secondary section), the process is
repeated and the beam is again focused, this time in a
vertical plane perpendicular to the display screen; the
ribbon beam becomes a pinpoint as it tends toward a
crossover. If the display screen is located at a plane
just before this doubly focused beam actually comes to
the second crossover, a relatively small spot size at the
display screen can be achieved. (The beam is not per-
mitted to diverge after passing through the crossover
toward which it tends as a result of the first deflection
in the primary section; in fact, it may not even reach
this crossover. The combined action of the transition
section and of the effective lens through which the beam
passes as it travels from the low-voltage primary to the
high-voltage secondary section is to offset any tendency
of the beam either to diverge or to converge; this action
can be optimized in practice by transition-section design
and by adjustment of voltages to correct for any adverse
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Fig. 2—Trajectories of two adjacent electrons separated
by a distance A Vo,

effects, including to some extent that of space-charge
beam spreading.)

ANALYSIS OF DEFLECTION ACTION

In the following analysis, fringing at the edge of the
deflection plates is neglected for simplicity, and the
field is considered to be quite uniform. Consider two
adjacent electrons separated by a distance Ay, (Fig. 2)
entering a uniform electrostatic field between parallel
plates at different potentials (V, < V,) with a velocity
vz. In a uniform field the vertical elemental separation
Ay, remains constant as the electrons are deflected by
the field, but there will be a focusing effect if we con-
sider a horizontal plane such as y=d since one of the
electrons will have fallen through a larger potential
than the other. This difference in potential is

Vo —

av Va .
AV = — Ayo = ————— Ayo = (Vo - V,.)A]o
dy d

(1)
where j=y,/d. One of the electrons thus achieves a
greater y component of velocity than the other, and if
the two electrons leave the uniform field at y =d to enter
a field-free space, they converge rectilinearly (dashed
lines) toward a focal point in the xy plane. The focal
length f is given by

fA6 = Ax sin 6 (2)

where Af is the angular convergence of the two electron
paths and Ax is their horizontal separation at y=d.
The rectangular coordinates xy, ¥, of the focal (cross-
over) point F with respect to an origin at the exit point
O can be derived from (2) to be

xy = f cos 6 = (Ax/Af) sin 0 cos §

. . 3)
yr = fsin § = (Ax/A9) sin?

|
which can be rewritten with the help of qle expression

tan =dy/dx for the slope as ‘

1
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1 Ax Ax
X = —tanf = tanf ————
sec2d Af A(tan6)
|: dy/dx :l
@*y/dx® Jyma
1 Ax Ax
V= —tan?f = tan? ———
sec?§ Af A(tan 6)
(dy/dx)?
= [ﬁ] : )
d*y/dx?® ly—a

These expressions thus relate the coordinates of the
crossover point with slope (or slope squared) and curva-
ture of the beam path at the exit point. In order to deter-
mine the position of the crossover, we must thercfore
first determine the clectron trajectories, either experi-
mentally or analytically. The analytic approach is not
prohibitively difficult in the relatively simple geometri-
cal configuration under consideration, provided that
we can safely make certain simplifying assumptions.
For instance, if we consider a multiplate deflection sys-
tem (i.e., if we break up the lower plate at a potential
V. in Fig. 2 into a series of short adjacent plates at
different potentials Vi, Va, - -+, V3), the analysis re-
mains quite simple if we only assume that the electro-
static fields in the region of each plate are uniform (s.e.,
change abruptly at the boundaries between adjacent
plates without fringing) and that the horizontal separa-
tion between adjacent plates is negligibly small com-
pared with their lengths.

Under these assumptions the acceleration d%c/dt* in
the x direction is zero and the acceleration in the y direc-
tion can be written (in terms of the x component of
velocity v,=dx/dt) as

2
= p,? 2 . (5)
dt’ dx?

This relationship can then be used in conjunction with
(4) to determine the position of the crossover point.

It should be pointed out that under the above-men-
tioned assumption of abrupt changes in the value of the
electric field, the acceleration—and hence the curvature
d?y/dx? of the beam path—will be discontinuous at the
boundaries between adjacent deflection plates. How-
ever, the beam path itself and its slope both remain con-
tinuous at these transition points. Moreover, the deflec-
tion potentials on adjacent plates are usually varied (in
a time-correlated fashion, as described below), thus
creating additional transitions. Both effects can be taken
into account for a given geometrical and voltage con-
figuration in performing a computation of the crossover
position %y, y; and of the exit angle 8. Conversely, for
desired values of these parameters, optimum values of
the injection velocity v. and relative initial position jo
can be determined.
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EFFECT oF ExiT SLoT

In order to cnable the deflected beam to leave the
primary section, the upper plate (Fig. 2) at potential
V, must be slotted in the x direction. The effect of this
slot, which can be considered as part of the transition
section, is that of a thin lens of focal length given ap-
proximately by?

2V .
o= (6)
where V is the acceleration voltage (in the y direction)
of the incident particles, and E; and E, are the scalar
magnitudes of the clectrostatic fields on the incident and
exit sides of the apertured plate, respectively. The sub-
scripts yz are used to indicate that the lens focusing
action takes place in the yz plane, in contrast to the
deflection-focusing action described by (2)-(4), which
takes place in the xy plane. Upon passing through the
slot lens, the electron thus acquires a z component of
velocity in addition to the x and y components produced
by the electron gun and by the deflection plates, re-
spectively. The deflection in the yz plane can be de-
scribed in terms of an angle « as follows:

tan o = v;/vy )

where a and f,; are related (from analogy with geometri-
cal optics) by

tan a = z/f,. (8)

where z is the distance of the entering parallel ray from
the axis.

In the configuration represented by Fig. 2, if E;=(V,
— V,)/d is the magnitude of the uniform electrostatic
field in the primary section and E, that of the field in
the region above the primary section, (6) can be re-
duced to
_2Ey(d —yo) 2401 — Jo)

E, — E, B
E,

since the accelerating voltage V (in the y direction) is
given by

©)

vz

and jo=7vo/d as before.

The slot acts as a divergent lens (defocusing) if
E,>E,, so that f,. is negative; and as a convergent
lens if E,<E, Moreover, (9) enables us to make a
quick estimate of the magnitude of f,. in any special
case, as in the two following cases.

(10)

Case 1—E,=0
The beam diverges and

fuz = - 2d(1 —-]o) < 0.

2 C. J. Davisson and C. J. Calbick, “Electron lenses,” Phys. Rev.,
vol. 38, p. 585; 1931 and vol. 42, p. 580; 1932,
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For instance, for an electron entering at the midpoint
between the parallel plates (jo=0.5), f,.,= —d.

Case 2—LE,/ E:>>1

The beam converges and
- El .

For jo =05, f,,z = (El/Ez)d<<d

It will be perceived that the exit slot thus represents
an important part of the transition section and must be
taken into consideration in the design of this section.
One practical arrangement, for instance, is to provide
an almost field-free region between the primary and
secondary sections. In that case, the focusing action is
as follows. In the yz plane the beam diverges (since E, = 0)
on passing through the slot, but this divergence is offset
by the action of the effective convergent lens repre-
sented by the passage from the low-voltage field-free
transition section to the high-voltage secondary section.
In the xy plane the beam converges as a result of the
deflection-focusing action: it is unaffected by the slot,
approaches a crossover, and would begin to diverge if it
were not for the offsetting action due to the transit from
low to high voltage. In the detailed electron-optical de-
sign of the transition section, factors such as space-
charge spreading and the noncircular beam cross sec-
tion resulting from astigmatic focusing must be taken
into consideration. It should be emphasized that the
excellent practical results obtained to date have not
depended on the design of the electron gun, which was
usually of a conventional, commercially available type;
further improvements may well result from modifica-
tions which would serve to adapt the gun to the special
application under consideration (such as providing a
noncircular beam on entry to the primary section). But
even with standard guns, the deflection-focusing action
of the thin crt yields considerably greater definition
without a sacrifice of brightness than can be attained
with conventional crt’s, and only a slight variation in
focus from top to bottom is observed.

SWEEP VOLTAGES

The number of deflection plates used to produce a
commercial tv raster is of the order of 10 in both the
primary and secondary sections. It is not necessary, as
might appear at first glance, to provide, let us say, 525
deflection plates to produce a 525-line raster. Instead,
the voltage on each deflection plate is varied monotoni-
cally from full voltage to near zero in such a way that as
one plate approaches zero potential, the next one begins
to decrease from its full value. It is expedient to allow
the voltage waveforms to overlap in time, i.e., the volt-
age on the second plate is caused to begin decreasing
considerably before the first plate has reached zero po-
tential with a resultant averaging of the deflecting forces
acting on the beam. Various combinations of waveforms
and amount of overlap can be used to get good linearity.
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A number of possible schemes for achieving such se-
quential operation has been developed. Perhaps the
simplest scheme consists of connecting the deflection
plates to the anodes of a multianode triode provided
with a single variable-mu grid wound in such a way
that the several anodes are located opposite a progres-
sively tighter grid mesh, as shown schematically in Fig.
3. A positive-going sawtooth voltage applied to this
grid will cause the tube to conduct progressively from
top to bottom, so that the requisite sequential operation
is obtained; the resistors serve to return the plates to
their initial voltage during the retrace pulse. Alter-
nately, a series of separate triodes can be used, the
several tubes differently biased to require a progressively
larger grid pulse to cause conduction; a sawtooth pulse
is then applied to all the grids in common. This is the
method that has been most often used to date.
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Fig. 3—Variable-mu voltage-sweep tube for
secondary section.

In another scheme a sweep tube comprising a cath-
ode-ray gun in conjunction with a series of targets is
used, each target connected to a deflection plate. Se-
quential operation is obtained by deflecting the beam
so that it sweeps across the targets in sequence. Resis-
tors are again used to return the several deflection
plates to their initial voltage, except that here they can
do so without waiting for the retrace.

Still other arrangements that come to mind involve
tapped pulse lines, radial beam-switching tubes, and
other special devices. It should be pointed out that any
clectronic device intended for voltage switching in the
secondary section must be rated for operation at volt-
ages up to 20 kv. One problem that arises in this con-
nection is the design of tubes in which the effect of high-
voltage positive-ion bombardment of the cathode is
eliminated to provide long life. One tube, the 61T6, de-
veloped especially for this purpose, which will be de-
scribed in a companion paper,® includes an electro-
static ion trap for the protection of the cathode.

*W. R. Aiken and R. E. Heller, “A high-voltage ion-trap pen-
tode,” Electronics Mag., (to be published).



1957

PrACTICAL RESULTS

A number of models of the thin crt have been con-
structed, both continuously pumped and sealed off, and
comprising various electrode configurations. Fig. 4
shows an experimental television receiver which was
first exhibited at WESCON in August, 1956, and under
the sponsorship of the U. S. Information Service at the
International Trade Fair held in West Berlin in the fall
of 1956. The display tube in this particular device is a
scaled-off model that measures 12X12 inches (Fig. 5)
with a display area covering about 60 per cent of the
available glass area; in more recent models of compar-
able size, the relative display area is about 80 per cent.
The horizontal (primary) deflection section contains 10
deflection elements, each approximately 1 inch long.
The vertical (secondary) section consists of 8 plates
about 1 inch wide, which are made of conducting ma-
terial deposited on the inside of the back surface. Pri-
mary and secondary operating voltages are approxi-
mately 1 and 12 kv, respectively. A televised signal dis-
played on a similar tube is shown in Fig. 6.

1n the laboratory, thin crt’s up to 24 inches (diagonal)
have been constructed, and resolutions as great as 2000
lines (at nearly acceptable brightness levels) have been
achieved. In general, the substitution of an electro-
static for a magnetic deflection system makes it pos-
sible to achieve deflection with the expenditure of less
power than in conventional crt's, especially if care is
taken in selecting a deflection-control scheme by which
a minimum number of deflection plates is maintained in
a lowered voltage condition at any instant; by this
method, a minimum amount of power is wasted in those
plate resistors which are not active in beam deflection
at that instant.

The deflection-focusing action proves to be rela-
tively insensitive to quite substantial variations in
the deflection voltages; the percentage changes in both
deflection angle and final spot size as the primary- and
secondary-section voltages are varied turn out to be
very small compared with these voltage changes. Opera-
tion of the thin crt is therefore relatively insensitive to
power-supply instabilities. Moreover, since the beam
is deflected through the same two angles regardless of
the ultimate spot position, no aberrations such as are
inherent in the variable-angle deflection systems of con-
ventional crt’s are present; nor can the effects of other
aberrations or fabrication errors become very prominent
since the beam travels only a very short distance after
the second deflection, so that there is virtually no “lever
arm” to magnify such distortions.

There is neither pin-cushion nor barrel-type distor-
tion. One source of aberration is inherent in the varia-
tion of the total length of the beam path for various spot
positions. Beam spreading results in slightly nonuniform
focusing over the area of the screen. In practice, this ef-
fect is to a considerable extent compensated by the de-
flection-focusing action described above.

Aiken: A Thin Cathode-Ray Tube
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Fig. 4—Experimental television receiver incorporating a
thin tube.

Fig. 5S—Experimental sealed-off model (back view). The strips are
the vertical deflection plates made from conducting material de-
posited on the inside of the glass envelope.

Fig. 6—Video signal received with the thin tube.
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One other aberration that must be corrected in the
model described in the present paper is that which
arises from the finite value of the injection velocity
v. (Iig. 2). The deflection angle 6 is given by tan
0 =v,/v., and approaches 90° as v, is made small com-
pared with the deflection velocity v,. However, since
the electrons must be injected with a finite velocity
v,, 0 is not quite a right angle, so that an uncorrected
rectangular raster appears as a parallelogram skewed
at an angle # that in practice falls around 80°. This
aberration can be corrected by a number of methods,
including positioning the gun and transition section at
an angle 6 with respect to the bottom edge of the dis-
play area; making a correction in the controlling signal;
or immersing the primary section in a localized trans-
verse magnetic field, such as can be obtained by means
of a very simple magnetic circuit (a U-shaped bar pole
piece) located outside the vacuum envelope.
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Methods of adapting the thin crt to two or there
primary color operation have been worked out, and
experimental models show very promising results, es-
pecially with regard to linearity and raster registration.
Finally, by the use of transparent vertical deflection
plates (such as can be obtained by depositing strip
layers of a transparent conducting material on the back
plate of the glass vacuum envelope), the thin-crt dis-
play can be viewed from both sides simultancously;
if a transparent phosphor is used, the device can be
made altogether transparent.
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New Microwave Repeater System Using a Single

Traveling-Wave Tube as Both Amplifier

. *
and Local Oscillator
H. KUROKAWAY, ASSOCIATE MEMBER, IRE, I. SOMEYAf, anp M. MORITA{, SENIOR MEMBER, IRE

Summary—This paper describes a new microwave repeater
system using one traveling-wave tube as both amplifier and local
oscillator. The new system uses a minimum number of vacuum tubes
and requires no afc because of the inherent stability of the local oscil-
lator frequency due to the use of a high-Q cavity resonator in the
feedback circuit of the traveling-wave tube. The result is marked sim-
plicity in the over-all circuit composition of the repeater equipment.

Output power, frequency stability, crosstalk, and other char-
acteristics of the new system are examined. Over-all characteristics
are also illustrated by examples, and application of the new system
to the 480 telephone channels is mentioned.

INTRODUCTION
38 MICROWAVE repeater equipment for the

super-multichannel telephone or television trunk

line, the all-traveling-wave-tube-type repeater
has some problematic points, such as switching-over to
the standby circuit and branching of the circuit, and
also cannot be considered economical with increase in
the number of microwave tubes. For these reasons,
throughout the world the heterodyne repeater system

* Original manuscript received by the IRE, February 8, 1957; re-
vised manuscript received, September 24, 1957,

T Nippon Telephone and Telegraph Corp., Tokyo, Japan.

1 Nippon Electric Co., Ltd., Kawasaki, Japan.

has been used mostly. Nevertheless, this system has
some difficulties in that it requires the local oscillator
(LO) and its automatic frequency control (afc) or the
frequency multiplier circuit following the crystal oscil-
lator, besides the main circuits (IF amplifier, mixer, and
power amplifier) through which the signal passes.

The authors have studied and developed a new sys-
tem of microwave repeater equipment [1, 2] which uses
one traveling-wave tube for a combined purpose of both
power amplification and local oscillation, and does away
with the LO klystron and its afc. Some of the more im-
portant points of the new repeater system are given
below.

PrINCIPLE AND COMPOSITION OF NEW
REPEATER SYSTEM [5]

The new system, as far as the signal passing through
is concerned, is similar to the conventional heterodyne
repeater equipment. As shown in Fig. 1, the band-pass
filter (BPF), receiving mixer (MIX), IF amplifier (IFA),
high-power mixer (MIX), and traveling-wave tube pow-
er amplifier (TWT) are connected in tandem. The LO
power is shifted in frequency corresponding to the differ-
ence between the sending and receiving frequencies be-
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Fig. 1—Block diagram of the new system.

fore it is applied to the receiving mixer. This is also
similar to the conventional repeater equipment.

As mentioned, the uniqueness of the new repeater
system lies in the use of the traveling-wave tube as both
power amplifier and local oscillator with provision of a
proper filter at either side of the traveling-wave tube
input and output. Through these filters the sending
frequency is separated from the LO frequency, and only
the latter is fedback from the output side of the travel-
ing-wave tube to its input side. The feedback circuit is
provided with a resistance attenuator and a phase
shifter; and by properly adjusting an amount of the
feedback, the traveling-wave tube is made to oscillate
at the LO frequency.

A major part of the LLO power produced is fed to the
high-power mixer and is modulated by the IF into the
sending frequency, which is then passed back to the
traveling-wave tube. The traveling-wave tube, by
virtue of its broad-band characteristics, amplifies the
sending frequency while it is generating the local fre-
quency. The amplified sending frequency is separated
from the LO frequency at the output side of the travel-
ing-wave tube and is delivered to the antenna system.
This is the operating principle of the new system. In
practice, the directional coupler is employed to separate
the feedback power from the LO output, and high-Q
cavity resonators are provided in the feedback circuit
to stabilize the LO frequency. (This resonator also
serves as a branching filter.) Two cavity resonators are
coupled together to provide the band-pass character-
istics and thereby avoid variation in oscillation strength.

TRANSMITTING PowER OuTPUT

Before discussing the power output of the new re-
peater system, the general output characteristics when
two frequencies are amplified simultaneously at a
traveling-wave tube will be studied. Let #; and v; be the
input amplitudes of two frequencies. The composite
input of two frequencies produces beat, and pulsates
from a minimum instantaneous input (#;—v;)? to a
maximum instantaneous input (#;+4wv;)%. Against this
variation, since the traveling-wave tube generally has a
saturation characteristic as shown in Fig. 2, the output
pulsates from Py min to Po max, as the curve in the dia-
gram shows. Although the precise calculation is diffi-
cult, if the following rough approximate equation for
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Pin

Fig. 2—Working condition of a traveling-wave tube when
two frequencies are simultaneously amplified.

the saturation characteristic is assumed, the output

powers for two frequencies, #,® and v¢%, can be calcu-
lated [3].

O0=1-—¢7, €))

where O =output amplitude in relative value, and I=
input amplitude in relative value. If we substitute the
composite wave of #; and v; for I in the above equation,
we obtain the output composite wave including various
frequencies.

Now, for simplicity, we assume that: 1) The frequency
characteristics of the gain of the traveling-wave tube
amplifier is flat in the frequency band considered. 2)
The harmonics in the output composite wave are negli-
gible. Then we obtain

(%0 + Vo)? =
(o — V)2 =

1 p— e_(“i+”i)2 (2)
1 — gtw2, @3)

Fig. 3 shows such calculated results, which can be
translated further as Fig. 4. From Fig. 4 the following
may be said qualitatively:

1) When a composite input is constant, gain of the
composite output vs composite input is at a mini-
mum when the amplitudes of two frequencies are
equal. As the ratio of #; to v; becomes separated
from 1, the more apart, the larger the gain until it
approaches the gain of a single frequency.

2) When the ratio of u; to v; is constant, the smaller
the composite input, the nearer the gain ap-
proaches that of a single frequency. As the com-
posite input becomes larger, and the average
operating point nears the maximum saturation
point, reduction in gain due to the two frequencies
becomes marked.

When the above phenomena are applied to the new
repeater system, the following may be said from 1).
Namely, reduction in gain of the sending frequency due
to the use of the traveling-wave tube for both amplifica-
tion and local oscillation, decreases abruptly as the
power required for the LO becomes small. If the gain of
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the traveling-wave tube is sufficiently large, only a
small amount of the high-power mixer output would be
required; therefore, a small amount of the LO output
would be sufficient for the high-power mixer. Thus con-
sidered, reduction in gain of the traveling-wave tube
due to the new system becomes a negligible factor. From
2), it is also seen that the traveling-wave tube used in
this system should have preferably a high maximum
saturation point.

In practice, however, since the adjustment of the
helix voltage and the matching between the waveguide
and tube are aimed at obtaining the optimum condition
of the sending frequency, gain for the two frequencies
would not be identical in each case. Fig. 5 shows the
measured value of the amplification characteristics using
a type 4W75 4000-mc band traveling-wave tube [11].

Fig. 5—Measured characteristics of a traveling-wave tube
when two frequencies are simultaneously amplified.

The abscissa represents the sending frequency input
(#); the ordinate, the sending frequency (uo?) and LO
frequency output (v¢?); the parameter, the LO fre-
quency input (v:). Straight line M represents the char-
acteristics when the conversion loss (LO—signal) of the
high-power mixer is made constant. The sending output
for each LO input is represented by an output on curve
uo*, which corresponds to the signal input at the inter-
section of line M and curve v,2. When the LO input is
varied successively (in practice, the resistance attenu-
ator in the feedback circuit is varied), the characteris-
tics shown in Fig. 6 are obtained. It will be noted in the
diagram that, with increase in the LO input, the mixer
output increases, while the amplification of the travel-
ing-wave tube decreases. Eventually, there exists a peak
for the sending output, which is about 1.6 watts in this
example. When this is compared with an output of 2
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watts which would be gained with an identical input by
a single-frequency amplifier, the output is about 1 db
down. However, an output loss of this extent is consid-
ered to be quite permissible because of the large ad-
vantage that this system offers.

As described, the operating point of the traveling-
wave tube in this system can be readily set to its peak
by varying the resistance attenuator in the feedback
circuit. However, since a marked variation in this
operating characteristic might cause cutoff of the local
oscillation, the helix voltage of the traveling-wave tube
is stabilized by the series tube. The supply circuit de-
sign also considers possible reduction in gain of the
traveling-wave tube due to decrease in the cathode emis-
sion current during a prolonged tube use. To remedy
this, the first anode voltage is controlled to keep the
cathode current constant at all times.

From a number of past showings, it has been made
clear that the repeater equipment thus designed and
constructed, retains the initially selected operating
condition for a long period of time.

FREQUENCY STABILITY
Initial Drift of Oscillation Frequency

In each of the conventional microwave oscillators
such as klystron oscillator, light-house tube oscillator,
and magnetron, a part or entire resonance cavity which
determines the oscillation frequency is made up of its
tube electrodes; and because of deformation of these
electrodes from temperature rise in the initial period of
oscillation, frequency drift at the start of oscillation
cannot be avoided. In the traveling-wave tube which
has high-Q cavity resonators inserted in the feedback
circuit, the main element which determines the fre-
quency is outside the traveling-wave tube and is not
influenced by temperature rise.

Fig. 7 shows a value actually measured. When the
heater is connected in advance, frequency drift at the
start of oscillation is of order less than 4X10-% and

: New Microwave Repeater System
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Fig. 7—Frequency drift of the twt oscillator.

immediately after the throwing of the main switch, the
system is in perfect readiness for normal operation. The
above drift, in the meantime, is considered to be at-
tributed to the expansion of the helix and the change of
dielectric constant of support rods due to the temper-
ature rise at the start of oscillation.

Frequency Variation Due to Supply Voltage Variation
In general, the following relation [6, 7] holds true:
do

dian/V
. radian/

(4)

<|=

T
2

where

V =helix voltage

dV =amount of variation in helix voltage
N =length of helix expressed in the number of waves
df =amount of phase variation in amplified wave.

Also, when the traveling-wave tube is given a feedback,
it becomes an oscillator.

Then, if the amplified wave in the traveling-wave
tube changes its phase 6 by df, the oscillation frequency
fis changed by df and the entire phase ¢ in the loop cir-
cuit is changed by d¢. The relations between df, d¢, and
df are given by

do+ dé = 0 (5)
LD
= (6)

Therefore, the next equation between the phase vari-
ation in the traveling-wave tube and the variation of
the oscillation frequency is obtained:

af  —do e
¢

where

Ng=equivalent length of frequency reference cavity
(expressed in the number of waves)

Nj =equivalent length of feedback circuit (expressed
in the number of waves).

And when there are n cavities, the following relation
exists:
nQ

Q= —"
™

(8)
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where

Q =loaded Q for one cavity.

From (4) and (7), the relation between voltage variation
and frequency variation becomes

df N av ©
I 4N+ No+ Ng) V )

The traveling-wave tube tested was of the type 475,
N =35, the reference resonator used consisted of two
cavities, ecach of whose Q=4000, and it was assumed
that Ng=570. These values were substituted in (9), the
obtained value of the frequency variation was about 330
ke for 3 per cent variation in supply voltage at 4000 mc.
As shown in Fig. 8, the measured value agreed ap-
proximately with the above calculated value. Variation
of this extent is permissible for a transmitter and re-
ceiver equipment operating at 4000 mc. In actual equip-
ment, however, the helix voltage is stabilized to avoid
the oscillation amplitude variation with the supply
voltage. Since the feedback gain for the stabilizing cir-
cuit is sufficient (more than 40 db), variation of oscilla-
tion frequency with the ac supply voltage is not ex-
perienced at all. Eventually the temperature coefficient
for the frequency reference cavity will remain as the
final problem. Presently, the reference cavity is made
from invar metal and provides sufficient accuracy for
practical purposes.

UNINTELLIGIBLE CROSSTALK

In this system, the frequency-modulated signal from
the high-power mixer and the LO frequency are simul-
tancously amplified at the same traveling-wave tube.
In this case, cross modulation phenomenon from the
transmitting signal to the 1.O frequency was a matter of
concern, This study showed that the cause of cross
modulation primarily lies in the phase modulation of the
output wave due to the amplitude variation in the
traveling-wave tube input, and that other factors are
negligible.

If the frequency/amplitude characteristic for the IF
amplifier, mixer, and waveguide filter, etc. are not flat
throughout, the high-power mixer output suffers am-
plitude modulation during frequency modulation. The
undesirable amplitude modulation thus produced is
passed to the traveling-wave tube where it is converted
to the phase modulation [12].

This phase modulation occurs in the transmitting
frequency and is also present in the LO frequency.
Among these effects on the signal are the phenomena
experienced as long as the traveling-wave tube is used
as an output tube, even in the conventional heterodyne
repeater equipment in which the local oscillator is pro-
vided separately. When this fact is considered, the am-
plitude characteristic of the IF amplifier, of course,
should be sufficiently flat. However, the point which
needs special cousideration [4] is that the LO fre-
quency, which should be fundamentally free from modu-
lation, is frequency-modulated, since this is a distortion
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Fig. 8—Frequency and power variations causes! by the var-
iation of the helix voltage.

due to the feature of the new system. On this point it can
be said that unintelligible crosstalk may be explained
as follows: when the frequency deviation of the signal
and that of the LO are linearly related, no distortion is
produced and accordingly no unintelligible crosstalk is
present. However, when amplitude-frequency character-
istics for the IF amplifier and mixer have to be ex-
pressed by the quadratic, cubic, or still higher order
curves, the LO frequency is frequency modulated by
the harmonic components of the modulation frequency
of the signal. These are mixed up at the high-power and
receiving mixer stages and added to the signal as unin-
telligible crosstalk.

In the above explanation, cross modulation was re-
ferred as “phase modulation” or as “frequency modula-
tion.” Strictly speaking, the correct usc of either term
depends on the modulation frequency being considered.
When a very low modulation frequency is considered,
the LO frequency which undergoes phase modulation
at the traveling-wave tube is frequency-modulated,
since phase change is proportional to frequency devia-
tion in the feedback circuit. In a usual traveling-wave
tube oscillator, it is clear that when the phase of the
amplified wave in the traveling-wave tube is changed
by some means, its phase variation equals the variation
of the phase in the feedback loop incluling helical line
in the tube and cavity resonators because of the varia-
tion of the oscillation frequency. The above mechanism
is similar when the phase in the traveling-wave tube os-
cillator is affected by the low-modulation frequency, the
sidebands of which are not cut down by the cavity reso-
nators in the feedback circuit. Thus, if a small deviation
range is considered, the deviation of the LO frequency is
proportional to the phase variation in the traveling-
wave tube, which relates the amplitude variation of the
signal frequency and does not relate its modulation fre-
quency. Therefore, in the low-modulation frequency,
the deviation can be measured by the method in which
the signal amplitude changes statically.

Fig. 9 shows statically measured values of frequency
variation. In this measurement, the IF output applied
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to the high-power mixer was varied successively to give
corresponding variation in signal input to the traveling-
wave tube, and each LO frequency variation was meas-
ured. The results showed that for a variation of 20 per
cent in signal input, the corresponding variation in the
oscillation frequency was 2 kc. Accordingly, when it is
assumed that the amplitude/frequency characteristic
up to the traveling-wave tube is a single-peak character-
istic of the 0.1-db deviation in +4-mc band, the second
harmonic distortion becomes 92 db, which is quite neg-
ligible for practical purposes.

Let us next consider the case of higher modulation
frequency. With a higher-modulation frequency com-
ponent, its sideband waves are fully attenuated in
passing through the cavity resonators and are hardly
fed back to the traveling-wave tube input side. It is
more reasonable, then, to assume that the phase modu-
lation occurs at the traveling-wave tube output side.

Under the above circumstance, if the LO frequency
supplied to the high-power and receiving mixers is
branched off at the output side of the traveling-wave
tube, the modulated component cross-modulated at the
tube is also passed out to the mixers. But if branching
to the mixers is made after the two high-Q cavity reso-
nators, the cross-modulated component reaching the
mixers is reduced exceedingly and suppressed in amount
as to be harmless for practical purposes. Attenuation of
sideband waves by two high-Q circuits increases at a
rate of about 12 db per octave, and becomes about 33 db
at a modulation frequency of 2 mc which corresponds to
the highest subcarrier of 480 channels. Although dis-
tortion developed through phase modulation increases
at a rate of 6 db per octave, when the above attenuation
is subtracted, distortion decreases substantially at high-
modulation frequencies. At low-modulation frequencies,
cross modulation shows up in the form of frequency
modulation as stated previously, and results in fre-
quency deviation unrelated to the modulation frequen-
cies themselves.

Thus, the new system provides two-frequency simul-
taneous amplification completely free from cross modu-
lation using the same traveling-wave tube, due to the
fact that one of the frequencies is the LO frequency
without modulation, which permits the use of high-Q
cavities. On this point, the new system differs distinctly
from the all-traveling-wave tube repeater system using
reflex principle [12], which produces cross modulation.
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OVER-ALL CHARACTERISTICS OF NEW-SYSTEM
REPEATER EQUIPMENT [9]

Receiver Section Characteristics

The receiver section of the new-system repeater
equipment consists of a single mixer, four stages of in-
verted-type amplifier following the mixer, and a main
IF amplifier operating in 70 mc# 20 mc band. As shown
in Fig. 10, the single mixer employs an L-type branching
circuit [10] specially designed to eliminate the leak of
the LO output to the receiving antenna side. Noise
figure of this section averages 12 db. At the top of the
receiver input, the matching and adjusting circuit is
provided, and it keeps the vswr value below 1.1 in the
bandwidth of 20 mc. This circuit is inserted to prevent
the generation of echo distortion in the fm wave. Fig. 11
shows the amplitude/frequency characteristic curve of
the over-all receiver section, the deviation of which is
within 0.2 db in +10 mc band. In the agc characteris-
istics, the output variation is suppressed to about 0.5
db for the input variation between —25 dbm and —60
dbm.

Transmitter Section Characteristics

The transmitter section consists of an IF amplifier
unit operating in 70 mc+20 mc band, a high-power
mixer using the germanium diodes, and a traveling-
wave tube which follows the mixer. Because of the non-
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linearity of the traveling-wave tube, this system pro-
duces spurious frequencies at intervals of 70 mc, for
which a band-pass filter (bpf) is provided at the output
side of the tube. As in the case of the input side of the
receiver equipment, a directional coupler for matching
adjustment is provided at the output side of the trans-
mitter equipment. The traveling-wave tube amplifier
unit also provides the agc function. Because of the
saturation characteristic of the traveling-wave tube,
when the IF output varies and in turn varies the con-
verted microwave signal, the I.O output increases or
decreases inversely to vary the conversion loss at the
mixer, and suppresses variation in mixer signal input.

Transmitter and Recetver Over-All Characteristics

Over-all delay distortion of the transmitter and re-
ceiver in this system is about 8 musec in +10-mc band,
a typical example of which is shown in Fig. 12. As the
above measurement shows, the value measured between
the receiver input and transmitter output agrees with
that measured between the receiver input and high-
power mixer output. Therefore, delay distortion at the
power amplifier of the traveling-wave tube is a negligi-
ble factor.

For testing the over-all characteristics of this repeater
equipment as applied to the super-multichannel circuit,
two repeater equipments were tandem-connected. To
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Fig. 14—Front view of new repeater (4 kmc), used
for trunk line in Japan.

this an fm modulator-demodulator equipment was con-
nected, and a noise loading test corresponding to that for
the 480 channels was made. The result was expressed in
terms of signal-to-noise ratio (snr) per channel as show
in Fig. 13. In the diagram, the ordinate shows the com-
posite frequency deviation; and parameters B, C, and D
represent snr of channels whose subcarriers are 400 kc,
1 me, and 2 mc, respectively. According to the diagram,
the signal-to-noise value of curve D, representing the
worst snr channel of the 480 channels at the standard
modulation depth (ordinate 0 db) of 280 kc per chan-
nel, is 64 db. Since the snr of the fm modulator-de-
modulator itself is 65 db, the signal-to-noise deteriora-
tion due to distortion of two repeater equipments is
better than 70 db, which is considered to meet the re-
quirements for the CCIF 2500-km circuits. This distor-
tion is made up mainly of delay distortion. It has been
proved, after all, that the use of the traveling-wave tube
for the dual purpose of amplification and oscillation
presents no problem, except that a slight {owering of its
output is encountered. Fig. 14 shows a front view of one
of the new repeaters. Fig. 15 shows a photograph of an
improved model. This model is considerably more sim-
plified in circuitry and miniaturized in size, exhibiting
full advantages of this system; it is 210 ¢m high by 52
cm wide by 22.5 cm deep, including power units. Fig. 16
shows a package type traveling-wave tube, type 4W?75
[11], used in the improved model.
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Fig. 15—Front view of improved and miniaturized new
repeater (4 knmc).

CONCLUSION

This new repeate- system, compared with the con-
ventional heterodyre system, provides the following
features: 1) a separate LO is not required, 2) an afc is
not required, and 3) as a result, the entire equipment
has been markedly simplified.

The following are some of the concrete advantages
gained through the use of this repeater equipment on
such circuits. In the conventional system route between
Osaka and Fukuoka, the number of vacuum tubes used
perrepeaterequipment is 70,0f which four are microwave
tubes. In the new system installed along Tokyo, Sendai,
and Sapporo, the number of vacuum tubes used per re-
peater equipment is 35, of which only one is the micro-
wave tube. The difference between the two arises from
the absence of the LO tubes and the automatic fre-
quency control circuit for the oscillator in the new sys-
tem.

It is expected, then, that, because of the simplified
circuitry of the new system, sharp reduction of main-
tenance labor, of failure percentage, and of vacuum tube

Kurokawa, Someya, and Morita: New Microwave Repeater System

Fig. 16—Package tvpe traveling-wave tube (type 41V75),
used for improved repeater shown in Fig. 15.

replacement costs can be realized. Already 240 such re-
peater equipments have been made and installed in
many stations along the trunk line, and are now regu-
larly operating with excellent results. The fact that per-
centage failure for the above trunk line is markedly low
in comparison with those of the conventional circuits
is considered proof of the merits of this system.
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ForREwORD

HESE Standards are supplementary to, and
Tshould be used in conjunction with, IRE Stand-

ards on Graphical Symbols for Electrical Dia-
grams, 1954 (54 IRE 21. S1). The following are some
points of general philosophy underlying their develop-
ment.

1) The symbol structure should reflect the past; i.e.,
the symbols should, within a logical framework,
revert in their simplest forms to those commonly
in present use.

2) The symbol structure should look to the future;
i.e., it should be capable of extension to the many
new semiconductor devices that may become avail-
able.

3) The symbol structure should indicate physical
propertics, when this is possible, without over-
complication.

The Symbols Committce feels that these Standards
comply with the general philosophy expressed above.
Section 2.0 illustrates the application of the ancillary
symbols of Section 1.0 to a variety of semiconductor
devices.

1.0 Basic RULES AND SyMBoL ELEMENTS

This section sets forth the basic ruleés and symbol
elements for the construction of graphical symbols for
semiconductor devices. See 1.17 for full details of graph-
ical construction.

* Approved by the IRE Standards Committee, July 11, 1957. Reprints of this Standard, 57 IRE 21, $3, may be purchased while available
from the Institute of Radio Engineers, 1 East 79th Street, New York, N. Y., at $.60 per copy. A 20 per cent discount will be allowed for 100

or more copies mailed to one address.
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1.1 Semiconductor region with one ohmic connection.
(In the illustration, the horizontal line indicates
the base region and the vertical line indicates the
ohmic connection.)

1.2 Semiconductor region with a plurality of ohmic
connections. (In the illustrations, the horizontal l
lines indicate base regions and the vertical lines I
indicate ohmic connections.) l l I

1.3 Transition between P and N regions (either P to N / \
or N to P). (Slant lines indicating transitions shall
be appreciably shorter than collector and emitter \ /
lines. Note that the transition is along the hori-
zontal line and that no ohmic connection is made
to the slant line. See 2.9 and 2.11 as examples.)

1.4 Intrinsic (I) region between regions of dissimilar / \\ // \k
conductivity type. (Slant lines indicating transi- _LL \ Z
tions shall be appreciably shorter than collector
and emitter lines. Note that the transition is along

the horizontal line and that no ohmic connection
is made to the slant line. See 2.14 and 2.15 as

examples.)
1.5 Intrinsic (I) region between regions of similar con- // \\
ductivity type. (Slant lines indicating transitions —_iL_ A \

shall be appreciably shorter than collector and
emitter lines. Note that the transition is along the
horizontal line and that no ohmic connection is
made to the slant line. Sce 2.16 and 2.17 as exam-

ples.)

1.6 P region on N region (rectifying junction).

(@) (b)

1.7 P emitter on N region. (The slant line with arrow-
head represents the emitter and the horizontal
line represents the N region.)

1.8 Plurality of P emitters on N region. (When pos-
sible, the electrodes on the symbol drawing should
have the same relative order as the electrodes on
the device.)

1.9 N region on P region (rectifying junction).

(a) (b)
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1.10 N emitter on P region. (The slant line with arrow-
head represents the emitter and the horizontal line
represents the P region.)

1.11 Plurality of N emitters on P region. (When pos-
sible, the electrodes on the symbol drawing should
have the same relative order as the electrodes on

the device.)

1.12 Collector on semiconductor region of dissimilar-
conductivity type. (The slant line represents the
collector, and the horizontal line does #not undergo
a transition at the point where the slant line meets
it.)

1.13 Plurality of collectors on semiconductor region.
(When possible, the electrodes on the symbol
drawing should have the same relative order as the
electrodes on the device.)

1.14 Collector separated from a region of opposite-con-
ductivity type by an intrinsic region. The intrinsic
region is the region between the slant lines, and the
collector connection is made to the long solid slant
line.

1.15 Collector separated from a region of the same con-
ductivity type by an intrinsic region. The intrinsic

region is the region between the slant lines.

1.16 The line enclosing the device symbol is for recogni-
tion purposes and its use is recommended.

1.17 Arrowheads on both N- and P-emitter symbols
shall be of 45° included angle. They shall be filled
and approximately half their length away from the
semiconductor-region symbol. The emitter and
collector symbols as well as the transition lines
shall be drawn at approximately 60° to the semi-

conductor-region symbol.

1.18 The following device properties may be indicated
with the aid of identifying letters placed within the
enclosure or adjacent to the symbol.

B =breakdown device

T =storage device

T =thermally actuated device
A =light-actuated device.
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It is recognized that all semiconductor devices are
light and temperature sensitive and exhibit breakdown
and storage characteristics. The letters listed above are
to be used only if these properties are essential to the
operation of the circuit.

2.0 GLOSSARY OF DEVICE SYMBOLS

In this section, a listing is made of some semicon-
ductor devices, together with their graphical symbols.
It is recognized that in many cases it is possible to de-
velop other device symbols using the standard symbol
elements shown in Section 1.0. In general, the angle at
which a connecting lead is brought to a graphical symbol
has no particular significance. Orientation, including a
mirror-image presentation, does not change the meaning

of a symbol. !
|
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N

.1 P-N-P transistor (also P-N-I-P {transistor, if
omitting the intrinsic region will not result in
ambiguity).

oo
o

N-P-N transistor (also N-P-I-N transistor, if omit-
ting the intrinsic region will not result in ambi-
guity).

2.3 P-type unijunction transistor (sometimes called

double-base diode or filamentary transistor).

2.4 N-type unijunction transistor (sometimes called
double-base diode or filamentary transistor).

2.5 P-type field-effects transistor.

2.6 N-type ficld-effects transistor.

2.7 P-N-P-N transistor (hook or conjugate-emitter

connection).

2.8 N-P-N-P transistor (hook or conjugatec-emitter
connection).

COOOTDOE
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2.9 P-N-P-N transistor (remote base connection).

2.10 N-P-N-P transistor (remote base connection).

2.11 P-N-P-N transistor without base connection.

2.12 P-N-P tetrode.

2.13 N-P-N tetrode.

2.14 P-N-I-P transistor with ohmic connection to the
intrinsic region.

2.15 N-P-I-N transistor with ohmic connection to the
intrinsic region.

2.16 P-N-I-N transistor with ohmic connection to the
intrinsic region.

0 Y

or

or

December

0 ©
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2.17 N-P-I-P transistor with ohmic connection to the
intrinsic region.

2.18 P-N diode. (The arrowhead shall be of 60° in-
cluded angle; the point of the arrowhead shall
touch the adjacent element symbol.)

2.19 Breakdown P-N diode. (The arrowhead shall be
of 60° included angle; the point of the arrowhead
shall touch the adjacent element sy:mbol.)

D @ =

¥

2.20 Bipolar voltage limiter. (The arrowhead shall be
of 60° included angle; the point of the arrowhead
shall touch the adjacent element symbol.)

D @

(3

@

ST

2.21 P-I-N triode.!

2.22 P-I-N diode.!

1 It will be noted that these symbols do not exactly conform to the
rules of Section 1.0. They are, in effect, the transition between the
diode and the multielement-device symbols. Arrowheads shall be of
60° included angle; the point of the arrowhead shall touch the ad-
jacent element symbol.
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The 1959 International Radio Conference*

FRANCIS COLT DE WOLF?

HE International Radio Conference of the Inter-

national Telecommunication Union will be held in

Geneva from July 1 to October 30, 1959. The
conference will review and revise as necessary the cur-
rently effective International Radio Regulations drawn
up at Atlantic City in 1947. The review of the Regula-
tions by the Confercnce is certain to include lengthy
study of the frequency allocation plan and will doubt-
less result in certain revisions.

BACKGROUND

Before describing specifically what has been done in
the United States in preparation for the forthcoming
International Radio Conference, it may be useful to
review the history, organization, and operation of the
International Telecommunication Union (ITU), al-
though the organization and its functions have pre-
viously been more completely described in the IRE
TRrRANSACTIONS and ProciEDINGs.!

The need for international cooperation and regulation
in the field of telecommunications has long been estab-
lished. Austria and Germany recognized such a nced as
early as 1850 when they joined in a Regional Telegraph
Union. Actually the ITU had its origin as the Inter-
national Telegraph Union under a Convention drawn
up in Paris in 1865.

The Paris Convention was revised by a Conference
in Vienna in 1863, which created what is now known as
the General Secretariat of the ITU. It became the
Union’s permanent liaison organ. Its headquarters were
located in Berne until 1948 when they were moved to
Geneva.

The first provisions concerning international tele-
phone services were drawn up in Berlin in 1885 and the
first International Radio Telegraph Convention was
signed in Berlin in 1906. The interrelation of inter-
national telegraph and telephone regulations became
apparent with the increasing use of these services and
the development of radio. Therefore, two plenipoten-
tiary conferences, the Telegraph and Telephone Confer-
ence and the Radio Telegraph Conference, were held in
Madrid in 1932 out of which emerged a single Inter-
national Telecommunications Convention, with an-
nexes called the Telegraph Regulations, the Telephone
Regulations, and the Radio Regulations. Countries

* Original manuscript received by the IRE, August 26, 1957.

1 Chief, Telecommunications Division, Dept. of State, Wash-
ington, . C.

'F. C. de Wolf, “The ITU and global communications,” IRE
‘TraNs., vol. CS-2, pp. 18-21; November, 1954.

E. W. Allen, “The seventh plenary assembly of the International
Radio Consultative Committee,” Proc. IRE, vol. 43, pp. 132~139;
February, 1955.

which signed or acceded to it formed the ITU, and con-
stituted its membership.

The stated purposes of the ITU are to maintain and
establish international cooperation for the improvement
and rational use of telecommunication of all kinds; to
promote the development of technical facilities and
their most efficient operation with a view to improving
the efficiency of the telecommunication 'services, in-
creasing their usefulness, and making them, so far as
possible, generally available to the public; and to har-
monize the actions of nations in the attainment of those
common ends. |

The ITU Conferences at Atlantic City in 1947 and
the Plenipotentiary Conference at Buenos Aires in 1952
introduced substantial changes in the organization and
structure of the ITU to provide for the establishment
and maintenance of permanent organs to deal with tele-
communication matters at an international level. The
decisions of those conferences were supplemented by
more recent actions of the I'TU Administrative Council,
particularly at its Tenth Session in 1955. The Conven-
tion at present in force, which is actually the constitu-
tion of the Union, was drawn up by the Buenos Aires
Conference in 1952. Its provisions are completed by the
Radio Regulations and the additional Radio Regula-
tions of Atlantic City 1947, the Telegraph Regulations
of Paris 1949, and the Telephone Regulations of Paris
1949. It is the review and revision of the Radio Regula-
tions and the additional Radio Regulations of Atlantic
City 1947 with which the forthcoming conference will
deal and with which this article is concerned. The con-
ference also will be concerned with the work and activi-
ties of two of the ITU permanent organs, the Inter-
national Frequency Registration Board (IFRB), and
the International Radio Consultative Committee
(CCIR). Detailed provisions regardin.‘g these organs
are included in the Radio Regulations. Both of them
have their headquarters at Geneva with the General
Secretariat of the 1'TU.

THE INTERNATIONAL FREQUENCY REGISTRATION BOARD

The functions of the IFRB are to effect an orderly re-
cording of f{requency assignments notified to the
Board by the different countries so as' to establish, in
accordance with the procedure provided for in the Radio
Regulations and in accordance with any decisions which
may be taken by competent conferences of the Union,
the date, purpose, and technical chara«‘:teristics of each
of these assignments, with a view to insuring formal in-
ternational recognition thereof; to furnish advice to
members and associate members with a view to the
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operation of the maximum practical number of radio
channels in those portions of the spectrum where harm-
ful interference may occur; to perform any additional
duties, concerned with the assignment and utilization of
frequencies, prescribed by a competent conference of
the Union, or by the Administrative Council with the
consent of the majority of the Members of the Union in
preparation for or in pursuance of the decisions of such
a conference; and to maintain such essential records as
may be related to the performance of its duties.

The members of the Board, who are independent in-
ternational officials, are elected by the International
Radio Conference according to the present provisions of
the Radio Regulations. The conference will have the
task of considering the membership provisions and of
clecting Board members.

THE INTERNATIONAL RADIO
CoNSULTATIVE COMMITTEE

The CCIR studies technical radio questions and oper-
ating questions, the solution of which depends prin-
cipally on considerations of a technica! radio character
and issues recommendations on them. Countries that
are members of the Union are, as of right, members of
the CCIR. The Secretariat of the CCIR at Geneva is
headed by a Director, and a Vice-Director specializing
in broadcasting, both of which positions are filled by
election. The CCIR works through Plenary Assemblies,
which meet approximately every three years, and re-
view and approve the results of the work of its various
Study Groups, making recommendations where ap-
propriate. The Study Groups, of which there are four-
teen under the chairmanship of experts from various
countries, work in the interim between Plenary As-
semblies on specialized assigned technical radio prob-
lems to develop recommended solutions. The Study
Groups conduct their work by correspondence but hold
international meetings when necessary.

Besides being concerned with the provisions of the
Radio Regulations covering the organization and
structure of the CCIR, the forthcoming Radio Confer-
ence will consider the recommendations and the results
of the studies of the CCIR on technical radio question
for guidance in its deliberations on international radio
problems and for possible inclusion in the revised Radio
Regulations where appropriate.

RESPONSIBILITY FOR PREPARATORY WORK

The foregoing may bring into focus some of the mat-
ters which have to do with the United States prepara-
tion for, and later United States participation in, the
Radio Conference at Geneva beginning July 1, 1959.
Radio engineers, as well as others connected with tele-
communication companies and organizations, or the
government agencies concerned, are aware of the intense
interest in the comparatively recent growth in the use
of radio internationally as well as domestically; conse-
quently, this interest becomes of intensified concern
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when new international agreements or regulations are
to be promulgated.

In the United States Government structure, the
Secretary of State is responsible to the President for the
conduct of foreign affairs, including negotiations of in-
ternational agreements i the field of teleccommunica-
tions. There are extensive and detailed agrecements in
this field and such matters are therefore of consider-
able concern to the Department of State. Domestically,
the Office of Defense Mobilization is responsible for the
coordination of the radio requirements of the civil and
military agencies of the Federal government; the Fed-
eral Communications Commission (FCC) is responsible
for the coordination and regulation of the frequency
requirements of the other users of out radio services. In
the preparation of the United States position on various
international telecommunication questions for presen-
tation at an international level, there is what amounts
to a triangle, with the Department of State at the apex
having final authority for making United States policy
on international questions, supported jointly at the base
by the FCC and the users licensed by it on one side and,
on the other, the Office of Defense Mobilization and the
Government users of radio.

To assist it in the formulation of policy decisions, the
Department of State has established a standing advi-
sory committee known as the Telecommunications Co-
ordinating Committee (T'CC). The TCC was created in
1946 by an exchange of letters among the Secretary of
State and the heads of four other government depart-
ments and the Federal Communications Commission.
The Committee is composed of one representative of the
Departments of State, Treasury, Commerce, the FCC,
and the Departments of the Army, Navy, and Air
Force. TCC representatives are designated by the heads
of cach agency. The Committee, as a matter of practice,
includes in its meetings and in the composition of any
working committees representatives of any nonmember
agencies having a special interest in the work in hand.

PREPARATORY COMMITTEE STRUCTURE

In addition to this standing committee, the Depart-
ment of State establishes special preparatory commit-
tees to develop factual and policy information for use
in connection with specific conferences in the inter-
national telecommunication field. Such a committee has
been established to formulate proposals and to recom-
mend United States policy for the International Radio
Conference.

The first meeting of the full preparatory committee
for the International Radio Conference was called by
the Department of State on November 8, 1956. At this
meeting it was agreed to establish five working com-
mittees comprised of an Executive Committee and four
technical committecs. The Executive Committee has
the responsibility for over-all coordination, guidance,
and approval of the work of the technical committees
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described below, which deal with various categories of
technical work.

The Department of State undertook to obtain chair-
men for the four technical committees from certain of
the interested Government agencies. The various com-
mittees and their chairmen are as follows:

Committee [—Executive Committee
F. C. de Wolf, Chief,
Telecommunications Division,
Department of State.
Committee II-—Organizational Regulations
Rear Admiral J. N, Wenger,
Joint Chiefs of Staff,
Communications-Electronics Office.
Committee III— Frequency Allocations
Commander T. A. M. Craven,
Commissioner, FCC
Committee IVi—Technical Regulations
Dr. F. W. Brown, Director,
Boulder Laboratories,
National Bureau of Standards.
Committee V—Operating Regulations
Rear Admiral F. T. Kenner,
U. S. Coast Guard.

The members of Committee I, who are the principal
representatives designated by government agencies,
private companies, or organizations for the preparatory
work, are responsible for coordinating the participation
of all persons from their agencies, companies, or organi-
zations in the various technical committees in order that
such participants may have a unified nosition; for ob-
taining the approval of their respective agencies or
companies for the proposals prepared by the various
technical committees; for reviewing and approving the
results of the work of the technical committees; for
representing the views of their agencies on questions of
policy which may arise; and for resolving conflicts
which cannot be resolved within a technical committee.
In the case of any such conflict, the matter may be re-
ferred to the Executive Committee by any member of
the Executive Committee.

The general work assignments of the various tech-
nical committees, that is, the provisions of the Radio
Regulations, 1947, or the subjects with which they deal,
are as follows:

Committee I [—Organizational Regulations

Art. 18 and App. C-—Monitoring

Art. 20 and App. 6 and 7—Service Documents
Art. 21—Secrecy

Art. 22—Licenses (Station)

Art. 42—Amateur Stations

Art. 43—Experimental Stations

Art 44 and App. 15—Radiolocation Service
Art. 45—Special Service

Art. 46—Proposals Regarding CCIR

Art. 47—Effective Date
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Recommendation No. 3—International Monitoring
App. 13—Hours of Service for Ships.

Commuttee I1]— Frequency Allocations

Art. 3—General Rules for Assignment and Use of
Frequencies

Art. 4—Special Arrangements

Art. 5—Table of Frequency Allocations

Art. 6—Classes of Emissions

Art. 7—Special Rules for Assignment and Use of
Frequencies

Art. 9—Special Rules Relating to Particular Services

Art. 10, 11, 12—Proposals Regarding the IFRB

App. 1—Form of Notice to IFRB

App. 2—Report of ' Irregularity or Infringement of
Convention on Radio Regulations ‘

Resolutions—Preparation of the new International
Frequency List, Directives for the Provisional Fre-
quency Board, and Participation in the Provisional
Frequency Board
App. 6 (List I)—International Frequency List
EARC Agreement.

Committee I V—Technical Regulations

Art. 1—Definitions

Art. 2—Designation of Imissions

Art. 13, 14, 15—Interference

Art. 16—Choice of Apparatus !

Art. 17—Quality of Emissions

App. 3—Table of Frequency Tolerances
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