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Poles and Zeros 

Meteors. This issue presents twelve papers and two let-
ters on an unique form of radio communication, in which 
the ionization created by the flight of a meteor is an 
essential element of the propagation path. Ten years 
ago, no one would have suggested that so transient and 
unpredictable a phenomenon as a meteor trail could be 
used in communications. Since then our growing ability 
to cram large amounts of information into a short space 
of time has so altered the situation that a practical sys-
tem has emerged. 

The PROCEEDINGS in March, 1948 reported that the 
FCC monitoring staff at Grand Island, Nebraska had, 
as early as 1943, picked up short bursts of fm broadcast 
programs from Boston, at a distance of 1370 miles. The 
sporadic ¡and transitory nature of the transmission sug-
gested an intense and highly localized patch of ioniza-
tion and it was then suggested that the impact of me-
teors might be the cause. For a while thereafter meteor 
bursts were considered a minor nuisance, a mere statis-
tic in interference predictions. Following the war, 
propagation scientists in Canada, Great Britain and the 
United States made a systematic study of meteoric 
ionization. By 1950, enough was known to suggest work 
on a communication system. The initiative was taken 
by the Canadian Defense Research Board and Stanford 
University. By 1954 the Canadian group had the first 
closed-loop meteor circuit in operation. As seems un-
avoidable in probing new techniques in communication, 
this work was classified and the profession at large knew 
little about it. 

About a year ago IRE President Henderson, who as 
Principal Research Officer of the Canadian National Re-
search Council was in the know, passed the word to the 
Editorial Board that the Canadian work was being de-
classified and that a group of four papers would be 
forthcoming. We expressed interest in publishing them. 
Then followed an act of high professional courtesy. The 
Canadian workers, assuming (correctly) that we might 
not know that similar work was proceeding under secur-
ity wraps in the United States, suggested that it might 
be well to delay publication of the Canadian papers 
pending negotiation for a series of U.S.A. papers. Fol-
lowing this lead, the editorial staff rounded up eight 
additional papers. Nearly all the information contained 
in these papers, Canadian and U.S., was declassified in 
1957. 

Interest in these papers extends well beyond the 
propagation effects on which the meteor system is 
based, since the techniques of high speed, wideband 

eist, 
ee> 
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communication and storage of information are in-
timately woven into the system design. We particularly 
wish to thank the authors of the Canadian contribu-
tions for their good will, which has made it possible for 
us to bring all the information together in one issue. 

Lefthanded. Since 1948 we have printed a black-and-
white " barber pole" border on the front outside edge of 
the contents page of the PROCEEDINGS. Thereby, this 
most-often-turned-to page can be found by bending the 
issue so that the edges of the pages are exposed. We were 
recently reminded that this handy device has been of no 
use whatever to the left-handed, of which persuasion the 
Institute has over 2000 members. To assist this 
sinistral host, we now print the barber pole on both 
sides of the page.—D.G.F. 

Language. It was with some surprise that we found on 
the editorial page of The New York Times (October 21, 
1957) a highly technical description, complete with 
formulas, of the Doppler shift technique of determining 
how closely the earth satellite passes an observer. The 
Times, a little shaken by this experience with scientific 
lingo, went on to note* " . . . it isn't just the sputnik 
that is up in the air; it is most of the rest of us. The 
scientist, even when doing his best to be simple, speaks 
another language . . . . Perhaps we had all better learn 
that language." 

Unfortunately, it is not only the layman who has 
difficulty understanding the scientist, but all too often, 
his fellow scientists as well. Specialized language no 
doubt causes some of the trouble. IRE Standards de-
fine some 3500 technical terms in our field alone and, as 
the Times suggests, it behooves us all to learn that lan-
guage. 

Too much of the trouble, though, lies in poor use of 
the language. Growing concern over the need for more 
effective communication between engineers has led to 
the formation of an IRE Professional Group on n-
gineering Writing and Speech, which in its first five 
months has already issued newsletters and held a highly 
successful national meeting. Most encouraging of all, 
70% of its membership is made up of regular engineers, 
as opposed to publications people. We suggest that all 
members concerned with writing reports and giving 
talks would benefit by joining the PGEWS for only $2. 
—E.K.G. 

• Reprinted by permission. Copyright 1957 by The New York Times. 
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Howard R. Hegbar 
DIRECTOR, 1957-1958 
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of Science in electrical engineering at North Da-
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American Ordnance Association and of Sigma Xi. 
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Scanning the Issue 
On the Nature of the Electron (Salpeter, p. 1588)—The 

average electronic engineer knows a good deal more about the 
uses of the electron than he does about the electron itself. 
What does it look like? What role does its spin play? Does an 
electron behave as a particle or a wave—or both? In this 
stimulating article, reprinted from the Proceedings of the 
Institution of Radio Engineers Australia, the reader is brought 
face to face with the electron and is shown its "private life" 
as revealed to us by fundamental concepts of modern physics. 
A Thin Cathode-Ray Tube (Aiken, p. 1599)—A radically 

new type of cathode-ray tube has been developed which is 
only a few inches thick. The electron gun, instead of pointing 
directly at the face of the tube, is placed off to one side and 
aimed parallel to the bottom edge. Two sets of deflection 
plates bend the beam up and then into the tube face. The 
deflection plates can be made transparent by depositing 
transparent conducting material on the inside back of the glass 
envelope, thus making it possible to see the picture from the 
back as well as the front. When transparent phosphors are 
used on the tube face, the device is altogether transparent. 
This latter arrangement can be incorporated in an aircraft 
windshield for displaying on it flight information in bad 
weather without impairing the pilot's vision in good weather. 
A prototype model for TV receivers was demonstrated six 
weeks ago that was 21 inches thick. Whether or not the thin 
tube becomes widely adopted for television, it represents the 
first major breakaway from conventional types of display 
tubes and, equally significant, involves new techniques that 
are finding important application in other fields. 

New Microwave Repeater System Using a Single Travel-
ing-Wave Tube as Both Amplifier and Local Oscillator 
(Kurokawa, et al., p. 1604)—This paper describes a novel 480-
channel microwave repeater system, now in use in Japan, 
which features the use of one traveling-wave tube for both 
power amplification and local oscillation. This arrangement 
does away with the need for afc circuits and a separate local 
oscillator, thereby reducing the total number of tubes required 
to 35, as compared to the previous 70, and the number of 
microwave tubes to only one instead of four. 

IRE Standards on Graphical Symbols for Semiconducting 
Devices (p. 1612)—This Standard represents one of the most 
important additions to radio engineering symbology in the 
past decade, presenting for the first time some three score 
symbols for representing transistors and related devices. 

The 1959 International Radio Conference (de Wolf, p. 
1618)—In 1947 the International Telecommunications Union 
held an international radio conference in Atlantic City at 
which the international radio regulations now in force con-
cerning the use of the radio spectrum were drawn up. A year 
and a half from now another such conference will be held in 
Geneva to review and revise the existing regulations. The 
preparation of the United States position at this important 
meeting is being carried forward by the State Department 
with the help of the FCC and the Office of Defense Mobiliza-
tion and aided by numerous agencies, companies and organi-
zations, including the IRE. In this article the chief of the 
telecommunications division of the State Department pre-
sents a timely account of the background of the forthcoming 
conference and the preparations for it. 

The International Radio Consultative Committee (Cross, 
p. 1622)—The above named committee, perhaps better known 
as the CCIR, is an important arm of and advisor to the Inter-
national Telecommunications Union on radio matters that 
are primarily technical in character. Its work provides tech-
nical information upon which the ITU may draw in establish-
ing international regulations at conferences such as that 
described in the preceding article. The CCIR carries out its 

study of technical radio problems through 14 study groups 
and through tri-annual Plenary Assemblies, the last of which 
was held in Warsaw last year. In this article the chairman of 
the U.S. delegation to the Warsaw Assembly discusses the 
results of that meeting, the studies that are being undertaken 
in preparation for the next Assembly to be held in the 
United States in 1959, and the participation of the IRE. 
A New Wide-Band Balun (Roberts, p. 1628)—This paper 

presents clearly and unpretentiously a handy device for 
matching the impedance of an unbalanced circuit to a bal-
anced one over a wide range of frequencies. Although the 
balun described here was designed for 20 to 70 megacycles, it is 
adaptable to other frequency ranges of similar ratio. Because 
of the wide bandwidth, simple construction and substantially 
reduced size of this type of balun, it should prove useful to a 
substantial number of workers in the antenna and trans-
mission line fields. 

Synthesis of Lumped Parameter Precision Delay Lines 
(Kuh, p. 1632)—A technique is presented for designing delay 
lines for precision time domain applications, such as arise, 
for example, in analog to digital conversion. The problem is 
broken down into two parts, resulting in a delay line that 
consists of a tandem connection of a low-pass network which 
provides the required time response and an all-pass network 
which gives the desired time delay. The method is illustrated 
by an example of how to design a delay line with a 1 micro-
second delay, a 0.05 microsecond rise time, and a maximum 
step response distortion of 1 per cent. The need for circuits of 
this type in many different communication and electronic 
systems makes this work of general significance to the art. 

Series of Papers on Meteor-Burst Communication (starts 
on p. 1642)—It is estimated that the earth's atmosphere is 
bombarded by 10 billion dust-like meteoric particles a day. 
The collision of these rapidly moving particles with air mole-
cules produces a trail of free electrons in the meteor's wake. 
The resulting meteor trail acts as a radio wave scattering 
mechanism by which a low power vhf signal may for a moment 
be transmitted over a long distance during the brief life of the 
meteor trail. By utilizing successive meteor trails, an inter-
mittent type of communication system has recently been 
developed in which pre-recorded messages are transmitted 
at a very high rate of speed in brief bursts corresponding to 
the durations of the individual meteor trails. In a typical 
case, messages might be sent at 20 times the normal speed in 
bursts varying from 0.1 to several seconds. On the average the 
system might be transmitting only 5 per cent of the time and 
waiting for a meteor trail of proper orientation and ionization 
density 95 per cent of the time. Proper timing of the trans-
mission bursts is accomplished by providing a transmitter and 
a receiver at both the sending and receiving stations. When a 
suitable meteor trail appears, the receiving station will detect 
the sender's carrier signal and will then automatically trans-
mit an acknowledgment back to the sender, at which time 
the sender will transmit the message for as long as the re-
ceiving station indicates it is receiving it. 

The latter part of this issue is devoted to a collection of 
twelve papers and two letters to the editor describing the 
recent work of several laboratories in Canada and the United 
States to develop and perfect meteor-burst communication 
systems. These papers discuss the nature of meteor trails, 
their propagation characteristics, the statistics of their occur-
rence and utility, characteristics of the system such as storage 
capacity and bandwidth requirements, actual equipment 
used, and operating results. These results point to the feasi-
bility of this important new technique for low-power point-
to-point communications (voice, teletype and facsimile) over 
distances of 1000 miles or more at 30 to 50 mc. 
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On the Nature of the Electron* 
J. L. SALPETERt 

Summary—In this paper the concept of the electron as a funda-
mental particle of modern physics is discussed in relation to Pauli's 
exclusion principle, wave mechanics, the uncertainty principle, and 
relativity. 

INTRODUCTION 

r 
ir

HE ELECTRON was discovered in 1897 by J. J. 
Thomson. By deflecting cathode rays in electric 
and magnetic fields he could determine the ratio 

of charge to mass (e/m= "specific charge") of the parti-
cles constituting cathode rays and found that this ratio 
remained the same, no matter what gas had been used to 
fill the cathode ray tube, or what material the electrodes 
had been made of. Assuming that the charge e is the 
same as found in electrolytic experiments, the mass m 
of the cathode ray particle could be determined. It was 
a great surprise to find that this mass was about 1/1800 
of the mass of the lightest atom; i.e., hydrogen. The 
conclusion drawn from these results was that electricity 
has an atomistic structure; i.e., there exists a smallest 
amount of electric charge and any charge found in 
nature is an integral multiple of this elementary charge. 
This elementary charge, however, is inseparably com-
bined with mass as found by Thomson in the new parti-
cles, the electrons. Apart from being the atom of elec-
tricity, the electron is a constituent of every "atom" of 
every element. Normally it is bound to the atom, but 
by special processes it can be liberated from the atom 
and become a "free electron." Actually the "bound 
electron" was discovered slightly earlier (in 1896) by 
Zeeman, a Dutch physicist, who found that it is possible 
to split the spectral lines of a light emitting element if 
this element is placed in a magnetic field. The interpre-
tation given by Lorentz to the "Zeeman effect" was 
briefly this—the emitted light is generated within the 
atom by an oscillating electric particle, endowed with 
charge and mass, which proved later identical with the 
particle found by Thomson. The first one was in the 
"bound," the latter in the "free" state. 
With the discovery of the emission of electrons by hot 

metals the "electronic age" was inaugurated. It is not 
necessary to tell the electronic engineer what part the 
free electrons played and are playing in vacuum tubes, 
radio valves, rectifiers, and so on. With the discovery 
of transistors and conduction by "holes" the bound 
electron (valency electron) became interesting to the 
electronic engineer too. However, in this article we are 
not going to discuss the engineering applications of the 
free and bound electron. We are going to meet the elec-

* Manuscript reprinted from Proc. IRE (Australia), vol. 18, pp. 
183-193; June, 1957. 
t Philips Electrical Industries Pty. Ltd., Hendon, S. A. 

tron not professionally but—as it were—in its private 
life. What does it really look like? How does it behave 
when nobody looks and what is its social life (if any)? 

Admittedly, the answers to questions of this kind are 
not necessary for the efficient use of vacuum tubes and 
other electronic devices, but we do not offer apologies 
for discussing these matters in an article addressed to 
the electronic engineer. After all, man does not live by 
bread alone and at all times philosophy has drawn 
heavily on science in respect of questions concerning 
the nature of our surroundings. Knowledge of the nature 
of the fundamental particles may help us to obtain an 
answer to the eternal question, who are we? Science is 
often regarded as a means to help invent more and 
better gadgets, but scientists themselves rather wish 
science to be appreciated for its own sake, and for the 
sake of its philosophic consequences. Of all people who 
are not physicists themselves, the electronic engineer is 
the most familiar with the electron, although not on a 
personal footing. The aim of this article is to arouse his 
scientific curiosity. 

ATOMIC STRUCTURE OF CHARGE, MATTER, ENERGY 

The nineteenth century saw great successes in the 
physical sciences. The successes were so great indeed 
that some scientists believed that everything that could 
be discovered had been discovered already and in future 
it would be only necessary to consolidate the achieve-
ments. The disciplines of mechanics, hydrodynamics, 
elasticity, electrodynamics, optics, and so on were all 
rounded off and perfected, mainly in the language of 
partial differential equations. If the Creator of the 
world was a mathematician (as some maintained), He 
must have been very fond of partial differential equa-
tions. These equations are admirably suited to describe 
phenomena in continuous media and "fields," and the 
precision and beauty of those differential equations in-
duced some students to adhere to the idea of continuous 
matter longer than was warranted. Still at the end of the 
century there were some prominent scientists (like the 
great chemist W. Ostwald) who regarded the atomic 
structure as an unproved hypothesis. Today we still 
treat space and time (or rather space-time) as continu-
ous entities but everything that happens and proceeds 
in space-time does so atomistically. We no longer believe 
that God is particularly fond of partial differential 
equations and even the partial differential equation on 
which wave mechanics is based serves rather to conceal 
than to reveal the actual state of affairs. 
The name "atom" is a Greek word (meaning indivisi-

ble) and the hypothesis of atomism is of Greek origin. 
The Greeks had no physical science to speak of and the 
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theory of atoms was built not on basis of observation 
and experiments, but on pure speculation. Some main-
tain that it was pure coincidence that their theory 
proved correct after more than 2000 years and would 
deny any merit to Democritos who is regarded as the 
father of the atom. However, Schroedinger tries to vin-
dicate the ancient philosophers by showing that it is 
possible to arrive at the atomic hypothesis by pure 
speculation based only on the primitive observation 
that matter can be condensed and rarified. Suppose now 
we regard matter as continuous and let us try to imag-
ine what happens when we condense matter. We could 
start by mentally subdividing the piece of matter into, 
say, 1000 pieces and condensing each of the 1000 pieces. 
But then we should have to subdivide each of the 1000 
pieces again into 1000 pieces and continue doing so ad 
infinitum. Subdividing matter into finite pieces is of no 
use if matter is continuous. So let us single out a finite 
number (although a very large one) of geometrical 
points within the piece of matter and watch how those 
points come nearer to each other when the matter is 
condensed. Yet, since we started with a finite number of 
points, we left out some points between the selected 
ones. If we make a second finite selection, there will be 
still some more points omitted and the points in the con-
densed piece will never come in touch with each other. 
Just let us try and think in silence about the situation! 
The paradox encountered in this mental exercise can 
be illustrated by the following geometrical considera-
tion. Let us visualize two straight lines, one 1 inch long, 
the other 10 inches long. We are going to establish a 
one-to-one correspondence between the points of the 

» two lines. To begin with, the two end points of the 1-
inch line correspond with the two end points of the 10-
inch line. Then let us select arbitrarily any point on the 
1-inch line, measure its distance from the left end, say, 
multiply the distance by 10 and mark on the 10-inch 
line a point at that distance from the left end. Con-
versely, we can select any point on the 10-inch line, 
measure its distance, divide it by 10 and mark it corre-
spondingly on the 1-inch line. To each point of the 1-inch 
line corresponds a point on the 10-inch line and con-
versely to each point of the 10-inch line corresponds a 
point on the 1-inch line. The 1-inch line is as rich in 
points as the 10-inch line which is obviously paradoxical 
but uncontrovertible. These paradoxes crop up usually 
when we deal with infinities and we have seen that the 
concept of continuous matter involves infinities. A nice 
example of what happens if we treat infinities seriously 
is this. Let us imagine a hotel with an infinite number of 
rooms and let the hotel be fully occupied. Despite the 
fact that every room of the hotel is occupied, it is possible 
to accommodate many more guests in this hotel, in fact 
an infinite number of additional guests. All we have to do 
is to move the gentleman of room No. 1 to room No. 2, 
the guest of room No. 2 to the room No. 4, the guest of 

room No. 4 to the room No. 8, and so on. This process 

can be repeated without limits. We are not to be afraid 
that some people at the end of the hotel will be turned 
out, because there is no end. 

All those disabilities connected with infinities are 
avoided if we conceive of matter as consisting of a finite 
number of ultimate, indivisible particles; i.e., atoms. 
This reasoning is of course no substitute for the experi-
mental proof of the existence of atoms, but we can give 
the ancient Greeks credit for arriving at the concept of 
the atom by a reasoning which still today has an appeal 
for us. This is not to say that the concept of the ulti-
mate, fundamental particle does not involve philosoph-
ical difficulties of its own, but in dealing with them we 
are assisted by Nature itself, since all experimental evi-
dence speaks in favor of the existence of ultimate, no 
longer divisible particles. 

FUNDAMENTAL PARTICLES 

The term "atom" is today a misnomer. We know that 
the atom consists of a positive nucleus and a number of 
negative electrons moving around it. The electrons that 
perform in vacuum tubes such useful functions for us, 
were originally constituents of the atoms of the cathode. 
The atom is then no longer indivisible; we can at least 
detach some electrons from it. Even the nucleus (with 
the exception of hydrogen) rs not indivisible. The 
nucleus of hydrogen is a fundamental particle, i.e., the 
"proton," while the nuclei of all heavier elements con-
sist of protons and neutrons. The neutron is a funda-
mental particle of approximately the same mass as the 
proton, but without charge. There are a number of other 
fundamental particles, but we shall be concerned with 
the negative electron only and mention only that there 
exists a positive electron, termed "positron" (or anti-
electron), but this does not normally occur in matter. 
We may also mention that an antiproton and an anti-
neutron (i.e., a negative proton and a neutron with a 
reversed magnetic moment) are conceivable and have 
been discovered already. 
How is the electron to be imagined? In the early days 

of electron theory it was an acceptable procedure to as-
sume some shape of and charge distribution within the 
electron, for instance sphere or ellipsoid, to regard it 
rigid or deformable and so on, and calculate its be-
havior accordingly. Today we would regard this pro-
cedure as naive. We might as well imagine the electrons 
as tiny hard billiard balls, painted blue and red, blue 
standing for negative, red for positive charge. If we con-
sider charge distribution within the electron, the ques-
tion obtrudes itself, how does this charge manage not to 
explode (or are perhaps the charge elements within the 
electron glued together with some cement)? Today we 
are not encouraged to try and explore the structure of 
the electron itself. An ultimate particle has no struc-
ture, and we have to stop somewhare exploring struc-
ture. To begin with, there is charge and mass connected 
with the electron, but we are not to picture charge and 
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mass as separate entities embraced by the electron. We 
should rather regard charge and mass as properties of 
the electron. Needless to say, even if we could see the 
electron, we could not discern its color, because its di-
ameter would be so much smaller than the wavelength 
of visible light that it could not possibly reflect any 
visible light. 

Although the electron is one of the constituents of 
visible and tangible matter, it differs from ordinary 
matter by virtue of its indivisibility. This indivisibility 
is not only to be accepted as a fact, but even in our 
imagination we are not to try and subdivide the elec-
tron, otherwise we shall be confronted with difficulties 
of a similar character as, for example, while dealing with 
infinities. As Dirac puts it, the smallness of an ultimate 
particle is absolute, not relative. In the process of sub-
dividing matter, once we reach the ultimate particle we 
have to be prepared to encounter behavior and proper-
ties quite unlike those connected with ordinary matter. 

PROPERTIES OF THE ELECTRON 

The electron is characterized by three properties, 
charge, mass, and spin. We have discussed already 
charge and mass. Apart from charge and mass the elec-
tron is endowed with spin; i.e., it rotates around its 
diameter with some specific unchangeable velocity. By 
no means is it possible either to speed up or retard this 
rotation. Spin was postulated by Uhlenbeck and Goud-
smit in order to explain spectral lines in accordance with 
quantum theory. Later Dirac derived spin by applying 
the principle of relativity to the theory of the electron 
and has shown the spin of fundamental particles to be a 
consequence of the symmetry of the universe with re-
spect to space and time. Although nobody has ever ob-
served the electron in the act of spinning, the spin seems 
well founded in basic theory. It is responsible for the 
magnetic behavior of the electron; in fact, due to the 
spin, the electron, apart from incorporating elementary 
charge, represents an elementary magnetic dipole. 
So far we have been talking of a single electron and 

its three properties. As soon as we consider an aggregate 
consisting of two or more electrons, a property becomes 
apparent that has no meaning for a solitary electron. 
This property is the "indistinguishability" of electrons. 
One electron is exactly like its fellow electron and it is 
absolutely impossible to tell one from another. This is a 
very remarkable property with some very important 
consequences. We have warned before that in the proc-
ess of subdividing matter as soon as we arrive at the 
ultimate particles, we are bound to encounter behavior 
very much different from the behavior of macroscopic, 
visible, and tangible matter. Some of those new features, 
like the dual aspect (wave particle aspect) are very dif-
ficult to visualize, but others like indistinguishability, 
although not occurring in our everyday experience, are 
possible of comprehension by the process of going to the 
limit. In our everyday experience there are no two ob-

jects equal in every respect. Among the two and a half 
billion inhabitants of the earth there are no two indi-
viduals absolutely alike. This would be the case even 
if we allowed for the differences in age or if we took into 
consideration all people that ever lived on earth. The 
greatest similarity we encounter are among twins, but 
even among twins who cannot be told apart by their 
own mother, we would detect differences by careful 
examination (finger prints, weight, size). Or let us take 
balls for ball bearings as an example. They may look 
alike, but by weighing on a sensitive scale, we would 
most certainly detect small differences. 

Let us see what classical physics had to say in this 
matter. Even in classical physics it was assumed that 
mass and charge of all electrons were equal, but there 
was no emphasis on this equality. Within the errors of 
measurement, mass and charge proved to be equal for 
all electrons and there was no phenomenon known which 
would call for fluctuations in the values of charge and 
mass as an explanation. It will be realized that only a 
theory can postulate equality, because measurements 
alone, no matter how accurate, are encumbered by un-
avoidable errors and we could always assume—if we 
wanted—that there are small fluctuations which how-
ever are masked by the errors. No measurements could 
ever prove absolute equality. But in classical physics 
the matter was of no importance, because there were no 
effects known which could be explained either by ac-
cepting or rejecting the notion of absolute equality. 

It is different in quantum mechanics. Here the indis-
tinguishability of electrons generates a new kind of inter-
action, a new kind of nondynamic force which explains 
such things as chemical valency, cohesion of crystals, 
ferromagnetism in iron, nickel, and cobalt, and many 
others. 
Apart from that, indistinguishability throws some 

light on the nature of fundamental particles. We re-
member the story of the little girl who got two pennies 
from her mother with the request to buy with one 
penny, salt, and with the other, pepper. After a while 
the girl returned with the pennies because she forgot 
which of the pennies was meant for salt and which for 
the pepper. For her the pennies were distinguishable 
and she did not understand that the values incorporated 
in the two pennies were indistinguishable.' In the realm 
of energy we have no difficulty in realizing that two 
equal units of energy are indistinguishable—we could 
hardly tell apart the kilowatt hour we consumed yester-
day from the kilowatt hour we consume today. And yet, 
according to Einstein, mass and energy are mutually 
convertible into each other. It should not be surprising 
then that entities that were indistinguishable in form of 
energy remain indistinguishable in form of matter. How-
ever, we shall see that indistinguishability can be re-
garded as confirmed by experience. 

I Anticipating these difficulties the English language introduced 
the term "pennyworth," but this is not the case in other languages. 
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PERFECTION—IMPERFECTION 

The indistinguishability of fundamental particles 
could be also expressed by saying: they are perfect. 
There are only a few numbers that characterize an 
electron or a proton, but there are absolutely no devia-
tions whatsoever from those numbers. It is different in 
the realm of macroscopic objects or objects of our every-
day experience. "Nothing on earth is perfect," we often 
say. The human body is nominally symmetrical, but we 
know that the organs within the body are not arranged 
symmetrically. Even the face is never quite symmetri-
cal. If we cut a photograph of a face vertically in two 
halves and replace one of them by a mirror image of the 
other, we obtain a symmetrical face, but such a face, 
surprisingly enough, looks unnatural. Perhaps we have a 
better chance to find perfection among nonliving objects. 
A diamond crystal may look like a near approach to per-
fection. A man in the street values in the diamond its op-
tical properties and its hardness. The physicist is more 
impressed by the regularity of the arrangements of its 
atoms in a space lattice. The surfaces of a crystal may 
have a pretty appearance and shape (configuration of 
the external surfaces). We rather appreciate the crystal-
line nature of an object by inspecting its internal ar-
rangement in form of a space lattice of perfect periodic-
ity. But is this periodicity really perfect? Since the dis-
covery by Laue of X-ray diffraction by a space lattice, 
thousands and thousands of crystals have been investi-
gated regarding their space lattice, but none of them 
was perfect. Recently a symposium was held with the 
title " Imperfections in Nearly Perfect Crystals." This 
title implies a regret and resentment that but for a few 
incidental imperfections the crystals would have been 
perfect. However, the imperfections were not incidental. 
They are in fact unavoidable and the extent of any kind 
of imperfection can be determined thermodynamically. 
The most common imperfection in a crystal is chem-

ical impurity. Minerals found in nature are always con-
taminated but we can purify them by chemical and 
other methods in the laboratory. Methods are now 
available (for instance the melted zone method of puri-
fying germanium) which achieve a purity that would 
have been considered impossible a few years ago. How-
ever an absolute absence of foreign atoms is impossible, 
not just for practical reasons but in principle. 

Briefly, the reason is this: let us say, we have one im-
purity atom per cubic millimeter of the crystal. This 
impurity atom may occupy one of the sites occupied 
ordinarily by one of the atoms of the substance, of which 
the crystal is composed. Since there are roughly 10 19 
atoms in one cubic millimeter there are 10" ways in 
which the contamination of the crystal can be realized. 
On the contrary there is only one way in which a per-
fectly pure crystal can be realized. Hence the prob-
ability of the occurrence of a contaminated crystal is 
many orders of magnitude larger than for a perfect 
crystal. On the other hand the impurity atom within 

the crystal lattice may involve more energy than an 
atom of the host substance and so a compromise will 
eventuate between the requirements of a minimum 
energy and maximum entropy. This is essentially the 
basis of the thermodynamic reasoning which leads to a 
quantitative evaluation of the extent to which contam-
ination is to be expected. 

Macroscopically nothing is perfect; on the level of 
fundamental particles everything is perfect. 

PAULI'S EXCLUSION PRINCIPLE 

The electronic engineer is familiar with the free elec-
tron; i.e., the electron outside the atom. We know that 
the density of free electrons in vacuum or in an ionized 
gas never exceeds, say 10" per cm' (at least in terrestrial 
laboratories). This means that the mutual distance of 
free electrons is on the average never less than 10-5 cm 
(which means 1000 interatomic distances in a solid). At 
these distances the only interaction to be considered 
between the electrons is the electrostatic repulsion due 
to the charges of the electrons. It is not even necessary 
to be aware of the electron spin; we shall see later why 
there is little chance to observe spin of a free electron. 
Likewise the indistinguishability of electrons or other-
wise does not play any prominent part with free elec-
trons. 
Within an atom (or molecule or crystal) the electron 

density is of the order of 10" to 10" per cm' and the 
mutual distances are of the order of 10-8 cm or less. At 
these distances the electrons no longer behave simply as 
ordinary particles of small size: they show features 
characteristic of fundamental particles. One of them is 
a peculiar mutual dislike of electrons of the same sign 
spin. We avoid deliberately the term "force" or "repul-
sion," because it is more than a repulsion. According 
to Pauli's Exclusion Principle, we shall never find twc 
electrons of the same sign spin in the same orbit of an 
atom. Now, it would not be correct to say: let us place 
two electrons of the same spin in the same orbit and we 
shall see that due to an enormous short range mutual re-
pulsion one of them will leave the orbit. This would not 
be correct to say, because no power on earth would be 
able to place two equivalent electrons in the same orbit 
to begin with. We shall later discuss this curious impossi-
bility, but let us first describe more fully this funda-
mental exclusion principle. 
This principle is best described in its historical con-

text. We have mentioned previously that the Zeeman 
effect (splitting of spectral lines in presence of a mag-
netic field acting on the emitting atom) had been inter-
preted by Lorentz on the assumption that an electric 
particle bound to the atom by a quasi-elastic force is 
oscillating around its equilibrium position. But what 
does this particle (electron) do when it is not oscillating 
(i.e., when the atom is not emitting light)? It could not 
be at rest, because nothing would prevent it then from 
falling into the nucleus. The planets do not fall into the 
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sun because they have sufficient kinetic energy enabling 
them to cruise around the sun on a circular or elliptical 
orbit. Electrons are attracted to the positive nucleus by 
Coulomb's forces (inverse square law) just as the planets 
are attracted to the sun by gravitation and accordingly, 
if endowed with sufficient kinetic energy, they can avoid 
falling into the nucleus by cruising around it. However, 
unlike the planets, an electron following a curved orbit 
emits electromagnetic radiation and so a cruising elec-
tron would continually lose energy, the diameter of its 
orbit would decrease, and eventually it would fall into 
the nucleus. Whether we assume the electron at rest or 
in motion, the classical theory saw no way of preventing 
the collapse of the atom. At this stage Niels Bohr pro-
claimed his revolutionary theory of the atom according 
to which the electron can move around the nucleus 
without radiating and losing energy, provided its total 
energy is one of a set of discrete energy levels, charac-
teristic for the element concerned. There exists for each 
chemical element a set of permitted energy levels, the 
lowest of which belongs to the "ground state." In the 
ground state the electron or electrons are nearest the 
nucleus. If the atom absorbs a certain amount of energy, 
the electron can be lifted to the next higher level and the 
atom is said to be in an "excited state." On dropping 
from an excited to the ground state, the electron loses 
energy, which is radiated as light. No intermediate 
energy levels are permitted. This is at complete variance 
with the behavior of a free electron and with the classical 
theory of electromagnetism. In classical theory we can 
endow an electron with any amount of energy and ac-
cording to classical theory any acceleration of the elec-
tron is accompanied by radiation. (Motion on a curved 
orbit involves acceleration.) These two rules were 
broken by Bohr's theory, but the theory proved success-
ful in explaining the numerical relationships of spectral 
lines and was accepted enthusiastically by physicists. 
The hydrogen atom is the simplest of all. It consists of 

a positive nucleus (proton) of unit charge and with one 
electron moving on an orbit of radius 0.53 A. The next in 
the periodic system of elements is helium with two elec-
trons moving on an orbit of radius 0.30 A. The third 
element is lithium with three electrons for which the 
orbit shell should have a radius 0.20 A. (The radii be-
come smaller with increasing charge of the nucleus, be-
cause the attraction becomes greater.) However, it was 
known that the diameter of the lithium atom must be 
much larger than 0.4 A because the "atomic volume" of 
lithium was known to be large. For this reason it seemed 
unlikely that all three electrons were located on the 
same shell. It is here that Pauli's Exclusion Principle 
came into its own. This principle postulated that no 
electron shell shall contain more than one pair of elec-
trons of the same state of motion—exactly as in Noah's 
Ark there was only one couple of each kind of animal. 
Only, in the case of electrons the couples are not dis-
tinguished by sex but by spin. According to this prin-

ciple the third electron in the lithium atom has to go to a 
new shell (of 1.50 A radius). The beryllium atom has 
four electrons and the fourth electron goes to the second 
shell, the third and fourth electrons having opposite 
spins. The second shell is hereby closed and the fifth 
electron in the boron atom goes to a new shell. As we 
progress in the periodic system of elements, new electrons 
(shells and subshells) are formed and so we can say that 
Pauli's Exclusion Principle is responsible for the electron 
shell structure of the chemical elements. Without this 
principle all electrons would go to the first shell and it is 
impossible to say how the world would look in that case. 
The exclusion principle is generally expressed in the 

following way: no two electrons of the same spin shall 
be in the same space and have the same state of motion. 
The "same space" refers in the case of atoms to the elec-
tron shells, but otherwise it refers to a system in which 
the electrons can interact. In old textbooks of physics we 
can find a principle of impenetrability—no two bodies 
can occupy the same place. The exclusion principle is 
less demanding, it only requires that no two electrons of 
the same spin shall occupy the same place and be in the 
same state of motion. On the other hand the words "the 
same place" are not to be taken literally. The electrons 
occupy the same place, if they can interact. 
With the advent of wave mechanics the exclusion 

principle has been incorporated in it and has been re-
formulated in a much more precise and quantitative 
manner. We are now going to discuss wave mechanics 
to the extent necessary for the understanding of the ex-
clusion principle and its consequences. 

WAVE MECHANICS 

The twentieth century revolution in physics is best 
shown in the wave or quantum theory. The experi-
mental basis on which wave mechanics was founded is 
electron diffraction by a crystal (say of mica). Let us 
direct an electron beam on to a crystal plate and place 
behind the crystal plate a photographic plate. After ex-
posure and developing of the photographic plate we 
notice first of all a black circle corresponding to the cross 
section of the electron beam, but apart from this circle, 
we shall notice around it a regular diffraction pattern, 
quite similar to the diffraction pattern as obtained by 
X rays. Diffraction is a clear demonstration of the wave-
like character of the electrons and yet their origin in the 
electron gun points to their particle aspect. The diffrac-
tion pattern does not depend on the intensity of the 
cathode ray. We can use a beam of very low intensity 
and expose the plate for a very long time and obtain the 
same pattern as with high intensity and short time. We 
can make the electron beam intensity so low that only 
one electron passes through the crystal at a time. How 
do the electrons know which point of the pattern each 
of them has to hit? There is only one answer to this 
question—each electron is itself a wave and each elec-
tron creates the whole pattern, but energy can be ab-
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sorbed only in finite quanta and so the electron hits the 
photographic plate in one point only, the distribution of 
those points being given by a probability function. We 
are then faced with the following situation. The electron 
originates in the gun as a particle and is being absorbed 
by the photographic emulsion as a particle, but in be-
tween it behaves like a wave. This dual aspect of the 
electron "wave-particle" caused many people great con-
cern and was the subject of numerous discussions and 
controversies. (A suggestion has been made to call the 
electron a "wavicle" but the term alone does not of 
course solve any problems.) 

In this article we wanted only to discuss a few proper-
ties of the electron, in particular "indistinguishability," 
because this is not beyond common sense apprehension 
and yet has far-reaching consequences. Indistinguish-
ability is closely connected with the exclusion principle 
and this in turn is best expressed in the language of wave 
mechanics. 
We have seen that the phenomenon of electron dif-

fraction suggests the wave nature of the electron. What 
exactly is it that vibrates in the electron wave? The 
answer is quite different from the answers to the same 
question for any other kind of wave. The intensity of 
the electron wave indicates the probability that we shall 
find the electron at a particular point x, y, z in space. 
As with any other kind of wave, the intensity is equal to 
the square of the amplitude and the amplitude is a func-
tion of the space coordinates, but the amplitude itself 
has no physical meaning. It is only an auxiliary quan-
tity, whose sole purpose is to enable us to compute the 
intensity. 

Apart from the amplitude, the shape of the wave is an 
important characteristic, and particularly the wave-
length of the fundamental. In wave mechanics the 
wavelength X is connected with the observable electron 
velocity y by the following relation, 

h/X = my 

where h stands for a constant (Planck's constant) and m 
for the electron mass. 

Let us now see how the wave nature of the electron 
helps us to understand the structure of the atom. As a 
preliminary experiment let us put the electron into a 
box, not literally a box with walls of cardboard or steel, 
but a box whose walls are potential barriers. The poten-
tial walls are high enough to prevent the electron from 
escaping, which means in the language of wave me-
chanics that the probability of finding the electron out-
side the box or even at the walls is zero. Consequently 
the wave representing the electron is a standing wave 
within the box. Assuming the length of the box to be L, 
then the wavelength of the standing wave will be 2L, 
or L, or 2L/3, and so on, or generally 

X = 2L/n 

where n = 1, 2, 3, 4, • • • . Remembering now the rela-
tion connecting X with the electron velocity y, we see 

that this velocity can have only one value of a set of dis-
crete values. This is a very strange and very important 
result. In classical mechanics an electron confined in a 
box can have any value we want to endow it with; we 
can change the velocity continuously. In wave mechan-
ics only certain velocities are possible and if we want to 
increase or decrease the velocities we have to do it in 
finite jumps. What we have said about velocities applies 
in our case to the energies equally well, because the 
energy of the electron in the box is made up entirely of 
its kinetic energy. We arrive at the result that the 
energy of an electron in a box is capable of assuming 
only certain values of a set of discrete levels given by 
the length of the box. 
To some rough approximation we can regard the atom 

as a kind of a potential box in which the electron is held 
captive by the attraction of the nucleus and we can 
transfer the results just mentioned to the atom. In this 
way we arrive at the postulates of Bohr's theory of the 
atom, but with this difference. While in Bohr's theory 
the postulates of discrete energy levels appear suddenly 
from nowhere, they are here the natural outcome of 
identifying the electron with a standing wave. However, 
our aim was to express Pauli's Exclusion Principle in a 
more rigorous manner, so let us return now to this prin-
ciple. 

SYMMETRICAL AND ANTISYMMETRICAL 
WAVE FUNCTIONS 

The original wave equation, derived by Schroedinger 
in 1926, refers to a single electron. We are not going to 
discuss its mathematics, but shall describe only the 
meaning of the wave parameters. We have mentioned 
already how the wavelength is linked with the electron 
momentum (product of mass and velocity), while the 
frequency is proportional to the total energy of the 
electron. The quantity corresponding to the refractive 
index in case of light waves is determined in the case of 
electron waves by the electrical potential at a given 
point (x, y, z). The wave amplitude has no physical 
meaning, but the wave intensity indicates the prob-
ability of finding the electron at a given point. Origi-
nally the wave intensity was interpreted as charge 
density and this is still true today, if we consider the 
time average of the charge density over an appropriate 
period of time. If for instance we let a weak electron 
beam penetrate a thin crystal of mica and watch black-
ening of a photographic film placed behind the mica, 
the pattern of blackening will be given by the wave in-
tensity. 
The wave equation for a single electron has been ap-

plied successfully to the hydrogen atom, where we have 
a single electron in the field of the positive proton. How-
ever, in the next element, helium, we have already two 
electrons, in lithium three electrons and so on (and in 
uranium as many as ninety-two electrons). The first 
rule to be observed in case of a system containing more 
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than one electron is Pauli's Exclusion Principle—no 
more than one electron of the same spin in one orbit. 
Pauli's principle is quite independent of wave mechanics 
and in fact overrides it; the wave equation for two elec-
trons has to be formulated in such a way as to exclude 
automatically the simultaneous presence of two elec-
trons of the same spin in the same place. 

If ei(xi, yi, zi) and 2(x2, y2, z2) are the two wave func-
tions of the two electrons, it would be tempting to write 
the wave function for the case of two electrons as the 
sum of ei(Xi) and -2(x2) 

0.71(ei(xi) e2(x2)) 

where ei(Xi) and 2(x2) stand as abbreviations for 
yi, zi) and ¡-2(x2, y2, z2). The factor 0.71 will be ex-

plained presently. The function 4,=1+2 would take 
account nicely of interference and diffraction phenom-
ena of electron waves and would be in strict analogy 
to other waves encountered in physics, like optical and 
accoustical waves. However, we have said before that 
the wave intensity expresses the probability of finding 
the electron at a given point. Similarly the intensity of a 
two-electron wave function should stand for the prob-
ability of finding electron 1 in point 1 and electron 2 in 
point 2. With the requirement of representing the prob-
ability, the functions i and e2 are as a rule written in 
"normalized" form, i.e., provided with such a factor as 
to make the integral of el2 and e22, respectively, over the 
whole space equal to unity. A probability of one means 
certainty, and since we are certain to find the electron 
somewhere in the whole infinite space, the integral (i.e., 
the sum of all probabilities) must be equal to unity. Let 
us now similarly integrate 4/2 over the whole space. If we 
form the square of 4, we obtain 

4,2 = 0.5(2 2eles e22)• 
The integral of 4/2 over the whole space will then be equal 
to unity plus the integral of "le2. Now by analogy with 
optical waves we realize that the integral of e,e2 over 
the whole space must be zero. In optics the wave inten-
sity stands for the energy and if we let two waves inter-
fere we know that whatever happens the energy will be 
conserved; i.e., integral of (ei -1-e2) 2 must be equal to in-
tegral of e12-1-22, or the integral of e1 -2 must be zero. 
With electron waves it is the charge that is being con-
served, which is quite all right, but what about prob-
ability? The sum 0.5(e12-fe22) stands for the probability 
of finding either electron 1 in point 1 or electron 2 in 
point 2, but this is not what we were after. We wanted 
an expression for the probability of finding electron 1 in 
point 1 and electron 2 in point 2. The probability that 
two events will take place is equal to the product of the 
probabilities of the single events. Let us then write 

1P = r1e2 

and we shall then have, as required 

4/2 = e12e22. 

At the same time we realize that the integral of 4/2 
over the whole space will be equal to unity. (We keep 
firstly point 2 constant and integrate ¡"12 over the whole 
space obtaining thus e22 as a result and then integrate 22 

over the whole space and obtain unity.) This would be 
quite all right but we remember that electrons are in-
distinguishable and therefore it is not permissible to 
label electrons as we did in the reasoning leading to 

As long as we have to do with single electrons, 
it is a matter of course to establish a function ei for one 
electron and a function e2 for another electron. As soon 
however as we have a system consisting of two electrons, 
the wave function is required to be formulated in such a 
manner that interchanging of the two electrons does not 
alter the function (or rather, its meaning). We can arrive 
at such a formulation in the following way. Given 
eI(Xi) and e2(x2) we know that ei(x,) • e2(x,2) leads to the 
probability of finding electron 1 in point 1 and electron 
2 in point 2. By exchanging electron 1 with electron 2 we 
obtain the product -1(x2) • e2(x1) which leads to the prob-
ability of finding electron 2 in point 1 and electron 1 
in point 2 (this is really the same probability as the 
previous one since the electrons are not distinguishable). 
The wave equation is a linear differential equation and 
consequently, if we have two solutions of the equation, 
any linear combination of the two solutions will be a 
solution again. To find a solution which is invariant in 
respect of interchange of the two electrons, we put 

0.71(ei(xi) • e2(.r2) ± 1(X2) 2(X1)). 
We see that interchanging of electrons 1 and 2 leaves 1P 
unaltered in case of the plus sign and reverses the sign of 
4/ in case of the minus sign; however, reversing of the 
sign of 4/ is irrelevant because only the square of 4, has 
significance. It can be shown that the expression put 
down for 4/ is the only linear combination satisfying the 
equation of which e, and e2 are solutions and making the 
function invariant in respect of electron exchange. The 
function with the plus sign is referred to as "symmet-
rical"; the function with the minus sign is an antisym-
metrical function. 
What happens if the two points xi and x2 coincide; 

i.e., if xi =x2? In the case of the symmetrical function 
=e1e2; in the case of the antisymmetrical function the 

wave function 1P vanishes. Let us now choose the sym-
metrical function for the case of two electrons of oppo-
site spin and the antisymmetrical function for the case 
of two electrons of the same spin. In doing so we achieve 
automatic fulfilment of Pauli's principle, because 4/ = 
(and consequently 4/2 = 0) means that the probability of 
finding two electrons of the same spin in the same place 
is zero. We see now how wave mechanics of a two-elec-
tron system has been formulated so as to embrace the 
exclusion principle. At the same time it has to be em-
phasized that wave mechanics goes beyond the exclusion 
principle. While the exclusion principle tells us what the 
electrons are forbidden to do, wave mechanics tells us 
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what they are actually doing. Since its inception in 1926 
wave mechanics has made an enormous contribution to 
progress in physics. One is reminded of a saying of Ein-
stein—"God may be secretive, but He is not malicious." 
It may be difficult to gain access to a certain region of 
knowledge, but once we have pierced a small hole 
through the curtain, we are often permitted to see more 
than we hoped for. 

EXCHANGE ENERGY 

One of the most interesting and important conse-
quences of wave mechanics (including indistinguish-
ability of electrons and the exclusion principle) is the 
existence of a new kind of nondynamic force, i.e., ex-
change forces and exchange energies. Exchange forces 
being responsible for the chemical bond form the basis 
of theoretical chemistry, and similarly, exchange forces 
underlie the phenomena of ferromagnetism quite apart 
from the role exchange energy plays in the interpreta-
tion of atomic and molecular spectra. It is quite possible 
to obtain even without mathematics a qualitative un-
derstanding of the origin of exchange forces in the fol-
lowing way. Let us visualize two hydrogen atoms, each 
with a positive nucleus (proton) and an electron cruising 
around the proton. If the two electrons are of opposite 
spin, the exclusion principle permits them to be close to 
each other. Not only are they permitted to be close to-
gether, but since they are represented by a symmet-
rical wave function, the probability of where we shall 
find them, has a maximum for x1= x2, i.e., the same 
point. Here it is time to mention that the notion of the 
orbit of an electron around the nucleus—as we often see 
it pictured on the covers of popular books on atomic 
physics and even in advertisements on electronic de-
vices—is obsolete today, although the term "orbit" is 
still used in a loose sense for the sake of convenience. 
The wave function permits us to compute the probabil-
ity of finding the electron at a particular point at any 
one time, but does not permit us to draw a continuous 
orbit along which the electron travels (this will be dis-
cussed at some length in the next section). While now 
for a single hydrogen atom the probability of finding the 
electron has a maximum at some particular distance 
(0.53)21 from the nucleus but otherwise does not depend 
on the direction, it is different in the case of two hydro-
gen atoms. If the two electrons are of opposite spin, the 
probability has a maximum for both electrons at the 
midpoint between the two protons. We have then at the 
midpoint a double electronic (negative) charge attract-
ing on each side a single positive proton charge. (The 
charge on the proton is of the same magnitude but oppo-
site sign to that on the electron.) The double electron 
charge serves as a cement between the two protons and 
in this way the hydrogen molecule is formed. No mole-
cule is formed if the two electrons have spin of the 
same sign. We can also see easily why a hydrogen mole-
cule does not attract a third hydrogen atom. Since the 

two electrons in the molecule have opposite spins, the 
electron of a third atom would have the same spin as 
one of the two electrons of the molecule and according 
to the exclusion principle would avoid the vicinity of 
this electron; hence, the lack of attraction. 
The reasoning so far is of a purely qualitative nature. 

In particular we disregarded the electrostatic repulsion 
of the two electrons of opposite spin (the magnetic in-
teraction is so small that it can be neglected for the time 
being). Two electrons of opposite spin like each other 
despite their mutual electrostatic repulsion, but this 
attractiveness cannot be described in such simple terms 
as Coulomb's electrostatic forces. Coulomb's law was 
established for charges (and charged particles) and is 
valid in wave mechanics without any modification. The 
new "exchange forces" however can be applied to elec-
trons only on the basis of the wave nature of the elec-
tron. Briefly it could be said that the exchange energy 
is due to the fact that generally (A +B) 2 is not equal to 
A2d-B2. If A and B stand for wave amplitudes, then— 
as we have seen before—(A+B) 2 is equal to A2-I-B2 
(if we integrate over the whole space) because the inte-
gral of AB over the whole space cancels out. The phys-
ical meaning of (A +B)2 = A2+ B2 is the conservation of 

energy. In wave mechanics, however, the wave intensity 
stands for charge density rather than for energy density. 
Energy is given, as we know, by elementary electro-
statics, by the product of charge and electric poten-
tial V. In this case the integral of (A -FB) 2V will not be 
equal to the sum of the integrals of A2 V and B2V, be-
cause the integral of AB V does not cancel out. 

Let us consider as an example the two electrons in the 
helium atom. The simplest case is the ground state of the 
atom, where the two electrons are of opposite spill and 
therefore both can be in the same, the lowest energy 
orbit. Yet this case is not interesting for us, because the 
two electrons being in the same orbit have the same 
wave function and if the wave function of a single elec-
tron is et(zi), the wave function tp for two electrons will 
be simply=ei(xl)i(z2). The next case of higher energy 
is where one electron is in the ground state, the other in 
an excited orbit. Here the two wave functions are dif-
ferent: ei(zi) and -2(x2) and the wave function of the 
two electrons 4/ will be either a symmetrical or an anti-
symmetrical function, depending on whether the two 
electrons have opposite or the same spin: 

«xi, x2) = 0.71(ei(xi)e2(z2) ± ei(x2)e2(4). 

Let us inquire about the energy of the system. There 
is first the electrostatic energy of the nucleus, then the 
electrostatic energies of the two electrons taken each 
separately, and lastly the interaction energy of the two 
electrons. This last term is of particular interest to us. 
To obtain the interaction energy we have to multiply 
the charge density (or rather its time average) by the 
electric potential and integrate the product over the 
whole space. The charge density is given by 4/2, while the 
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electric potential is equal to e2/r12, where e stands for the 
electronic charge and ri2 for the mutual distance of the 
two electrons. Let us put for short 4/ =A+B, then we 
shall see that the integral of 0.5(A 2 -1-B2)• (e2/7-12) over 
the whole space includes e2/r12 which is just the Cou-
lomb interaction energy as in classical electrostatics. 
Apart from that, however, we have a term AB • eVri2 
integrated over the whole space, which does not occur 
in the classical theory. This term is what is referred to 
as "exchange energy." Let us inspect more closely the 
product AB, that is 

AB = ± ei(eel)e2(x2)ei(xA-2(xi). 
We see at once that this product has a finite value 

only if the orbits of the two electrons overlap to some 
extent. If there were no overlapping ei(x2) would be 
equal to zero and so would be i-2(x1). It follows that ex-
change forces are only short range forces which explains 
why there is little chance of coming across exchange 
forces while observing free electrons. Then we see that 
the exchange energy is proportional to e2 /r12, i.e., to the 
electrostatic energy but can occur with a plus or minus 
sign. We cannot say then that exchange energy is a kind 
of extension of electrostatic energy. We have to recon-
cile ourselves to the fact that exchange energy is the 
outcome of the wave nature of the electron (more specifi-
cally of the interpretation of wave intensity as charge 
density and not energy density). The term "exchange" 
energy indicates the indistinguishability of electrons and 
hence their exchange in the formulation of the wave 
function # as the prime source of exchange energy. 

UNCERTAINTY PRINCIPLE 

There is something incongruous between a wave and 
an electron. There is a story about an actor who was 
looking for a job and asked by the producer about his 
past achievements answered that he had played a wave 
(a sea wave produced by rattling of a mechanical con-
traption). Now we can imagine how an actor can play a 
wave, but how can a wave play the part of an electron? 
Let us take the simple case of a plane sinusoidal wave, 
extending from — co to -1-co. Frequency and wave-
length (or rather wave number) define accurately 
energy and momentum of an electron, but otherwise 
this wave gives no information about the electron, in 
particular no information about the position of the 
electron. The question is sometimes asked whether 
electron is "in reality" a particle or a wave. It is doubt-
ful whether physics is at all able to give an answer to 
this kind of question. The job of the physicist is to de-
vise methods of enabling us to predict physical occur-
rences. For free electrons the particle aspect is very well 
suited to describe the phenomena (like the electron 
tracks in a Wilson cloud chamber or in a photographic 
emulsion); for an electron in an atom the wave picture is 
better suited. The electron is neither a particle nor a 

wave, both are only modes of description. But is it pos-
sible to bridge over the span between an i4nite wave 
and a tiny particle? Fortunately this is possible. Super-
posing a number of sinusoidal waves gives us a "wave 
packet" or—as the communications engineer would 
rather say—a "pulse." A Fourier analysis may give us 
the "spectral" components of the pulse and they may be 
all solutions of a given wave equation. What is the dif-
ference between an infinite wave and a pulse? Of course, 
the pulse is confined in space and its propagation simu-
lates the motion of a particle. The sharper the pulse the 
more it resembles a moving particle. Then why not rep-
resent an electron by an extremely sharp pulse rather 
than by an extended wave? The answer is, that in repre-
senting the electron by a sharp pulse we have to pay a 
price for the "sharpness." We know the sharper the 
pulse the broader the spectrum in the Fourier analysis 
of the pulse. The spectrum of the pulse shows us the dis-
tribution of the wavelengths (or wave numbers) among 
the components of the pulse and we know that the wave 
number stands in wave mechanics for the mtvmentum of 
the electron (product of mass and velocity). This means 
the sharper the pulse the larger will be the range of 
wave numbers among which we can choose the momen-
tum of the electron. An infinite wave gives us precisely 
the wave number (electron momentum or wlocity) but 
no position of the electron. An infinitely sharp pulse 
gives us exactly the position of the electron but no 
velocity. We cannot know exactly both the position and 
velocity of the electron; the product of the sharpness of 
the pulse and the sharpness of its spectrum is constant. 
If we denote the range of position by ax and the range of 
velocity by Ay, then we shall have 

Ax • h/m 

where h stands for Planck's constant and m Tor the mass 
of the particle. This is the celebrated "uncertainty prin-
ciple" first put forward by Heisenberg. 

It follows immediately from the uncertainty principle 
that we cannot imagine an electron being at rest. Being 
at rest means v =0 and accordingly Av = 0, but if Av is 
zero then ix must be infinite and vice versa, if Ax --- 0 
then Ay must be infinite and accordingly y= co too. This 
gives us another explanation why an electron cruising 
around the nucleus can never fall into it. Falling into the 
nucleus would give the electron a definite position and 
therefore an infinite velocity. The actual orbit is a com-
promise between the large value of energy the electron 
would have very near the nucleus and the large energy 
if completely detached. 
The uncertainty principle tells us, too, why there is 

little chance to observe the spin of the free electron di-
rectly. The spinning electron represents a magnetic di-
pole whose field intensity is inversely proportional to 
the cube of the distance. According to the uncertainty 
principle, there is no hope of being able to observe the 
spin of an electron at rest. It must be moving. Yet a 
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moving electron generates a magnetic field of its own 
around its path whose intensity is given by the recipro-
cal of the square of distance. Obviously the field inten-
sity due to the spin should be larger than the "uncer-
tainty" of the field intensity due to the motion of the 
electron. If we write down the formulas for both mag-
netic field intensities, this requirement leads to Ar • Av < 
h/m, yet according to the uncertainty principle this 
product cannot be smaller than h/m, hence it is impos-
sible to observe the spin of the free electron directly. 
The spin of electrons bound in the atom is not observed 
directly either, but in the case of the atom the splitting 
of spectral lines in presence of a magnetic field gives a 
good clue as to the spin of the electrons responsible for 
the spectrum. 
Another way to regard the uncertainty principle is to 

consider the way we observe the electron. To observe a 
macroscopic object, say, a chair, we let an image of the 
chair be formed on the retina of our eye. Of course, we 
can see the chair only if it is illuminated, but we know 
that the chair does not suffer in any way by the illu-
mination. An electron is so small that we could not see it, 
either with the naked eye or with an ordinary micro-
scope. In an imaginary experiment we could use an X-
ray microscope, because the wavelength of the X rays, 
could be chosen small enough to be reflected from the 
electron. Yet this would be a pretty hard X ray, of very 
high energy, and as a result the electron hit by the X 
ray would be dislocated. The very act of measurement 
would disturb the quantities to be measured. A similar 
phenomenon occurs in psychology: for instance, if we 
want to watch how our own mind behaves when we fall 
asleep, we either fail to make the observation or fail to 
fall asleep. Only to some approximation is the observa-
tion possible and the uncertainty principle states quan-
titatively how near we can come to the assessment of the 
quantities to be measured. The uncertainty principle 
applies not only to the electron but to larger particles 
as well. However, we notice that the right-hand side of 
the relation is equal to h/m, which means that the un-
certainty is inversely proportional to the mass of the 
particle. For a proton it is about 2000 times smaller 
than for an electron and for a tiny (just perceptible) 
grain of sand it is practically zero. That is the reason 
why in ordinary mechanics it is not necessary to con-
sider uncertainties. 
A consequence of the uncertainty principle is the im-

possibility of drawing the "orbit" of an electron. We can 
ascertain the position of the electron as often as we 
want, but we could not be certain that the "orbit" of the 
electron would be the same if we did not disturb it by 
our measurements. Perhaps it may even be meaningless 
to ask what the orbit would be if we did not observe the 
electron. Nor can we be sure that in two successive ob-
servations we observe "the same" electron, since elec-
trons are indistinguishable. All this is philosophically 
disquieting; it is the first time in history of physics that 

we have a theory in which the observer and the observed 
enter on equal footing. In all other branches of physics 
the phenomena are described regardless of whether 
there is an observer or not. In wave mechanics the 
phenomenon observed is partly created by the act of 
observation. 
The uncertainty principle gives us a new angle from 

which to regard indistinguishability. Let us say two 
identical twins are walking on the street. We could not 
tell one from another, but we could label the one on the 
right-hand side Tom and the other Dick. They may 
change places, engage in a brawl, but as long as we keep 
an eye on them, we can tell which one is Tom and which 
is Dick. With two electrons it is different, because we 
cannot watch them continuously and as soon as we shut 
our eyes they might change their identities if they have 
identities. All this is not pure speculation and we can put 
these considerations to test in the following way. We 
bombard a sample of matter by means of negatively 
charged, high energy particle beams and inquire after 
the maximum energy that can be transferred from the 
bombarding particle to an atom, or rather to an electron 
of an atom of the sample. For a given energy of the in-
cident particle a formula can be derived for the maxi-
mum transferable energy as a function of the mass of 
the hitting particle. It is true we cannot vary the mass of 
the incident particle at will, but since cosmic rays pro-
vide us with such a variety of fundamental particles of 
various masses, it is not quite unrealistic to consider 
this transferable energy as a function of the mass of the 
incident particle. Starting with infinite mass for which 
the value of the function is zero, the function increases 
with decreasing mass, but at the moment the mass of 
the incident particle equals the mass of the particle, 
struck, i.e., when both are electrons, the maximum 
transferable energy drops suddenly to half the value 
indicated by the formula. This happens because we 
could not tell which of the two electrons was hitting and 
which hit, which the donor and which the acceptor of 
energy, hence the factor 1/2. This result has been con-
firmed by experiment. • 

Shooting high energy particles at a fluorescent screen 
makes the effect of a single particle observable. The 
light output in the form of a scintillation indicates the 
energy of the incident particle and at the same time we 
can observe the spot on the screen where the particle has 
impinged. This would be a contradiction to the uncer-
tainty principle, so let us consider how we do observe the 
spot where the screen has been hit. We may observe the 
screen by means of a microscope in which case the limit 
of resolution is of the order of 2000 A, i.e., about 100 
million times the size of a fundamental particle. We see 
the light generated by the impact of a single particle 
all right, but to say we also see where the particle has hit 
the screen would be tantamount to saying: I know 
exactly where Mr. Smith is at the moment, he is some-
where on the surface of the earth. 
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THE RELATIVISTIC ELECTRON 

We started with the aim of getting acquainted with 
the electron on a personal footing, but this turned out to 
be impossible, because a single electron has no personal-
ity, no individuality, no "sameness." If the fundamental 
particles have no individuality, but macroscopic objects 
have, they obviously owe their individuality not to the 
matter of which they consist, but to the pattern of their 
assembly. Nineteenth century physics seemed to con-
firm or even encourage the materialistic outlook in 
philosophy which attributed to matter an overriding 
importance. This is no longer true today. It was par-
ticularly the discovery of Rutherford of the nucleus of 
the atom that dealt a severe blow to the materialistic 
outlook. Rutherford found that the nucleus in which 
more than 99 per cent of the matter of the atom is con-
centrated occupies only a minute fraction of the total 
volume of the atom. The atom consists mainly of empty 
space, while the density of the nucleus is such that a 
matchbox full of nuclear substance would weigh millions 
of millions of pounds. This is not how the nineteenth 
century man imagined matter. If we grip with our hand 
a piece of steel, we may feel that the matter of our palm 
comes into intimate contact with the matter of the steel. 
Actually the best we can hope to achieve is that the 
electron clouds of the atoms of the palm come into 
touch with the electron clouds of the atoms of the steel. 
Since matter is mainly concentrated in the nucleus, inti-
mate contact of matter with matter should involve con-
tact of nuclei. While this is not impossible, it is a rare 
occurrence, usually involving nuclear reactions with 
sometimes rather conspicuous consequences. In gripping 
with our hand a piece of steel, "common sense" deceives 
us into believing that we come to grips with matter. 
Actually however the rigidity and hardness of steel is 
due not directly to any hardness of the fundamental 
particles but to the "fields" surrounding them. The 
fields surrounding the particles are in a way more real 
than the particles themselves. 
We should like to conclude with a remark about what 

the•theory of relativity has to say about the electron. 
One of the postulates of the theory of relativity concerns 
the velocity of propagation either of a particle or a field, 
viz., nothing can propagate with a velocity higher than 
the velocity of light. Let us now visualize an electron 
facing the approach of an electromagnetic wave. If the 

electron has a finite size, one end of it will sooner be en-
gulfed by the wave than the other and will be acted 
upon earlier. This means that one end will start to move 
while the other still knows nothing about the wave. As a 
result the electron would become deformed but this is 
something impossible for a fundamental particle. If we 
start imagining that a fundamental particle can be de-
formed, we might as well assume that a wave of suffi-
cient strength would tear the electron apart which would 
be a contradiction to the concept of an ultimate particle. 
We cannot assume that the electron is absolutely rigid, 
because that would mean that any impulse reaching the 
electron at one end travels to the other end with infinite 
velocity, yet according to the theory of relativity there 
is nothing that travels with a velocity higher than the 
velocity of light. The only way out is to assume that the 
electron has no spatial extension at all, in other words 
that the electron is nothing but a geometrical point in 
which charge e and mass m are concentrated with in-
finite density. The third property of the electron, the 
spin, could not be now achieved by rotation of the elec-
tron around its axis, because this would require an in-
finite angular velocity. Instead it is assumed that the 
point-like electron revolves around the electron path 
with velocity of light, the diameter of the orbit being 
chosen such as to obtain the known value of the electron 
magnetic moment. 
The electrostatic energy of a sphere of charge e is pro-

portional to e2/r (where r stands for the radius of the 
sphere) and accordingly the energy of a point-like 
electron is infinite. This is of course a great difficulty for 
the theory, although physicists have learned somehow 
to live with those infinities. 
We have started by pointing out that the concept of 

continuous matter involves infinities which can be 
avoided by assuming finite, ultimate, indivisible par-
ticles. We have now come all the way round the circle 
and are once again facing infinities, even while working 
with ultimate particles. It seems that we face infinities 
whenever we arrive at frontiers of knowledge, or per-
haps at the frontiers of our potentiality for knowledge. 
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A Thin Cathode-Ray Tube* 
W . R. AIKENt, MEMBER, IRE 

Summary—A new type of cathode-ray tube typically only a few 
inches thick is described. The beam is injected parallel to one edge 
of the thin tube and caused to pass through two right-angle deflec-
tions: the first sends the beam into the region between the front and 
back tube surfaces, and the second turns it into the phosphor-coated 
front surface. A brief analysis of the deflection-focusing action is 
presented and the sweep-voltage requirements are described. The 
thin tube can be adapted to multicolor operation or to any other use to 
which cathode-ray tubes are put; it also has many unique features 
(in addition to small size), such as the capability of being viewed from 
both sides of the display screen or being rendered transparent. 

INTRODUCTION 

T
HE "thin" cathode-ray tube (crt) described be-
low differs radically from conventional types in 
that the basic building blocks which comprise a 

crt (electron gun, accelerating and deflecting structures, 
and display screen) are here arrayed in a novel fashion. 
It is this departure from the usual "in-line" arrangement 
that makes the principal advantage of the thin crt pos-
sible—its reduced size. The importance of reducing the 
crt dimension perpendicular to the viewing screen (usu-
ally called length, but in the present case perhaps 
more appropriately called thickness) is selfevident in 
circumstances where space is at a premium, e.g., in 
aircraft instrument panels. The reduction in bulk is ob-
viously an attractive feature in many other applications 
also, as in home television receivers. 

In comparison with conventional types the thin crt 
has several other inherent advantages, the chief among 
which is that the powerful deflection-focusing action 
makes it possible to utilize larger beam currents for a 
given "spot size," or to obtain a smaller spot size with 
the same current. Deflection focusing in the thin crt 
is not the defect usually associated with conventional 
crt's;1 rather, the property of deflecting systems that 
causes initially parallel rays to converge after deflection 
actually constitutes the focusing system. This feature 
thus results in improved brightness or resolution (or 
both). Moreover, by relatively simple modifications of 
the basic model, the thin crt can be adapted to provide 
such special features as transparency, viewing of both 
sides of the display screen, and two or three primary 
color displays; the tube can be, of course, adapted to 
perform all the multifarious tasks that certain special 
display tubes can do, such as displaying characters and 
serving as a memory (storage) element. 

• Original manuscript received by the IRE, January 16, 1956; re-
vised manuscript received, June 13, 1957; second revised manuscript 
received, September 23, 1957. 

West Coast Electronics Lab., Kaiser Aircraft and Electronics 
Corp., Palo Alto, Calif. 

1 See for instance, J. R. Pierce, "Theory and Design of Electron 
Beams," 2nd ed., D. ‘Tan Nostrand Co., Inc., New York, N. Y., p. 
45; 1954. 
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Fig. 1—Schematic diagram of thin crt. 

PRINCIPLE OF OPERATION 

Only one of a large number of possible configurations 
will be described, shown schematically in Fig. 1. The 
electron beam is injected along the bottom edge of the 
display screen, and travels in a field-free region be-
tween a set of electrodes designated as "horizontal de-
flection plates" and the bottom edge of the screen. If 
this edge and the horizontal deflection plates are all at 
the same (gun anode) potential, the beam continues all 
the way to the right. However, if the voltage on one of 
the deflection plates is lowered, the beam is deflected 
upward. The position at which this deflection occurs can 
thus be moved in a continuous manner from right to 
left (or left to right) by sequentially lowering the volt-
age on adjacent horizontal deflection plates in the ap-
propriate direction. 
The upward deflected beam enters another field-free 

region, bounded on one side by the phosphor screen and 
on the other by a set of strip electrodes ("vertical de-
flection plates"), each of which extends all the way 
across the tube. If the vertical deflection plates are all 
at the same potential as the phosphor, the beam con-
tinues all the way to the top. However, if the voltage on 
one of the deflection plates is lowered, the beam is de-
flected into the phosphor. Again, the position at which 
the deflection occurs can be varied continuously by se-
quential variation of the voltage on adjacent deflection 
plates. By choosing the appropriate sequence for each 
of the two sets of deflection plates (horizontal and verti-
cal), the spot at which the beam strikes the phosphor 
can thus be made to sweep out a raster. 

For practical reasons, the region of the horizontal 
deflection plates ("primary section") is usually iso-
lated from the region between the vertical deflection 
plates and the display screen ("secondary section") by a 
transition section. The transition section also comprises 
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electrostatic lenses, so that it not only isolates the pri-
mary section from the secondary, but provides an 
additional means of controlling beam focusing as well. 
The main reason why a transition section is necessary, 
however, is that the primary section is operated at 
potentials of the order of the accelerating (anode) po-
tential of the electron gun, i.e., about 1 kv, whereas 
the secondary section is of necessity operated at the 
potential of the display screen, which with present-day 
phosphors must be of the order of 15 kv. Under these 
circumstances the bottom edge of the display screen 
cannot serve simultaneously as part of both the pri-
mary and secondary sections, and a transition section 
must be provided. An additional lens system is often 
made part of the transition section to counteract the 
action of the effective convergent lens on the beam as it 
passes from the low-voltage primary to the high-voltage 
secondary section and also to provide additional beam 
focusing controls after the first deflection. 
When an electron beam of finite thickness is deflected 

by a uniform electrostatic field, the beam is also fo-
cused. In conventional crt's, so-called "deflection de-
focusing" results if the beam actually comes to a cross-
over as a result of this action and then diverges before 
arriving at the display screen. In the thin crt, on the 
other hand, deflection focusing is turned to advantage by 
judicious juxtaposition of the deflecting plates with re-
gard to the beam and to the display screen. 
Upon deflection by the horizontal deflection plates 

(primary section), the beam is brought to a focus in a 
plane parallel to the display screen, and if the transition 
section is properly designed, the cross section of the 
beam is changed from circular to elliptical as the beam 
enters the secondary section with the major axis of the 
ellipse oriented normal to the display screen. The cylin-
drical beam traveling horizontally along the primary 
section thus becomes more or less a ribbon beam as it 
begins its upward travel. Upon deflection by the vertical 
deflection plates (secondary section), the process is 
repeated and the beam is again focused, this time in a 
vertical plane perpendicular to the display screen; the 
ribbon beam becomes a pinpoint as it tends toward a 
crossover. If the display screen is located at a plane 
just before this doubly focused beam actually comes to 
the second crossover, a relatively small spot size at the 
display screen can be achieved. (The beam is not per-
mitted to diverge after passing through the crossover 
toward which it tends as a result of the first deflection 
in the primary section; in fact, it may not even reach 
this crossover. The combined action of the transition 
section and of the effective lens through which the beam 
passes as it travels from the low-voltage primary to the 
high-voltage secondary section is to offset any tendency 
of the beam either to diverge or to converge; this action 
can be optimized in practice by transition-section design 
and by adjustment of voltages to correct for any adverse 
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Fig. 2—Trajectories of two adjacent electrons separated 
by a distance à 170, 

effects, including to some extent that of space-charge 
beam spreading.) 

ANALYSIS OF DEFLECTION ACTION 

In the following analysis, fringing at the edge of the 
deflection plates is neglected for simplicity, and the 
field is considered to be quite uniform. Consider two 
adjacent electrons separated by a distance ko (Fig. 2) 
entering a uniform electrostatic field between parallel 
plates at different potentials ( V„ < Vo) with a velocity 
vx. In a uniform field the vertical elemental separation 
Ayo remains constant as the electrons are deflected by 
the field, but there will be a focusing effect if we con-
sider a horizontal plane such as y=d since one of the 
electrons will have fallen through a larger potential 
than the other. This difference in potential is 

dV Vo— V„ 
—  Ayo =-   Ayo = (Vo — V„)Ajo 
dy (1) 

where j•-y0/d. One of the electrons thus achieves a 
greater y component of velocity than the other, and if 
the two electrons leave the uniform field at y=d to enter 
a field-free space, they converge rectilinearly (dashed 
lines) toward a focal point in the xy plane. The focal 
length f is given by 

fàO = Ax sin 0 (2) 

where AO is the angular convergence of the two electron 
paths and Ax is their horizontal separation at y=d. 
The rectangular coordinates xf, yf of the focal (cross-
over) point F with respect to an origin at the exit point 
0 can be derived from (2) to be 

xf = f cos O = (za/ AO) sin O cos O 

= f sin O = ( x/AO) sin' O 

which can be rewritten with the help of the expression 
tan 0 = dy/dx for the slope as 

(3) 
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1 .6ix Ax 
xi =   tan 0 = tan 0  

sec' 0 4,0 ¿(tan O) 

_[dy/dx 1 

d2y/dx" J,,, 
1 àx 3,x 

Y.( — tan' 0 = tan' 0  
sec' 0 .Cie à(tan 0) 

(dy/dx)2 

d2y/dx21-d. 

These expressions thus relate the coordinates of the 
crossover point with slope (or slope squared) and curva-
ture of the beam path at the exit point. In order to deter-
mine the position of the crossover, we must therefore 
first determine the electron trajectories, either experi-
mentally or analytically. The analytic approach is not 
prohibitively difficult in the relatively simple geometri-
cal configuration under consideration, provided that 
we can safely make certain simplifying assumptions. 
For instance, if we consider a multiplate deflection sys-
tem (i.e., if we break up the lower plate at a potential 
V. in Fig. 2 into a series of short adjacent plates at 
different potentials I71, V2, • • • , V.), the analysis re-
mains quite simple if we only assume that the electro-
static fields in the region of each plate are uniform (i.e., 
change abruptly at the boundaries between adjacent 
plates without fringing) and that the horizontal separa-
tion between adjacent plates is negligibly small com-
pared with their lengths. 
Under these assumptions the acceleration d2x/dt2 in 

the x direction is zero and the acceleration in the y direc-
tion can be written (in terms of the x component of 
velocity v, =dx/dt) as 

d'y d2y 
v — — - 2 (5) - • 

dt2 dx2 

(4) 

This relationship can then be used in conjunction with 
(4) to determine the position of the crossover point. 

It should be pointed out that under the above-men-
tioned assumption of abrupt changes in the value of the 
electric field, the acceleration—and hence the curvature 
d2y/dx2 of the beam path—will be discontinuous at the 
boundaries between adjacent deflection plates. How-
ever, the beam path itself and its slope both remain con-
tinuous at these transition points. Moreover, the deflec-
tion potentials on adjacent plates are usually varied (in 
a time-correlated fashion, as described below), thus 
creating additional transitions. Both effects can be taken 
into account for a given geometrical and voltage con-
figuration in performing a computation of the crossover 
position xf, yi and of the exit angle O. Conversely, for 
desired values of these parameters, optimum values of 
the injection velocity vx and relative initial position jo 

can be determined. 

EFFECT OF EXIT SLOT 

In order to enable the deflected beam to leave the 
primary section, the upper plate (Fig. 2) at potential 
Vo must be slotted in the x direction. The effect of this 
slot, which can be considered as part of the transition 
section, is that of a thin lens of focal length given ap-
proximately by' 

2V 
=  
E2- E1 

(6) 

where V is the acceleration voltage (in the y direction) 
of the incident particles, and E1 and E2 are the scalar 
magnitudes of the electrostatic fields on the incident and 
exit sides of the apertured plate, respectively. The sub-
scripts yz are used to indicate that the lens focusing 
action takes place in the yz plane, in contrast to the 
deflection-focusing action described by (2)-(4), which 
takes place in the xy plane. Upon passing through the 
slot lens, the electron thus acquires a z component of 
velocity in addition to the x and y components produced 
by the electron gun and by the deflection plates, re-
spectively. The deflection in the yz plane can be de-
scribed in terms of an angle a as follows: 

tan a = vs/v„ (7) 

where a and h. are related (from analogy with geometri-
cal optics) by 

tan a .--- z/f„ (8) 

where z is the distance of the entering parallel ray from 
the axis. 

In the configuration represented by Fig. 2, if El= ( Vo 
-V.)/d is the magnitude of the uniform electrostatic 
field in the primary section and E2 that of the field in 
the region above the primary section, (6) can be re-
duced to 

2E1(d - yo) 2d(1 - jo) 
= 

- E2 
-- 1 

(9) 

E1 

since the accelerating voltage V (in the y direction) is 
given by 

= = El(d - yo) (10) 

and jo = yo/d as before. 
The slot acts as a divergent lens (defocusing) if 

El> E2, so that fi,, is negative; and as a convergent 
lens if EI<E2. Moreover, (9) enables us to make a 
quick estimate of the magnitude of fy, in any special 
case, as in the two following cases. 

Case 1—E2= 

The beam diverges and 

fy, = - 2d(1 - jo) < 0. 

2 C. J. Davisson and C. J. Calbick, "Electron lenses," Phys. Rev., 
vol. 38, p. 585; 1931 and vol. 42, p. 580; 1932. 
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For instance, for an electron entering at the midpoint 
between the parallel plates (jo = 0.5), f„.= — d. 

Case 2—E2/Ei>>1 

The beam converges and 

E1 
— 2d(1 — jo) > 0. 
E2 

For jo = 0.5, .43-4, (Ei/E2)d«d. 

It will be perceived that the exit slot thus represents 
an important part of the transition section and must be 
taken into consideration in the design of this section. 
One practical arrangement, for instance, is to provide 
an almost field-free region between the primary and 
secondary sections. In that case, the focusing action is 

as follows. In the yz plane the beam diverges (since E2 0) 
on passing through the slot, but this divergence is offset 
by the action of the effective convergent lens repre-
sented by the passage from the low-voltage field-free 
transition section to the high-voltage secondary section. 

In the xy plane the beam converges as a result of the 
deflection-focusing action; it is unaffected by the slot, 
approaches a crossover, and would begin to diverge if it 
were not for the offsetting action due to the transit from 
low to high voltage. In the detailed electron-optical de-
sign of the transition section, factors such as space-
charge spreading and the noncircular beam cross sec-
tion resulting from astigmatic focusing must be taken 
into consideration. It should be emphasized that the 
excellent practical results obtained to date have not 
depended on the design of the electron gun, which was 
usually of a conventional, commercially available type; 
further improvements may well result from modifica-
tions which would serve to adapt the gun to the special 
application under consideration (such as providing a 
noncircular beam on entry to the primary section). But 
even with standard guns, the deflection-focusing action 
of the thin crt yields considerably greater definition 
without a sacrifice of brightness than can be attained 
with conventional crt's, and only a slight variation in 
focus from top to bottom is observed. 

SWEEP VOLTAGES 

The number of deflection plates used to produce a 
commercial tv raster is of the order of 10 in both the 
primary and secondary sections. It is not necessary, as 

might appear at first glance, to provide, let us say, 525 
deflection plates to produce a 525-line raster. Instead, 
the voltage on each deflection plate is varied monotoni-
cally from full voltage to near zero in such a way that as 
one plate approaches zero potential, the next one begins 
to decrease from its full value. It is expedient to allow 
the voltage waveforms to overlap in time, i.e., the volt-
age on the second plate is caused to begin decreasing 
considerably before the first plate has reached zero po-
tential with a resultant averaging of the deflecting forces 
acting on the beam. Various combinations of waveforms 
and amount of overlap can be used to get good linearity. 

A number of possible schemes for achieving such se-
quential operation has been developed. Perhaps the 
simplest scheme consists of connecting the deflection 
plates to the anodes of a multianode triode provided 
with a single variable-mu grid wound in such a way 
that the several anodes are located opposite a progres-
sively tighter grid mesh, as shown schematically in Fig. 
3. A positive-going sawtooth voltage applied to this 
grid will cause the tube to conduct progressively from 
top to bottom, so that the requisite sequential operation 
is obtained; the resistors serve to return the plates to 
their initial voltage during the retrace pulse. Alter-
nately, a series of separate triodes can be used, the 
several tubes differently biased to require a progressively 
larger grid pulse to cause conduction; a sawtooth pulse 
is then applied to all the grids in common. This is the 
method that has been most often used to date. 
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Fig. 3—Variable-mu voltage-sweep tube for 
secondary section. 

In another scheme a sweep tube comprising a cath-
ode-ray gun in conjunction with a series of targets is 
used, each target connected to a deflection plate. Se-
quential operation is obtained by deflecting the beam 
so that it sweeps across the targets in sequence. Resis-
tors are again used to return the several deflection 
plates to their initial voltage, except that here they can 
do so without waiting for the retrace. 

Still other arrangements that come to mind involve 
tapped pulse lines, radial beam-switching tubes, and 
other special devices. It should be pointed out that any 
electronic device intended for voltage switching in the 
secondary section must be rated for operation at volt-

ages up to 20 kv. One problem that arises in this con-
nection is the design of tubes in which the effect of high-
voltage positive-ion bombardment of the cathode is 
eliminated to provide long life. One tube, the 6IT6, de-
veloped especially for this purpose, which will be de-
scribed in a companion paper,* includes an electro-
static ion trap for the protection of the cathode. 

3 W. R. Aiken and R. E. Heller, "A high-voltage ion-trap pen-
tode," Electronics Mag., (to be published). 
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PRACTICAL RESULTS 

A number of models of the thin crt have been con-
structed, both continuously pumped and sealed off, and 
comprising various electrode configurations. Fig. 4 
shows an experimental television receiver which was 
first exhibited at WESCON in August, 1956, and under 
the sponsorship of the U. S. Information Service at the 
International Trade Fair held in West Berlin in the fall 
of 1956. The display tube in this particular device is a 
sealed-off model that measures 12X12 inches (Fig. 5) 
with a display area covering about 60 per cent of the 
available glass area; in more recent models of compar-
able size, the relative display area is about 80 per cent. 
The horizontal (primary) deflection section contains 10 
deflection elements, each approximately 1 inch long. 
The vertical (secondary) section consists of 8 plates 
about 1 inch wide, which are made of conducting ma-
terial deposited on the inside of the back surface. Pri-
mary and secondary operating voltages are approxi-
mately 1 and 12 kv, respectively. A televised signal dis-
played on a similar tube is shown in Fig. 6. 

In the laboratory, thin crt's up to 24 inches (diagonal) 
have been constructed, and resolutions as great as 2000 
lines (at nearly acceptable brightness levels) have been 
achieved. In general, the substitution of an electro-
static for a magnetic deflection system makes it pos-
sible to achieve deflection with the expenditure of less 
power than in conventional crt's, especially if care is 
taken in selecting a deflection-control scheme by which 
a minimum number of deflection plates is maintained in 
a lowered voltage condition at any instant; by this 
method, a minimum amount of power is wasted in those 
plate resistors which are not active in beam deflection 
at that instant. 
The deflection-focusing action proves to be rela-

tively insensitive to quite substantial variations in 
the deflection voltages; the percentage changes in both 
deflection angle and final spot size as the primary- and 
secondary-section voltages are varied turn out to be 
very small compared with these voltage changes. Opera-
tion of the thin crt is therefore relatively insensitive to 
power-supply instabilities. Moreover, since the beam 
is deflected through the same two angles regardless of 
the ultimate spot position, no aberrations such as are 
inherent in the variable-angle deflection systems of con-
ventional crt's are present; nor can the effects of other 
aberrations or fabrication errors become very prominent 
since the beam travels only a very short distance after 
the second deflection, so that there is virtually no "lever 
arm" to magnify such distortions. 

There is neither pin-cushion nor barrel-type distor-
tion. One source of aberration is inherent in the varia-
tion of the total length of the beam path for various spot 
positions. Beam spreading results in slightly nonuniform 
focusing over the area of the screen. In practice, this ef-
fect is to a considerable extent compensated by the de-
flection-focusing action described above. 

Fig. 4—Experimental television receiver incorporating a 
thin tube. 

Fig. 5—Experimental sealed-off model (back view). The strips are 
the vertical deflection plates made from conducting material de-
posited on the inside of the glass envelope. 

Fig. 6—Video signal received with the thin tube. 
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One other aberration that must be corrected in the 
model described in the present paper is that which 
arises from the finite value of the injection velocity 
Va. (Fig. 2). The deflection angle O is given by tan 
O =-- vi,/vz, and approaches 90° as va. is made small com-
pared with the deflection velocity v„. However, since 
the electrons must be injected with a finite velocity 
vx, O is not quite a right angle, so that an uncorrected 
rectangular raster appears as a parallelogram skewed 
at an angle O that in practice falls around 80°. This 
aberration can be corrected by a number of methods, 
including positioning the gun and transition section at 
an angle O with respect to the bottom edge of the dis-
play area; making a correction in the controlling signal; 
or immersing the primary section in a localized trans-
verse magnetic field, such as can be obtained by means 
of a very simple magnetic circuit (a U-shaped bar pole 
piece) located outside the vacuum envelope. 

Methods of adapting the thin crt to two or there 
primary color operation have been worked out, and 
experimental models show very promising results, es-
pecially with regard to linearity and raster registration. 
Finally, by the use of transparent vertical deflection 
plates (such as can be obtained by depositing strip 
layers of a transparent conducting material on the back 
plate of the glass vacuum envelope), the thin-crt dis-
play can be viewed from both sides simultaneously; 
if a transparent phosphor is used, the device can be 
made altogether transparent. 

ACKNOWLEDGMENT 

The author gratefully acknowledges the contribution 
of Dr. R. Madey (Brookhaven National Laboratory) 
to the analytical portions of this paper and the aid of 
Dr. C. Siisskind (University of California) in the 
preparation of the manuscript. 

New Microwave Repeater System Using a Single 
Traveling-Wave Tube as Both Amplifier 

and Local Oscillator* 
H. KUROK.A.WAt, ASSOCIATE MEMBER, IRE, I. SOMEYAt, AND M . MORITAt, SENIOR MEMBER, IRE 

Summary—This paper describes a new microwave repeater 
system using one traveling-wave tube as both amplifier and local 
oscillator. The new system uses a minimum number of vacuum tubes 

and requires no afc because of the inherent stability of the local oscil-
lator frequency due to the use of a high-Q cavity resonator in the 
feedback circuit of the traveling-wave tube. The result is marked sim-
plicity in the over-all circuit composition of the repeater equipment. 

Output power, frequency stability, crosstalk, and other char-
acteristics of the new system are examined. Over-all charactenstics 
are also illustrated by examples, and application of the new system 
to the 480 telephone channels is mentioned. 

INTRODUCTION 

AS MICROWAVE repeater equipment for the 
super-multichannel telephone or television trunk 
line, the all-traveling-wave-tube-type repeater 

has some problematic points, such as switching-over to 
the standby circuit and branching of the circuit, and 
also cannot be considered economical with increase in 
the number of microwave tubes. For these reasons, 
throughout the world the heterodyne repeater system 

* Original manuscript received by the IRE, February 8, 1957; re-
vised manuscript received, September 24, 1957. 

Nippon Telephone and Telegraph Corp., Tokyo, Japan. 
Nippon Electric Co., Ltd., Kawasaki, Japan. 

has been used mostly. Nevertheless, this system has 
some difficulties in that it requires the local oscillator 
(LO) and its automatic frequency control (afc) or the 
frequency multiplier circuit following the crystal oscil-
lator, besides the main circuits (IF amplifier, mixer, and 
power amplifier) through which the signal passes. 
The authors have studied and developed a new sys-

tem of microwave repeater equipment [1, 2] which uses 
one traveling-wave tube for a combined purpose of both 
power amplification and local oscillation, and does away 
with the LO klystron and its afc. Some of the more im-
portant points of the new repeater system are given 
below. 

PRINCIPLE AND COMPOSITION OF NEW 
REPEATER SYSTEM [5] 

The new system, as far as the signal passing through 
is concerned, is similar to the conventional heterodyne 
repeater equipment. As shown in Fig. 1, the band-pass 
filter (BPF), receiving mixer (MIX), IF amplifier ( IFA), 
high-power mixer (MIX), and traveling-wave tube pow-
er amplifier (TWT) are connected in tandem. The LO 
power is shifted in frequency corresponding to the differ-
ence between the sending and receiving frequencies be-
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Fig. 1— Block diagram of the new system. 

fore it is applied to the receiving mixer. This is also 
similar to the conventional repeater equipment. 
As mentioned, the uniqueness of the new repeater 

system lies in the use of the traveling-wave tube as both 
power amplifier and local oscillator with provision of a 
proper filter at either side of the traveling-wave tube 
input and output. Through these filters the sending 
frequency is separated from the LO frequency, and only 
the latter is fedback from the output side of the travel-
ing-wave tube to its input side. The feedback circuit is 
provided with a resistance attenuator and a phase 
shifter; and by properly adjusting an amount of the 
feedback, the traveling-wave tube is made to oscillate 
at the LO frequency. 
A major part of the LO power produced is fed to the 

high-power mixer and is modulated by the IF into the 
sending frequency, which is then passed back to the 
traveling-wave tube. The traveling-wave tube, by 
virtue of its broad-band characteristics, amplifies the 
sending frequency while it is generating the local fre-
quency. The amplified sending frequency is separated 
from the LO frequency at the output side of the travel-
ing-wave tube and is delivered to the antenna system. 
This is the operating principle of the new system. In 
practice, the directional coupler is employed to separate 
the feedback power from the LO output, and high-Q 
cavity resonators are provided in the feedback circuit 
to stabilize the LO frequency. (This resonator also 
serves as a branching filter.) Two cavity resonators are 
coupled together to provide the band-pass character-
istics and thereby avoid variation in oscillation strength. 

TRANSMITTING POWER OUTPUT 

Before discussing the power output of the new re-
peater system, the general output characteristics when 
two frequencies are amplified simultaneously at a 
traveling-wave tube will be studied. Let ui and vi be the 
input amplitudes of two frequencies. The composite 
input of two frequencies produces beat, and pulsates 
from a minimum instantaneous input (ui—v)2 to a 
maximum instantaneous input (u+ v)2. Against this 
variation, since the traveling-wave tube generally has a 
saturation characteristic as shown in Fig. 2, the output 
pulsates from Po min to Po max, as the curve in the dia-
gram shows. Although the precise calculation is diffi-
cult, if the following rough approximate equation for 

POUT 

Fig. 2—Working condition of a traveling-wave tube when 
two frequencies are simultaneously amplified. 

the saturation characteristic is assumed, the output 
powers for two frequencies, u02 and v02, can be calcu-
lated [3]. 

0 = 1 — (1) 

where 0 = output amplitude in relative value, and I= 
input amplitude in relative value. If we substitute the 
composite wave of ui and zu for I in the above equation, 
we obtain the output composite wave including various 
frequencies. 
Now, for simplicity, we assume that: 1) The frequency 

characteristics of the gain of the traveling-wave tube 
amplifier is flat in the frequency band considered. 2) 
The harmonics in the output composite wave are negli-
gible. Then we obtain 

(U0 + VO) 2 = 1 - 

(U0 - 170) 2 = 1 - e(ui-oi)2. 

(2) 

(3) 

Fig. 3 shows such calculated results, which can be 
translated further as Fig. 4. From Fig. 4 the following 
may be said qualitatively: 

1) When a composite input is constant, gain of the 
composite output vs composite input is at a mini-
mum when the amplitudes of two frequencies are 
equal. As the ratio of ui to 14 becomes separated 
from 1, the more apart, the larger the gain until it 
approaches the gain of a single frequency. 

2) When the ratio of ui to vi is constant, the smaller 
the composite input, the nearer the gain ap-
proaches that of a single frequency. As the com-
posite input becomes larger, and the average 
operating point nears the maximum saturation 
point, reduction in gain due to the two frequencies 
becomes marked. 

When the above phenomena are applied to the new 
repeater system, the following may be said from 1). 
Namely, reduction in gain of the sending frequency due 
to the use of the traveling-wave tube for both amplifica-
tion and local oscillation, decreases abruptly as the 
power required for the LO becomes small. If the gain of 
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the traveling-wave tube is sufficiently large, only a 
small amount of the high-power mixer output would be 
required; therefore, a small amount of the LO output 
would be sufficient for the high-power mixer. Thus con-
sidered, reduction in gain of the traveling-wave tube 
due to the new system becomes a negligible factor. From 
2), it is also seen that the traveling-wave tube used in 

this system should have preferably a high maximum 
saturation point. 

In practice, however, since the adjustment of the 
helix voltage and the matching between the waveguide 
and tube are aimed at obtaining the optimum condition 
of the sending frequency, gain for the two frequencies 
would not be identical in each case. Fig. 5 shows the 
measured value of the amplification characteristics using 
a type 4W75 4000-mc band traveling-wave tube [la 
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Fig. 5—Measured characteristics of a traveling-wave tube 
when two frequencies are simultaneously amplified. 

The abscissa represents the sending frequency input 
(u,e); the ordinate, the sending frequency (2402) and LO 
frequency output (1/02); the parameter, the LO fre-
quency input (t.42). Straight line M represents the char-
acteristics when the conversion loss (L0—>signal) of the 
high-power mixer is made constant. The sending output 
for each LO input is represented by an output on curve 
u02, which corresponds to the signal input at the inter-
section of line M and curve v02. When the LO input is 
varied successively (in practice, the resistance attenu-
ator in the feedback circuit is varied), the characteris-
tics shown in Fig. 6 are obtained. It will be noted in the 
diagram that, with increase in the LO input, the mixer 
output increases, while the amplification of the travel-
ing-wave tube decreases. Eventually, there exists a peak 
for the sending output, which is about 1.6 watts in this 

example. When this is compared with an output of 2 
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watts which would be gained with an identical input by 
a single-frequency amplifier, the output is about 1 db 
down. However, an output loss of this extent is consid-
ered to be quite permissible because of the large ad-
vantage that this system offers. 
As described, the operating point of the traveling-

wave tube in this system can be readily set to its peak 
by varying the resistance attenuator in the feedback 
circuit. However, since a marked variation in this 
operating characteristic might cause cutoff of the local 
oscillation, the helix voltage of the traveling-wave tube 
is stabilized by the series tube. The supply circuit de-
sign also considers possible reduction in gain of the 
traveling-wave tube due to decrease in the cathode emis-
sion current during a prolonged tube use. To remedy 
this, the first anode voltage is controlled to keep the 
cathode current constant at all times. 
From a number of past showings, it has been made 

clear that the repeater equipment thus designed and 
constructed, retains the initially selected operating 
condition for a long period of time. 

FREQUENCY STABILITY 

Initial Drift of Oscillation Frequency 

In each of the conventional microwave oscillators 
such as klystron oscillator, light-house tube oscillator, 
and magnetron, a part or entire resonance cavity which 
determines the oscillation frequency is made up of its 
tube electrodes; and because of deformation of these 
electrodes from temperature rise in the initial period of 
oscillation, frequency drift at the start of oscillation 
cannot be avoided. In the traveling-wave tube which 
has high-Q cavity resonators inserted in the feedback 
circuit, the main element which determines the fre-
quency is outside the traveling-wave tube and is not 
influenced by temperature rise. 

Fig. 7 shows a value actually measured. When the 
heater is connected in advance, frequency drift at the 
start of oscillation is of order less than 4X10 -', and 

1-leKG 

4000 MC 

- IOKC 

- 20 KC 
o 2 4 6 8 

TIME IN MINUTES 

Fig. 7—Frequency drift of the twt oscillator. 
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immediately after the throwing of the main switch, the 
system is in perfect readiness for normal operation. The 
above drift, in the meantime, is considered to be at-
tributed to the expansion of the helix and the change of 
dielectric constant of support rods due to the temper-
ature rise at the start of oscillation. 

Frequency Variation Due to Supply Voltage Variation 

In general, the following relation [6, 7] holds true: 

dO T N 
— • — radian/V 

dV 2 V 
(4) 

where 

V = helix voltage 
dV = amount of variation in helix voltage 
N = length of helix expressed in the number of waves 
dO = amount of phase variation in amplified wave. 

Also, when the traveling-wave tube is given a feedback, 
it becomes an oscillator. 
Then, if the amplified wave in the traveling-wave 

tube changes its phase O by dO, the oscillation frequency 
fis changed by df and the entire phase ci) in the loop cir-
cuit is changed by cl¢e. The relations between dO, dct., and 
df are given by 

dO d4e -= 

df di" 
— = — • 

(I) 

(5) 

(6) 

Therefore, the next equation between the phase vari-
ation in the traveling-wave tube and the variation of 

the oscillation frequency is obtained: 

df — do — do 

2r(N NQ Ne) e 
(7) 

where 

NQ =equivalent length of frequency reference cavity 
(expressed in the number of waves) 

= equivalent length of feedback circuit (expressed 
in the number of waves). 

And when there are n cavities, the following relation 
exists: 

nQ 
— 

71" 
(8) 
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where 

Q= loaded Q for one cavity. 

From (4) and (7), the relation between voltage variation 
and frequency variation becomes 

df N dV 

f 4(N ± NQ ± No) V 

The traveling-wave tube tested was of the type 4W75, 
N=35, the reference resonator used consisted of two 
cavities, each of whose Q=4000, and it was assumed 
that N8 570. These values were substituted in (9), the 
obtained value of the frequency variation was about 330 
kc for 3 per cent variation in supply voltage at 4000 mc. 
As shown in Fig. 8, the measured value agreed ap-
proximately with the above calculated value. Variation 

of this extent is permissible for a transmitter and re-
ceiver equipment operating at 4000 mc. In actual equip-
ment, however, the helix voltage is stabilized to avoid 
the oscillation amplitude variation with the supply 
voltage. Since the feedback gain for the stabilizing cir-
cuit is sufficient (more than 40 db), variation of oscilla-
tion frequency with the ac supply voltage is not ex-
perienced at all. Eventually the temperature coefficient 
for the frequency reference cavity will remain as the 
final problem. Presently, the reference cavity is made 
from invar metal and provides sufficient accuracy for 
practical purposes. 

(9) 

UNINTELLIGIBLE CROSSTALK 

In this system, the frequency-modulated signal from 
the high-power mixer and the LO frequency are simul-
taneously amplified at the same traveling-wave tube. 
In this case, cross modulation phenomenon from the 
transmitting signal to the LO frequency was a matter of 
concern. This study showed that the cause of cross 
modulation primarily lies in the phase modulation of the 

output wave due to the amplitude variation in the 
traveling-wave tube input, and that other factors are 
negligible. 

If the frequency/amplitude characteristic for the IF 
amplifier, mixer, and waveguide filter, etc. are not flat 
throughout, the high-power mixer output suffers am-
plitude modulation during frequency modulation. The 

undesirable amplitude modulation thus produced is 
passed to the traveling-wave tube where it is converted 
to the phase modulation [ 12]. 

This phase modulation occurs in the transmitting 
frequency and is also present in the LO frequency. 

Among these effects on the signal are the phenomena 
experienced as long as the traveling-wave tube is used 
as an output tube, even in the conventional heterodyne 
repeater equipment in which the local oscillator is pro-
vided separately. When this fact is considered, the am-

plitude characteristic of the IF amplifier, of course, 
should be sufficiently flat. However, the point which 
needs special consideration [4] is that the LO fre-
quency, which should be fundamentally free from modu-
lation, is frequency-modulated, since this is a distortion 
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Fig. 8—Frequency and power variations caused by the var-
iation of the helix voltage. 

due to the feature of the new system. On this point it can 
be said that unintelligible crosstalk may be explained 
as follows: when the frequency deviation of the signal 
and that of the LO are linearly related, no distortion is 

produced and accordingly no unintelligible crosstalk is 
present. However, when amplitude-frequency character-
istics for the IF amplifier and mixer have to be ex-

pressed by the quadratic, cubic, or still higher order 
curves, the LO frequency is frequency modulated by 
the harmonic components of the modulation frequency 
of the signal. These are mixed up at the high-power and 
receiving mixer stages and added to the signal as unin-
telligible crosstalk. 

In the above explanation, cross modulation was re-
ferred as "phase modulation" or as "frequency modula-
tion." Strictly speaking, the correct use of either term 
depends on the modulation frequency being considered. 
When a very low modulation frequency is considered, 
the LO frequency which undergoes phase modulation 
at the traveling-wave tube is frequency-modulated, 
since phase change is proportional to frequency devia-
tion in the feedback circuit. In a usual traveling-wave 
tube oscillator, it is clear that when the phase of the 
amplified wave in the traveling-wave tube is changed 
by some means, its phase variation equals the variation 
of the phase in the feedback loop including helical line 
in the tube and cavity resonators because of the varia-

tion of the oscillation frequency. The above mechanism 
is similar when the phase in the traveling-wave tube os-

cillator is affected by the low-modulation frequency, the 
sidebands of which are not cut down by the cavity reso-
nators in the feedback circuit. Thus, if a small deviation 
range is considered, the deviation of the LO frequency is 
proportional to the phase variation in the traveling-
wave tube, which relates the amplitude variation of the 
signal frequency and does not relate its modulation fre-
quency. Therefore, in the low-modulation frequency, 
the deviation can be measured by the method in which 
the signal amplitude changes statically. 

Fig. 9 shows statically measured values of frequency 
variation. In this measurement, the IF output applied 
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Fig. 9—Variation of local oscillator frequency caused by 
the variation of input power. 

to the high-power mixer was varied successively to give 
corresponding variation in signal input to the traveling-
wave tube, and each LO frequency variation was meas-
ured. The results showed that for a variation of 20 per 
cent in signal input, the corresponding variation in the 
oscillation frequency was 2 kc. Accordingly, when it is 
assumed that the amplitude/frequency characteristic 
up to the traveling-wave tube is a single-peak character-
istic of the 0.1-db deviation in ± 4-mc band, the second 
harmonic distortion becomes 92 db, which is quite neg-
ligible for practical purposes. 

Let us next consider the case of higher modulation 
frequency. With a higher-modulation frequency com-
ponent, its sideband waves are fully attenuated in 
passing through the cavity resonators and are hardly 
fed back to the traveling-wave tube input side. It is 
more reasonable, then, to assume that the phase modu-
lation occurs at the traveling-wave tube output side. 
Under the above circumstance, if the LO frequency 

supplied to the high-power and receiving mixers is 
branched off at the output side of the traveling-wave 
tube, the modulated component cross-modulated at the 
tube is also passed out to the mixers. But if branching 
to the mixers is made after the two high-Q cavity reso-
nators, the cross-modulated component reaching the 
mixers is reduced exceedingly and suppressed in amount 
as to be harmless for practical purposes. Attenuation of 
sideband waves by two high-Q circuits increases at a 
rate of about 12 db per octave, and becomes about 33 db 
at a modulation frequency of 2 mc which corresponds to 
the highest subcarrier of 480 channels. Although dis-
tortion developed through phase modulation increases 
at a rate of 6 db per octave, when the above attenuation 
is subtracted, distortion decreases substantially at high-
modulation frequencies. At low-modulation frequencies, 
cross modulation shows up in the form of frequency 
modulation as stated previously, and results in fre-
quency deviation unrelated to the modulation frequen-
cies themselves. 

Thus, the new system provides two-frequency simul-
taneous amplification completely free from cross modu-
lation using the same traveling-wave tube, due to the 
fact that one of the frequencies is the LO frequency 
without modulation, which permits the use of high-Q 
cavities. On this point, the new system differs distinctly 
from the all-traveling-wave tube repeater system using 
reflex principle [12], which produces cross modulation. 

TIPO-!  BRANCH 
CIRCUIT N  

1 ROM 

BPF FOR L 0 FREQ 

..i B.P.F.FORRHEIVIN5 FREQUENCY 

FROM ANTENNA 

MATCHINCI STUBS 

CRYSTAL 
MOUNT 

I NIRMEDIATE 
FREQ. OU1RUT 

CAVITY TUNED FOR L O FREQUENCY 

Fig. 10—Single mixer using the type-L branch circuit. 
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Fig. 11—Amplitude-frequency characteristic of receiver 
section of the repeater. 

OVER-ALL CHARACTERISTICS OF NEW-SYSTEM 
REPEATER EQUIPMENT [9 ] 

Receiver Section Characteristics 

The receiver section of the new-system repeater 
equipment consists of a single mixer, four stages of in-
verted-type amplifier following the mixer, and a main 
IF amplifier operating in 70 mc ± 20 mc band. As shown 
in Fig. 10, the single mixer employs an L-type branching 
circuit [10] specially designed to eliminate the leak of 
the LO output to the receiving antenna side. Noise 
figure of this section averages 12 db. At the top of the 
receiver input, the matching and adjusting circuit is 
provided, and it keeps the vswr value below 1.1 in the 
bandwidth of 20 mc. This circuit is inserted to prevent 
the generation of echo distortion in the fm wave. Fig. 11 
shows the amplitude/frequency characteristic curve of 
the over-all receiver section, the deviation of which is 
within 0.2 db in ± 10 mc band. In the agc characteris-
istics, the output variation is suppressed to about 0.5 
db for the input variation between — 25 dbm and — 60 
dbm. 

Transmitter Section Characteristics 

The transmitter section consists of an IF amplifier 
unit operating in 70 mc + 20 mc band, a high-power 
mixer using the germanium diodes, and a traveling-
wave tube which follows the mixer. Because of the non-
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Fig. 13—Noise loading test results when modulator-2 re-
peators-demodulator are connected in tandem. 

linearity of the traveling-wave tube, this system pro-
duces spurious frequencies at intervals of 70 mc, for 
which a band-pass filter (bpf) is provided at the output 
side of the tube. As in the case of the input side of the 
receiver equipment, a directional coupler for matching 
adjustment is provided at the output side of the trans-
mitter equipment. The traveling-wave tube amplifier 
unit also provides the agc function. Because of the 
saturation characteristic of the traveling-wave tube, 
when the IF output varies and in turn varies the con-
verted microwave signal, the LO output increases or 
decreases inversely to vary the conversion loss at the 
mixer, and suppresses variation in mixer signal input. 

Transmitter and Receiver Over-All Characteristics 

Over-all delay distortion of the transmitter and re-
ceiver in this system is about 8 m,usec in + 10-mc band, 
a typical example of which is shown in Fig. 12. As the 
above measurement shows, the value measured between 
the receiver input and transmitter output agrees with 
that measured between the receiver input and high-
power mixer output. Therefore, delay distortion at the 
power amplifier of the traveling-wave tube is a negligi-
ble factor. 

For testing the over-all characteristics of this repeater 
equipment as applied to the super-multichannel circuit, 

two repeater equipments were tandem-connected. To 

Fig. 14—Front view of new repeater (4 kmc), used 
for trunk line in Japan. 

this an fm modulator-demodulator equipment was con-
nected, and a noise loading test corresponding to that for 
the 480 channels was made. The result was expressed in 
terms of signal-to-noise ratio (snr) per channel as show 
in Fig. 13. In the diagram, the ordinate shows the com-
posite frequency deviation; and parameters B, C, and D 
represent snr of channels whose subcarriers are 400 kc, 
1 mc, and 2 mc, respectively. According to the diagram, 
the signal-to-noise value of curve D, representing the 
worst snr channel of the 480 channels at the standard 

modulation depth (ordinate 0 db) of 280 kc per chan-
nel, is 64 db. Since the snr of the fm modulator-de-
modulator itself is 65 db, the signal-to-noise deteriora-
tion due to distortion of two repeater equipments is 
better than 70 db, which is considered to meet the re-
quirements for the CCIF 2500-km circuits. This distor-
tion is made up mainly of delay distortion. It has been 
proved, after all, that the use of the traveling-wave tube 

for the dual purpose of amplification and oscillation 
presents no problem, except that a slight lowering of its 
output is encountered. Fig. 14 shows a front view of one 

of the new repeaters. Fig. 15 shows a photograph of an 
improved model. This model is considerably more sim-
plified in circuitry and miniaturized in size, exhibiting 
full advantages of this system; it is 210 cm high by 52 
cm wide by 22.5 cm deep, including power units. Fig. 16 
shows a package type traveling-wave tube, type 4W75 
[11], used in the improved model. 



1957 Kurokawa, Someya, and Morita: New Microwave Repeater System 1611 

Fig. 15—Front view of improved and miniaturized new 
repeater (4 kmc). 

CONCLUSION 

This new repeater system, compared with the con-
ventional heterodyr.e system, provides the following 
features: 1) a separate LO is not required, 2) an afc is 
not required, and 3) as a result, the entire equipment 
has been markedly simplified. 
The following are some of the concrete advantages 

gained through the use of this repeater equipment on 
such circuits. In the conventional system route between 
Osaka and Fukuoka, the number of vacuum tubes used 
per repeaterequipment is 70, of which four are microwave 
tubes. In the new system installed along Tokyo, Sendai, 
and Sapporo, the number of vacuum tubes used per re-
peater equipment is 35, of which only one is the micro-

wave tube. The difference between the two arises from 
the absence of the LO tubes and the automatic fre-
quency control circuit for the oscillator in the new sys-

tem. 
It is expected, then, that, because of the simplified 

circuitry of the new system, sharp reduction of main-
tenance labor, of failure percentage, and of vacuum tube 

Fig. 16—Package type traveling-wave tube (type 4W75), 
used for improved repeater shown in Fig. 15. 

replacement costs can be realized. Already 240 such re-
peater equipments have been made and installed in 
many stations along the trunk line, and are now regu-
larly operating with excellent results. The fact that per-
centage failure for the above trunk line is markedly low 
in comparison with those of the conventional circuits 
is considered proof of the merits of this system. 
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FOREWORD r-
fHESE Standards are supplementary to, and 

should be used in conjunction with, IRE Stand-
ards on Graphical Symbols for Electrical Dia-

grams, 1954 (54 IRE 21. S1). The following are some 
points of general philosophy underlying their develop-
ment. 

1) The symbol structure should reflect the past; i.e., 
the symbols should, within a logical framework, 
revert in their simplest forms to those commonly 
in present use. 

2) The symbol structure should look to the future; 
i.e., it should be capable of extension to the many 
new semiconductor devices that may become avail-
able. 

J. H. Mulligan, Jr. 
W. Palmer 
R. L. Pritchard 
P. A. Redhead 
R. Serrell 
H. R. Terhune 
W. E. Tones 
J. E. Ward 
E. Weber 

3) The symbol structure should indicate physical 
properties, when this is possible, without over-
complication. 

The Symbols Committee feels that these Standards 
comply with the general philosophy expressed above. 
Section 2.0 illustrates the application of the ancillary 
symbols of Section 1.0 to a variety of semiconductor 
devices. 

1.0 BASIC RULES AND SYMBOL ELEMENTS 

This section sets forth the basic rules and symbol 
elements for the construction of graphical symbols for 
semiconductor devices. See 1.17 for full details of graph-
ical construction. 

* Approved by the IRE Standards Committee, July 11, 1957. Reprints of this Standard, 57 IRE 21. S3, may be purchased while available 
from the Institute of Radio Engineers, 1 East 79th Street, New York, N. Y., at $.60 per copy. A 20 per cent discount will be allowed for 100 
or more copies mailed to one address. 
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/./ Semiconductor region with one ohmic connection. 
(In the illustration, the horizontal line indicates 
the base region and the vertical line indicates the 
ohmic connection.) 

1.2 Semiconductor region with a plurality of ohmic 
connections. ( In the illustrations, the horizontal 
lines indicate base regions and the vertical lines 
indicate ohmic connections.) 

1.3 Transition between P and N regions (either P to N 
or N to P). (Slant lines indicating transitions shall 
be appreciably shorter than collector and emitter 
lines. Note that the transition is along the hori-
zontal line and that no ohmic connection is made 
to the slant line. See 2.9 and 2.11 as examples.) 

1.4 Intrinsic (I) region between regions of dissimilar 
conductivity type. (Slant lines indicating transi-
tions shall be appreciably shorter than collector 
and emitter lines. Note that the transition is along 
the horizontal line and that no ohmic connection 
is made to the slant line. See 2.14 and 2.15 as 
examples.) 

1.5 Intrinsic (I) region between regions of similar con-
ductivity type. (Slant lines indicating transitions 
shall be appreciably shorter than collector and 
emitter lines. Note that the transition is along the 
horizontal line and that no ohmic connection is 
made to the slant line. See 2.16 and 2.17 as exam-
ples.) 

1.6 P region on N region (rectifying junction). 

1.7 P emitter on N region. (The slant line with arrow-
head represents the emitter and the horizontal 
line represents the N region.) 

1.8 Plurality of P emitters on N region. (When pos-
sible, the electrodes on the symbol drawing should 
have the same relative order as the electrodes on 
the device.) 

1.9 N region on P region (rectifying junction). 
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1.10 N emitter on P region. (The slant line with arrow-
head represents the emitter and the horizontal line 
represents the P region.) 

1.11 Plurality of N emitters on P region. (When pos-
sible, the electrodes on the symbol drawing should 
have the same relative order as the electrodes on 
the device.) 

1.12 Collector on semiconductor region of dissimilar-
conductivity type. (The slant line represents the 
collector, and the horizontal line does not undergo 
a transition at the point where the slant line meets 
it.) 

1.13 Plurality of collectors on semiconductor region. 
(When possible, the electrodes on the symbol 
drawing should have the same relative order as the 
electrodes on the device.) 

1.14 Collector separated from a region of opposite-con-
ductivity type by an intrinsic region. The intrinsic 
region is the region between the slant lines, and the 
collector connection is made to the long solid slant 
line. 

1.15 Collector separated from a region of the same con-
ductivity type by an intrinsic region. The intrinsic 
region is the region between the slant lines. 

1.16 The line enclosing the device symbol is for recogni-
tion purposes and its use is recommended. 

1.17 Arrowheads on both N- and P-emitter symbols 
shall be of 45° included angle. They shall be filled 
and approximately half their length away from the 
semiconductor-region symbol. The emitter and 
collector symbols as well as the transition lines 
shall be drawn at approximately 60° to the semi-
conductor-region symbol. 

1.18 The following device properties may be indicated 
with the aid of identifying letters placed within the 
enclosure or adjacent to the symbol. 

B = breakdown device 
r = storage device 
T = thermally actuated device 
X = light-actuated device. 

_/ / \  IL_ \ 

It is recognized that all semiconductor devices are 
light and temperature sensitive and exhibit breakdown 
and storage characteristics. The letters listed above are 
to be used only if these properties are essential to the 
operation of the circuit. 

2.0 GLOSSARY OF DEVICE SYMBOLS 

In this section, a listing is made of some semicon-
ductor devices, together with their graphical symbols. 
It is recognized that in many cases it is possible to de-
velop other device symbols using the standard symbol 
elements shown in Section 1.0. In general, the angle at 
which a connecting lead is brought to a graphical symbol 
has no particular significance. Orientation, including a 
mirror-image presentation, does not change the meaning 
of a symbol. 
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2.1 P-N-P transistor (also P-N-I-P transistor, if 
omitting the intrinsic region will not result in 
ambiguity). 

Ile 

2.2 N-P-N transistor (also N-P-I-N transistor, if omit-
ting the intrinsic region will not result in ambi-
guity). 

2.3 P-type unijunction transistor (sometimes called 
double-base diode or filamentary transistor). 

2.4 N-type unijunction transistor (sometimes called 
double-base diode or filamentary transistor). 

2.5 P-type field-effects transistor. 

2.6 N-type field-effects transistor. 

2.7 P-N-P-N transistor (hook or conjugate-emitter 
connection). 

2.8 N-P-N-P transistor (hook or conjugate-emitter 
connection). 
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2.9 P-N-P-N transistor (remote base connection). 

2.10 N-P-N-P transistor (remote base connection). 

2.11 P-N-P-N transistor without base connection. 

2.12 P-N-P tetrode. 

2.13 N-P-N tetrode. 

2.14 P-N-I-P transistor with ohmic connection to the 
intrinsic region. 

2.15 N-P-I-N transistor with ohmic connection to the 
intrinsic region. 

2.16 P-N-I-N transistor with ohmic connection to the 
intrinsic region. 

nr 

or 
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2.17 N-P-I-P transistor with ohmic connection to the 
intrinsic region. 

2.18 P-N diode. (The arrowhead shall be of 60° in-
cluded angle; the point of the arrowhead shall 
touch the adjacent element symbol.) 

2.19 Breakdown P-N diode. (The arrowhead shall be 
of 60° included angle; the point of the arrowhead 
shall touch the adjacent element symbol.) 

2.20 Bipolar voltage limiter. (The arrowhead shall be 
of 60° included angle; the point of the arrowhead 
shall touch the adjacent element symbol.) 

2.21 P-I-N triode.' 

2.22 P-I-N diode.' 

It will be noted that these symbols do not exactly conform to the 
rules of Section 1.0. They are, in effect, the transition between the 
diode and the multielement-device symbols. Arrowheads shall be of 
60° included angle; the point of the arrowhead shall touch the ad-
jacent element symbol. 
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The 1959 International Radio Conference* 
FRANCIS COLT DE WOLFt 

ri HE International Radio Conference of the Inter-
national Telecommunication Union will be held in 

  Geneva from July 1 to October 30, 1959. The 
conference will review and revise as necessary the cur-
rently effective International Radio Regulations drawn 
up at Atlantic City in 1947. The review of the Regula-
tions by the Conference is certain to include lengthy 

study of the frequency allocation plan and will doubt-
less result in certain revisions. 

BACKGROUND 

Before describing specifically what has been done in 
the United States in preparation for the forthcoming 
International Radio Conference, it may be useful to 

review the history, organization, and operation of the 
International Telecommunication Union (ITU), al-
though the organization and its functions have pre-
viously been more completely described in the IRE 
TRANSACTIONS and PROCEEDINGS.' 

The need for international cooperation and regulation 
in the field of telecommunications has long been estab-

lished. Austria and Germany recognized such a need as 
early as 1850 when they joined in a Regional Telegraph 
Union. Actually the ITU had its origin as the Inter-
national Telegraph Union under a Convention drawn 
up in Paris in 1865. 

The Paris Convention was revised by a Conference 
in Vienna in 1863, which created what is now known as 
the General Secretariat of the ITU. It became the 
Union's permanent liaison organ. Its headquarters were 
located in Berne until 1948 when they were moved to 
Geneva. 

The first provisions concerning international tele-
phone services were drawn up in Berlin in 1885 and the 
first International Radio Telegraph Convention was 
signed in Berlin in 1906. The interrelation of inter-
national telegraph and telephone regulations became 
apparent with the increasing use of these services and 
the development of radio. Therefore, two plenipoten-
tiary conferences, the Telegraph and Telephone Confer-
ence and the Radio Telegraph Conference, were held in 
Madrid in 1932 out of which emerged a single Inter-
national Telecommunications Convention, with an-
nexes called the Telegraph Regulations, the Telephone 
Regulations, and the Radio Regulations. Countries 

* Original manuscript received by the IRE, August 26,1957. 
f Chief, Telecommunications Division, Dept. of State, Wash-

ington, D. C. 
' F. C. de Wolf, "The ITU and global communications," IRE 

TRANS., vol. CS-2, pp. 18-21; November, 1954. 
E. W. Allen, "The seventh plenary assembly of the International 

Radio Consultative Committee," PROC. IRE, vol. 43, pp. 132-139; 
February, 1955. 

which signed or acceded to it formed the ITU, and con-
stituted its membership. 
The stated purposes of the ITU are to maintain and 

establish international cooperation for the improvement 
and rational use of telecommunication of all kinds; to 
promote the development of technical facilities and 
their most efficient operation with a view to improving 
the efficiency of the telecommunication services, in-
creasing their usefulness, and making them, so far as 
possible, generally available to the public; and to har-
monize the actions of nations in the attainment of those 
common ends. 

The ITU Conferences at Atlantic City in 1947 and 
the Plenipotentiary Conference at Buenos Aires in 1952 
introduced substantial changes in the organization and 
structure of the ITU to provide for the establishment 
and maintenance of permanent organs to deal with tele-
communication matters at an international level. The 
decisions of those conferences were supplemented by 
more recent actions of the ITU Administrative Council, 
particularly at its Tenth Session in 1955. The Conven-
tion at present in force, which is actually the constitu-

tion of the Union, was drawn up by the Buenos Aires 
Conference in 1952. Its provisions are completed by the 
Radio Regulations and the additional Radio Regula-
tions of Atlantic City 1947, the Telegraph Regulations 
of Paris 1949, and the Telephone Regulations of Paris 
1949. It is the review and revision of the Radio Regula-
tions and the additional Radio Regulations of Atlantic 
City 1947 with which the forthcoming conference will 
deal and with which this article is concerned. The con-
ference also will be concerned with the work and activi-
ties of two of the ITU permanent organs, the Inter-
national Frequency Registration Board (IFRB), and 
the International Radio Consultative Committee 
(CCIR). Detailed provisions regarding these organs 
are included in the Radio Regulations. Both of them 
have their headquarters at Geneva with the General 
Secretariat of the ITU. 

THE INTERNATIONAL FREQUENCY REGISTRATION BOARD 

The functions of the IFRB are to effect an orderly re-
cording of frequency assignments notified to the 
Board by the different countries so as to establish, in 
accordance with the procedure provided for in the Radio 
Regulations and in accordance with any decisions which 
may be taken by competent conferences of the Union, 
the date, purpose, and technical characteristics of each 
of these assignments, with a view to insuring formal in-
ternational recognition thereof; to furnish advice to 

members and associate members with a view to the 
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operation of the maximum practical number of radio 
channels in those portions of the spectrum where harm-
ful interference may occur; to perform any additional 
duties, concerned with the assignment and utilization of 
frequencies, prescribed by a competent conference of 
the Union, or by the Administrative Council with the 
consent of the majority of the Members of the Union in 
preparation for or in pursuance of the decisions of such 
a conference; and to maintain such essential records as 
may be related to the performance of its duties. 
The members of the Board, who are independent in-

ternational officials, are elected by the International 
Radio Conference according to the present provisions of 
the Radio Regulations. The conference will have the 
task of considering the membership provisions and of 
electing Board members. 

THE INTERNATIONAL RADIO 
CONSULTATIVE COMMITTEE 

The CCIR studies technical radio questions and oper-
ating questions, the solution of which depends prin-
cipally on considerations of a technical radio character 
and issues recommendations on them. Countries that 
are members of the Union are, as of right, members of 
the CCIR. The Secretariat of the CCIR at Geneva is 
headed by a Director, and a Vice-Director specializing 
in broadcasting, both of which positions are filled by 
election. The CCIR works through Plenary Assemblies, 
which meet approximately every three years, and re-
view and approve the results of the work of its various 
Study Groups, making recommendations where ap-
propriate. The Study Groups, of which there are four-
teen under the chairmanship of experts from various 
countries, work in the interim between Plenary As-
semblies on specialized assigned technical radio prob-
lems to develop recommended solutions. The Study 
Groups conduct their work by correspondence but hold 
international meetings when necessary. 

Besides being concerned with the provisions of the 
Radio Regulations covering the organization and 
structure of the CCIR, the forthcoming Radio Confer-
ence will consider the recommendations and the results 
of the studies of the CCIR on technical radio question 
for guidance in its deliberations on international radio 
problems and for possible inclusion in the revised Radio 
Regulations where appropriate. 

RESPONSIBILITY FOR PREPARATORY WORK 

The foregoing may bring into focus some of the mat-
ters which have to do with the United States prepara-
tion for, and later United States participation in, the 
Radio Conference at Geneva beginning July 1, 1959. 
Radio engineers, as well as others connected with tele-
communication companies and organizations, or the 
government agencies concerned, are aware of the intense 
interest in the comparatively recent growth in the use 
of radio internationally as well as domestically; conse-
quently, this interest becomes of intensified concern 

when new international agreements or regulations are 
to be promulgated. 

In the United States Government structure, the 
Secretary of State is responsible to the President for the 
conduct of foreign affairs, including negotiations of in-
ternational agreements in the field of telecommunica-
tions. There are extensive and detailed agreements in 
this field and such matters are therefore of consider-
able concern to the Department of State. Domestically, 
the Office of Defense Mobilization is responsible for the 
coordination of the radio requirements of the civil and 
military agencies of the Federal government; the Fed-
eral Communications Commission (FCC) is responsible 
for the coordination and regulation of the frequency 
requirements of the other users of out radio services. In 
the preparation of the United States position on various 
international telecommunication questions for presen-
tation at an international level, there is what amounts 
to a triangle, with the Department of State at the apex 
having final authority for making United States policy 
on international questions, supported jointly at the base 
by the FCC and the users licensed by it on one side and, 
on the other, the Office of Defense Mobilization and the 
Government users of radio. 
To assist it in the formulation of policy decisions, the 

Department of State has established a standing advi-
sory committee known as the Telecommunications Co-
ordinating Committee (TCC). The TCC was created in 
1946 by an exchange of letters among the Secretary of 
State and the heads of four other government depart-
ments and the Federal Communications Commission. 
The Committee is composed of one representative of the 
Departments of State, Treasury, Commerce, the FCC, 
and the Departments of the Army, Navy, and Air 
Force. TCC representatives are designated by the heads 
of each agency. The Committee, as a matter of practice, 
includes in its meetings and in the composition of any 
working committees representatives of any nonmember 
agencies having a special interest in the work in hand. 

PREPARATORY COMMITTEE STRUCTURE 

In addition to this standing committee, the Depart-
ment of State establishes special preparatory commit-
tees to develop factual and policy information for use 
in connection with specific conferences in the inter-
national telecommunication field. Such a committee has 
been established to formulate proposals and to recom-
mend United States policy for the International Radio 
Conference. 
The first meeting of the full preparatory committee 

for the International Radio Conference was called by 
the Department of State on November 8, 1956. At this 
meeting it was agreed to establish five working com-
mittees comprised of an Executive Committee and four 
technical committees. The Executive Committee has 
the responsibility for over-all coordination, guidance, 
and approval of the work of the technical committees 
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described below, which deal with various categories of 
technical work. 
The Department of State undertook to obtain chair-

men for the four technical committees from certain of 
the interested Government agencies The various com-
mittees and their chairmen are as follows: 

Committee I—Executive Committee 
F. C. de Wolf, Chief, 
Telecommunications Division, 
Department of State. 

Committee II—Organizational Regulations 
Rear Admiral J. N. Wenger, 
Joint Chiefs of Staff, 

Communications-Electronics Office. 
Committee III—Frequency Allocations 
Commander T. A. M. Craven, 
Commissioner, FCC 

Committee IV—Technical Regulations 
Dr. F. W. Brown, Director, 
Boulder Laboratories, 
National Bureau of Standards. 

Committee V—Operating Regulations 
Rear Admiral F. T. Kenner, 
U. S. Coast Guard. 

The members of Committee I, who are the principal 
representatives designated by government agencies, 
private companies, or organizations for the preparatory 
work, are responsible for coordinating the participation 
of all persons from their agencies, companies, or organi-
zations in the various technical committees in order that 
such participants may have a unified position; for ob-
taining the approval of their respective agencies or 
companies for the proposals prepared by the various 
technical committees; for reviewing and approving the 
results of the work of the technical committees; for 
representing the views of their agencies on questions of 
policy which may arise; and for resolving conflicts 
which cannot be resolved within a technical committee. 
In the case of any such conflict, the matter may be re-
ferred to the Executive Committee by any member of 
the Executive Committee. 
The general work assignments of the various tech-

nical committees, that is, the provisions of the Radio 
Regulations, 1947, or the subjects with which they deal, 
are as follows: 

Committee II—Organizational Regulations 

Art. 18 and App. C—Monitoring 
Art. 20 and App. 6 and 7—Service Documents 
Art. 21—Secrecy 
Art. 22—Licenses (Station) 
Art. 42—Amateur Stations 
Art. 43—Experimental Stations 
Art 44 and App. 15—Radiolocation Service 
Art. 45—Special Service 
Art. 46—Proposals Regarding CCIR 
Art. 47—Effective Date 

Recommendation No. 3—International Monitoring 
App. 13—Hours of Service for Ships. 

Committee III—Frequency Allocations 

Art. 3—General Rules for Assignment and Use of 
Frequencies 

Art. 4—Special Arrangements 
Art. 5—Table of Frequency Allocations 
Art. 6—Classes of Emissions 
Art. 7—Special Rules for Assignment and Use of 

Frequencies 
Art. 9—Special Rules Relating to Particular Services 
Art. 10, 11, 12—Proposals Regarding the I FRB 
App. 1—Form of Notice to IFRB 
App. 2—Report of ', Irregularity or Infringement of 

Convention on Radio Regulations 
Resolutions—Preparation of the new International 
Frequency List, Directives for the Provisional Fre-
quency Board, and Participation in the Provisional 
Frequency Board 
App. 6 (List I)—International Frequency List 
EARC Agreement. 

Committee IV—Technical Regulations 

Art. 1—Definitions 
Art. 2—Designation of Emissions 
Art. 13, 14, 15—Interference 
Art. 16—Choice of Apparatus 
Art. 17—Quality of Emissions 
App. 3—Table of Frequency Tolerances 
App. 4—Table of Tolerances for Intensity of Har-

monics 

App. 5—Band of Frequencies Required for Certain 
Types of Radiocommunications 

App. A—Radio Propagation 
Recommendation No. 1—International Coordination 

of Studies of Radio Propagation 
Recommendation No. 4—Review of Appendices 3, 4, 
and 5 of the Radio Regulations 

Recommendation No. 7—Performance Requirements 
for Radiophoto Equipment 

Recommendation No. 8—Signal Ratios and Fre-
quency Tolerances 

Recommendation—Specifications of Performance for 
the Automatic Alarm Receiving Device. 

Committee V—Operating Regulations 

Recommendation No. 2—Standard Frequency 
Broadcasts and Time Signals 

Recommendation No. 5—Distress Signals 
Recommendation No. 6—Watch on Distress Fre-
quency 2182 kc 

Recommendation—International Code of Signals 
Recommendation—Coded Passive Reflectors 
Recommendation—New Method of Generating Call 
Signs 

Resolution—Preparatory Committee of Experts 
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Art. 8—Protection of Distress Frequencies 
Art. 19—Call Signs 
Chapters XI, XII, and XIII (Art. 23-35) and App. 
8 and 9—Radio Communications in the Maritime 
and Aeronautical Services 

Chapter XIV (Art. 36 and 37)—Distress, Alarm, and 
Safety Signals 

Chapter XV (Art. 38-41)—Radiotelegrams (routing, 
priorities, accounting, etc.) 

Art. 45 (II) and App. B—Standard Frequencies and 
Time Signals. 

UNITED STATES PROPOSALS 

The Technical Committees held their organizational 
meetings and formed subcommittees as required for 
various subjects. The committees and the subcommit-
tees are well under way on their deliberations of tech-
nical questions and will continue their work until they 
have prepared final reports. After a document has been 
cleared in the individual Technical Committee, it will 
then be referred to the Executive Committee for over-all 
coordination and final approval. It is contemplated that 
the United States position as approved by the Executive 
Committee will be reviewed by the Telecommunications 
Coordinating Committee (TCC), the membership of 
which will be enlarged to include representation from 
those interested Government agencies that are not 
presently members of this organization, after which the 
United States proposals will be forwarded to the ITU 
for distribution to the various countries that are mem-
bers of the Union. 

According to ITU administrative rules, proposals for 
revision of regulations to be considered by a conference 
must be in the hands of the Secretary General of the 
ITU eight months before the conference opens in order 
to allow him ample time to distribute them prior to the 
start of the conference. The International Radio Con-
ference will open on July 1, 1959, and it is necessary for 
the United States proposals to reach the Secretary 
General by November 1, 1958, at the latest. Working 
back from this date, it appears that the final U. S. posi-
tion should be established by the various technical 
committees and should be ready for final review by the 
Executive Committee as of July 1, 1958. 
The committees and subcommittees, which, as indi-

cated above, are meeting regularly, have received and 

are working on definite proposals from the private com-
panies participating in the preparatory work and from 
the various interested Government agencies, particu-
larly the FCC and the Interdepartment Radio Ad-
visory Committee (IRAC). In this connection, it may 
be well to mention that the FCC has recently announced 
and commenced proceedings in the matters of the Allo-
cation of Frequencies in the Bands Above 890 mc 
(Docket No. 11866) and a Statutory Inquiry into the 
Allocation of Frequencies to the Various Non-Govern-
ment Services in the Radio Spectrum Between 25 mc 
and 890 mc (Docket No. 11997). Data and informa-
tion obtained from these proceedings will be used in 
formulating the Commission's position which in turn 
will be reflected in the United States position for the 
Conference. 

Considering the progress that has been made up to 
the present and the interest and ability of the partici-
pants in the preparatory work, it can safely be assumed 
that the United States position for the forthcoming 
International Radio Conference will be fully established 
and will be ready for transmission to the ITU by the 
anticipated deadline. 
The response to the Department's invitation to par-

ticipate in the work of the Preparatory Committees has 
indeed been gratifying. In the Executive Committee, of 
which the membership consists of principal representa-
tives of each interested agency, company, or organiza-
tion, there are approximately 55 agencies, companies, or 
organizations represented. As a matter of information, 
the Institute of Radio Engineers (IRE) is represented 
on the Executive Committee by L. G. Cumming, Tech-
nical Secretary of the IRE. Registration in the Tech-
nical Committees ranges from about sixty persons in 
Committee II to well over 100 persons in Committee 
III, the Frequency Allocation Committee. Membership 
in the Committees is open to any United States agency, 
company, or organization and its representatives who 
have an interest in the development of the United States 
position. Announcement of the formation of the prepar-
atory committee was given as wide circulation as pos-
sible. If any person, who has not previously known of 
the preparatory committee, is interested in contributing 
to the work, he may obtain further information by writ-
ing to the Telecommunications Division, Department 
of State, Washington 25, D. C. 
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The International Radio Consultative Committee* 
JOHN S. CROSST 

Summary—The International Radio Consultative Committee 
(CCIR) will hold its Ninth Plenary Assembly in the United States 
beginning April 1, 1959. The Eighth Plenary Assembly was held in 
Warsaw, Poland, from August 9 through September 13, 1956. It was 
attended by approximately 400 delegates, representatives, experts, 
and observers from some forty countries that are members of the 
International Telecommunication Union (ITU), sixteen recognized 
private operating agencies, eight international organizations, and 
seven scientific or industrial organizations. 

At the Eighth Plenary Assembly all the fourteen Study Groups of 
the CCIR held meetings in Warsaw, and the Plenary Assembly 
adopted 83 Recommendations, 58 Reports, and 19 Resolutions which 
were put forward by the Study Groups. The program of work for the 
next three years was also established. This program consists of 71 
Questions and 57 Study Programs dealing with all aspects of radio 
communication, including programs of the transmission, propaga-
tion, and reception of electromagnetic waves which arise in the 
operation of all radio services. 

The Eighth Plenary Assembly at Warsaw accepted unanimously 
an invitation to hold the Ninth Plenary Assembly of the CCIR in the 
United States. This article relates to the results of the Warsaw As-
sembly in terms of the studies to be undertaken in preparation for the 
Ninth Plenary Assembly. 

BACKGROUND 

T
HE CCIR, which initials incidentally are of the 
French name, Comité Consultatif International 
des Radiocommunications, had its beginnings 

with the Radio Conference of Washington, D. C. in 
1927. It was operated as an independent organization 
by the member governments which were interested in 
the coordinated study of international radio problems. 
In the period from 1927 until 1947, four plenary assem-
blies were held where studies were pursued and recom-
mendations were drawn up on technical and operating 
radio questions. The International Telecommunication 
and International Radio Conferences at Atlantic City 
in 1947 reconstituted the CCIR within the ITU as a 
permanent organ of the Union, with a permanent Secre-
tariat. The general terms of reference of the CCIR re-
mained the same: that is, its purpose is to study tech-
nical and operating radio problems of international 
interest and to recommend solutions for those problems. 
However, principally in consequence of the tremendous 
advancements in electronics and the art of telecom-
munications, the scope of the studies of the CCIR 
necessarily became greatly broadened, and the coun-
tries that are members of the ITU have become increas-
ingly more dependent on its recommendations or the 
results of its work otherwise in their decisions on inter-
national telecommunication regulations and operating 
procedures. 

* Original manuscript received by the IRE, August 26, 1957. 
t Asst. Chief, Telecommunications Div., Dept. of State, Wash-

ington, D. C. Chairman of the United States Delegation to the Eighth 
Plenary Assembly, Warsaw, Poland. 

The results of the work of the CCIR Plenary Assem-
blies since 1947 followed a similar pattern. A number of 
recommendations were adopted on completed studies, 
and questions or study programs were formulated for 
future study by the CCIR Study Groups in the interim 
until each succeeding assembly. Study Groups have 
been established as necessary by the CCIR Assemblies 
to deal with various categories of the work. There are at 
present fourteen Study Groups, and their chairmen and 
vice-chairmen, who serve in their international capacity 
without compensation, are appointed by the Assembly. 

THE EIGHTH PLENARY ASSEMBLY 

The Eighth Plenary Assembly was held in Warsaw 
in response to the invitation issued by the Polish Dele-
gation at the Seventh Plenary Assembly in London in 
1953. The participation in this Plenary Assembly was 
widely representative of the membership of the Union 
and of agencies and organizations engaged in technical 
radio work. 
The members of the United States Delegation, 21 

in number, were designated from the representatives 
of government agencies and private companies and or-
ganizations who had contributed to CCIR studies in 
the United States and who assisted with the final United 
States preparatory work. 

W ORK OF THE PLENARY SESSIONS 

The pattern or plan of operation of the Assemblies 
has usually been to hold organizational plenary sessions 
in the opening days of the Assembly, after which the 
concentration of work centers in meetings of the various 
Study Groups for several weeks. The results of the 
Study Groups' deliberations are then channeled back as 
proposed recommendations, reports, resolutions, or pro-
posed new questions and study programs for considera-
tion and adoption in plenary sessions in the final period 
of the Assembly. In addition to the considerations of 
technical matters under study, the Plenary Assembly 
deals with organizational and administrative matters, 
setting up special committees as necessary or handling 
such matters directly in plenary session. At the Eighth 
Plenary Assembly these questions concerned finances, 
the election of a new director for the CCIR, the reor-
ganization of the operational structure of the CCIR, 
and technical assistance. The decisions on such matters 
affect to some extent the conditions and atmosphere in 
which the technical studies and activities are carried on. 
At the Eighth Plenary Assembly at Warsaw, the 

chairman of the Assembly was selected, as is customary, 
from the delegation of the inviting Government, Poland. 
The formal opening plenary session on August 9, 1956 
was followed on the same day by the first working 
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plenary session. The Assembly appointed four vice-
chairmen who also served as chairmen of committees 
handling work of the Assembly not falling within the 
purview of the Study Groups. These committees were 
Election, Finance, Technical Assistance, and Editorial. 
The results of the work of these committees, as well 

as of the Study Groups, became valid as CCIR decisions 
only after consideration and acceptance or approval in 
full plenary sessions. 

ORGANIZATIONAL DECISIONS 

Aside from the election of a new Director of the 
CCIR, Dr. Ernest Metzler, and the appointment or 
reappointment of Study Group chairmen and vice-
chairmen, possibly the decisions affecting Study Group 
activities most closely were those arising from recom-
mendations of the Organization Committee. This com-
mittee was actually constituted as the result of action 
of the Seventh Plenary Assembly. It resulted from pro-
posals of the United States for certain changes and im-
provements in the composition of Study Groups. The 
Committee was established to provide a forum for the 
exchange of views about the effectiveness of the CCIR 
structure as it has operated, and for the formulation of 
recommendations looking toward a more effective or-
ganization. 
The results of its work appear in four basic docu-

ments. The categories of studies to be undertaken by the 
Study Groups were realigned in some cases and the 
terms of reference and titles of the Study Groups are 
now more precisely defined. The high concentration of 
Study Group work in the weeks immediately preceding 
and at the Plenary Assembly in the past has created 
some difficulty in full coverage of the over-all field by 
delegations at assemblies. New procedures were there-
fore adopted and are now being followed, the purpose 
of which is to spread the activity over the three-year 
interval between assemblies more evenly, providing for 
much of the work to be done by correspondence or, if 
necessary, by interim meetings. 

Briefly, the schedule provides that, in addition to the 
Study Group meetings held at the Plenary Assembly, 
interim meetings be scheduled by the Director in col-
laboration with the Study Group chairmen with the ap-
proval of their administrations at the latest practical 
date prior to the convening of the Plenary Assembly. 
These meetings are to be arranged in the interim be-
tween Assemblies over a period so as to avoid the con-
flicts which have previously existed in the meetings held 
during the Plenary Assembly period. A deadline for the 
receipt of documents from administrations is set at 
four months prior to such meetings and documents 
received between that time and the assembly will not be 
approved by the Study Group chairmen concerned un-
less they are of exceptional merit and influence. 
A Study Group chairman must submit to the Direc-

tor at least four months prior to the assembly his report 
of the interim meeting and any necessary draft ques-

tions, study programs, resolutions, reports, and recom-
mendations. These will constitute the preliminary docu-
mentation for the Plenary Assembly. These draft docu-
ments are to be examined again and brought up to date 
at final Study Group meetings held immediately pre-
ceding and in connection with the assembly, in the light 
of any new contributions by administrations which 
have been approved as meritorious by the Study 
Group chairmen. This should greatly limit the work of 
the Study Groups at the final meetings and shorten 
them considerably. 
At the same time, the new procedures should provide 

opportunity for more thorough discussion of problems 
and result in better actions and better understanding 
between administrations. Even so, it is expected that 
the final meetings of the Study Groups and the Plenary 
Assembly together, although shorter in the aggregate, 
will still require approximately twenty-five calendar 
days. Deadlines are not set for receipt of Study Group 
documents when no interim meeting is held and must 
be set later by correspondence with the Director. 

In connection with proposals or documents submitted 
for consideration by Study Groups and the assembly, 
limits are now placed on the length of the documents, 
approximately 2500 words or five pages, and the number 
of drawings or charts attached, about three pages for 
each document. However, it has been left to the Study 
Group chairman, as the expert in the field, to relax these 
limits in exceptional circumstances. 

These new procedures, if proven to be practical and 
effective, should greatly promote the efficiency of 
Study Group operation. 
The Eighth Assembly also studied the question of 

ways and means of granting technical assistance to 
countries where telecommunication services are not suf-
ficiently developed to fit into the harmonious develop-
ment of international telecommunication services. An 
ad hoc group was created to work jointly with the Inter-
national Telegraph and Telephone Consultative Com-
mittee (CCITT) to go into the question further of what 
forms of assistance the CCIR and the CCITT may 
offer in such cases. 

CCIR STUDY GROUPS 

To give a more complete picture of the current activi-
ties in the United States on CCIR technical studies in 
preparation for the Ninth Assembly, as related to the 
acts and decisions of the Eighth Assembly, the various 
Study Groups, their terms of reference, their inter-
national chairmen, and chairmen of the United States 
Committees for the various Study Groups are outlined 
below. 

Study Group I—Transmitters 

Chairman—Colonel J. Lochard (France). 
Vice-Chairman—Prof. S. Ryzko (Poland). 

(Dr. Ernest Metzler of Switzerland, the new Di-
rector of the CCIR, was formerly Chairman of this 
Study Group.) 
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Terms of Reference: 

1) To make specific studies and proposals in con-
nection with radio transmitters and generally 
to summarize and coordinate proposals for the 
rational and economical use of the radio spec-
trum. 
2) To study a number of problems concerning 
telegraphy and telephony from the transmission 
point of view. 
3) To study spurious radiation from medical, 
scientific, and industrial installations. 

The Chairman, in his report to the Plenary Assembly 
on the work in the interim period, proposed the basis 
for the work of the Study Group. This was approved as 
follows: 

I-A—Bandwidths. 
I -B—Telegraphy. 
I-C—Frequency Stability and Undesired Emissions. 

On the question under study regarding harmonics 
and parasitic emissions, a new recommendation was 
approved which recommended that the maximum level 
of 200 mw be reduced to 25 mw for spurious radiation 
above 60 mc for transmitters with a fundamental fre-
quency between 10 kc and 30 mc. 
New recommendations were approved regarding fre-

quency stabilization of transmitters, bandwidths of 
emissions, preferred standards for 4-frequency diplex 
telegraph systems, and designation for multichannel 
telegraph systems. 
A questionnaire was prepared to obtain information 

on the occupied bandwidth of the various multiplex 
telegraph systems in use. This questionnaire is to be 
sent by the Director of the CCIR to administrations and 
recognized private agencies. 

Further study was recommended on frequency shift 
keying and the limitation of unwanted radiation from 
industrial installations. 

Chairman of the U. S. Committee for Study Group I— 
J. B. Coleman, Radio Corporation of America, 
Camden, N. J. 

Study Group II—Receivers 

Chairman—P. David (France). 
Vice-Chairman—P. Abadie (France). 
Terms of Reference: Measurement of the characteris-
tics of receivers and tabulation of typical values for 
the different classes of emission and the various serv-
ices. Investigation of improvement that might be 
made in receivers in order to solve problems encoun-
tered in radio communication. 

At the Assembly, the work of the Study Group was 
divided under two general headings: 

II-A—Sensitivity, Selectivity, and Stability. 
I I-B—Undesired Emissions from Receivers and Re-

ceiver Response to Quasi-Impulsive Inter-
ference. 

In general, new reports and recommendations were 
drawn up to reflect advances in receiver techniques 
during the past few years and new questions were for-
mulated on subjects requiring further study. A new 
question was adopted for study concerning the unde-
sired emissions from frequency modulation receivers. Sig-
nificant advances were made since the Seventh Plenary 
Assembly on the problem of undesired emissions from 
receivers, and a recommendation has been drawn up to 
reflect these advances, which should serve as a good 
start in reducing interference to several services. 

Chairman of the U. S. Committee for Study Group II— 
J. H. Gough, Bureau of Ships, Navy Department, 
Washington, D. C. 

Study Group III—Fixed Service Systems 

Chairman—Dr. H. C. A. van Duuren (Netherlands). 
Vice-Chairman—A. Cook (United Kingdom). 
Terms of Reference: 

1) To study questions relating to complete 
systems for the fixed and allied services and 
terminal equipment associated therewith (ex-
cluding radio relay systems). Systems using the 
so-called ionospheric-scatter mode of propaga-
tion, even when working on frequencies above 30 
mc, are included. 
2) To study the practical application of com-
munication theory. 

The work falls into four general categories: 

III-A—Technical Performance Level for Complete 
Systems: (a) Bandwidth, field intensity and 
transmitter stability (Atlantic City Recom-
mendation No. 4); (b) Directivity of anten-
nas; (c) Maximum interference levels tolera-
ble in complete systems. 

I I I-B—Communication Theory. 
I II-C—Use of Radio Circuits in Association with 5-

Unit Start-Stop Telegraph Apparatus. 
III-D—Phototelegraphy and Facsimile on Radio Sys-

tems. 

New reports, recommendations, study programs, and 
questions were adopted at the Warsaw Assembly con-
cerning the above subjects and continuing studies are 
being carried on. 

Chairman of the U. S. Committee for Study Group III 
—R. C. Kirby, Central Radio Propagation Labora-
tory, National Bureau of Standards, Boulder, Colo. 

Study Group IV—Ground- Wave Propagation 

Chairman—Prof. L. Sacco (Italy). 
Vice-Chairman--G. Millington (United Kingdom). 
Terms of Reference: To study the propagation of radio 
waves over the surface of the earth, taking into ac-
count changes in the electrical constants of the earth 
and irregularities of terrain, and including the effect 
of a standard radio atmosphere. 
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The Chairman recommended in his report to the 
Plenary Assembly the following breakdown of the 
studies: 

I V-A—M ixed Paths. 
IV-B—Irregular Terrain. 

A new question was adopted on the subject " Deter-
mination of the Electrical Characteristics of the Surface 
of the Earth." A new recommendation was prepared 
to replace Recommendation 108—Presentation of An-
tenna Radiation Data. The use of cymomotive force is 
not removed from the new recommendation but is put 
in as an alternate but not mandatory method for pre-
senting antenna radiation data on all frequencies. 
A resolution was adopted concerning the examination 

of methods to extend the CCIR atlas curves to higher 
heights and frequencies for use in planning for vhf and 
uhf air-to-air and air-to-ground communications. 
The previous study program as regards the effects of 

tropospheric refraction on frequencies below 10 mc was 
modified slightly and an additional aspect for study was 
introduced—phase changes due to abnormal refraction 
effects. 
A report was adopted on the effects of tropospheric 

refraction on frequencies below 10 mc. The report indi-
cates that more experimental work is necessary to es-
tablish the importance of the refractive index gradient 
of the atmosphere on field strengths observed at very 
low frequencies. 
On the subject of ground wave propagation over 

mixed paths, a recommendation on the subject was ap-
proved for the use of simplified theoretical methods 
where they may be applied, and continued use of semi-
empirical methods in other cases. 

Chairman of the U. S. Committee for Study Group I V— 
J. W. Herbstreit, Central Radio Propagation Lab-
oratory, National Bureau of Standards, Boulder, 
Colo. 

Study Group V—Tropospheric Propagation 

Chairman—Dr. R. L. Smith-Rose (United Kingdom). 
Vice-Chairman—E. W. Allen (United States). 
Terms of Reference: To study the influence of the 
troposphere on radio-wave propagation insofar as it 
concerns radio communication. 

The work falls into the following categories: 

V-A—Measurement of Field Strength. 
V-B—Tropospheric Propagation Curves. 

Various new recommendations and questions were 
prepared and old ones reaffirmed at Warsaw. A resolu-
tion was prepared providing for an interim working 
group to examine and to redraft, if necessary, the vhf 
tropospheric curves of Recommendation 111 (Tropo-
spheric-Wave Propagation Curves). This work is to be 
centralized at the National Physical Laboratory of the 
United Kingdom, under the direction of Dr. Smith-

Rose. Both the Central Radio Propagation Laboratory 
(CRPL) and the Federal Communications Commission 
(FCC) will participate actively in this work. 
Recommendation 110 (Presentation of Data in 

Studies of Tropospheric-Wave Propagation) was revised 
to include a method of statistical study of the variation 
of tropospheric field strengths which in some cases is 
more precise than the single method previously specified. 
A new question and a new study program were 

drafted to provide for a broader study of tropospheric 
propagation, including over-the-horizon or "tropo-
spheric scatter" systems. 
The Study Group proposed a new question on the 

"Measurement of Field Strengths for VHF and UHF 
Broadcast Services." This problem is under active study 
in the United States, both by the CRPL and FCC, and 
by television broadcast stations and consulting en-
gineers. 

Chairman of the U. S. Committee for Study Group V— 
E. W. Allen, Chief Engineer, Federal Communica-
tions Commission, Washington 25, D. C. 

Study Group VI—Ionospheric Propagation 

Chairman—Dr. J. H. Dellinger (United States). 
Vice-Chairman—D. K. Bailey ( United States). 
Terms of Reference: To study all matters relating to 
the propagation of radio waves through the iono-
sphere insofar as they concern radio communications. 

The work of this Study Group is divided into the 
following areas for study: 

VI -A—Ionospheric Predictions—Short-Term Fore-
casts—and Indices. 

VI-B—Propagation Topics. 
VI-C—Noise Topics. 
VI-D—Fading Topics. 
VI-E—IFRB Matters. 
VI-F—The Use of Standard Frequency Transmissions 

for Propagation Studies in Liaison with Study 
Group VII. 

Among the major contributions which resulted were 
an extensive set of world-wide radio noise charts, speci-
fications for a standard lightning-flash counter (for the 
WMO), and information on the new implications of 
long-distance scatter propagation. 
The Study Group's work resulted in seven recom-

mendations, twelve reports, four resolutions, and nine 
study programs. A total of twenty-seven topics were 
placed on the Study Group's agenda for future study. 

Dr. Dellinger is also Chairman of the U. S. Commit-
tee for Study Group VI; his address is: RCA Frequency 
Bureau, 1625 K Street, N. W., Washington, D. C. 

Study Group VII—Standard Frequencies and Time 
Signals 

Chairman—Dr. B. Decaux (France). 
Vice-Chairman—Prof. M. Boella ( Italy). 
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Terms of Reference: Organization of a world-wide 
service of standard-frequency and time-signal trans-
missions. Improvement of measurement accuracy. 

At the Eighth Plenary Assembly two new questions 
were formulated and adopted for study. One entitled 
"Standard Frequency Transmissions and Time Signals 
in Additional Frequency Bands" asks for recommenda-
tions for transmissions above 30 mc and below 100 kc. 
The second, "Stability of Standard Frequencies and 
Time Signals as Received," related to stability and ac-
curacy of the services as received by the users. 

Additionally, the questions, reports and recom-
mendations assigned for study during the interim period 
were either revised or replaced. One of the principal 
problems is determination and adoption of methods of 
avoiding interference to enlisting bands allocated for 
these services. 

Chairman of the U. S. Committee for Study Group VII 
—W. D. George, Radio Standards Laboratory, 

National Bureau of Standards, Boulder, Colo. 

Study Group VIII—International Monitoring 

Chairman—J. D. Campbell (Australia). 
Vice-Chairman—George Turner (United States). 
Terms of Reference: To study problems relating to 
the equipment, operation, and methods of measure-
ment used by monitoring stations established for 
checking the characteristics of radio-frequency emis-
sions. Examples of such measurements are: frequency, 
field-strength, bandwidth, etc. 

The work assignments of the Study Group were or-
ganized under the following headings: 

VIII-A—Automatic Monitoring of Occupancy of the 
Radio Frequency Spectrum; Frequency 
Measurements above 50 MC by Monitoring 
Stations. 

VI II-B—Frequency Measurements above 50 MC by 
Monitoring Stations; Spectrum Measure-
ments by Monitoring Stations. 

The Eighth Assembly adopted several new questions, 
reports, and recommendations prepared by the Study 
Group, as well as certain revisions of standing studies. 

Chairman of the U. S. Committee for Study Group 
VIII—G. Turner, Chief, Field Engineering and 
Monitoring Division, Federal Communications Com-
mission, Washington, D. C. 

Study Group IX—Radio Relay Systems 

Chairman—H. Stanesby (United Kingdom). 
Vice-Chairman—G. Pedersen (Denmark). 
Terms of Reference: To study all aspects of radio re-
lay systems and equipment operating at frequencies 
above about 30 mc, including systems using the so-
called tropospheric-scatter mode of propagation. 

The work of this Study Group deals generally with 

international wide-band radio relay systems. An interim 
meeting of the Study Group had been held in Geneva 
in 1954. At the Warsaw Assembly, the Study Group 
deliberations were divided into the following four cate-
gories: 

IX-A—Transmission of telephony and television al-
ternatively or simultaneously on the same 
system, and Radiotelephone systems using 
frequency-division multiplex. 

IX-B—Hypothetical reference circuit, frequency tol-
erances for transmitters used in radio relay 
systems, and computation of intermodulation 
noise due to nonlinearity in radio-relay sys-
tems. 

IX-C—Interconnection of multiplex radio-relay sys-
tems, maintenance of radio-relay systems, 
and interconnection of radio-relay systems 
with different characteristics. 

IX-D—Radiotelephone systems using time-division 
multiplex, and operational characteristics 
of long distance radio-relay systems. 

Two new questions were formulated by the Group 
and adopted by the CCIR. One is entitled " Preferred 
Characteristics of Radio Relay Systems for the Trans-
mission of Monochrome Television." The second ques-
tion is entitled " Radio Relay Systems Employing Tropo-
spheric Scatter Propagation." The Study Group is cur-
rently continuing its work on these as well as its other 
assigned studies. 

Chairman of the U. S. Committee for Study Group IX— 
E. W. Bemis, Operation and Engineering Dept., 
American Telephone and Telegraph Co., 195 Broad-
way, New York, N. Y. 

Study Group X—Broadcasting 

Chairman—A. P. Walker (United States). 
Vice-Chairman—Kenneth Miller (United States). 
Terms of Reference: To study the technical aspects of 
transmission and reception in the sound broadcasting 
service (except for tropical broadcasting), including 
standards of sound recording and sound reproduction 
to facilitate the international exchange of programs. 

The work of the Study Group divides into two parts: 

X-A—High Frequency Broadcasting: (a) Antennas 
for hf broadcasting; (b) Use of synchronized 
transmitters for covering overlapping and non-
overlapping service areas; (c) Standards for 
fm broadcasting, particularly required field 
strengths for allocation of stations, and pre-
emphasis characteristics. 

X-B—Recording and Rebroadcasting: (a) Standard-
ization of physical dimensions of cine-type 
spools; (b) Possible revision of surface induc-
tion of magnetic tape; (c) Brief discussion of 
sound recording on film for international ex-
change of television programs. 
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New questions and study programs were adopted on 
the above subjects for study by this Study Group in the 
interim until the next Assembly. 

Chairman of the U. S. Committee for Study Group X— 
A. P. Walker, Manager, Engineering Department, 
National Association of Radio and Television Broad-
casters, Washington, D. C. 

Study Group XI—Television 

Chairman—E. Esping (Sweden). 
Vice-Chairman—G. Hansen (European Broadcasting 
Union). 
Terms of Reference: Television. 

Although the Study Group has very broad terms of 
reference under the heading of television, its studies 

have been on the following subjects: 
XI-A—Color Television Standards. 
XI-B—Requirements for the Transmission of Televi-

sion Over Long Distances. 
XI-C—Monochrome Television Standards. 
XI-D—Television Picture Quality. 
XI-E—Monochrome Television Interference Ratios. 

On the subject of requirements for the transmission 
of television over long distance, it was decided that 
further studies should be carried out by a joint group of 
the CCIR and the CCITT; the U. S. representa-
tive named for this joint group is E. W. Bemis, who is 
chairman of the Committee for Study Group IX. 

Several reports were prepared in this Study Group 
dealing with these subjects, and the assigned studies of 
the Group are currently under active consideration in 
the United States. 

Chairman of the U. S. Committee for Study Group XI— 
C. J. Hirsch, Hazeltine Research Corporation, 59-25 
Little Neck Parkway, Little Neck, Long Island, N. Y. 

Study Group XII— Tropical Broadcasting 

Chairman—B. V. Baliga ( India). 
Vice-Chairman—Dr. M. B. Sarwate ( India). 
Terms of Reference: To study standards required for 
good quality service in the tropical zone, and for 
tropical broadcasting systems; interference in the 
shared bands; power requirements for acceptable serv-
ice; design of suitable aerials for short-distance 
tropical broadcasting; optimum conditions for the 
utilization of frequency bands used for broadcasting 
in the tropical zone; other associated questions. 

In the discussion of the work of the Study Group at 
the Assembly, considerable controversy arose over the 
appropriate signal to interference ratio for tropical 
broadcasting; values of between 40 and 50 db were pro-
posed but were not approved. A recommendation was 
approved for maximum powers for tropical broadcasting 
for frequencies below 5060 kc; it is 1) 10 kw for service 
range of 400 km, and 2) 30 kw for service range of 800 
km. Further studies are necessary on much of the work 
of this Study Group and are presently being pursued. 

Chairman of the U. S. Committee for Study Group XII 
—C. Pease, International Broadcasting Service, 
United States Information Agency, Washington, 
D. C. 

Study Group XIII— Mobile Services 

Chairman—Dr. J. D. H. van der Toorn (Netherlands) 
Vice-Chairman—N. J. Soeberg (Norway). 
Terms of Reference: To study technical questions re-
garding the aeronautical, maritime, land mobile, and 
radio location and navigation services, and miscel-
laneous operating questions of concern to several 
services. 

The studies of the Study Group are in the following 
categories: 

XIII-A—Identification of Radio Stations. 
XI I I-B—M arine Identification Devices, Bearing 

Classifications and Related Matters. 
XII I-C—Technical Characteristics of FM VHF Mari-

time Equipment. 
XIII-D-500 KC Auto Alarm Testing. 
XIII-E—Codes. 

In addition to revisions of questions and study pro-
grams resulting from contributions and discussion of the 
assigned studies, a number of new questions were pre-
pared and adopted at Warsaw. These include a question 
in respect to the use of single side-band equipment by 
the aeronautical and maritime mobile services, and a 
question relating to the practices in assignment and use 
of frequency channels and required equipment charac-
teristics employed in the vhf and uhf frequency bands 
for the land mobile service. 

Chairman of the U. S. Committee for Study Group XIII 
—W. Mason, RCA Frequency Bureau, 60 Broad 
Street, New York 4, N. Y. 

Study Group XIV— Vocabulary 

Chairman—T. Gorio ( Italy). 
Vice-Chairman—R. Villeneuve (France). 
Terms of Reference: To study in collaboration with 
the other study groups and, if necessary, with the 
CCITT, the radio aspect of the following: vocabulary 
of terms and list of definitions, lists of letter and 
graphical symbols and other means of expression, 
systematic classification, measurement units, etc. 

In the course of the work at Warsaw, it was decided 
to postpone further work on vocabulary and letter and 
graphical symbols in the CCIR, to obtain from I EC the 
vocabulary recently prepared by them, and to circulate 
this vocabulary to all the members of this Study Group 
for comment. 

It was also decided not to adopt officially the decimal 
classification system for the CCIR at this time but to 
review later the work of other international groups in 
this field to determine whether the CCIR should adopt 
the decimal classification system sometime in the future. 
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Chairman of the U. S. Committee for Study Group XIV 
—A. G. Jensen, Bell Telephone Laboratories, Murray 
Hill, N. J. 

More complete information on the technical subjects 
under study by the CCIR, i.e., its program of work for 
the next three years, may be found in Volume I of the 
results of the Warsaw Assembly which contains the 
texts of all recommendations, reports, questions, study 
programs, and resolutions adopted or reaffirmed at 
Warsaw. This volume may be obtained from the General 
Secretariat of the International Telecommunication 
Union at Geneva, Switzerland. Payment for the publi-
cation should accompany this order and should be made 
in Swiss francs. The price of the volume is 37.25 Swiss 
francs. 

Information in more detail on the United States 
activities for the Warsaw Assembly on technical ques-
tions under study is available in the report of the U. S. 
Delegation to the Assembly and may be obtained, free 
of charge, by writing to Mr. Francis Colt de Wolf, Chief, 
Telecommunications Division, Department of State, 
Washington 25, D. C. 
The coordination of the preparatory work in the 

United States for the Ninth Plenary Assembly, both on 
the technical studies under consideration and on or-
ganizational planning for the Assembly in the United 

States, is centralized in the Telecommunications Divi-
sion of the Department of State. Mr. de Wolf is Chair-
man of the over-all U. S. Preparatory Committee and 
the U. S. Executive Committee for the CCIR. The mem-
bers of the Executive Committee and of the U. S. Com-
mittees for the various Study Groups are, for the ost 
part, representatives of government agencies and pri-
vate telecommunication companies or organizations 
having an interest in the work. The Department of 
State welcomes the participation of any person wishing 
to contribute to the studies. If further information on 
the United States committee structure is required, it 
will be furnished in response to written requests to Mr. 
de Wolf. On the other hand, any company or person 
not already participating in the work of the various 
Study Group Committees and wishing to do so, should 
get in touch with either Mr. de Wolf or with the United 
States chairman of the appropriate Study Group Com-
mittee whose name and address is shown herein. 
As a further item of interest, the Institute of Radio 

Engineers is represented in the CCIR preparatory com-
mittee work by A. G. Jensen, by Professor Ernest 
Weber of the Brooklyn Polytechnic Institute, and by 
L. G. Cumming, Technical Secretary of the IRE, who 
will be able to provide further detailed information 
about the participation of the IRE in the technical 
studies. 

A New Wide-Band Balun* 
WILLMAR K. ROBERTSt, MEMBER, IRE 

Summary—This paper describes a form of balun which is useful 
for matching a balanced circuit to an unbalanced circuit of nearly the 
same impedance over a wide frequency range. The bandwidth in-
crease is obtained by the use of a quarter-wave transmission line 
section which is placed inside one of the balanced arms, thereby 
minimizing the over-all physical length. It is shown that a practical 
balm of this type, designed to match a 50-ohm unbalanced line to 

a balanced 70-ohm antenna, has a voltage standing-wave ratio of 1.4 
or better over a frequency band of about 2.8 to 1. The wide band-
width, simplicity, and reasonable physical dimensions make the 
balun particularly useful in connection with the adjustable-length 
dipole antennas which are generally used for vhf and uhf field-
strength measurement. 

INTRODUCTION 

ABALUN is a device intended to act as a trans-
former, matching an unbalanced circuit to a 
balanced one, or vice versa. The balun de-

* Original manuscript received by the IRE, June 17, 1957; re-
vised manuscript received September 17, 1957. 
t Federal Communications Commission, Laurel, Md. 

scribed here was developed to meet a need for a low-
loss impedance-matching device to connect a balanced 
dipole antenna to an unbalanced coaxial transmission 
line. It was desirable that the balun have a wide-band 
characteristic so as to make unnecessary any adjust-
ments on the balun over a range of frequencies covered 
by adjusting the telescoping elements of the dipole an-
tenna. Certain previously described wide-band trans-
formers,' ,2 require a considerable amount of space be-
cause of the use of the frequency-compensating effects 
of one or two quarter-wave transmission line sections 
connected between the balun and the balanced load. 
The balun described here employs a single quarter-

1 Radio Res. Lab. Harvard Univ., "Very High-Frequency Tech-
niques," vol. I, 1st ed., McGraw-Hill Book Co., Inc., New York, 
N. Y., pp. 85-91; 1947. 

2 E. G. Fubini and P. J. Sutro, "A wide-band transformer from 
an unbalanced to a balanced line," PROC. IRE, vol. 35, pp. 1153-
1155; October, 1947. 
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wave length of transmission line for compensation over 
a wide band, but the construction is arranged to allow 
this line to be housed inside one of the arms of the balun. 
Thus, the over-all physical length is only one-quarter 
wavelength. 

DESCRIPTION OF THE BALUN 

A diagram of the balun is shown in two forms in Figs. 
1 and 2. The sketches represent two variations of the 
same arrangement. The device is composed of two 
lengths of coaxial transmission line, a and b, suitably 
connected. The symbols Z. and Zb represent the charac-
teristic impedances of lines a and b, respectively, con-
sidering the waves propagated within each line. Zab is 
the characteristic impedance of the balanced transmis-
sion line ab composed of the outer conductors of trans-
mission lines a and b. 

°-(  
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Fig. 1—The new balun. The balanced terminals are at F and G, 
and the unbalanced connection is made at H. 
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Fig. 2—A slight variation of the balun for the purpose of 
description. 

The coaxial terminal H is the connection for the ex-
ternal unbalanced source (or load), while the terminals 
F and G are the points of attachment of the balanced 
load (or source). Center conductors of lines a and b are 
connected at D, while outer conductors of a and b are 
connected at C. The center conductor of line b ends at E. 

IMPEDANCE ANALYSIS 

Fig. 3 shows an equivalent circuit of the balun for the 
purpose of studying the impedance. The terminals F, G, 
and H are the same as in Figs. 1 and 2. S and R are 
external impedances which may be connected to the 
balun. III is the impedance looking into coaxial line b 
toward the open circuit at E. N is the impedance looking 
from FG along the open transmission line ab toward the 
short-circuit at C. 

If the transmission line losses are neglected, 

M = — jZb cot Ob 

N = jZab tan Bab, (1) 

where Ob and Bab are, respectively, the electrical lengths 
of transmission lines b and ab, taking into account their 
respective physical lengths and velocities of propagation. 
From the equivalent circuit, 

RN 
Z = + M 

R N 

= jRZab tan Oab  
Z  

R + jZob tan Oab 

Z — 

jZb cot Ob 

jR2Zab tan Bob  

R2 4- + Zob2 tan2 Oab 

Zab2 tan200b ± 

— jZb cot Ob. 

1 

(4) 

Let the electrical lengths of line segments b and ab be 
equal, making Ob = 0.1, =0, and let characteristic imped-
ance Zab=R and Zb=Za=S. Then 

Z = R sin2 0 + j(cot 0)(R sin' O — S). (5) 

Hz 
Fig. 3—An equivalent circuit of the balun for the purpose of studying 

its impedance characteristics. The lettering is the same as that 
of Fig. 2. 

The reactive component of the impedance is zero 
when cot 0 =0, (for which Z equals R) and also when 
sin20 =S/R (for which Z becomes S). Fig. 4 is a sketch 
of the variation of resistance and reactance in the 
neighborhood of the lowest-frequency band of interest. 
The physical lengths being fixed, O varies directly with 
frequency. The region 02 — 01 locates a frequency band 
12—fl over which the balun has impedance matching 
characteristics of a desirable nature. Cot 0=0 estab-
lishes the center of the band and corresponds to an 
electrical length of 90°. From Fig. 4 it appears that the 
balun serves to transform from a resistance R to another 
resistance S with a perfect impedance match at fre-
quencies ji and fs. There is an approximate match in the 
band of frequencies within this interval and also at 
frequencies somewhat outside. The midband standing 
wave ratio increases with the ratio of RIS, hence the 
balun is particularly interesting for balanced to un-
balanced transformations where the desired impedance 
transformation ratio is low. 
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An example is a balun for matching a 70-ohm bal-
anced source to a 50-ohm unbalanced load. In this case 
let Z. =Zb 50 ohms, Zab =70 ohms, and Bob= Ob. The 
values of O for which a perfect match is expected are 
given by 

S 50 
sin2 O = — = — 

R 70 

O = 58°, 122°. 

Since O is linearly proportional to frequency, the fre-
quency band between points of perfect match has a 
ratio of 2.1. The mismatch at the worst point in this 
band (namely, at the center frequency) corresponds to 
a voltage standing wave ratio of 1.4. 
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Fig. 4—The input resistance and reactance at the point Z of Fig. 3. 

PHYSICAL DETAILS OF CONSTRUCTION 

A number of baluns have been made in the form 
shown in Fig. 5. In practice, this balun is mounted in-
side a bakelite tube supporting a dipole antenna used in 
field strength measurements. Thé balun shown is made 
of two lengths of RG-58/U coaxial cable, whose shield 
braids form a 70-ohm parallel transmission line ab. The 
length of the parallel section, measured from the point 
C, where the two braids are connected together, to the 
points F and G, where the balanced circuit is to be con-
nected, is made one-quarter wavelength at the center 
frequency of the operating range. For the determination 
of this length, it is necessary to take account of the 
propagation velocity, which is somewhat higher than 
that of the waves moving along the inside of the coaxial 
cables. The center conductor of the coaxial line b is cut 
by drilling a hole into the cable at the point E, which 
(considering the velocity of propagation inside the 
cable) corresponds to a quarter wavelength from the 
balanced terminals F and G at the center frequency of 
the band. 

The construction of this version of the balun is based 
upon the realization of a characteristic impedance of 

70 ohms in the parallel transmission line composed of 
the two lengths of cable held together by a wrapping of 
plastic tape. Because of variations in composition, di-
ameter, or eccentricity of the outer insulation, the char-
acteristics of parallel lines formed from certain coaxial 
cable samples may differ appreciably from the desired 
value. It is generally necessary, therefore, to determine 
the characteristic impedance and velocity of propaga-
tion by testing sample parallel line sections made of the 
intended material. 

Cable b cut off on angle, 
cut surface placed next 
to cable a 

Outer jacket 

Braid Perforated metal Balanced 

- Center conductoil strip for soldering terminals 
cable braids 

Center conductor cut 
by drilling hole 

Plastic tape 

Fig. 5— The construction of balun for matching a 50-ohm coaxial 
cable to a 70-ohm balanced load. The balun is made of two lengths 
of RG-58/U cable, held together by a wrapping of plastic tape. 
In use, this balun is housed inside an insulated tubing which 
supports the center of a half-wave dipole antenna. Alternatively, 
a metal housing could be employed to shield the balun. 

PERFORMANCE OF THE BALUN 

Fig. 6 shows the measured vswr looking into the un-
balanced connector of a practical 70- to 50-ohm balun, 
made according to Fig. 5, when the balanced terminals 
were terminated by a 70-ohm noninductive resistor. 
This same figure gives the measured loss. The loss was 
measured through two identical baluns, their balanced 
terminals being joined through a 70-ohm balanced re-
sistive attenuator for isolation. The loss of one balun is 
considered to be one-half the total attenuation, sub-
tracting first the loss of the attenuator. The baluns have 
excellent symmetry, in that no appreciable change in 
measured values resulted from reversal of the balanced 
terminals of either balun. The curves in Fig. 6 are typi-
cal of those which have been measured on other baluns 
of the same construction covering frequencies as high as 
1000 mc. 
To verify the performance of the balun when associ-

ated with a dipole antenna, two identical balun-dipole 
assemblies were constructed to cover the range 400 to 
1000 mc. Signals at a number of frequencies across this 
range were fed to one assembly, radiated, and picked up 
by the other. The attenuation through this path was 
compared with that obtained when the coaxial trans-
mission lines were disconnected from the baluns and 

connected to each other. The propagation path between 
the antennas was approximately equivalent to free-
space conditions. On the assumption that the resonant 



1957 Roberts: A New Wide-Band Balun 1631 

2.0 

VSWR 

1.5 

1.0 
20 30 40 50 

Frequency, nc/s 

1.0 

Loss, db 

0.5 

0.0  
60 70 20 30 40 50 

Frequency, mC,/s 

60 70 

Fig. 6—The measured performance of the balun of Fig. 5 when the balanced terminals are connected to a 70-ohm noninductive resistance. 

dipole antennas had a power gain over isotropic an-
tennas of 1.64 (the theoretical value for an infinitely-
thin dipole), and taking into account the distance be-
tween the dipoles, the loss attributable to the sum of 
dipole loss and balun loss for one assembly was found 
to be 0.6 db ± 0.4 db at the frequencies of test. This is 
considered to be an acceptable verification of the loss of 

the balun. 

CONCLUSION 

A new form of balun has been described. It has low 
loss and excellent impedance characteristics over almost 
a 3 to 1 frequency band, without any adjustments. The 
dimensions of the balun make it suitable for use at vhf 
and uhf, particularly in association with the adjustable 
dipole antennas widely used for field strength measure-
ments in these frequency ranges. 

CORRECTION 

Dr. Janis Galejs, of the Applied Research Laboratory, 
Sylvania Electric Products, Inc., Waltham, Mass., has 
called the following to the attention of the editor. 
The comments of Strom' on the recent remarks by 

Goldstein' appear to be incorrect. In deriving (11) from 
(10) Strom states that the second integral on the right-

hand side of ( 10) vanishes. Following Goldstein,' the 
band-pass filter output of the radiometer v(t) is a sum 
of a periodic and of a random voltage 

v(t) = A cos co,al Bm(t), 

where m(t) is a random voltage. Substituting v(t) in ( 10) 
the term proportional to A2 in the second integral 

1 f COS co,(2i r) 
lim — v(t)v(t r)  dt 
T T o 2 

L. D. Strom, "The theoretical sensitivity of the Dicke radi-
ometer," PROC. IRE, vol. 45, pp. 1291-1292; September, 1957. 

2 S. J. Goldstein, Jr., "A comparison of two radiometer circuits," 
PROC. IRE, vol. 45, pp. 365-366; March, 1957. 

3 S. J. Goldstein, Jr., private communication. 

gives a contribution to the constant term of R3 (r), that 
is, equal to the contribution of the term proportional to 
A' in the first integral 

fo 
cos 04T 

V(i)V(i r)  dl. 
2 

The sum of these two terms is equal to the constant 
term in the R3 (r) expression of Goldstein,' but is twice 
the constant term in ( 12) of Strom. 
Strom considers his (8) to ( 12) as a special case of a 

more general treatment.' With the special case in error, 
a similar error may be expected in the development 
leading to (5) and (7). In order to make (5) and (7) com-
patible with the revised ( 12) and with the results of 
Goldstein,' a constant 16 should be substituted for the 
constant 32 in (5) and (7) of Strom.' 

4 S. J. Goldstein, Jr., "A comparison of two radiometer circuits," 
PROC. IRE, vol. 43, pp. 1663-1666; November, 1955. 

6 L. D. Strom, "The theoretical sensitivity of the Dicke radi-
ometer," dissertation, University of Texas; February, 1957. 
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Synthesis of Lumped Parameter Precision Delay Line* 
E. S. KUHt, ASSOCIATE MEMBER, IRE 

Summary—In the design of delay lines one can break down the 
problem into two parts, namely: 1) to provide the required time delay 
and bandwidth with a least complicated network and 2) to have a 
good time response. This paper presents such a design technique 
for precision time domain applications. The network obtained is a 

tandem connection of a low-pass ladder which provides the shape of 
time response and an all-pass bridge structure which gives the de-
sired time delay. 

The approximation to the ideal delay function is based on the 
potential analog method in both cases. A method of estimating the 
time domain error from the frequency domain error is used to deter-
mine the maximum permissible phase distortion of the all-pass net-
work. 

INTRODUCTION 

ji. r 1 HE lumped parameter delay line has been de-
signed mostly on the image theory basis. Usually, 
M-derived sections are used in a limited band-

width to achieve the linear phase characteristics. How-
ever, for precision time domain applications, such as 

analog to digital conversion, this design is undesirable 
because of the unavoidable amount of distortion (over-
shoots or undershoots) in the time response. 
With modern synthesis techniques available, a direct 

approach can be made. First, one approximates an ideal 
delay function by a physically realizable transfer func-
tion and then realizes the delay network from the ap-
proximated function. Storchi uses such a technique to 
realize low-pass networks with a maximally flat delay 
function and good time response. However, his method 
is useful only when the ratio of delay to rise time is very 
small and becomes extremely inefficient and impractical 
when the ratio is a little larger than unity. 
The method proposed here is intended for an efficient 

design of delay lines with an arbitrarily large delay-rise 
time ratio, which satisfy a strict transient response re-
quirement. A cascade connection of a low-pass and an 
all-pass network is used. The approximation is done on 
the potential analog basis which is shown to be more 
efficient than the maximally flat design in the sense that 
a wider bandwidth is covered for a given number of 
singularities to realize the same amount of delay. More-
over, the method is flexible enough to handle delay lines 
with a less stringent transient requirement simply by 
trading the quality of the time response with the effi-
ciency obtained. Finally, a method of estimating time 

domain error from frequency domain error is discussed 
and illustrated. 
An ideal delay line has a transcendental transfer 

Original manuscript received by the IRE, April 1,1957; revised 
manuscript received, September 23,1957. 
t University of California, Berkeley, Calif. 
1 L. Storch, "Synthesis of constant-time-delay ladder networks 

using Bessel polynomials," PRoc. IRE, vol. 42, pp. 1666-1675; No-
vember, 1954. 

function, e—P10, where p is the complex frequency vari-
able and to the time delay. On the real frequency axis, 
the loss is zero and the phase linear (i.e., the delay is 
constant). For a lumped parameter network, a rational 
approximation to e—Pf° is needed. Two types of approxi-
mation are possible. In the first one, a low-pass network 
is realized. The linear phase approximation is good at 
low frequencies and the associated minimum phase loss 
is realized. In the second case, an all-pass network is 
realized. The phase approximation is as before, yet the 
loss is zero over the complete frequency band. From 
time-domain point of view, a good delay line should 
have fast rise time and no overshoots or undershoots. 
The low-pass network can be designed to have finite 
rise time and essentially no overshoots or undershoots. 
On the other hand, an all-pass network has an infinite 
bandwidth or zero rise time, yet the time response is 
completely distorted for the simple reason that the de-
lay through the network approaches zero as the fre-
quency approaches infinity. Hence a high-frequency 
signal gets through without any delay. 

For linear phase low-pass networks, the bandwidth 
(in cycles per second) and rise time bear a simple rela-
tionship as given by 

Br = •¡. (1) 

If T(p) represents the transfer function of a delay line, 
on the real frequency axis, 

T(jw) = A(w)e—e(w) (2) 

where A(w) is the magnitude and t3(w) the phase. The 
bandwidth B to be used in ( 1) is defined as 

1 rcc' 

2rA(0) 
B —   A(co)dw, 

Jo 

and is approximately equal to the 6-db bandwidth. 
The rise time is defined in terms of the step response as 
shown in Fig. 1. To characterize a delay line, one defines 
a phase factor, 

rto 
u = 2rBto = — 

(3) 

(4) 

measuring the usable phase. Let m represent the total 
number of finite singularities (poles and zeros) of T(p), 

then it is clear that the theoretically available amount of 
phase is mr/2 radians. Thus one can define the effi-
ciency of a delay line as 

u 
E   (4a) 

mr/2 
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Fig. 1—Rise time definition. 

For the low-pass delay line with a maximally flat delay 
the efficiency is proportional to 1/-Vtn—, as shown by 
Storch,' while the all-pass network with a given band-
width has an efficiency independent of m (since the 
phase factor, u, is directly proportional to the number of 
all-pass sections). In Fig. 2 the efficiency of the maximal. 
ly flat delay line is plotted vs m. It is clear that such a 
design is far from practical when m is larger than 12 for 
the reasons of poor efficiency and the difficulty of find-
ing the element values and building the actual ladder 
network. 
As noted, a low-pass network can be designed with 

excellent time response, such as illustrated by Storch, 
by using the maximally flat delay functions. (A more 
efficient design is shown in the next section, using the 
potential analog method.) The remaining problem is to 
improve the efficiency when u is large and while main-
taining the quality of the time response. This can be 
achieved simply by cascading a low-pass network N1 
with a constant resistance all-pass network N2 as shown 
in Fig. 3. Thus the low-pass network is designed to 
have a good time response and the all-pass network con-
tributes only to the delay. Let hi(t) be the impulse re-
sponse of N1, then the over-all output h2(t) is desired to 

be 

112(0 r•-• h1(1— t2) (5) 

where 12 represents the delay contributed by N2. The 
remaining problem is to obtain a good approximation in 
(5). To accomplish this, one must design the all-pass 
network carefully such that the phase remains linear 
over a wide frequency band at least that over which the 
loss of the low-pass network is low. The approximation 
problem in general is treated in the next section; the 
design details and time domain considerations are given 
afterwards. 

It should be pointed out that the discussion given 
above assumes an ideal impulse or step input function, 
i.e., the frequency spectrum is from dc to infinity. For 
practical applications in pulse transmission systems, 
the input wave may . contain only low-frequency sig-
nals; hence only an all-pass network is needed. To sum-
marize, two distinct problems are solved in this paper: 

1) The design of low-pass networks which yields a 
good time response to ideal impulse or step inputs. 

'Ye 

50 

Ui 

40 

10 

o   rn 
9 12 1 5 18 

Fig. 2—Efficiency vs number of poles of the maximally flat 
delay low-pass network. 
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Fig. 3—Cascade connection of a low-pass and an 
all-pass network. 

The transfer function obtained is an improvement 
over the maximally flat delay function. 

2) The design of all-pass networks which give a good 
time response to a practical finite rise time input 
function. 

THE APPROXIMATION PROBLEM 

A low-pass network with all the transmission zeros at 
infinity has a transfer function 

7.1(P) = Qi(p) 
e— PSO. (6) 

An all-pass network with poles and zeros at mirror im-
ages with respect to the jco axis has a transfer function 

Q2(- p)  
T2(P) — 

Q2(p) 
(7) 

Hence the problem here is to find a polynomial Q(p) 
to approximate the function ePt°. Thus if the low-pass 
and all-pass networks have the same poles, the delay 
of the former is just half as much as the latter. 
The Bessel polynomial approximation which yields 

a maximally flat delay is not efficient for the same rea-
son that the Butterworth filter is not efficient as com-
pared to the Tchebycheff filter. Since the equal ripple 
approximation to a flat delay has not been solved, the 
other two general approximation methods due to Dar-
lington" can be used. The potential analog method is 
chosen here rather than the Tchebycheff polynomial 
method for two reasons: 1) The delay ripple obtained 

2 S. Darlington, "The potential analogue method of network syn-
thesis," Bell Sys. Tech. J., vol. 30, pp. 315-365; April, 1951. 

8 S. Darlington, "Network synthesis using Tchebycheff polynomial 
series," Bell Sys. Tech. J., vol. 31, pp. 613-665; July, 1952. 
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can be controlled very easily so that the phase devia-
tion is small at low-frequencies where its effect on the 
time response is most critical and 2) the singularities can 
be determined easily without solving any high degree 
polynomials. 

The potential analog method requires the selection 
of a contour on which the charges will be located. A 
condenser plate design is not desirable because of the 
large truncation error. To eliminate such a difficulty, an 
elliptic contour is chosen. The eccentricity of the ellipse 
may be varied to obtain various approximations. Since, 
in the potential analog, the delay is represented by the 
electric field normal to the jw axis, it is clear intuitively 
that the narrower the contour, the more efficient the de-
sign. However, one must also realize that a quantization 
procedure is always needed to obtain the network singu-
larities after the potential problem is solved, and quan-
tization causes granularity error. Hence the contour 
should not be so close to the jco axis as to cause excessive 
ripples due to quantization and therefore distort the 
time response. In the next few paragraphs some empiri-
cal formulas are derived to obtain the best compromise 
in choosing the eccentricity. 

As shown in Fig. 4, let Eo and -ve°2— 1 represent the 
major and minor axes of an ellipse and let 

r — 
eo 

Vto2 — 1 

characterize the ellipse eccentricity. To obtain a flat 
delay approximation the location of the poles are found 
to be 

where 

and 

(8) 

cri — ve02 — 1 co. yi 
= + E. sin yi (9) 

1 3 5 n — 1 
sin y2 —  for n even 

n n n 

2 n — 1 
sin yi = 0, —  for n odd. (10) 

n represents the number of poles only. yi represents 
the angle measured from the positive-u axis as shown in 
Fig. 4 and n designates the total number of poles used. 
The derivation of the potential analog method is given 
in Appendix I. Thus, given r and n, the poles can be 
found immediately from (9) and (10). The zeros for an 
all-pass network are simply at the mirror images of the 
poles. 

The next question is to determine r and n from the 
prescribed information on bandwidth and time delay. 
First one finds, as shown in the Appendix, the flat delay 
(or the electric field intensity normal to the jco axis) as 
a function of n for a given ellipse. From (41) in Ap-
pendix I 

Fig. 4—Elliptic contour. 

lo — 
ny 

to + .ve.2 — 1 
This formula includes the effect of negative charges in 
the right half plane and hence corresponds to the delay 
of an all-pass network. The total available phase (i.e., 
the product of the flat delay and the available band-
width, E0)4 

/3. = toe° — 
fir 117 

(12) 
1 

1 + /0 02 1 Es 1 + 

It is seen that the larger r is, or the narrower the ellipse 
is, the larger is the available phase. As r reaches in-
finity, the available phase reaches the theoretically 
available amount nr for n pairs of poles and zeros. In 
the design of the all-pass network one needs to know 
as, required and from which n is determined. Once 
r and n are chosen, (322, is fixed; a standard frequency 
normalization is needed to give the desired bandwidth 
and flat delay. 
The remaining problem is to find a suitable relation 

between r and n. This relation is determined by the 
granularity error due to quantization. Because of the 
shape of an elliptic contour, it is clear that the error is 
small at low frequency near the origin and gets larger 
near the cutoff frequency. To get an estimate of this 
error vs frequency as a function of r, the following 
approximation is made. The granularity error of an 

4 In terms of potential analog, this is the total flux crossing the jw 
axis inside the chosen contour. 
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Fig. 5—Estimate of per cent delay distortion vs per cent 
available bandwidth for the case r = 0.4n. 

elliptic contour is assumed equal to that due to an 
infinite array of charges parallel to the jco axis at a vari-
able distance .yeè-1 cos y away from the _Au axis. 
The spacing between successive line charges is constant 
and is equal to n o/n. In Appendix II it is derived that 
the maximum granularity error due to an array of 
filamentary charges is on a percentage basis 

100 
=   (13) 

ra 
cosh' ( )— 

b 

where b is the spacing between charges and a their 
distance from the jco axis. Using the distances given 
above for the elliptic contour, 

100 
A =   (14) 

(mr cos y\ 
cosh'   

2r ) 

where sin y =W/ o represents the ratio of co at which the 
error is estimated and the normalized available band-

width eo. Using (14) it is found at co= 70 per cent eo, 
A < 1.5 with a choice of 

r .4n. (15) 

This is a useful empirical formula for both the all-pass 
and the low-pass design. It turns out that with such 
a choice of r,-,0.4n, the time response of the low-pass 
network is usually excellent.' Eq. ( 14) is plotted in Fig. 
5 for the r = 0.4n choice. The estimate is usually good in 

the range of co ≤ 85 per cent eo. 
SOME DESIGN CONSIDERATIONS 

Low-Pass Network 

The low-pass network is designed on the basis of ob-
taining good time response and efficiency. It is clear 

'It should be pointed out that the shape of the time response de-
pends on the phase deviation from linearity; however, since the delay 
contributed by the low-pass network is usually small in this proposed 
method, ,C.-=1.5 usually corresponds to a tolerable phase deviation 
from linearity. 

that using the potential analog method, the larger the 
number n is, the better the approximation and the 
better the time response. From experimental results 
obtained from analog computers, it is found that with 
n > 9 and the eccentricity of the ellipse defined by 
r,-0.4n, there is essentially no visually detectable 
distortion of the impulse response. In this section, some 
results are shown for the case n=11. Various r are 
selected for comparison. In Table I, the phase factor 

TABLE I 

n = 11, 10=1 u =21-Bto eff = 2ii/nir 

max. flat 
r = 0.283n 
r=0.318n 
r = 0.354n 
r = 0.389n 
r = 0.424n 

5.39 
5.69 
5.75 
5.78 
5.81 
5.85 

0.312 
0.330 
0.333 
0.335 
0.337 
0.338 

and the efficiency are given for various r and also for 
the maximally flat function. It is seen that the r = 0.424n 
case is about 9 per cent more efficient than the maxi-
mally flat case. The step and impulse responses of all 
six cases are good. The r = 0.424n case is shown in Fig. 6. 

Fig. 6—Step and impulse responses of low-pass network 
with n=11, r = 0.424n. 

Once the poles are located, the network can be deter-
mined from existing well-known techniques." A low-
pass ladder with series inductances and shunt capaci-
tances is realized. In this case of 11, one gets five 
inductances and six capacitances. Networks can be 
realized both for termination at one end (Z21 or Y2I 
design) and terminations at both ends (transmission 
coefficient design). In the first case the network ele-
ments can be obtained very easily by finding the con-
tinued fraction expansion of z22 or y22, while in the second 
case, one has to find the reflection coefficient and the 
input impedance. The details can be found in Guille-
min' and Darlington.' It should be mentioned that for 
given n and r, the element values are determined once 
for all, subject only to the trivial impedance and f re-

6 E. A. Guillemin, "Modern Methods of Network Synthesis," in 
"Advances in Electronics," Academic Press, New York, N. Y., vol. 
III, pp. 275-303; 1951. 

S. Darlington, "Synthesis of reactance 4-poles," J. Math. Phys., 
vol. 18, pp. 257-333; September, 1939. 
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Fig. 7—Low-pass network loss in db vs frequency. 

Fig. 8—Impulse response of low-pass network with 
transmission zero at co = 10. 

quency normalizations. As a practical consideration, the 
n = 11 case represents almost an upper bound for a lad-
der that can still be designed, built, and aligned to a 
given accuracy. 
A variation of the low-pass design is to have one or 

more pairs of transmission zeros on the jco axis. Series 
or parallel tuned circuits are introduced in the ladder 
realization. This is sometimes useful when the over-
all time response error is not too strict. The additional 
loss introduced at lower frequencies makes the design 
of the all-pass network easier. It is also true that the 
bandwidth of the low-pass network is reduced by the 
transmission zeros. The loss curve for the r = 0.424n case 
with a transmission zero at co = 10 is plotted in Fig. 7 
along with the case with all zeros at infinity. It is seen 
that the 6-db bandwidth is reduced from co = 5.8 to 
4.75. The impulse response is shown in Fig. 8. Thus a 
pair of transmission zeros at finite frequencies does not 
impair the quality of the time response. 

Fig. 9—Comparison of delay vs frequency for n=11 max-
imally flat and elliptic contour r = 0.424n case. 
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Fig. 10—Estimate of granularity error of (15) and actual 
delay vs frequency plot for n=11, r = 0.424n. 

All-Pass Netowrk 

If the required phase shift of the all-pass network is 
given, r and n can be determined immediately using 
(12) and ( 15). To compare the result obtained with 
that of the maximally flat network, the delay for n=11, 
r = 0.424n is plotted vs frequency along with the n=11 
maximally flat case in Fig. 9. It is seen that a much wider 
flat delay bandwidth is realized using the elliptic con-
tour, yet the flatness of the delay at low frequency is 
just as good. 

In Fig. 10 the same delay curve is plotted in a larger 
scale to show the relative accuracy of the estimate of the 
granularity error given by (14). It is also possible to esti-
mate the amount of phase distortion from linearity. 
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Fig. 11—Assumed delay distortion curve for 
estimating the phase distortion. 

Assuming that each delay ripple is sinusoidal, then the 
maximum phase distortion 0(w) can be found directly 
from the percentage delay distortion, A. As shown in 
Fig. 11, the shaded area represents Kw) and is given (in 
radians) by 

2 to à 2 to à 
0(co) — — to --

7r n 100 ir n 100 

50 (1 + —1) 

fir 

(16) 

The time response of the over-all network depends on 
0(co) and the magnitude function A (w) of the low-pass 
network. In the next section, the relationship is de-
rived on a theoretical basis. In this section, some experi-
mental results obtained from an analog computer are 
shown. Referring to Fig. 3, a low-pass network N1 with 
n=12, r = 0.357n is used to cascade with an all-pass 
network N2, with n=12, r = 0.357n. Let the flat delay 
of N1 and N2 be /1 and 12. By keeping 12 constant and 
varying ti, different time responses are obtained. They 
are tabulated in Table II for three distinct cases. 

TABLE H 

2 1 
2 0.7 
2 0.7 

11) =.11+12 

(With trans-
mission zero 
at (0=12) 

U=“10/0 eff 

Overshoot 

(Impulse (Step 
response) response) 

18.8 
23.8 
20 

0.336 
0.421 
0.336 

none none 
4.3 per cent 1 percent 
0.5 per cent negligible 

amount 

This actually amounts to changing the bandwidth of 
the low-pass network while keeping the all-pass net-
work with the same phase. The step responses for the 
last two cases are shown in Figs. 12 and 13. Thus, it is 
seen that the efficiency of the over-all delay line can be 
traded easily with the quality of the time response.Com-

Fig. 12—Step response of case 2 of Table II. 

Fig. 13—Step response of case 3 of Table II. 

pared to the results shown in Table I, it is clear that the 
cascading connection can improve the efficiency or keep 
the efficiency constant while realizing a much larger 
phase factor u. The time response can also be con-
trolled easily. 
The structures to be realized for the all-pass network 

are all of the constant resistance bridge- T type. Be-
cause of the specific choice of eccentricity of the ellipse 
as given by ( 15), all but two of the bridge-T sections 
contain all positive elements and can be realized in the 
form as shown in Fig. 14. For the remaining two with 
singularities closest to the u axis, one requires negative 
coupling as shown in Fig. 15, and the other can be 
realized as a twin T as shown in Fig. 16. 

TIME DOMAIN CONSIDERATIONS 

In the design of all-pass network for the delay line 
problem, it is important to know some relationship 
between the distortions in the frequency and time do-
mains. Since for time domain applications the require-
ment of the line is usually given in terms of time re-
sponse and the design of the all-pass network is based 
on the delay or phase specification in the frequency 
domain, it is necessary to have some method to deter-
mine one from the other. A useful formula used here, 
due to C. A. Desoer, is derived in Appendix III. It 
states that 

Wo 
e(t)I ≤ max —[1. (--) 2] EUCO) I (17) 

0<co<0 2 coo 

where e(t) is the error in time domain, I e(jco) I is the error 
in frequency domain, and coo is a parameter to be chosen 
such that the maximum value in the bracket is a mini-
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o  

o  

Fig. 14—All-pass constant-R bridge- T structure. 

o 

 o 

Fig. 15—Bridge T with negative coupling. 

o 

Fig. 16—Constant-R twin-T structure. 

mum. This inequality gives an estimate of the upper 
bound of time domain error from a given frequency 
domain error. To apply this formula, the following 
terms are defined. From Fig. 3, let the transfer func-
tion of the low-pass network be 

= Ame-itti(.) 

and the all-pass network 

T2 (jai) = e- 02(w) = e—gcuirl-e) 

(18) 

(19) 

where 0(w) denotes the phase deviation from linearity. 
It follows that impulse responses 

hi(t) = 

— 12) = 

and 

h2(1) 

(20) 

(21) 

(22) 

where L-1 designates the inverse Laplace transform. 

Since Mt) represents a desired impulse response and 
h2(1) the over-all impulse response, the error in the time 
domain can be represented as 

e(t) = 111(1 — 12) — 112(1). (23) 

The corresponding error in the frequency domain is 
therefore 

E(P) Ti(p)e5€2 — n(p)T,(P)• 
On the real frequency axis, 

€(jco) = A (c,,)e--7(81+.t2)(1 _ 

The absolute value is 

I (jW) I = 2A (co) sin 0(w) • 
2 

Using (17) one has 

(24) 

(25) 

(26) 

2 

I e(1)1 ≤ max coo [ 1 + (—) A (co) sin e9(w) (27) 
0 <to < GO 0 2 

This equation allows one to determine the requirement 
on 0(w) from the permissible time domain error e(t) and 
the magnitude A (co) of the transmission of the low-pass 
filter. Since A (w) is close to unity at low frequency and 
approaches zero at high frequency, from (27) it can be 
seen that 0(w) must be small at low frequency and may 
become increasingly large as co increases, coo can be 
assumed any arbitrary value to start with and changed 
in the succeeding estimate so that the previous maxi-
mum is reduced. It is found that an optimum choice of 
coo is to start with 6-db bandwidth. An illustrative exam-
ple is given in the next section to show the application 
of this estimate. 

ILLUSTRATIVE DESIGN 

A delay line with 1-µsec delay and 0.05-µsec rise time 
is needed. The maximum allowable step response distor-
tion is 1 per cent. 

From (1) one finds the required bandwidth (6 db) 

1 
B = = 10 mc. 

2 X 0.05 

Assuming an n = 11, r = 0.424n, low-pass network is used, 
the contribution of delay due to the low-pass network is 

141  5.85 
11 =—= = 0.093 µsec 

21-B 27r X 10 X 106 

where ul, the phase factor of the low-pass network, can 
be found in Table I. Hence the required delay for the 
all-pass network is 

12 = 1 — 0.093 = 0.907 µsec. 

The problem now is to determine tire bandwidth of 
flat delay or linear phase of the all-pass network such 
that the over-all step response satisfies the given re-

quirement. First, one has the magnitude function A (w) 
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of the low-pass network from Fig. 7. The 6-db point in 
the figure is normalized to a frequency of B=10 mc. 
Therefore at 

frequency 
3 

loss in db = 0.5 

A = 0.945 

2B 

3 

2 . 8 

0 . 725 

available phase bandwidth (denormalized Zo) 

1.5B 100 
= X 10 mc X - = 20 mc. 

75 

1.5B 

6 14.5 

0.5 0.188 

The corresponding formula for error in frequency do-
main for the step response can be obtained from (26) 
simply by dividing the expression by co 

A(w) 0(w) 
I e(jw) I = 2  sin 

2 

Thus the time domain error is 

Wo 
e(1) I ≤ max - 1 ( .) 2] A(w) 

o<.<.. co CO0 

, (w) 
sin 

2 

Assuming coo = 2rB, the following terms are calculated: 

frequency 

Wo CO 2-1 

-[I 

CO \CO01 

CO0 -[ ( \21 A 1 

c,o ()) 

2B 

3 

10 13 

3.15 1.57 

2B 2.5B 3B 

22 44 75 

0.0795 0.0063 0.000178. 

The availabe phase is therefore by ( 12) 

= 2r X 20 mc X 0.907 = 18.14 X 27 rad. 

Using ( 12), one finds the number of poles needed as 

041 4- -1) 

n = = 2 X (18.14)(1.214) = 44. 
ir 

Hence the complete delay line has a low-pass network 
with n=11 and an all-pass network with n=44 or 

22 bridge structures. The phase factor is from (4). 

1.5B 2B 2 . 5B 3B 

2 2.17 2.5 2.9 

1 0.408 0.199 0.0183 0.00059. 

Since e(t) is to be smaller than 0.01, hence we obtain the 
following inequalities displayed in tabular form: 

2B 
frequency 

3 3 

o 
sin - < 0.0032 

2 - 

0 
- < 0.0032 
2 - 

0.0064 0.01 

0.0064 0.01 

From ( 16), it is found that the per cent delay distor-
tion must satisfy the following inequalities at 

B 2B 
frequency - - B 1.5B 2B 2.5B 

3 3 

< 0.39 0.78 1.21 2.98 6.1 69. 

Knowing the allowable per cent delay distortion vs fre-
quency, one can determine the available phase required 
from Fig. 5. In this example, it is found that if 1.5B 
corresponds to 75 per cent eo, the inequality as shown 
above can be satisfied at all frequencies. Hence the 

1.5B 2B 2.5B 3B 

0.0245 0.05 0.54 16 

0.0245 0.05 0.57 

10 

3 

u = 2rBto = 62.8 

and the efficiency 

1 
eff = 62.8 X  - 0.404. 

-- (11 ± 4 X 22) 
2 

From this example, it is found that at frequencies 
where the low-pass filter provides more than 30 to 40-db 
loss, the phase distortion 0(w) is almost immaterial. 
A more efficient design can, be done therefore, if the low-
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pass network has a pair of transmission zeros at finite 
frequency as shown in Fig. 7. An improvement of about 
10 per cent in efficiency is possible. 

APPENDIX I 

APPROXIMATION OF THE IDEAL DELAY FUNCTION 
USING POTENTIAL ANALOG METHOD 

The transmission function is defined as the logarithm 
of the transfer function, thus for the ideal delay func-
tion 

F(p) = In T(p) = - lo = — too. - flow. (28) 

This desired transmission function is identified as a 
complex potential, F„ inside a chosen contour on which 
the charges will be located. To determine the charge 
distribution, an exterior complex potential, F., is found 
based on the following two considerations: 

1) The real parts of Fi and F. must be continuous on 
the chosen contour. 

2) The exterior complex potential must vanish at 
infinity at least as 1/p in order to obtain a unique 
solution. Therefore, the discontinuity of the imagi-
nary parts of Fi and F. fixes the single layer charge 
distribution needed on the contour. In terms of 
the network theory the real part of the complex 
potential (the real potential, V) is identified with 
the gain function, a, and the imaginary part (the 
stream function, ik) is identified with the negative 
phase, - 0. The charge distribution has to he 
quantized as filamentary charges to obtain the 
poles and zeros of the network transfer function 

• 
Since an elliptic contour is selected for this problem, 

it is more convenient to use the elliptic coordinates (e, 
where 

P = u + iù) = -V(E2 - 1)(1 - le) + jen• (29) 

The Cauchy Riemann conditions are given ass 

av ae av a# 
= and - - (30) 

hiat hen hen hen 

where 

hi = V E2 1 

In the present problem, 

Fi(p) = V; + j4'1= - top 

n2 
and h2 = VE2  

1 - 

= — tome — 1)(1 - n2) +;en] (31) 

and it is required to determine F„(p) such that Vi --- V. 
at e = eo. Using standard methods, the result is found as 

J. Stratton, "Electromagnetic Theory," McGraw-Hill Book 
Co., Inc., New York, N. Y.; 1941. 

F.(p) = to 
1 

 to  1 ,veoo 1 
(P p2 + 1). (32) 

By making a Taylor series expansion at infinity, one 
can see that F. vanishes as 1/p at co. To manipulate 
(31) and (32), it is more convenient to introduce a 
transformation 

p = sinh z = sinh x cos y 4- j cosh x sin y. (33) 

Hence one obtains 

-- cosh x VE2 - 1 = sinh x 

and 

= sin y N/1 - = cos y. (34) 

Substituting these relations in (31) and (32) one has 

F = - to sinh z = - to (sinh x cos y + j cosh x sin y) (35) 

and 

to 
F.=  e-8 

E0 

1 
N/to2 - 1 

to 
  (e-x cos y - je -e sin y). 

Er, 
1 - E 

Veo' - 1 

On the elliptic contour, e = E„, it is seen that 
= V. = — wee — 1 cos y, 
- tot° sin y and le. = to-Vtos - 1 sin 

Therefore the charge distribution is found as 

271-Q = — #. = — tie° +../E02 — sin y-

y. 

(36) 

(37) 

(38) 

The ellipse is plotted in Fig. 4, where y represents the 
angle from the real a axis. The charge Q is plotted vs 
angle y in Fig. 17. It is seen that negative charges are 
needed for 0 <y < 7r/2 and (37r/2) <y < 27r, positive 
charges at (7r/2) <y < (37r/2). The quantized filamen-
tary charges are therefore on the contour e= Eo at 

i - 1 n odd 
= + sin-1   (39) 

i odd from 1 to n 

and 

= — 1 
i odd from 1 to n - 1. 

n even 

The case of n=3 is shown in Fig. 18. In terms of the 
rectangular coordinates, 

ui =- ± -VE02 - 1 cos y, 

Wi = ± to sin Yi. (40) 
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Fig. 17—Charge distribution vs angle y on the 
elliptic contour 

Fig. 18—Locations of poles and zeros for n=3. 

It is clear that the delay is no longer constant after 
quantization. The average delay relating to the number 
of poles n can be obtained easily from (38) as 

to — 
nw 

Es -1- N/Z02 — 1 

For a low-pass network with all the zeros at infinity, 
the delay is half as much. 

(41) 

APPENDIX II 

GRANULARITY ERROR DERIVATION 

With an infinite array of filamentary charges parallel 
to the jco axis as shown in Fig. 19, the complex potential 
is 

Ir 
F = ln cos-- (p a). 

ib 

p- PLANE 

Fig. 19—An infinite array of filamentary charges. 

On the jco axis, 

7r 
F = ln cos —  (co — ja) 

o. 

7r 
= ln[ Ir Ir r cos — co cosh — a -F j sin — co sinh — ai• (43) 

b b b b] 

Hence the phase function is 

e = — tan--1 [tan — tanh — 

and the delay function 

At co=0 

while 

d. 

— tanh — a 

1 

ir 

sin — w 

ir 
cosh — a 

2 

di3 Ir Ir 
— (0) = — — tanh —  a, 
dw 

(44) 

(45) 

(46) 

(d13 ir 
—) max -= — — coth — a (47) 
dw 

occurs at sin (fr/b)co = ± 1. Therefore 

/di3\ di3 

—dw (o) 1 

( (D  ir 42) . cosh' — a 

(48) 
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Hence the maximum error on a percentage basis is 

100 
A =   (49) 

ir 

cosh 2 — a 

APPENDIX III 

INEQUALITY RELATING FREQUENCY AND TIME 
DOMAINS 

Let the frequency domain error e(jca) be the difference 
between the desired transfer function Td(jco) and the 
realized transfer function Tr(:no). In the application of 
the text Td(jco)= Ti(jw)e-i'"2and Tr(jco)=Ti(jca)T2(jw). 
The only assumption necessary for the proof is that 

as co--> co E( jco) I ,,, l/con where n > 2. This assumption is 
not as restrictive as it seems since an example can be 
easily found such that if 1) for all o's' e(ico) I where 71 
is a fixed number and if 2) I e(jc.o)1 ,--(1/co) the time 
domain error can be made larger than any prescribed 
number. 
The relation between e(t) and E( :go) is 

Let 

1 
e(1) = — f €(jw)eiwgdco. 

271- , 

tan O = — • 
WO 

(50) 

(51) 

Hence 

e(t) 

1 r r/2 

=—J .-r ( .471- .-r/2 

dB = 

do, 

Wo 

)2 

1 ± (— 

CO 0 

(52) 

2 
eicut dB. (53) 

)6.s.to tan e 

Now the absolute value of the integral is smaller or 
equal to the maximum value of the integrand times the 
length of the interval of integration. If, in addition, we 

use I eì'' I — <1, we get 

e(1)1 -- max (coo [coo (—)2 I) X 7r (54) 
27 o<0<., CO0 

hence, for any t, 

e(I) I ≤ — max (coo [ coo (—)2 E(jG.)) ) • (55) 
2 0<cd< 
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The Principles of JANET A Meteor-Burst 
Communication System* 

P. A. FORSYTHt, E. L. VOGANt, ASSOCIATE MEMBER, IRE, D. R. HANSENt, 
ASSOCIATE MEMBER, IRE, AND C. O. HINESt 

Summary—The JANET system of long-range communication 
employs vhf radio signals which are forward-scattered by the 
ionized trails of individual meteors. The propagation characteristics 
and design considerations of such a system are surveyed in this 
paper, and preliminary operating experience is summarized. 

I. INTRODUCTION 

/VIORE than a quarter of a century ago, Eckersley' pointed out that scattering from inhomogenei-
ties in the ionospheric ionization could be an 

important factor in the propagation of radio waves and 
could indeed provide a means of communicating with 

* Original manuscript received by the IRE, March 22, 1957. This 
work was performed under project PCC No. D48-28-35-05. 
I- Radio Physics Lab., Defence Research Board, Ottawa, Can. 
I T. L. Eckersley, "Studies in radio transmission," J. IEE, vol. 71, 

pp. 405-454; September, 1932. 

stations which otherwise would be inaccessible. Since 
that time, there have been many investigations aimed 
at the understanding and utilization of the various ir-
regularities which occur in the ionosphere. The under-
lying hope in most of these studies has been that some 
means would be found whereby at least the lower part 
of the vhf band could be used for long distance com-
munication. One of the most outstanding contributions 
in this field was the extensive work of Bailey, et al.," 
which led to the development of practical communica-

2 D. K. Bailey, R. Bateman, L. V. Berkner, H. G. Booker, G. F. 
Montgomery, E. M. Purcell, W. W. Salisbury, and J. B. Weisner, 
"A new kind of radio propagation at very high frequencies observable 
over long distances," Phys. Rev., vol. 86, pp. 141-145; April 15, 1952. 

8 D. K. Bailey, R. Bateman, and R. C. Kirby, "Radio transmis-
sion at vhf by scattering and other processes in the lower ionosphere," 
PROC. IRE, vol. 43, pp. 1181-1231; October, 1955. 



1957 Forsyth, et al.: The Principles of JANET—A Meteor-Burst Communication System 1643 

tion systems operating in this band.' This method of 
communication, which has come to be known as "iono-
spheric scatter," makes use of the small background sig-
nal which is present continuously at distances of several 
hundred kilometers from a powerful vhf transmitter. 

In the past ten years, tremendous strides have been 
made in the detailed study of meteoric and auroral ioni-
zation by radio means. From time to time, suggestions 
have been made to the effect that the scattering from 
such ionization could be used for communication pur-
poses. Since these suggestions were considered only 
casually for several years, it now seems impossible to 
establish their origin conclusively and no attempt will 

be made to do so here. Apparently, the possibility of us-
ing individual meteor signals for communication pur-
poses was discussed by McKinley and others in Ot-
tawa as early as 1950, and similar discussions took 
place at the Tenth General Assembly of URSI held in 
Sydney, Australia, during August, 1952. Certainly the 
suggestion was circulating widely during the autumn of 
1()52 when the work described in this paper started at 
the Radio Physics Laboratory of the Defence Research 
Board of Canada. Previously, various groups at the 
Radio Physics Laboratory had been interested in scat-
tering from ionospheric irregularities but the experi-
mental work had been confined mainly to back-scatter 
measurements. In 1952, largely because of the stimulus 
provided by the Cedar Rapids-Sterling experiment of 
the National Bureau of Standards, the emphasis was 
shifted to forward-scatter measurements. These meas-
urements led to a detailed investigation of the forward 
scattering of radio signals from meteor trails and a study 
of the utility of these signals for communication pur-
poses. By 1954, communication by means of the vhf 
signals reflected from individual meteor trails had been 
achieved and development of equipment designed 
specifically for this purpose was under way. 
The initial studies of forward scattering from meteor 

trails at the Radio Physics Laboratory leaned heavily 
upon similar investigations which were already in pro-
gress at Stanford University.5-7 From the outset it was 
evident that if the meteor trails were to be used effi-
ciently for communication it would be necessary to 
operate in bursts, taking advantage of the relatively 
large signals when they were present and shutting down 
the system when no suitable trail was in existence. It 
was expected that this mode of operation would permit 
effective communication with transmitters of sub-
stantially lower power than would be required for con-

4 J. R. McNat. "Practical considerations, for forward scatter ap-
plications," IRE TRANS., vol. CS-4, pp. 28-32; March, 1956. 

6 V. R. Eshleman, "Mechanism of Radio Reflection from Meteoric 
Ionization," Stanford University Electronics Res. Lab., Rep. 49; 
July, 1952. 

6 O. G. Villard, Jr., A. M. Peterson, L. A. Manning, and V. R. 
Eshleman, "Extended-Range Radio Transmission by Oblique Re-
flection from 1\ reteoric Ionization," Stanford University Electronics 
Lab. Rep. 55; October, 1952. 

7 O. G. Villard, Jr., A. M. Peterson, L. A. Manning, and V. R. 
Eshleman, " Extended-range radio transmission by oblique reflection 
from meteoric ionization," J. Geophys. Res., vol. 58, pp. 83-93; 
March, 1953. 

tinuous communication of the kind which has since been 
discussed by Eshleman and Manning,' and by Mc-
Kinley.' The burst type of operation required that some 
means be devised to provide for detection of meteor 
trails and for the subsequent selection of those trails 
which were suitable for the transmission of information. 
In order to accomplish the detection and selection func-
tions simultaneously, it was visualized that the system 
would incorporate both a transmitter and a receiver at 
each station, with the transmitters radiating carrier con-
tinuously. The reception of radio energy from the re-
mote transmitter would indicate the presence of a suit-
able trail and information would then be transmitted at 
high speed to the remote station during the lifetime of 
the trail. The actual control of the system would be per-
formed by "gating" units which would permit the trans-
mission of information only when the received signal 
level was greater than some predetermined value. With 
the addition of the necessary information storage facili-
ties at each end, this mode of operation would provide, 
inherently, a two-way communication system. The sys-
tem which incorporates this technique was given the 
code-name JANET, after Janus, the Roman god of the 
doorway who looked both ways at once. 

In order to establish the feasibility of the proposed 
system, three phases of experimentation were contem-
plated: 

1) It was necessary to assess, at least approximately, 
the utility of the meteor signals themselves for 
communication purposes. To this end, relatively 
crude measurements of strength and duration were 
made on the signals received from transmitters at 
distances of 900 and 1200 km. These measure-
ments, made late in 1952, indicated that a suffi-
cient number of meteor signals were observed 
with a transmitter of modest power to support 
teletype communication at moderate rates. 

2) It was necessary, also, to establish that reciprocal 
propagation conditions existed on two frequencies 
which were sufficiently separated to permit the 
adjacent operation of transmitters and receivers. 
In June, 1953 modulated signals were transmit-
ted simultaneously in both directions over a path 
extending from Ottawa to Port Arthur, a distance 
of 1050 km (see the map of Fig. 1). The frequencies 
used were near 50 mc and were separated by about 
one mc. This occasion marked the first successful 
automatic operation of a two-way circuit, in which 
the modulation of the transmissions was initiated 
by the occurrence of a suitable meteor trail. 

3) Finally, it was necessary to demonstrate that the 
meteor signals were capable of carrying coded in-
formation. For this purpose, a rudimentary tele-

V. R. Eshleman and L. A. Manning, "Radio communication by 
scattering from meteoric ionization," PROC. IRE, vol. 42, pp. 530-
536; March, 1954. 

9 D. W. R. McKinley, " Dependence of integrated duration of 
meteor echoes on wavelength and sensitivity," Can. J. Phys., vol. 32, 
pp. 450-467; July, 1954. 
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Fig. 1—Map of the various paths used in the development of 
the JANET system. 

type system was set up in which the occurrence of 
a suitable meteor trail caused teletype signals 
originating at Ottawa to be transmitted at high 
speed to Halifax and then retransmitted back to 
Ottawa where they were decoded and printed for 
comparison with the original. The system operated 
successfully in March, 1954. 

At this point it was considered that the feasibility of 
the method was established, and a contract was placed 
with Ferranti Electric Ltd., of Canada for the develop-
ment of equipment suitable for use in a communica-
tion system of the JANET type. The equipment which 
was developed under this contract has been in opera-
tion between Port Arthur and Toronto for about 18 
months and is described in a companion paper.1° 
The JANET system exhibits many characteristics 

which differ significantly from those of more conven-
tional communication systems. For example: its per-
formance can be predicted only in a statistical sense; 
its capacity is a strong function of the geometric rela-
tionship between the incoming meteors and the par-
ticular communication path in use; the usual relation-
ship which exists between communication capacity, 
transmitter power, and communication bandwidth is 
modified; there is no advantage in using antennas of 
very high gain, particularly if they are directed along 
the great circle path joining the two stations. These 
characteristics will be discussed in detail in the following 
sections. 
There is still much to be done before the basic phenome - 

non and the potentialities of the communication tech-
nique are fully understood. In the meantime, the outline 
given in this paper will serve to acquaint the reader with 
the present state of the JANET development. Sections 
II to V provide background information concerning the 
propagation mechanism, while the system itself is dis-
cussed in Sections VI to IX. 

10 G. W. L. Davis, S. J. Gladys, G. R. Lang, L. M. Luke, and M. K. 
Taylor, "The Canadian JANET system," this issue, p. 1666. 

II. PHYSICAL CHARACTERISTICS OF METEORS 

The earth's atmosphere is bombarded continuously 
by large numbers of dust-like particles with very small 
mass." Spectroscopic studies of the resulting meteors 
show that the particles are composed of substances 
commonly found on the earth, such as iron and cal-
cium. The total number of particles of all sizes inci-
dent on the atmosphere in a single day has been esti-
mated at about 101°, representing a total mass of the 
order of a ton. Larger particles occasionally strike the 
earth, sometimes appearing as fireballs, but these are 
rare occurrences and need not be considered further. 
The number of particles entering the atmosphere de-
creases with increasing particle size, the relationship 
being roughly of the form 

N cc 1/M, (1) 

where N is the number of particles of mass greater than 
M. 
When a meteoric particle enters the region of the 

ionosphere in the height range 80-120 km, it becomes 
heated as a result of many collisions with air molecules. 
Atoms evaporate from its surface with thermal veloci-
ties and undergo further collisions with the air mole-
cules. Such collisions result in the release of heat to the 
surroundings and may cause the excitation or ionization 
of the atom.'" Excited atoms may emit visible light of 
sufficient intensity to make the meteor perceptible to 
an observer on the ground. The ionization produces a 
trail of free electrons in the wake of the meteor, and it is 
this trail which is detected by radio methods. Although 
a single observer may see only two or three visible me-
teors per hour, hundreds of trails can be detected in the 
same period by sensitive radio equipment. 

Meteoric particles enter the atmosphere from all di-
rections with speeds which vary over a considerable 
range of values. Results of visual observations suggest 
that there is some concentration in the plane of the 
ecliptic, at least for the larger visible meteors." The 
earth's rotation, together with its tilt and motion about 
the sun, cause the meteor rate to vary from hour to 
hour and from season to season. Fig. 2 (p. 1646) is a view 
of the earth as seen from the apex of its way. At 6 A.M., 
an observer on the earth's surface is being carried head-
long into the meteoric particles, while at 6 P.M. the par-
ticles must overtake the earth in order to be seen by 
him. As a result, the observed meteor rate is enhanced 
near 6 A.M. and reduced near 6 P.M. The seasonal varia-
tion in meteor rate can be explained with the help of the 
same figure. The northern hemisphere is tilted away 
from the apex in spring and toward it in autumn. As a 

11 F. G. Watson, "Between the Planets," Blakiston Co., Philadel-
phia, Pa.; 1941. 

13 N. Herlofson, "The theory of meteor ionization," Rep. Frog. 
Phys., vol. 11, pp. 444-453; 1946-1947. 

13 T. R. Kaiser, " Radio echo studies of meteor ionization," Ad-
vances Phys., vol. 2, pp. 495-544; October, 1953. 

14 A. C. B. Lovell, "Meteor Astronomy," Clarendon Press, Ox-
ford, Eng.; 1954. 
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result, the meteor rate observed in autumn is greater 
than that observed in spring. The same variation occurs 
in the southern hemisphere, six months out of phase 
with the northern cycle. The degree of diurnal or sea-
sonal variation depends upon the latitude of the ob-
server: the diurnal variation is greatest at the equator 
and least at the poles; the seasonal variation is greatest 
at the poles and least at the equator. 
Up to this point the discussion applies particularly to 

the sporadic or background meteors. Since these are 
always present, they are of greatest importance from the 
point of view of communication. However, at certain 
times of the year, the meteor rate may be increased ap-
preciably by the occurrence of showers which result 
when the earth sweeps through streams of particles 
travelling in well-defined orbits about the sun. The 
particles may be localized in the orbit, in which case the 
shower appears periodically (Leonids, Giacobinids), 
or they may be distributed more or less uniformly along 
the orbit, in which case the shower appears as an annual 
event (Perseids, Quadrantids). The well-known showers 
were discovered by visual observations made during 
the dark hours. Recently, using radar techniques, work-
ers at the University of Manchester have discovered a 
series of showers which occur during May, June, and 
July and which produce maximum rates during the 
daylight hours." All meteors of a given shower travel at 
the same velocity and appear to diverge from a fixed 
point located on the celestial sphere. This point is the 
radiant of the shower, and the shower receives its name 
from the constellation in which its radiant is situated. 

For many years it was uncertain as to whether me-
teors belonged to our solar system or whether they came 
from interstellar space. In order to be a member of the 
solar system, a meteoric particle must travel in an ellip-
tical orbit about the sun and its velocity relative to the 
earth when it enters the atmosphere must be less than 
72 km. Any greater velocity would mean that the meteor 
was traveling in a hyperbolic orbit. The present feeling, 
based on recent photographic and radar measure-
ments," ," is that all meteors are members of our solar 
system. 

III. THE CHARACTERISTICS OF SIGNALS FROM 
INDIVIDUAL TRAILS 

The ionized trails generated by meteors contain large 
numbers of free electrons. Line densities of 10" to 10" 
electrons per meter, extending along many kilometers 
of length, may be cited to fix ideas. The electrons par-
tially scatter any radio waves incident on a trail, and 
it is this phenomenon which is utilized in the JANET 
system. Some understanding of the characteristics of 
the scattered signals is necessary, if the problems en-
countered in such a system are to be recognized and 
overcome. 

18 F. L. Whipple, "Exploration of the upper atmosphere by 
meteoritic techniques," Advances Geophys., vol. 1, pp. 119-156; 1952. 
" A. C. B. Lovell and J. A. Clegg, "Radio Astronomy," Chapman 

and Hall, London, Eng.; 1952. 

Many aspects of the scattering of radio waves by 
meteor trails have been studied in the past, originally 
for the back-scatter (radar) case" ,17 ." and more re-
cently for the forward-scattered signals which are of im-
portance here.8,5-8.19--" A complete discussion would in-
volve many complicating factors, but the elementary 
features of present interest can be treated fairly simply. 
The summary is conveniently broken into two parts, 
which represent limiting cases but which are roughly 
valid for line densities below and above 10" electrons 
per meter, respectively. Following the summary, at the 
end of the section, the complications are indicated and 
their practical consequences are illustrated. 

Underdense Trails 

Meteor trails with fewer than 10" electrons per meter 
of length are often referred to as "underdense." Radio 
waves can pass through such trails with little modifica-
tion, and the unmodified fields can be used in calculating 

12 D. W. R. McKinley and P. M. Millman, "A phenomenological 
theory of radar echoes from meteors," PROC. IRE, vol. 37, pp. 364-
375; April, 1949. 

19 L. A. Manning, "Meteoric echo studies," IRE TRANS., vol. 
AP-2, pp. 82-90; April, 1954. 
" E. W. Allen, Jr., " Reflections of very-high-frequency radio 

waves from meteoric ionization," PROC. IRE, vol. 36, pp. 346-352; 
March, 1948. See also PROC. IRE, vol. 36, pp. 1255-1257; October, 
1948. 

29 0. G. Villard, Jr., A. M. Peterson, L. A. Manning, and V. R. 
Eshleman, "Extended-range high-frequency radio communication 
at relatively low power by means of overlapping oblique reflections 
from meteor ionization-trails," Science, vol. 117, pp. 638-639; June, 
1953. 

21 O. G. Villard, Jr. and A. M. Peterson, "Meteor scatter: a newly 
discovered means for extended range communication in the 15- and 
20-meter bands," QST, vol. 37, pp. 11-15,126; April, 1953. 

22 O. G. Villard, Jr., V. R. Eshleman, L. A. Manning, and A. M. 
Peterson, "The role of meteors in extended-range vhf propagation," 
PROC. IRE, vol. 43, pp. 1473-1481; October, 1955. 
" G. H. Keitel, "Certain mode solutions of forward scattering by 

meteor trails," PROC. IRE, vol. 43, pp. 1481-1488; October, 1955. 
24 P. A. Forsyth and E. L. Vogan, "Forward-scattering of radio 

waves by meteor trails," Can. J. Phys., vol. 33, pp. 176-188; May, 
1955. 
" C. O. Hines, " Diurnal variations in the number of shower 

meteors detected by the forward-scattering of radio waves: Part 1— 
theory," Can. J. Phys., vol. 33, pp. 493-503; September, 1955. 
" P. A. Forsyth, C. O. Hines, and E. L. Vogan, " Diurnal varia-

tions in the number of shower meteors detected by the forward-scat-
tering of radio waves: Part 2—experiment," Can. J. Phys., vol. 33, 
pp. 600-606; October, 1955. 

22 C. O. Hines, P. A. Forsyth, E. L. Vogan, and R. E. Pugh, "The 
dependence of meteoric forward-scattering on antenna patterns and 
orientations," Can. J. Phys., vol. 33, pp. 609-610; October, 1955. 

28 P. A. Forsyth and E. L. Vogan, "The duration of forward-
scattered signals from meteor trails," Can. J. Phys., vol. 34, pp. 535-
545; June, 1956. 

29 R. E. Pugh, "The number density of meteor trails observable 
by the forward-scattering of radio waves," Can. J. Phys., vol. 34, 
pp. 997-1004; October, 1956. 

99 C. O. Hines and R. E. Pugh, "The spatial distribution of signal 
sources in meteoric forward-scattering," Can. J. Phys., vol. 34, pp. 
1005-1016; October, 1956. 

al C. O. Hines, " Diurnal variation in forward-scattered meteor sig-
nals," J. Atmos. Tess. Phys., vol. 9, pp. 229-233; October, 1956. 

32 C. O. Hines and M. O'Grady, "Height-gain in the forward-
scattering of radio waves by meteor trails," Can. J. Phys., vol. 35, 
pp. 125-127; January, 1957. 
" E. L. Vogan and L. L. Campbell, "Meteor signal rates observed 

in forward-scatter," Can. J. Phys., vol. 35; October, 1957. 
" D. W. R. McKinley and A. G. McNamara, "Meteoric echoes 

observed simultaneously by back scatter and forward scatter," Can. 
J. Phys., vol. 34, pp. 625-637; July, 1956. 

le J. C. James and M. L. Meeks, "On the Relative Contributions of 
Various Sky Regions to Meteor-Trail Communication," Tech. Rep., 
No. I, Georgia Inst. Tech., Eng. Exp. Sta., Atlanta, Ga.; June, 1956. 
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Fig. 2—Aspect of the earth as viewed from the forward side. 

the amount of scatter to be expected. The prdblem has 
been treated thoroughly by Eshleman,6 who found that 
a simplified Fresnel description of the process is nor-
mally sufficient. On this picture, the scattering is specu-
lar for the majority of received signals—that is, the inci-
dent and scattered rays make equal angles b with the 
axis of the trail (see Fig. 3)—and the received signal 
comes, in effect, from the principal Fresnel zone alone. 
The principal Fresnel zone is centered on a point P on 

the trail, distant rr and rR from the transmitter T and 
the receiver R, respectively, such that rr+ rR is a mini-
mum for the trail in question. The zone has length 

L = 2[Xrrrn/(rr rR)(1 — cos2 13 sin2 4,)]1/2, 

where X is the radio wavelength, e is the angle between 
the trail axis and the plane TPR, and 20 is the angle 
TPR. The received power rises rapidly in the fraction of 
a second taken by the meteor to traverse the principal 
zone, and reaches a peak value of 

fi ii,062\2 2X3GTGRe sin2 a 
PR(0) =   (2) 

32r4 4m) r Tr R(r rR)(1 — cos2 sin20) 

when the zone is fully formed. Here Pr is the transmit-
ted power, go is 47r X10-2 henry/m, e and m are the 
electron charge and mass, GT and GR are the transmit-
ting and receiving antenna gains for the directions TP 
and RP respectively, q is the electron line density at P, 
and a is the angle between the incident electric vector 
and the direction of the scattered ray PR. 

Although the meteor trail is formed as a narrow col-
umn, a few centimeters in diameter, it immediately be-
gins to expand by diffusion. As the diameter increases, 
the scattered signal suffers increasingly from a destruc-
tive interference of the fields scattered by individual 
electrons. In ideal circumstances, neglecting Fresnel 

December 

METEOR 

TRAIL 

Fig. 3—Geometry of forward scattering from meteor trails. 

ripples and initial diameter, the received power decays 
according to the formula 

PR(i) = PR(0) exp (- 32r2Dt/X2 sec2 0), (3) 

where D is the ambipolar diffusion coefficient (of the 
order 1 to 10 m2/s). The time constant 

r -= X2 sec' 0/167-2D, (4) 

which gives a convenient measure of the duration of 
signal amplitude, is of the order of a few tenths of a 
second for the relevant 30-50 mc radio waves. 

Overdense Trails 

Trails with more than 10 14 electrons per meter are 
often termed "overdense." When treating them, it is no 
longer satisfactory to think of the incident wave as 
penetrating the trail without serious modification. In-
stead, coupling between individual electrons plays a 
prominpnt part, and the whole of the scattering process 
is conceived more simply in terms of reflection from a 
cylindrical surface. 
The surface in question surrounds the axis of the 

trail at a radius p, where the electron volume density 
has the critical value normally associated with reflection 
of the incident wave (cf. reflection from the ionosphere). 
The volume density within p exceeds the critical value, 
and cannot support propagation in the usual sense at the 
pertinent frequency. As the electrons diffuse outwards, 
p increases from an initially small value, passes through 
a maximum, and falls to zero as the volume density at 
the axis of the trail decreases below the critical value. 
In the very latest stages the scattering reverts to the 
underdense type, but only after a time exceeding r, and 
so only when the underdense scattering is extremely 
small. 
The scattering process is again specular, the angles of 

incidence and reflection being equal. The received power 
is proportional to the radius p, so its time variation can 
be calculated under the assumption of diffusive expan-
sion from an initial line distribution of electrons. In the 
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back-scatter case, for a trail at distance r from the trans-
mitter-receiver site, the signal is given by 

P TG TGRX2[Dt in   
\-1112 

327r2r3 16m78Ddi 

There is no published account of forward scattering 
from overdense trails to provide formulas corresponding 
to those listed for the underdense case." However, it is 
not difficult to justify the same type of geometric factors 
as those found in PR(0) and r, and so to derive the re-
ceived power variation 

PrGrGRX2 cos (It sin' a 

1672r Tr R(r T rR)(1 — cos2 /3 sin' 0) 

(itoe2qX2 sec' ck)1 1/2 

16m7r8D1 
(5) 

for the forward-scattered signal. The total duration of 
such a signal is 

r' = goe2qX2 sec' tp/16mr3D, (6) 

and the maximum received power is 

Pr (e0e2)112 ( R. ) 112 
piet(rtie) = 

321-4 e 

X' sin' a q 1/2 

r Tr R(r T -F rR)(1 — cos20 sin20) 

where e is the base of the natural logarithms. 
The two sets of formulas and the variations which 

they imply are quite distinct (see Fig. 4), but they pro-
vide much the same values for duration and maximum 
power when p--‘10 14 electrons/m. In fact, of course, 
there is a smooth transition from the one type of signal 
to the other, but this should be virtually completed as q 
varies through a single order of magnitude. It will be 
noticed that the "underdense duration" r is independent 
of q, but the "overdense duration" r' increases with q 
as the latter increases above 10 14 electrons/m. Again, 
the "underdense signal" has a peak power PR(0) propor-
tional to q2, but this decreases to a qm dependence 
when the value PRi(r7E) for an "overdense signal" 
comes into effect. 

Meteor trails are subject to distortion by winds, and 
perhaps by small scale turbulence. The distortion is 
normally negligible for the first half second or so, and it 
therefore has little effect on the rapidly decaying under-
dense signals. Overdense signals, on the other hand, can 
deviate markedly from the idealized variation indicated 
above. Strong fading, characteristic of interference from 
more than one reflecting portion of the trail, is often 
present. Furthermore, trails whose initial orientation 
precludes specular reflection to the receiver may be re-

, (7) 

36 This statement is no longer correct. See C. O. Hines and P. A. 
Forsyth, "The forward-scattering of radio waves from overdense 
meteor trails," can. J. Physics, vol. 35, pp. 1033-1041; September, 
1957. 
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Fig. 4—Idealized time variations in signals from (a) underdense 
and (b) overdense meteor trails. 

oriented by wind shear until the specular condition is 
achieved. This leads to yet another type of power 
variation in overdense signals. 
The details of these and other complications are of 

interest primarily to the research radio astronomer.'" 
They can be treated only empirically by the communi-
cation engineer, as experience with a particular system 
is accumulated. To provide some indication of the actual 
signal forms encountered in practice, several examples of 
high-speed recordings are displayed in Fig. 5. While the 
individual signals can usually be identified as belonging 
to the underdense class or to the overdense class, it is 
evident that there are wide variations from the idealized 
forms. 
The wavelength dependence indicated by the pre-

ceding formulas is not supported in detail by the ex-
perimental data at present available,'" although the 

" T. R. Kaiser, "Meteors," Pergamon Press, London, Eng., and 
New York, N. Y.; 1955. 
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Fig. 5—Typical amplitude-time recordings of forward-scattered 
signals from meteor trails. 

general tendencies are confirmed. The important fea-
tures are the decreases of signal strength and signal 
duration which accompany an increase in the operating 
frequency. Qualitatively, this variation may be seen on 
the records displayed in Fig. 6, which show several 
meteor signals as observed simultaneously on four fre-
quencies. The variation ultimately introduces an upper 
limit to the range of useful operating frequencies, while 
a lower limit is introduced by excessive fading of the 
meteor signals and by competing modes of propagation. 
The most useful range seems to be 30-50 mc. 

IV. THE STATISTICAL CHARACTERISTICS OF 
METEOR PROPAGATION 

It is apparent from the relationships listed in the pre-
ceding section that the signals scattered from successive 
meteor trails may vary greatly in strength as the orien-
tation, position, and ionization vary from one trail to 
the next. This complicates the problem of assessing sta-
tistically the relative usefulness of meteors arriving 
from different directions, or of trails occurring in differ-
ent regions of the sky, but such an assessment is of great 
value in the development of an efficient communication 
system. Its importance lies not only in the design of effi-
cient antennas and the prediction of variations in com-
munication capacity, but equally in the interpretation 
and understanding of the basic propagation character-
istics. Past work in this field has been mainly theoretical 
and will be summarized in the first half of this section. 
The remainder of the section will be devoted to a second 

(a) 1, 
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Fig. 6—Amplitude-time recordings obtained simultaneously at four 
frequencies: (a) 3122 mc, (b) 39.22 mc, (c) 48.82 Inc, (d) 49.98 
mc. 

statistical problem of importance to the communication 
engineer, that concerning the distribution of signal am-
plitudes and durations. In this case, pertinent experi-
mental data have been accumulated. 
The assessment problem was first attacked by Eshle-

man and Nlanning,8 who located theoretically the re-
gions of the sky which are of greatest intrinsic impor-
tance in meteor scatteri ng. The complementary approach 
was adopted by Hines," who determined the most im-
portant directions of arrival of meteoric particles. The 
original approach was subsequently modified by James 
and Meeks," and by Pugh," while the two approaches 
have been correlated by Hines and Pugh." 

Basic to the whole problem is the incidence pattern of 
meteors—that is, the distribution of radiants over the 
observer's sky at the time in question. Unfortunately, 
this is one of the points of greatest controversy in 
meteor studies at the moment, and one which probably 
will not be resolved for some time to corne. The issue 
may be ignored temporarily, by assuming a uniform 
distribution, but it will be reconsidered at a later stage. 
Not all of the incident meteors produce useable trails, 

for the signals scattered from many will be below the 
operating threshold of the equipment. The useful frac-
tion varies in size with the direction of incidence and 
with the region of the observer's sky in which the trail 
is formed. The variation can be analyzed into two dis-
tinct factors, each of which will be treated in turn. 
The first restriction is imposed by a requirement for 

specular scattering. It may be assumed, for example, 
that at least half of the principal Fresnel zone must be 
formed within the length of the trail, if the trail is to 
scatter to the receiver a signal of any appreciable 
strength. Although arbitrary, this assumption could be 
justified by more realistic considerations. It confines 
attention to a certain fraction of the trails which are 
formed, the fraction being dependent on the orientation 
considered. It does more than that, for it restricts atten-
tion to a certain band of the sky where trails of the 
specified orientation do meet the specular condition: the 
position and orientation of useful trails are not wholly 
independent. 
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Fig 7—Spatial distribution of useful meteor trails for a path length, 
TR, of 1000 km. Contours display relative densities. 

Attention has now been confined to what may be 
termed, for communication purposes, potentially useful 
trails. By applying the formulas of the preceding sec-
tion, it is possible to determine whether or not any one 
of these potentially useful trails does, in fact, provide 
a useful signal exceeding the operating threshold. For a 
trail of particular position and orientation, the question 
hinges on whether or not its line density of ionization is 
sufficient to yield, as peak received power, a value ex-
ceeding the operating threshold. Since the received 
power depends on the position and orientation, as well 
as on the ionization, the required degree of ionization 
must also depend on these parameters. Finally, the 
ionization is believed to vary as the mass of the parent 
meteoric particle and as the sine of the elevation angle 
of the radiant position. It is then possible, for trails of 
given position and orientation, to determine a limiting 
mass which the parent meteor must exceed if it is to 
provide a useful trail. The relative number of such 
meteors can then be determined from the distribution 
given in ( 1). 
The results of such a calculation are of greatest value 

when the number of useful trails is given as a function of 
position or of orientation alone, rather than as a func-
tion of both. The two are linked by the specular condi-
tion, as already noted, so that one of the parameters de-
scribing position or orientation must be treated as a 
dependent variable. Its partner can then be removed 
by integration, to yield the required number of trails as 
a function of two position variables or of two orientation 
variables alone. (The third position variable is essen-
tially fixed by the narrow height range of trail forma-
tion, and the third orientation variable is unnecessary 
by virtue of the axial symmetry of the trail.) 
Almost all work in the past has been based on the 

underdense formula, a process which is justified if the 

ZENITH 

Fig. 8—Distribution of useful meteor radiants, displayed by 
contours on the celestial hemisphere. 

operating threshold level is sufficiently low. Detailed 
results may be found in the papers previously cited, but 
the general effects are illustrated in two accompanying 
diagrams. The first of these, Fig. 7, shows the spatial 
distribution of useful meteors, plotted by contours on 
the horizontal plane which contains the transmitter and 
receiver; the actual distribution is, of course, at heights 
of 90 or 100 km. The second, Fig. 8, sketches the corre-
sponding orientational distribution of useful trails, rela-
tive to the orientation of the transmitter-receiver axis. 
The hemisphere can be pictured as the celestial hemi-
sphere of the sky, in which case the contours indicate the 
distribution of useful radiants, with the meteors im-
pinging from points on the hemisphere onto the earth 
at the center. 
Communication capacity in the JANET system de-

pends more on the total time spent by the received sig-
nal above the threshold level than on the actual num-
ber of times the threshold is exceeded. With the assump-
tion of underdense trails alone, and with the mass (or 
ionization) distribution ( 1), it is not difficult to show 
that this total time varies with position and orientation 
exactly as does the number, except for an additional 
sec' ct, factor introduced by the exponential decay con-
stant (4). This extension has been incorporated in Fig. 
9, which sketches the spatial distribution of potential 
usefulness of different regions of the sky, from the point 
of view of communication capacity. It is clear from this 
diagram that the most useful regions of the sky lie to 
the sides of the direct transmitter-receiver path, and 
this fact must receive consideration in the designing of 
efficient antennas. 
The foregoing account summarizes the standard ele-

mentary treatment to be found in the papers men-
tioned above. Two elaborations should be noted. 
The first concerns time variations and anisotropies in 

the meteoric incidence pattern, which have been ignored 
up to this point. It has been mentioned already that 
sporadic meteors tend to come from the apex of the 
earth's way, and further concentrations in their dis-
tribution may also exist. Such concentrations make the 
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Fig. ) Effective regions for a meteor communication system, dis-
played by contours which incorporate both numbers and dura-
tions of signals. 

incidence pattern nonuniform over the celestial sphere 
and, when observed from the rotating earth, this pat-
tern appears to sweep across the sky in the course of a 
day. Not only does this produce a diurnal variation in 
the communication capacity of a given system, but it 
also distorts the contours presented in the foregoing 
charts. Symmetry is lost, and each side of the path in 
turn provides the greater number of useful trails for a 
part of the day."'"'" Further temporal changes occur 
as the earth passes into and through meteor shower 
streams, and such occasions provide the most direct ex-
perimental confirmation of the basic theory."'" 
The second elaboration concerns overdense trails. It 

is apparent that somewhat different variations occur 
when the limiting ionization lies in the overdense range, 
for the peak amplitude then varies as (meteor mass)" 
with a = rather than a ---- 1. The problem is complicated 
further when signal durations are considered, but the 
same principles do apply throughout and refined con-
tour charts could, in principle, be deduced. It appears 
that detailed theoretical work involving distributions of 
overdense trails has, however, been limited to the sec-
ond statistical problem under review, that of the distri-
bution of signal amplitudes. 
The basic point concerning this distribution has al-

ready been implied: the number, No, of peak amplitudes 
which exceed a counting level, Ao, would vary as Ao-' if 
the underdense formula were valid for all signals, but 
as A0-4 if the overdense formula were valid. This con-
clusion stems from the assumed proportionality of ioni-
zation and mass, and from the assumed distribution 
law ( 1). It follows directly when these relations are com-
bined with the formulas (2) and (7) in turn, for a speci-
fied position and orientation of the trail, and it follows 
for all trails after position and orientation are removed 
by integration. 

" C. O. Hines and E. L. Vogan, "Variations in the intrinsic 
strength of the 1956 Quadrantid meteor shower," Can. J. Phys., vol. 
35, pp. 703-711; June, 1957. 
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Fig. 10—Occurrence rate of signals exceeding a threshold amplitude, 
as a function of that amplitude. The solid line indicates the 
theoretical variation (with arbitrary scales), and has the broken 
lines as asymptotes; experimental data have been superimposed 
in the position of best fit. 

In the actual circumstances, where both overdense 
and underdense signals must be taken into account, the 
dependence of No on A o may be expressed simply when 
attention is confined to trails with a specified position 
and orientation: No « Air' for A o <A 7, and No ocA 0-4 for 
A 0>A r, where AT is the amplitude appropriate to the 
transition between underdense and overdense ioniza-
tions. This transition is assumed to occur abruptly and 
(for continuity) at that value of ionization which leads 
to equal signal strengths when inserted in (2) and (7) in 
turn. 
These simple pictures are ultimately complicated, 

however, when the net distribution relating to under-
dense and overdense trails of all positions and orienta-
tions is considered. The complication arises because Ar 
is itself dependent on position and orientation. The in-
tegration can be accomplished, however, by taking this 
dependence into account. The final result, for an iso-
tropic incidence of meteors, is shown by the full curve 
in Fig. 10. This curve tends to the limiting forms 
(straight lines, on the log No vs log A o plot, with slopes 
of — 1 and — 4, respectively) appropriate to underdense 
and overdense trails separately; the perceptible transi-
tion extends over a decade in amplitude. The exact 
shape and location of the transition region would be ex-
pected to vary throughout the day, as the actual (non-
isotropic) incidence pattern sweeps across the sky, but 
the degree of distortion cannot be predicted. Extensive 
data have been accumulated, however, and have con-
firmed the shape shown here. Typical results have been 
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superimposed on the diagram in the form of vertical 
bars, whose lengths indicate the random probable error 
of the data. The horizontal and vertical scales are arbi-
trary, and the experimental results were introduced in 
the position of best fit. 
The distribution of signal durations is more difficult 

to obtain, both theoretically and experimentally, but it 
is of more direct importance to the communication ca-
pacity of a JANET system. The theory could be de-
veloped most readily for signal durations measured to 
1/e of the maximum amplitude, by a routine extension 
of the methods indicated earlier in this section. The 
more relevant analysis, that required to obtain dura-
tions above a threshold level, would be much more in-
volved but still possible in principle; the results would 
depend on the chosen threshold. In neither case would 
it be possible to take full account of variations in the 
diffusion coefficient, associated with the formation of 
trails at various heights, and neither analysis has yet 
been undertaken. 

Experimentally, if the durations of signals from indi-
vidual trails is desired, careful analysis is necessary be-
cause of the fading which is often present. Such analysis 
is required, however, when the basic characteristics of 
meteor propagation are under study, and reference may 
be made to details of such a study reported elsewhere."' 
For present purposes, it is sufficient to record the inte-
grated distribution of durations, as measured by the 
number of signals whose duration exceeds a chosen 
value. The experimental distribution is shown in Fig. 11, 
for (a) durations to 1,/e of the peak amplitude, and (b) 
durations above a counting level. 

Exper:mental results can be obtained more readily if 
no attempt is made to interpret fading signals in terms 
of the individual trails which produce them. Instead, 
the durations of individual signal excursions above a 
threshold is obtained, and the measurement can be 
made automatically. The integrated distribution ob-
tained in this way is shown in Fig. 11, curve (c), and it 
represents the most basic type of distribution required 
for communication design. Although curves (b) and (c) 
were obtained from different sets of data, a comparison 
of the two does give some indication of the effect of 
fading on the distribution of signal durations. 

V. THE TEMPORAL VARIATION OF METEOR SIGNALS 

The rate at which meteor signals are observed by 
means of forward scatter varies over wide limits from 
hour to hour and from one day to the next. In an effort 
to determine exper:mentally the extent of these varia-
tions, a forward-scatter recording program has been 
conducted over several paths in Canada. Path lengths 
varied between 800 and 1000 km, and frequencies were 
in the range 30-50 mc. Some results of this program 
have been reported elsewhere.33 For present purposes, 
it will be sufficient to indicate the normal variations en-
countered on one of the paths, that from Greenwood, 

0.1 
DURATION (sec) 

100 

Fig. 11—Occurrence rate of signals exceeding a chosen duration, as 
a function of that duration: (a) total durations of signals meas-
ured to 1/e of the initial amplitude, (b) total durations of signals 
measured above a fixed level, (c) durations of individual excur-
sions above a fixed level (see text). The vertical scale is arbitrary. 

Nova Scotia to Ottawa, Ontario, a distance of 860 km. 
The unmodulated transmission, at a frequency of 

49.98 mc, was maintained continuously with a radiated 
power of about 100 watts. Records were obtained 
throughout the period June, 1955 to August, 1956. The 
receiving system consisted of a preamplifier, a com-
mercial receiver, a peak-reading amplifier and a moving-
chart recording milliammeter. The peak-reading amplifi-
er maintained the peak signal amplitude for a sufficiently 
long time (about 3 sec) to compensate for the slow re-
sponse of the recording meter. Five-element yagi an-
tennas, arranged to illuminate the midregion of the 
path at a height of 100 km, were used for transmission 
and reception. 

Meteor rates were obtained by counting those signals 
which provided an antenna voltage of 0.5 1.1.v, repre-
senting an average snr of about 20 db in the bandwidth 
of 1.3 kc which was used. The records were scaled on an 
hourly basis and the resultant data were summarized 
for various periods. 
The data obtained for July, 1956, are representative, 

though by no means typical, of all months. They are 
displayed by means of the scatter plot in Fig. 12, which 
illustrates the large spread normally encountered in 
hourly rates. The spread appears to be greatest in July 
and August when the rates are highest, and least in the 
spring months. The solid curve shows the mean diurnal 
variation for the month, obtained from the arithmetic 
means of the hourly data. 
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Fig. 12—Distribution of hourly signal counts obtained during July, 
1956, on the Greenwood-Ottawa circuit, with curve of hourly 
averages superimposed. 

All the data available from records obtained over a 
period of 12 months were averaged for each hour. The 
hourly averages are shown in Fig. 13, after normaliza-
tion to a mean value of 100. The curve has a maximum 
at approximately 4 A.M. and a minimum at 6 P.m., 
with a slight enhancement just before noon. This en-
hancement is evident in the data for about half of the 
12 months. The ratio of the maximum-to-minimum rate 
for the curve is 3.5. 

Fig. 14(a) is the histogram of the average rate for each 
week of the 12-month period. The observed meteor rate 
is lowest in the spring, rises to a maximum during July 
and August, and falls off toward the end of the year. 
Excluding the summer months, the signal rate in the 
second half of the year is about twice that in the first 
half. The meteor rate in June, July, and August, is in-
fluenced by considerable shower activity, but the effects 
of individual showers are difficult to distinguish since 
the periods of increased activity overlap. On the other 
hand, the effects of the Quadrantid (January 3) and 
Geminid (December 12) showers are apparent in the 
figure. 
The degree of diurnal variation in meteor signal rate 

is of some importance to the communication engineer. 
It can be expressed in ternis of the ratio of the maximum 
to minimum rate over a 24-hour period. This ratio varies 
widely from one day to the next and may be as great as 
20:1. In order to smooth the data somewhat, average 
diurnal variations were derived for weekly periods and 
the maximum-to-minimum ratio for each period was 
determined. The results are shown in Fig. 14(b). Even 

after this smoothing, the ratio varies over the range 2.5 
to 9. Variation in the total signaling time, as distinct 
from the number of signals, is also of interest to the 
communication engineer, but it could not be deter-
mined with the peak-reading method of recording em-
ployed on this circuit. It may be noted, however, that. 
individual signals tend to persist longer during the after-

160-

80-

o 
O à 12 

LOCAL TIME 
24 

Fig. 13—Normalized mean diurnal variation of signal counts on the 
Greenwood-Ottawa circuit, obtained over a 12-month period, 
1955-1956. 
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Fig. 14—Weekly averages of meteor data obtained on the Greenwood-
Ottawa circuit over a 12-month period: (a) meteor rates, (b) max/ 
min ratios. 

noon hours, and that this would compensate partially 
for the decreased number of signals then obtained. The 
practical consequences of this effect, as illustrated by 
results from a test run of the JANET system, will be 
indicated in a later section. 
The results for a particular circuit and for a particular 

period have been presented here in order to illustrate 
typical behavior. It does not follow that they are ap-
plicable directly to any other circuit, since the number 
of meteor signals observed on a given circuit depends 
upon the latitude, path length, and orientation of the 
circuit, and on the antenna patterns employed. Also, 
meteor rates may differ from one year to the next, par-
ticularly during periods of shower activity. Neverthe-
less, this summary will serve to indicate the sort of 
variations which can be expected. 
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VI. PRINCIPLES OF A JAN ET SYSTEM 

The elements of a basic JANET communication sys-
tem are shown in Fig. 15. Equipment at both terminals 
is identical (except for the operating frequencies of the 
transmitters and receivers, which are interchanged 
across the path) and consists of: transmitter, receiver, 
control unit, gated transmitting store, receiving store, 
and antenna system. 

INFORMATION r 
INPUT GATED 

TRANlTTING 

STORE 

INFORMATION r 
OUTPUT 

RECEIVING 

STORE 

1.1 TRANSMIT TER 4— RECEIVER 

CONTROL] 

1 
RECEIVER 
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Fig. 15—A basic JANET communication system. 

The transmitters radiate continuously on separate 
frequencies in the range 30 to 50 mc, a typical separa-
tion being 1 mc. Each receiver is tuned to the frequency 
of the distant transmitter. When a suitable meteor trail 
is formed, each receiver detects the carrier from the dis-
tant transmitter. The carrier level is monitored at the 
receiver by the control unit and, when it has risen to a 
value that assures an adequate snr, the transmitting 
gate is opened. This permits the transmitting store to 
discharge information and modulate the transmitter at 
a high rate. The transmission of information continues 
until the snr falls below the gating level, at which time 
the modulation is terminated. At the distant receiver, 
the signal is demodulated and inserted in the receiving 
store, whence it is discharged at conventional rates into 
the receiver terminal equipment. 

During the operation of an ideal JANET system, in-
formation would flow into the transmitting store at one 
terminal and out of the receiving store at the other at a 
constant rate determined by the terminal equipment. 
The high instantaneous rate at which information would 
flow across the path intermittently would be related to 
this average rate by: 

average rate = instantaneous rate X duty cycle 

where the duty cycle is defined as that fraction of the 
total time during which the received signal exceeds the 
gating level. 
A basic object in JANET system design is the use of 

one meteor trail at a time, in order to minimize the fad-
ing of signals and the occurrence of multipath distortion. 
This, in turn, would appear to limit the practical duty 
cycle to values of 0.1 or less. 

It should be noted that both duty cycle and instan-
taneous rate are dependent upon other parameters of 
the system and cannot always be varied independently. 

If the receiver bandwidth is broadened, to allow for an 
increased instantaneous rate, and if the gating snr is 
maintained constant, then only the stronger meteor sig-
nals can be used and the duty cycle decreases. It is 
fortunate that the usual amplitude distribution of me-
teor signals is such that a reduction of duty cycle 
achieved in this way leads to no loss, but rather to a net 
increase, in the average rate of information transfer." 

In the basic system described above, exact reciprocity 
in the reflecting mechanism is assumed, together with 
identical noise levels and equipments at both terminals. 
Only under these conditions could the sin- existing at 
one terminal be used to control transmission to the 
other. Since such conditions are not found in practice, 
it is necessary that gating be controlled by the snr exist-
ing at the receiver to which the transmission is directed. 
The necessary control signals from this receiver can be 
returned in the reciprocal radio channel. The return 
channel may be used for this purpose alone, or may also 
be used for the passage of information. In the latter 
case, in which both channels are information channels, 
the receivers at both ends have the same pass band and 
require identical snr to operate. As a result, the informa-
tion rate is controlled by the receiver with the higher 
noise level. In the former case, in which information is 
transmitted in one direction and control signals in the 
other, only a narrow bandwidth is required for control 
purposes. This permits one of the transmitters to be of 
lower power, or, if the transmitters are of equal power, 
it permits control of the operation to be governed by the 
noise level at the receiver to which information is di-
rected. 

VII. GENERAL DESIGN CONSIDERATIONS 

Gating 

Probably the most important consideration in the de-
sign of a JANET system is that of gating—the operation 
of turning the system on and off as suitable meteor trails 
occur. The real problem is not one of instrumentation 
since satisfactory data handling and storage techniques 
are available. Instead, the problem is one of choosing 
the criteria to be used in determining when transmission 
is to be started and when stopped. 
The principal requirements of the gating system are: 

1) It should initiate (gate on) the transmission of infor-
mation with the shortest possible delay after the occur-
rence of a suitable meteor trail. 2) It should terminate 
(gate off) the transmission before the signal level from 
that trail drops below a usable value. 
The gate-on operation requires the measurement of 

the snr, and the identification of the carrier as that of 
the wanted transmitter. Although the signal and noise 
levels could be measured independently by conventional 

39 L. L. Campbell and C. O. Hines, "Bandwidth considerations in 
a JANET system," this issue, p. 1658. 
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Fig. 16—Dependence of the effective duty cycle 
on the initiation time. 

means, techniques have been developed for the direct 
measurement of their ratio. Carrier identification is 
necessary in order to prevent the premature discharge 
of information, initiated by the simultaneous occurrence 
of interfering signals at both receivers. Identification 
may be accomplished either by means of a distinctive 
modulation continuously applied to the carrier or by 
means of a brief identifying code transmitted at the start 
of each burst. Acknowledgement of receipt of this identi-
fying signal is necessary in either case before informa-
tion is transmitted. The first type of identification ap-
pears to be the more desirable of the two since it reduces 
the initial delay in starting transmiEsion. This con-
sideration is important because of the occurrence of a 
large number of signals of short duration, as illustrated 
in Fig. 16 which indicates the dependence of the effective 
duty cycle upon the initiation time. The solid portion of 
the curve was derived from operating experience with a 
JANET system, while the broken portion was derived 
by extrapolation and is supported by measurements of 
signal duration. 
At the end of the burst, the system must be gated off 

before the snr drops below an acceptable value. Trans-
mission cannot be stopped instantaneously since the 
"stop order" must be transmitted, received, interpreted, 
and acted upon. With most meteor signals, the resultant 
time delay is of little importance since it can be taken 
into account by setting the gating level somewhat higher 
than the value indicated above. However, in certain 
meteor signals, fading rates in excess of 0.2 db per milli-
second have been encountered. In such cases it is possi-
ble for the signal level to drop 4 to 8 db in the time taken 
to shut down the system, and errors are likely if the snr 
is used as the only gating criterion. Other criteria may 
be introduced to compensate for this type of behavior, 
perhaps by incorporating the fading rate and its deriva-
tives. 

Storage 

The storage problem in JANET is similar to that met 
in many computer applications. For a complete discus-

sion of the techniques available, reference may be made 
to the literature. 
The JANET system requires the sequential storage 

and discharge of information in a complementary set of 
stores at the transmitter and receiver. The function of 
the store may be exemplified by the magnetic tape 
"accordion" used in the present Canadian JANET sys-
tem» The input and output mechanisms, in this case, 
are separate magnetic recording and playback heads, 
and the actual store is a container capable of holding a 
quantity of magnetic tape. This arrangement facilitates 
the input and output operations proceeding at different 
rates. 

Since the storage access time contributes to the initia-
tion time, it should be kept as short as possible. Another 
consideration of importance is the storage capacity, the 
details of which are discussed in a companion paper.'° 

Modulation 

The propagating mechanism appears to place few re-
strictions upon the choice of modulation for use in a 
JANET system, in contrast with scatter-communication 
systems which transmit continuously. This advantage 
results from the relative absence of the " Fresnel 
whistle" (the so-called Doppler whistle) which results 
from the mixing of the meteor signal with a continuous 
background signal as the meteor trail is formed. The 
phase variations which produce whistles in the presence 
of a background signal still occur in the meteor signal 
but exist only for the first few milliseconds, during the 
time normally used for initiation purposes. 

Since a rapid variation of amplitude is characteristic 
of meteor signals, it might appear that the most ap-
propriate modulation method would be on employing 
frequency or phase variation. Actually, however, double-
sideband amplitude modulation is used successfully in 
the present Canadian JANET system. The advantage of 
this choice is that the carrier, which conveys no informa-
tion, can be monitored in a narrow filter for gating pur-
poses. 

Antennas 

The JANET technique does not require the use of 
extremely high gain antennas. Satisfactory results have 
been obtained using single, five-element yagi antennas 
both for transmission and for reception. For most pur-
poses, it appears that increasing the antenna gain be-
yond some optimum value would, in fact, be disad-
vantageous if the antenna beam were directed along the 
great circle bearing of the distant station. The essential 
point, mentioned earlier, is that the usefuI meteors are 
formed in regions on either side of the great circle path 
and these regions must be illuminated if maximum effi-
ciency is to be realized. In fact, antennas which suppress 

4° L. L. Campbell, "Storage capacity in burst-type communication 
systems," this issue, p. 1661. 
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the radiation along the great circle direction in favor of 
increased radiation to the sides may be used to advan-
tage. Arrays consisting of two antiphased radiators, set 
on a line perpendicular to the great circle path, and 
spaced to give first-order lobes directed a few degrees to 
either side of this path, have been employed successfully. 
Theoretical work has been published which indicates 
the effect on "mean signal level" (communication ca-
pacity, in the JANET system) of lobe spacing and beam 
width in both single beam and split-beam arrays." Be-
cause of the asymmetric variations indicated in Section 
IV, it appears desirable to use antenna beams directed 
to one side of the path for part of the day and to switch 
the radiation to the opposite side for the remainder. 

If the sun or some noisy portion of the galaxy passes 
through the antenna beam, a considerable increase in 
background noise will occur. This increase may be as 
much as 6 db at a frequency of 40 mc. Under these con-
ditions, it may be desirable to increase antenna gains to 
limit the time during which such effects will be ex-
perienced. Similarly, it is wise to suppress side and upper 
lobes in the antenna pattern. 
The reflection process sets practical limits both on the 

physical separation of the transmitting and receiving 
antenna systems and on the separation of frequencies 
used in the two channels. This increases the danger of 
intermodulation between the signal from a meteor and 
that from the local transmitter. Careful shielding of 
equipment and intelligent placement of antennas may 
serve to minimize this unwanted coupling. 
The desirability of obtaining identical transmitting 

and receiving antenna patterns makes attractive the 
use of a common antenna for transmission and recep-
tion. In this case, the necessary isolation may be ob-
tained by the use of filters designed for common antenna 
working. 

VIII. OPERATIONAL EXPERIENCE 

While the major effort in the past has been directed 
toward improvement of the initial design of the system, 
a considerable amount of operating experience has been 
obtained, even in the development stage. This phase of 
the work is treated in some detail in a companion 
paper,'° but representative results are summarized 
briefly here. 
The equipment appears to operate quite satisfac-

torily. A sample of a message as received by a JANET 
system and printed by a teletype page printer is shown 
in Fig. 17(a). In order to illustrate the number of char-
acters which are carried by each signal burst, the trans-
mission was repeated and the letter group "XX" was 
inserted automatically at the end of each reception 
period, with the result shown in Fig. 17(b). 
The most recent continuous test operation of satis-

factory length extended from July 17 to August 17, 
1956. Meteor activity is known to be high at this time 
of the year, but this advantage was partially offset by 
the use of antennas which were known to be less than 
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Fig. 17—Sample of a teletype message passed by a JANET system: 
(a) normal text, (b) with individual bursts followed by the letter 
group "XX." 

optimum in design. The test was carried out by Ferranti 
Electric Ltd., between terminals 900 km apart, at Port 
Arthur and Toronto. The radiated power at each termi-
nal was about 500 watts. During this test, an over-all 
average information rate of 34 words per minute was 
obtained. Individual hourly means of the informa-
tion rate varied widely from this value. The distribu-
tion of the mean rates observed for individual hours 
is displayed in Fig. 18 where the number of hours, 
shown as a percentage of the total time for which the 
rate exceeded a given value, is plotted as a function of 
that value. 

It was indicated earlier that the information rate ob-
tained with a JANET system should undergo a large 
diurnal variation, but that the magnitude of this varia-
tion might not be as great as that observed in the num-
ber of meteor signals received. The diurnal variation of 
hourly mean information rates, derived from the test 
described above, is shown in Fig. 19. The maximum oc-
curs near 4 A.M. and the minimum near 5 P.M. with a 
slight enhancement near noon. The max/min ratio is 
approximately four, somewhat less than the correspond-
ing ratio for numbers during the same period [see Fig. 
14(b) ]. These trends, in addition to showing up in the 
averaged results, were apparent on most of the days 
individually. 
As more experience has been gained with the system, 

the error rate has been reduced substantially. During 
the continuous test period in the summer of 1956 the 
average character error rate was approximately 1.5 per 
cent. It was noted at that time that most of the errors 
were occurring toward the end of individual transmis-
sions. As a result, refinements have been introduced into 
the gate-off procedure and the system has been operat-
ing recently with an error rate of somewhat less than 
0.1 per cent. 

In the frequency range used for the JANET system 
it is not uncommon for the radio waves to be reflected 
by auroral or sporadic E ionization. There has been some 
concern regarding these nonmeteoric signals, since it 
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Fig. 19—Diurnal variation of average information rate, obtained 
during a test period on the Toronto-Port Arthur circuit. 

is possible that they might interfere with the operation 
of the communication system. A strong nonmeteoric 
signal has been encountered only once during a test 
operation, on which occasion the system operated at 
maximum capacity for the whole period, with no notice-
able increase in error rate. 

IX. FURTHER CHARACTERISTICS OF A JANET SYSTEM 

A unique feature of the JANET system, which may 
well prove attractive to the potential user, results from 
the use of meteor trails individually. The inherent di-
rectivity of the meteor-scattering process ensures that 
the signal reflected from a particular trail may be re-
ceived within only a limited area on the ground. This 
reception area varies from one meteor to the next in 
size, shape, and position. The JANET system auto-
matically selects those trails whose reception areas, for 
signals originating at the distant station, include the 
location of the local station. Any other receiver which 
might be present must lie within the same reception 
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Fie. 20—Contours of information available to a receiver placed 
in the vicinity of a JANET system. 

area if it is to detect a transmission and, in consequence, 
will receive only that fraction of the total information 
transfer for which this condition is satisfied. The condi-
tion is satisfied less frequently as the receiver is moved 
away from the JANET station until, at distances of the 
order of hundreds of kilometers, only a negligible frac-
tion of the total transmitted information is available. 
The percentage information available at any location 
should not exceed the values indicated in Fig. 20 since 
these contours were calculated for the least favorable 
circumstances. (Similar theoretical curves have been 
published by the Stanford group,4' together with ex-
perimental data.) This characteristic of the JANET sys-
tem provides inherently a certain limited degree of 
privacy which is not available with more conventional 
techniques. The same characteristic provides a certain 
amount of protection from interference generated at 
some distance from either station. Further discrimina-
tion against a particular eavesdropping receiver, or 
against a particular source of interfering signals, may 
be obtained by suitable design of the antennas. 

It may appear at first sight that the JANET tech-
nique is somewhat wasteful of spectrum spade because 
of the relatively high instantaneous signalling rates 
which are required in order to achieve modest average 
information rates. This defect is offset by the fact that 
JANET systems, using the same frequency assign-
ments, can be located much closer to each other than 
can other systems operating over comparable distances. 
As an extreme example, it is conceivable that two sys-
tems using identical frequencies could be operated under 
conditions where the two paths intersect at right angles 
near their midpoints. Each circuit would then suffer 
interference from the other for only a small part of the 
total time, and of this only a very small fraction would 
occur during actual periods of information transmission. 
It would, however, be necessary to use different identi-
fying signals for the two circuits. 
One of the strongest incentives toward utilization of 

the vhf band for long-range communication has been the 
hope that these frequencies might be immune to the 
ionospheric disturbances which plague hf communica-
tion circuits, particularly at high latitudes. To a very 
large extent this hope seems to have been justified. 
During most ionospheric storms the meteor signals are 
largely unaffected, although the experimental circuits 

41 O. G. Villard, A. M. Peterson, L. A. Manning, and V. R. 
Eshleman, "Some properties of oblique radio reflections from meteor 
ionization trails," J. Geophys. Res., vol. 61, pp. 233-249; June, 1956. 
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have not yet been operated through a full sunspot cycle. 
For periods of a few minutes during intense auroral dis-
plays, quite strong absorption has been observed at 
frequencies up to 50 mc. An extreme example has been 
discussed elsewhere!' While such occurrences would re-
duce temporarily the average information rate of a 
JANET system, it does not seem likely, on the basis of 
present experience, that communication would ever be 
precluded for many hours as is frequently the case at 

lower frequencies. 
During many ionospheric disturbances, the signal re-

ceived from a distant vhf transmitter is subject to con-
siderable enhancement due, presumably, to reflections 
from sporadic E or auroral ionization. Throughout the 
past two years, such enhancements have become more 
frequent as the sunspot activity has increased. Near the 
auroral zone these periods now account for a significant 
fraction of the total time. It remains to be seen whether 
it is possible to use all such enhanced signals as effec-
tively as the single occurrence mentioned in the preced-
ing section, or whether some of the enhanced signals 
exhibit fading of a type which would interfere with the 
operation of the JANET system. The complete answer 
to this question will be known only after a system has 

been operated in or near the auroral zone for an exten-
sive period, preferably during a time of intense solar 
activity. 
The discussion in the preceding sections has empha-

sized the characteristics of one type of JANET system 
suitable for point-to-point operation carrying a single 
teletype channel in each direction. This system by no 
means exhausts the uses to which the JANET principle 
may be applied. Several modifications appropriate to 
wide-band and multistation use have been considered 
in detail, but there seems to be little purpose in discus-
sing them here since the most suitable development for 
any particular application depends markedly on the 

specific circumstances. 

X. CONCLUSION 

Much of the enthusiasm which has attended the de-
velopment of the JANET communication technique has 
been due to its novelty. The feasibility of reliable com-
munication by this method has been demonstrated, but 
it remains to be seen if it can compete with the more 
established techniques. In any immediate comparison, 
it should be noted that the JANET technique has not 
yet been applied in a system which approaches the 
maximum efficiency to be expected from the propaga-
tion mechanism. The development program has moved 
slowly because of the statistical nature of the meteor 
phenomenon. At each stage it has been necessary to 
conduct long tests in order to obtain statistically re-
liable results. A similar period of slow improvement 
likely will be required before a system is achieved which 
uses efficiently all of the available meteors. More de-

42 P. A. Forsyth and E. L. Vogan, "The frequency dependence of 
radio reflections from aurora," J. Atmos. Terr. Phys., vol. 10, pp. 215-
228; April, 1957. 

tailed fundamental knowledge about meteors is a major 
requirement at the present time. While tremendous 
strides have been made in the past few years, much re-
search of a basic nature is still needed. 
An important consideration in assessing the utility of 

a practical communication system is the environment 
in which it is expected to operate. In Canada, with its 
sparsely settled north country bisected by the auroral 
zone, there exists a general requirement for a relatively 
low power, reliable, point-to-point communication sys-
tem for use over ranges of the order of 500 to 1500 km. 
The JANET system, even at its present stage of de-
velopment, gives every promise of filling this need. For 
such an application the disadvantages of complexity of 
storage and signalling equipment, of discontinuous com-
munication with its attendant delays, and of limited 
ultimate range (about 2000 km) are offset by the fact 
that modest information capacity is obtainable with 
modest transmitter power and simple antenna systems. 
It would be presumptuous, if not foolhardy, to attempt 
a prediction of the eventual utility of so new a system 
even for Canadian use, but it is likely that future Ca-
nadian development will be aimed mainly at improved 
equipments of the type already described. For this pro-
gram, a large amount of practical experience with oper-
ating JANET systems is required. This experience is 
being acquired currently. 

In closing, it may not be inappropriate to mention a 
problem which, while not directly involved in the de-
velopment of the technique under discussion, is of vital 
concern in its use. There are now at least two different 
communication systems, operating in the 30-50 mc re-
gion, which promise to provide alternative, or perhaps 
complementary, types of long range service. If these 
systems gain wide acceptance they will nearly double 
the amount of frequency spectrum space available for 
long distance communication. Unfortunately, there are 
still many transmitters in this frequency range which, 
although intended for purely local service, radiate the 
same order of power as that required by a JANET sys-
tem. This problem exists both on this continent and, to 
an even greater degree, in Europe. It is to be hoped that 
as many as possible of the suitable frequencies may be 
either reserved or re-allocated for long range service. 
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Bandwidth Considerations in a JANET System* 
L. L. CAMPBELL,t MEMBER IRE, AND C. O. HINESt 

Summary—Some of the considerations which influence the 
choice of transmission bandwidth in a JANET system are discussed 
in this paper. It is shown that the mean rate of transfer of informa-
tion increases with bandwidth, for bandwidths in the range currently 
contemplated, in spite of the consequent decrease in the duty cycle. 
A system designed to maintain a constant snr by varying the band-
width with received signal power is discussed, and its advantage 

over a fixed bandwidth system is calculated. 

I. INTRODUCTION 

/
N CONVENTIONAL communication systems, an 
increase in transmitter power can be employed 

either to reduce the error rate through increased 
snr in a fixed bandwidth or to increase the signaling rate 
through the use of a wider bandwidth. In the JANET 
system, described by Forsyth et al.,' an increase in 
transmitter power can be used in either of these ways 
or it can be used to increase the duty cycle (fraction 
of time that communication is possible). In general, 
an increased duty cycle causes a decrease in the mean 
delay of a message in the system and an increase in 
the mean rate of information transfer, even without 
an increase in bandwidth. These advantages are offset 
to some extent by the increased possibility of multipath 
propagation. The dependence of duty cycle on sensi-
tivity is discussed more fully in Section II. 

An alternative approach is to consider the trans-
mitter power fixed while the bandwidth and signaling 
rate are increased. In a conventional system this would 
normally lead to an increase in the error rate because of 
the increased noise accepted by the receiver in the 
broadened band. However, with a JANET system the 
bandwidth may be increased without an increase in er-
ror rate if, at the same time, the received signal level 
which is required to start transmission is increased 
proportionately, thereby maintaining the same thresh-
old snr during transmission. The increased bandwidth 
allows an increased instantaneous signaling rate during 
transmission, but the increased signal level required for 
transmission reduces the duty cycle. Thus, in designing 
a system, it becomes important to decide whether to use 
a high instantaneous rate for a small fraction of time or 
a lower instantaneous rate for a larger fraction of time. 
This question will be discussed in Section III. 
The approach adopted in the preceding paragraph 

may be extended. It is evident that a further advantage 
might be gained by the use of a variable bandwidth 

* Original manuscript received by the IRE, March 22, 1957. This 
work was performed under project PCC No. D48-28-30-05. 
t Radio Physics Lab., Defence Research Board, Ottawa, Canada. 
P. A. Forsyth, E. L. Vogan, D. R. Hansen, and C. O. Hines, 

"The principles of JAN ET—a meteor-burst communication system," 
PROC. IRE, this issue, p. 1642. 

system capable of following the rapidly changing 
strength of useful signals. The object of such a system 
would be to vary the bandwidth in proportion to the 
signal power, keeping the snr constant, and so to make 
the most effective use of both strong and weak signals. 
The transmission rate could vary continuously or 
through several discrete steps. The improvement which 
may be expected from such a variable rate system and 
one possible method of achieving it will be indicated in 
Section IV. 

II. DUTY CYCLE AND SYSTEM SENSITIVITY 

The effect of the operating threshold level on the 
duty cycle can be derived simply, if it is assumed that 
all signals are of the underdense type.' The variation of 
signal amplitude is then given by 

A = 0 

A = A, exp (- 1/r) 

for t < 

for t > 0, ( 1) 

where A, is the peak signal amplitude, r gives a measure 
of the signal duration, and t measures time from the 
formation of the trail. For simplicity it will be assumed 
that a single value of r is applicable to all signals, al-
though the actual distribution could be taken into ac-
count by an appropriate integration. The variation of 
A, from one signal to another is, however, of direct in-
terest here, and a specific distribution of peak ampli-

tudes must be adopted. It will be assumed that the 
number of signals per unit time, No with péak ampli-
tudes greater than some value A o is given by 

No = CA 0-2n, (2) 

where n is some positive number. 

The JANET system transmits information only when 
the received snr exceeds a suitable value. If this value 

corresponds to the amplitude level A0, then the useful 
duration of a signal of the form (1) is given by 

To r ln (A/A 0) (3) 

for A p> A0. If A < A 0, the duration is zero and the signal 
is of no use. Thus the probability that the useful dura-
tion of the signal exceeds a value T is the same as 
the probability that the peak amplitude exceeds 
A 0 exp (T/r). From (2), the number of signals per unit 

time whose durations exceed T is CA 0-2n exp — 2n T/r). 
The total number of useful signals per unit time is 

CA 0-2" and hence, the probability that the duration of 
a useful signal will exceed T is exp ( — 2n T/r). Thus the 
probability distribution of the durations, and hence the 
mean duration, is independent of A0. Now the duty 
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cycle, or fraction of time that the received signal ampli-
tude exceeds A0, is given by 

F = CA 0-2nTm, (4) 

where Tm is the mean duration of an individual signal. 
Eq. (4) is valid only when F is so small that the possi-
bility of two suitable reflecting trails existing simultane-
ously may be neglected. Since C and Tm are independent 
of A0, (4) may be written 

F = KPo-n, (5) 

where Po is the threshold power corresponding to A0 and 
K is independent of Po. 

McKinley' has proposed an empirical relation of the 
form (5), and has estimated the value of n to be 0.56. 
Some records have also been analyzed at this laboratory 
and they confirm that the relationship between F and 
Po is approximated well by an equation of this form, al-
though the values of n which were obtained here range 
from 0.57 to 0.96. Forsyth and Vogan,' in an earlier 
analysis based on (2), obtained a value 0.72. The distri-
bution of meteor masses which was indicated in the 
companion paper,' combined with the assumption of 
underdense trails, would have given as a theoretical 
estimate the value n = 0.5. The larger values found in 
practice can be attributed to the occurrence of over-
dense trails. In view of the simplifying assumptions 
which were necessary to derive (5) it seems best to re-
gard this equation as a simple approximation to a much 

more complicated one. 
The relation between duty cycle and mean rate of 

information transfer is a complex one which is discussed 
elsewhere.' In an important limiting case, however, it 
may be written 

mean rate = instantaneous rate X duty cycle. (6) 

The duty cycle, in turn, is directly proportional to the 
nth power of the transmitted signal power, as may be 
inferred from (5). Consequently, for a given bandwidth, 
the mean rate of transfer of information is proportional 
to the nth power of the transmitter power. 

It should be emphasized that (5) must not be expected 
to hold for very large or very small values of Po. When 
Po is small, considerable overlapping of signals must be 
expected and thus F will be smaller than (5) predicts. 
On the other hand, the transmitted power imposes an 
upper bound on Po, above which the duty cycle must be 
identically zero. However, (5) does seem to be a good 
approximation for vaues of F between 0.005 and 0.1. 

2 D. W . R. McKinley, "Dependence of integrated durations of 
meteor echoes on wavelength and sensitivity," Can. J. Phys., vol. 32, 
pp. 450-467; July, 1954. 

3 P. A. Forsyth and E. L. Vogan, "Forward-scattering of radio 
waves by meteor trails," Can. J. Phys., vol. 33, pp. 176-188; May, 
1955. 

4 L. L. Campbell, "Storage capacity in burst-type communication 
systems," PROC. IRE, this issue, p. 1661. 

I II. FIXED BANDWIDTH SYSTEMS 

In the preceding section, the relation between mean 
rate of information transfer and transmitter power was 
discussed. In the present section, the relation between 
mean rate and receiver bandwidth will be examined on 
the assumption that the transmitter power is fixed. It 
will be assumed that the bandwidth is proportional to 
the instantaneous rate, that (5) and (6) hold, that the 
snr required for satisfactory operation is independent 
of the instantaneous rate and that the received noise 
power is proportional to the bandwidth. As a conse-
quence of the last two assumptions, the required thresh-
old power level, Po, is seen to be directly proportional 
to the bandwidth and hence, (5) may be rewritten as 

F = K1B-n, (7) 

where K1 is independent of B. The mean rate of infor-
mation transfer, Rf, is then given by 

R1 = K2BF = KiK2Bi-n, (8) 

where K2 is another constant. Since n is normally less 
than unity it appears from (8) that the bandwidth and 
signaling rate should be chosen as large as possible if it 
is desired to make the mean rate large. 

Operation of the system with a large bandwidth and 
small duty cycle may have one further advantage and 
at least one disadvantage. The favorable feature is that 
the number of characters per burst is increased as the 
signaling rate goes up. This reduces the number of errors 
which may be caused by start and stop procedures at 
the beginning and end of each burst. The unfavorable 
feature is the large delay of a message in the system 
when the duty cycle is small. 

It is more difficult to estimate the effect on multipath 
errors of increasing the signaling rate and reducing the 
duty cycle. On the one hand, the higher signaling rate 
may mean more errors when multipath propagation oc-
curs. On the other hand, a reduced duty cycle will mean 
that multipath propagation occurs less often. Multipath 
propagation occurs when two or more suitably oriented 
ànd suitably ionized meteor trails exist simultaneously 
in the antenna beams. In general, if communication is 
possible for a fraction F of the time, there will be multi-
path propagation for approximately a fraction .P2 of the 
time. However, much of this multipath propagation will 
be quite harmless, either because one reflected signal is 
much stronger than the other or because the path dif-
ferences are such that the signals arrive in phase at the 
receiver. Experience indicates that multipath propaga-
tion does not cause serious difficulties for duty cycles up 
to 5 per cent. 

IV. VARIABLE RATE SYSTEMS 

It has been suggested by Forsyth' that the perform-
ance of a JANET system could be improved by making 

P. A. Forsyth, unpublished report. 
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the bandwidth and signaling rate vary in direct propor-
tion to the received signal power throughout each indi-
vidual burst in order to use most efficiently all available 
signals. Such a variable rate system will be compared 
with a fixed rate system on the same assumptions as 
before. 

It will be assumed that the bandwidth may be varied 
continuously between some lower limit, Bo, and some 
upper limit, B1. When the received signal is so small that 
the snr in the bandwidth Bo is below the threshold no 
transmission takes place; and when the snr in the band-
width B1 is above the threshold, the bandwidth remains 
fixed at the value B1. Between these limits, the band-
width varies so as to maintain the snr at the threshold 
value. The limits Bo and B1 would probably be deter-
mined by practical design considerations and for the 
present development must lie within the limits for 
which (7) is valid. 
Now the fraction of time that communication is possi-

ble in a bandwidth B or greater is F(B), where F(B) is 
given by (7). Thus, if Bo<B <B1, the fraction of time 
that the variable rate system would operate with a 
bandwidth B to B -1- dB is F(B) — F(B - F dB) , or approxi-
mately — F'(B)dB. Hence, in the mode of operation de-
scribed, the mean rate of transfer of information is 
given by 

Rs, = — K2 f BF' (B)dB -F K2131F(B1). 
Bo 

(9) 

When the value of F(B) given by ( 7) is substituted in 
this, the result is 

 r1 niBo\I—n-1 (10) 
1 — n L \ill J. 

The best fixed bandwidth system with a bandwidth 
in the range Bo to B1 is the system with bandwidth B1. 
The mean rate with this system is given by 

Rh = KiK2B11-.. 

Thus, if an improvement factor, I, is defined by 

I = R,/R,1, 

(11) 

(12) 

then 
I = (1 — n) --1 [1 — n(B0//31)'-q. (13) 

If the bandwidth is varied in discrete steps, rather than 
continuously, the improvement will be somewhat less 
than that predicted by ( 13). If the typical value 0.75 is 
chosen for n, then for Bo//31 = 1/10, 1=2.31. If Bo/Bi 
=1/100, then I = 3.05. 
Hansen' has proposed a technique which would pro-

vide a variable rate system and which might be feasible 
if the ratio Bi/B0 is not great. Briefly, the technique is 
to convert digital information to modulation waveform 
at a fixed low rate and then store the modulation wave-
form. The modulation waveform would be discharged 
to the transmitter at a variable rate which is controlled 
by a signal from the receiving station. At the receiver 
the signal is demodulated and the modulation waveform 
is entered in the receiver store at the same rate as it is 
discharged from the transmitter store. Finally, the 
modulation waveform is discharged from the receiver 
store at a fixed low rate and is then converted to digital 
information. Now, if the snr is high enough that pre-
detection filtering and post-detection filtering may be 
considered equivalent, a fixed audio frequency filter at 
the output of the receiver store is equivalent to a varia-
ble band-pass filter at the receiver input. Clearly this 
technique involves several problems of synchronization 
and the operation of servomechanisms which will con-
trol the speed of the storage units. It is not known yet 
whether the cost of surmounting these problems is low 
enough to make this a practical system. 

In conclusion, it should be emphasized that the cri-
terion used in this paper for comparing systems has been 
the mean rate of transfer of information. It is conceiva-
ble that other factors, for example the possible delay of 
a meassage, may be more important. In this case, one 
might wish to compare the variable rate system with a 
fixed rate system which has a lower mean rate than Rh 
but which has other desirable features. If the variable 
rate system retains these desirable features, as it would 
in the case of delays, the improvement fator over the 
ziven fixed bandwidth system might easily be much 
greater than that given by ( 13). 

D. R. Hansen, unpublished report. 
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Storage Capacity in Burst-Type Communication 
Systems* 

L. LORNE CAMPBELLt, MEMBER, IRE 

Summary—The relationship between storage capacity and mean 
rate of transfer of information is derived for a burst communication 
system of the JANET type. Specific probability distributions are then 
assumed for the durations of signals and the intervals between sig-

nals. An explicit formula for the mean rate as a function of storage 
capacity is calculated for these probability distributions. The spe-
cific distributions chosen are thought to approximate those which 

will be found in a typical JANET system. 

I. INTRODUCTION 

I
N A burst-type communication system, such as the 
JANET system described elsewhere by Forsyth, 
et al.,' it is necessary to employ storage units at the 

transmitting and receiving stations. The purpose of this 
paper is to examine the effect of the capacity of these 
storage units on the operation of the system. 
The system to be considered here is one in which the 

transmission of information is intermittent. The dura-
tions of the transmissions and the intervals between 
transmissions are independent random variables whose 
probability distributions are known. In the JANET 
technique of communication, transmission begins when 
a suitably oriented meteor trail is formed in the upper 
atmosphere. Transmission continues until the trail 
diffuses to such an extent that it will no longer support 
communication. 
The information which is to be transmitted is fed at a 

low rate to a storage unit at the transmitter. When con-
ditions are suitable for transmission, the information is 
extracted from the storage unit and then transmitted 
at a high rate. At the receiving station the information 
is fed to another storage unit at the high transmission 
rate. The information is then extracted from this unit 
at the low input rate. 

In the present JANET system, the low input and out-
put rate is the rate at which commercial teletype readers 
operate. The high rate is chosen so that the outflow of 
information is nearly continuous. For example, if trans-
mission takes place about five per cent of the time, then 
the high rate would be chosen to be about twenty times 
the low rate. 
When the storage units hold only a finite amount of 

information, the above description must be modified 
slightly. If the storage unit at the transmitter is filled 
up, the inflow of information ceases until some of the in-

* Original manuscript received by the IRE, March 22, 1957. The 
work was performed under project PCC No. D48-28-35-05. 
t Radio Phys. Lab., Defence Res. Board, Ottawa, Canada. 
1 P. A. Forsyth, E. L. Vogan, D. R. Hansen, and C. O. Hines, 

"The principles of JANET—a meteor-burst communication system," 
this issue, p. 1642. 

formation is transmitted from the store. Similarly, if the 
store becomes empty during transmission, the trans-
mission rate drops and becomes equal to the input rate. 
Complementary conditions hold at the receiving station. 
However, if the storage unit at the receiving station has 
the same capacity as the one at the transmitting station, 
then it is not difficult to see that the effect of the receiver 
store on the operation of the system is exactly the same 
as the effect of the transmitter store. If at some instant 
the transmitter store is full and the receiver store is 
empty, then from that time on the sum of the amounts 
of information in the two storage units is equal to the 
capacity of one of them. Thus, when one becomes full 
the other becomes empty at the same instant and con-
versely. It will be assumed from this point on that this 
condition holds and hence that the receiver store does 
not affect the operation of the system, except through 
the additional delay it causes in the flow of information. 

Clearly, if the capacity of the storage unit is too small, 
there will be many occasions where transmission is pos-
sible while the storage unit at the transmitter is empty. 
Hence, an unnecessarily small storage capacity leads to 
an inefficient system in which the mean rate of transfer 
of information is quite low. On the other hand, if the 
storage capacity is too great, the delay between delivery 
of a message to the store at the transmitter and its final 
reception at the output of the receiver store may be-
come excessive. Thus, the demands of high rate and 
small delays impose conflicting demands on the storage 
capacity. The relative importance of rate and delays 
will depend on the way the system is to be used. 

In Section II of this paper, general formulas are de-
rived from which the effect of storage capacity on mean 
rate may be calculated. In Section III, specific prob-
ability distributions are assumed for the durations of 
transmissions and the intervals between transmissions. 
The dependence of mean rate on storage capacity is then 
calculated for these distributions. The specific distribu-
tions assumed in Section III are intended to approxi-
mate those which would obtain in a JANET system. 

II. GENERAL THEORY 

List of Principal Symbols 

Fd(x) = distribution function of duration of a trans-
mission. 

fa(x) = probability density of duration of a transmis-
sion. 

Fi(x) = distribution function of length of interval be-
tween transmissions. 
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fi(x) = probability density of length of interval be-
tween transmissions. 

F(x) = distribution function of amount of information 
in the transmitter store at the end of a trans-
mission. 

C= capacity of the storage unit; i.e., the maximum 
quantity of information which the store will 
hold. 

Ri= rate at which information is fed to the storage 
unit when it is not full. 

Ro = rate of decrease of amount of information in the 
storage unit during transmission equals dif-
ference between instantaneous transmission 
rate and R. 

el= mean duration of a transmission. 
= mean interval between transmissions. 

A = (Roil) -- '. 
B = (Rti)—'. 
D = fraction of time the transmitter store is full. 
= mean rate of transfer of information in the 
system. 

Amount of Information in the Storage Unit 

In order to calculate the mean rate of transfer of in-
formation, it is necessary to know the distribution func-
tion of the amount of information in the storage unit at 
the end of a transmission. Once this distribution func-
tion is known, the other quantities can be calculated 
directly. 

F.-FIJ(x) = 
H(x) fd(u)du 

o 

and 

'n+1 
+ Rein < C), 

C (J. + Rii. > C). 
(2) 

The second half of ( 1) implies that once the store is 
emptied during a transmission period it remains empty 
until the end of the transmission period. Since the input 
to the store continues during transmission, this means 
that transmission continues at the low rat, Ri, after 
the store is emptied. 

Let Fd(x) and Fi(x) be the probabilities that d.<x 
and respectively. It will be assumed that Fd(x) 
and Fi(x) vanish for x <0 and that they ipossess de-
rivativesfd(x) and fi(x), respectively, for x > 0. Let F(x) 
and F,./(x) be the probabilities that J,, <x and I,,<x, 
respectively. Then 

F.J(x) = 

and 

F.+Ir(x) = fo 
From (3) and (4), 

o 
(C—x)IR0 (x+Rou)1R i 

Let I. and J. be the amounts of information in the 
storage unit at the transmitter at the beginning and end 
of the nth transmission. Let Ri be the rate at which in-
formation is fed to the store when the store is not full. 
Let Ro be the rate at which the amount of information 
in the store decreases during transmission. Since infor-
mation is fed to the store during transmission at the rate 
Ri, the instantaneous transmission rate is Ro-FRi. Let 
4 be the duration of the nth transmission and let in be 
the duration of the interval between the end of the nth 
transmission and the beginning of the (n+ 1)th trans-
mission. Then, if C is the capacity of the store, 

{I. — Rod. (I. — Rod„ > 0), 
O J. = 

(I. — Rod. < 0), 

o < 0), 

F.I(x Rou)fd(u)du (x > 0), 

F.J(x — Riu)fi(u)du (x < C), 

1 (x ≥ C). 

(x < 0), 

F.J(x Rou — Rit)fi(t)dt (x > 0), 

where 

C — x 
H(x) = f fd(u)du -= 1 — Fit(  

(C—z)120 Ro 

The change of variables 

= x Rou — Rit 

n = Rou ± Rd 
reduces (5) to 

F„÷f(x) = H(x) f F.J(E)K(x,1 ode 

(1) 
for 0 <x < C, where 

K(x, 

1 r _  (e —  
fd 

2RoRiJ 2R1 214 dti 

1 r 2C'e (X — e + 7?)j,d (e + n —  (hi 

2RoRiJe_. 2R1 2R0 

(0 < < x), 

(x < E < C). 

(n = 1, 2, • • • ) 

(3) 

(4) 

(5) 

(6) 

(7) 

(8) 



1957 Campbell: Storage Capacity in Burst- Type Communication Systems 1663 

The functions F(x) (n = 1, 2, • • • ) are the same as 
the successive approximations to the solution of the 
Fredholm integral equation 

F(x) = 11(x) f F(Z)K(x, Z)dE. (9) 

It will now be shown that, if (9) has a solution F(x), 
then F(x) converges to F(x) as n—)00 provided that 

fo K(x, de ≤ m < (10) 

for 0 < x < C. Let F(x) be a solution of (9) and let 

Q„ = lub I F(x) — Fi(x)1 (n = 1, 2, • • • ), (11) 
o<z<c 

where lub means least upper bound. It is a simple conse-
quence of (7), (9), and (10) that 

Q.+1 ≤ MQ.. (12) 

Thus, 

Q.+1 < MQ. < M2Q.-1 ≤ • • • < MnQi. (13) 

Since Q1 is finite and M<1, Q,,—>0 as n—> co . Therefore, 

urn F(x) = F(x) 
n 

for 0 <x<C. 
Let 

10 
F(x) = IF(x) 

1 

(14) 

for x < 0, 

for 0 < x < C, (15) 

for x > C, 

where F(x) is a solution of the integral (9). Since all the 
functions F(x) are monotonic nondecreasing, F(x) 
must be monotonic nondecreasing, since otherwise it 
would be impossible for Q„ to tend to zero. Thus, F(x) 
is a monotonic nondecreasing function, is continuous on 
the right, and tends to 0 and 1 as x tends to — oo and 
± cc, respectively. Therefore, F(x) is itself a prob-
ability distribution function. Moreover, F(x) is the 
distribution of the limiting distribution of J,, as n—> co .2 
The restriction ( 10) on the kernel function, K(x, e), 

is not severe. Since fa and fi are probability density 
functions, the integral in ( 10) cannot exceed unity. It 
may be shown that (10) is satisfied whenever 

Fd(C/Ro)F,(C/Ri) < 1. 

This inequality implies that it is possible for the dura-
tion of a transmission period to exceed C/Ro or that an 
interval between transmissions may be greater than 
CIRi. C/Ro and C/Ri are the times required to empty 
and fill the store, respectively. 

Note that K(x, 0 is a continuous function of x which 
has a finite jump in its first derivative at x — E. Thus, 

2 H. Cramer, "Mathematical Methods of Statistics," Princeton 
University Press, Princeton, N. J., p. 59; 1946. 

K(x, e) has the properties of a Green's function for a 
linear second-order differential equation. If K(x, e) 
satisfies a second-order differential equation as a func-
tion of x, then it is possible to find a second-order equa-
tion satisfied by F(x). 

Determination of Mean Rate 

It will now be assumed that the distribution function 
P(x) is known and applies at all times. This means that 
effects due to the initial condition of the system are 
neglected and that F(x) is the probability that the 
amount of information in the store at the end of a trans-
mission period is less than or equal to x. 
The mean rate of transfer of information is easily cal-

culated once the fraction of time when the transmitter 
store is full is known. Let it be the mean duration of a 
transmission period and i the mean duration of the 
interval between transmissions. Then, since it was 
assumed that the duration of the transmission period 
and the duration of the interval between transmissions 
are independent, the mean time between beginnings of 
successive transmissions is el+1. Also, let if be the mean 
time that the store is full in one interval between trans-
missions. Then the fraction of time, D, that the store at 
the transmitter is full is given by 

D = rf (16) 
+ i 

The mean durations, ci and i, are given simply by 

and 

00 

d ---- f xfd(x)dx 
o 

I = f xfi(x)dx. 

(17) 

(18) 

The mean time that the store is full is derived from 
F(x). Suppose that there is a quantity J of information 
in the store at the end of a transmission period and that 
the interval between the end of this transmission and 
the beginning of the next is i. Then, the length of the 
interval, tf, that the store is full during this interval be-
tween transmissions is given by 

Rii < C), 
tf = (19) 

(J — C)/Ri (J > C). 

Thus, ti <x if J<C+Rix—Ri for x >O. Therefore, the 
probability that tf ≤ x, G(x) say, is given by 

G(x)= 

fo 

(C+Re)Ilii (20) 
P(C± Rix— Riu)fi(u)du (x≥.0). 

The upper limit of the integral in (20) arises from the 
fact that F(x) vanishes for x < 0. The mean value of tf, 
if, is then given by 
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= fxG' (x)dx, 
o 
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(21) 
where 

where the dash denotes the first derivative. 
Once the system has reached a state of equilibrium, 

the mean rate of transmission of information must equal 
the mean rate at which information is fed to the trans-
mitter store. Whenever the store is not full, information 
is inserted in it at the rate Ri; when the store is full, no 
information is inserted. Since the store is not full for a 
fraction 1 -D of the time, the mean rate at which in-
formation is fed to the store, R., is given by 

Rm = (1 - D)Ri. (22) 

III. APPLICATION TO JANET SYSTEMS 

Calculation of F(x) 

In order to obtain explicit expressions for R., the 
probability distributions for the intervals between trans-
missions and durations of transmission periods must be 
specified. These distributions must be derived from ex-
perimental observations on the particular system in 
question. In the present JANET system, it is found that 
reasonable approximations are the Poisson distribu-
tions: 

and 

Fd(x) = ° 
e-x fit 

Fi(x) = 
1 - e-xli 

(x < 0), 

(x ≥ 0), 

(x < 0), 

(x 0). 

The corresponding density functions are 

fd(x) = (x > 0), 

and 

fi(x) = (x > 0). (26) 

It is easily verified that inequality ( 10) and ( 17) and 
(18) hold. 
The assumption of a Poisson distribution for inter-

vals implies that transmissions occur randomly and in-

dependently. As far as can be determined, the meteor 
trails, which support communication in the JANET 
system, form independently of one another. The rate at 
which they form is known to undergo a diurnal and 
seasonal variation. However, the periods of these varia-
tions are relatively long compared with the intervals 
between formation of successive trails. Thus, it may be 
assumed that the rate at which trails form is constant 
over the time of interest. The assumption of a Poisson 
distribution for durations is more difficult to justify 
either theoretically or experimentally. However, the 
Poisson distribution seems to fit the data as well as any 
other distribution which has so far been proposed. 
Only the principal steps in the derivation of R. for 

the distributions (23) and (24) will be given. From (6) 

(23) 

(24) 

From (8), 

K(x, e = 

H(x) = 

A = 

December 

(27) 

(28) 

AB 
  [en(t---.) _ e-m+n)c+A.+BEJ 
IA B < e < x), 
AB (29) 

[e--mt-r) _ e-(A-Flioci-Ax-Fau 
A B 

(x < E < C), 

where A is given by (28) and 

B 

A solution of the integral equation 

(x) = 11(x) f 

(30) 

(9) 

where H(x) and K(x, e) are given by (27) and (29), must 
be found. Note that H(x) and K(x, e) for x0 both 
satisfy the differential equation 

d2y dy 
L[y] — (B - A) — - A By = O. (31) 

dx2 dx 

The kernel, K(x, e, is a continuous function of x and e 
in the interval (0, C). However, its first derivative has a 
finite jump at x =E. The size of this jump is given by 

[ ax aK [aK  (x,)] = — .4 B. (32) 
E_z_o L ax 

(25) When L[F(x)] is calculated from (9) and account is 
taken of this jump, the result is 

L[F(x)] = - A BF(x). (33) 

Hence, F(x) satisfies the differential equation 

(PP dF 
(B - A) —dx = 0. 

dx2 

The general solution of this equation is 

F = a1 + a2e (4-13).. 

(34) 

(35) 

The constants al and a2 are determined by substituting 
(35) into (9). The final result is that 

P(x) =--

o 
B - Ae(A-B)i 

B - Ae(A-B)C 

1 

(x < 0), 

(0 < x < C), (36) 

(x C). 

This is the probability distribution of the amount of in-
formation in the store at the end of a transmission 
period. 
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Calculation of R„, 

If the probability distribution of the time the store is 
full during an interval between transmissions is calcu-
lated from (20), the result is 

(A — B)e(A-B)c-BRi. 
G(x) = 1   (x ≥ 0). (37) 

A e(A-B)c — g 

The mean value of the time that the store is full in one 
interval between transmissions is, from (21), 

(A — B)e(A-B)c 
= xG'(x)dx =   (38) 

o BRi[Ae(A-B)c — 13] 

Hence, the fraction of the time that the transmitter 
store is full, D, is, from ( 16), 

AR0 (A — 
D ==    (39) 

+ i A Ro + BR; Ae(-4-B>c — B 

where A and B are given by (28) and (30). 
Thus, according to (22), the mean rate of information 

transfer, R., is given by 

BRi[Ae(À-B)c(Ro+ R1) — (AR0+ BR,)] 
R„,   • (40) 

(A Ro + BR,)(Ae(A-B)c _ B) 

Discussion of Results 

Eq. (40) reduces to a simpler form when A = B. For 
this special case, 

R; AC(Ro + Ri) + R; 
R. =   (41) 

Ro + Ri 1 + AC 

The parameters A and B represent, respectively, the 
reciprocal of the mean net decrease of information which 
could occur during a single transmission and the re-
ciprocal of the mean net increase of information in the 
store in a single interval between transmissions, pro-
vided the store is neither filled nor emptied during the 
transmission and the interval between transmissions. 
The JANET system parameters are chosen to make A 
and B roughly equal. 
The limiting values approached by R„, as C—> 00 are 

given by 

hm = 
C-.., 

R; (A < B), 

d 
  (Ro + R;) (A > B). 
el + i 

In the first case (A < B), Rii<Rod and therefore, the 
input between transmissions does not, on the average, 
supply enough information to the store to make full use 
of the transmission periods. In this case, as would be ex-
pected, the mean rate tends to the input rate as the 
store capacity increases indefinitely. In the second case 
(A> B), the input rate is more than enough to keep up 
transmission. Thus, the output rate becomes the con-
trolling factor and the mean rate of transfer of informa-
tion tends to the instantaneous rate of transmission 

(42) 

multiplied by the fraction of time that transmission is 
possible. (Recall that the instantaneous rate of trans-
mission is Ro+Ri.) 
The normalized mean rate, R./Ri, is plotted in Fig. 1 

as a function of AC for B=2A,B=A, and B=A/2. In 
each case it is assumed that the ratio of input to trans-
mission rate, Rd(Ro+R;), is 0.05. The general shape of 
the curves will remain the same for other values of this 
ratio. As mentioned above, the parameters of the pres-
ent JANET system are adjusted so that A =B on the 
average. However, the diurnal and other variations in 
the rate of occurrence of meteor trails cause i and hence 
B to fluctuate. The values B = 2A, B = A, B = A/2 corre-
spond, respectively, to duty cycles (fraction of time 
available for transmission) of 0.0953, 0.05, and 0.0256. 
In Fig. 2, R./R; is plotted as a function of duty cycle, 
ci/g+i), for AC=1, 2, 4, 8, and 00. This figure shows 
how the mean rate varies with duty cycle for fixed 
values of storage capacity and mean duration. The 
parameter AC, which appears in both figures, is equal 
to C/Roii. Since Roj is the net decrease in amount of in-
formation in the store in a transmission of average dura-
tion, AC is the number of successive transmissions re-
quired, on the average, to empty a full store. 

IV. CONCLUSION 

The general expression (40) gives the mean rate of 
transfer of information, R., as a function of the param-
eters of the JANET system, provided that the ex-
ponential distributions (23) and (24) describe the dura-
tion and interval distributions adequately. When the 
distributions (23) and (24) must be replaced by other 
distributions, the theory of Section II shows how the 
corresponding expression for R„, is obtained. 

Fig. 1 shows how the mean rate is increased as the 
storage capacity is increased. Since an increase in storage 
capacity also increases the delay which a message under-
goes in the system, it may often be necessary to com-
promise between high mean rate and low mean delay 
time. Alternatively, if delays of twelve hours or more 
are acceptable, a very large storage capacity may offer 
greater advantages than are indicated by (40) or Fig. 1. 
This possibility arises because of the diurnal variation 
in the rate of formation of trails. With a very large 
storage unit, information could be inserted in the store 
faster than it is transmitted during periods of low meteor 
activity. The excess would then be transmitted during 
periods of high activity. 

Fig. 2 shows how the mean rate varies with the duty 
cycle for fixed storage capacity and fixed mean dura-
tion. This figure must be used with caution since very 
often a change in duty cycle is accompanied by a change 
in the mean duration. For example, there appears to be 
a definite variation in mean duration throughout the 
day, although the extent of the variation is not as great 
as the variation in rate of formation of trails. 

Finally, it should be pointed out that more informa-
tion is required about the interval and duration distribu-
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Fig. 1—Normalized mean rate of transfer of information as a function 
of normalized storage capacity for Iti/(Ro-FR;)-= 0.05 and 
B-= 2A, A, A/2. 

tions. If overdense trails can be ignored, there is theo-
retical justification for the use of the exponential dis-
tributions (23) and (24). However, the presence of over-
dense trails will almost certainly alter the distribution 
of durations and may alter the apparent distribution of 
intervals. The interval distribution may be altered be-
cause signals reflected from overdense trails are more 
subject to fading and may appear as several short, 
closely spaced signals. This effect will increase the num-
ber of short intervals. 

0.8. 

0.6-

E 
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e 12 16 
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Fig. 2—Normalized mean rate of transfer of information as a function 
of duty cycle (fraction of time available for transmission) for 
Ri/(Ro -FRi) = 0.05 and AC=1, 2, 4, 8, co. 
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purpose of this paper to describe a data handling equipment which 
has been designed for use on a single channel radio teletype link 
operating on the JANET principle. The equipment is designed for 
use with double sideband AM radio links having 3-kc bandwidths. 
Standard 60 wpm teletype machines are used for input and output, 
and the instantaneous transmission rate is 1300 wpm. 

OUTLINE OF THE SYSTEM 

Gating 
I 1 Y  HE essential elements of a two-Way single chan-

nel teletype system are shown in 'ig. 1. Informa-
tion is to be transferred in botl directions be-

i 
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Fig. 1—JANET meteor communication system. 

tween A and B at an average rate of 60 wpm via two 
radio links operating on closely-spaced frequencies. The 
nature of these links is such that a reciprocal radio path 
between A and B is available only in short randomly 
timed intervals, and the average link duty cycle is about 
five per cent. Gate control circuits establish when 
reciprocal conditions exist, and input-output gates 
limit the flow of information to these times. 
To maintain an average rate of 60 wpm with a link 

duty cycle of five per cent, transmission rates of 1300 
wpm are used, and the flow of information through the 
system is smoothed by means of stores. Information is 
fed to the input stores continuously at 60 wpm. During 
a transmission burst, information from the input stores 
is transferred via the radio link to the ouput stores at 
1300 wpm. Read out mechanisms remove information 
from the output stores continuously at 60 wpm. 
The error rate in the JANET system is largely de-

pendent on accurate operation of the information gates. 
Ideally, the radio paths should be very nearly reciprocal. 
However, in practice it is necessary to ensure that the 
signal at the remote receiver is above the detection 
threshold before the input gate to the transmitter is 
opened. This is done in the following way: both stations 
radiate unmodulated carrier continuously on separate 
frequencies. At each station, the output of a sensitive 
receiver tuned to the frequency of the remote trans-
mitter is monitored continuously by the gate control 
circuits. If the received carrier to noise ratio exceeds the 
detection threshold at a station, a 650 cps tone is trans-
mitted. When the incoming carrier is above the detec-
tion threshold and is modulated by a 650 cps tone, a 
closed loop exists between the stations, and information 
can be transferred in both directions. 
The transmission loop may be broken by either sta-

tion as a result of either of two conditions: 

1) The signal-to-noise ratio falls below the detection 
threshold. 

2) The output store fills. 

A third condition which might be used to break the 
transmission loop occurs when the input store is empty. 
However, if this condition is enforced, transmission 
time will be lost because both input stores will not neces-
sarily be empty at the same time. To prevent this loss, 
a dummy message consisting of blanks is transmitted 
when the input store is empty. 
When the transmission loop must be broken, the 

station initiating the break closes its input gate and 
sends a stop code, which causes the remote station to 
close both its input and output gates. Following this, 
the remote station sends a stop code which closes the 
output gate of the first station to complete the break. 
It is particularly important to minimize the delays in-
volved in breaking the loop to enable the system to 
handle fast fading signals accurately. Part of this delay 
is unavoidable because of the time required for signals 
to traverse the loop; the remainder is due to the data 
handling equipment itself. The JANET equipment is 
capable of handling fading rates up to 60 db per second 
satisfactorily. 

Data Handling 

As the message progresses through the system, it 
assumes a variety of forms. In the input store, it appears 
in parallel on paper tape in standard five digit teletype 
form. On the radio link, it appears as a ppm code 
having two pulse positions for each digit of the teletype 
code. A synchronous tone superimposed on the ppm is 
transmitted as a time reference. At the receiver, the 
message is reconverted from ppm to pcm and written 
in parallel on magnetic tape, together with a character 
sync pulse. The read out mechanism, operating continu-
ously at 60 wpm, removes the message from the store, 
reads it character by character, and converts it into a 
standard 7¡ digit serial code to operate the printer. 

Signaling 

The choice of pulse shape on the link is influenced by 
the following considerations: 

1) method of pulse detection, 
2) link bandwidth, 
3) method of modulation, 
4) choice of information codes. 

A cosine squared pulse shape has been adopted with 
two position ppm coding. 
The pulse detator determines which of two pulse 

positions in the frame is occupied, by sampling both 
pulse positions and comparing the sample amplitudes 
in a difference amplifier. For a cosine squared signaling 
function, the link bandwidth is minimum when the 
base width of the pulse is maximum. In the present 
system, the maximum base width of the pulse is deter-
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Fig. 2—Code signals. 

mined by the consideration that the pulse amplitude 
must be zero at the sample point of a pulse in the ad-
jacent position. The coding and shaping operation for a 
single teletype character is illustrated in Fig. 2. The 
start-stop portions of the teletype signal are not trans-
mitted. Each character on the link is made up of five 
ppm frames, corresponding to the pulses of a pcm tele-
type character. Each ppm frame has two pulse posi-
tions, but only one is occupied. The absence of a pulse 
in the pcm code corresponds to a pulse in the first posi-
tion of a ppm frame: the presence of a pulse in the pcm 
code corresponds to a pulse in the second position. 

Pulse synchronizing information for the ppm receiver 
is provided by adding a tone of frequency equal to twice 
the frame rate to the transmitted signal. Frame and 
character sync pulses at the receiver are obtained by 
counting cycles of this tone and are synchronized at the 
beginning of each transmission burst by means of a 
special code. 
The advantages of this signaling technique may be 

summed up as follows: 

1) The comparison of sample amplitudes in the pulse 
detector renders the circuit insensitive to low-fre-
quency noise components in the receiver output. 
As a result, dc drift and calibration problems 
commonly encountered in pulse detecting circuits 
are avoided. 

2) The power spectrum of the signaling function is 
almost entirely limited to the frequency range 30 
to 1300 cps. In this band a signaling rate of 650 
bits per second is achieved. 

3) The average level in each frame of the ppm signal 
is constant, and peak positive and negative signal 
excursions from the average level are equal. Such 
a signal can be handled by conventional ac coupled 
modulators. 

4) The use of two-position coding in conjunction 
with digital circuit techniques results in simple 
coding and pulse-detecting circuits. 

THE DATA HANDLING EQUIPMENT 

A block diagram of the equipment used at one termi-
nal of a two-way teletype link is shown in Fig. 3. Units 
associated with the transmission of the input message 
are shown in the upper half of the diagram, and units 
associated with the reception of the output message are 
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Fig. 3—Data handling equipment. 

shown in the lower half. The gate control unit is shared 
by both transmitter and receiver circuits. 
When there is no radio path between the two stations 

of the JANET link, the situation at each station is as 
follows: 

1) The transmitter radiates carrier continuously. 
2) The input to the receiver, which is tuned to the 

frequency of the remote transmitter, is below the 
system detection threshold. 

3) The gate control unit holds the input and output 
gates closed. 

4) The transmit control unit causes the transmitter 
shift register to shift marks continuously. Since 
the input gate is closed, these pulses are not trans-
mitted. 

5) The next character to be transmitted is in position 
in the tape reader, but is not transferred to the 
register because drive pulses from the transmit 
control unit are inhibited. 

6) The ppm detector is producing a random output 
due to noise, but the receiver gate, which passes 
the detector output to the receiver shift register, 
is held closed by the gate control unit. Under 
these conditions the receiver register shifts spaces 
continually. 
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When the received carrier level rises above the detec-
tion threshold, the transmitter input gate is opened by 
the gate control unit, and mark pulses from the trans-
mitter shift register are transmitted. Because of the 
combination of two-position coding and pulse shaping 
used in the system, the signal transmitted is identical 
with a 650-cps sinusoid. When reciprocal conditions 
obtain, a similar 650-cps signal from the remote trans-
mitter will be detected in the gate control unit. This has 
two effects: 

1) The transmit control unit allows about 30 more 
mark pulses to be transmitted, then inserts a 
character sync code in the transmitter shift regis-
ter. When character sync has been transmitted, a 
pulse from the transmit control unit transfers the 
first character of the message from the tape reader 
to the transmitter shift register. The tape ad-
vances and stops with the next character in the 
reading position. Meanwhile, the character read 
is shifted out of the register, passing through the 
input gate in serial form. After being processed 
by the coder and shaper, it is fed to the modulator 
and transmitted. This process is repeated for the 
duration of the transmission. 

2) The gate control unit opens the receiver gate, al-
lowing the output of the ppm detector to pass into 
the receiver shift register. The first part of the 
received signal, consisting of a series of mark 
pulses followed by a sync character, is detected 
in the receiver control unit and used to synchro-
nize the receiver clock. When the sync character 
is received, the receive control unit opens the out-
put gate and energizes the input drive of the mag-
netic tape store. When the next character of the 
incoming message has entered the shift register, 
it is transferred through the output gate by a clock 
pulse and recorded in five parallel tracks on the 
magnetic tape. The clock pulse is stored in a sixth 
track. The process repeats until a stop code is 
detected in the gate control unit. This resets the 
receive control unit, which closes the output gate 
and stops the input drive of the magnetic tape 
store. 

The transmission may be stopped for any of three 
reasons: 

1) A stop code is received. 
2) The received signal falls below the detection 

threshold. 
3) The magnetic tape store fills. 

The shut-off procedure in the first case differs from 
that of the second and third. When a stop code is re-
ceived, the output gate is closed immediately, and the 
input gate is closed as soon as the last character to be 
read has been passed to the coder. The transmit con-
trol unit shuts off drive pulses to the tape reader and 
fills up the transmitter register with mark pulses. 

In cases two and three, the same shut off procedure 
applies at the transmitter, but the receiver output gate 
remains open until a stop code is received. In all cases, 
the transmission of the stop code begins as soon as the 
input gate closes. 
The choice of stop codes for the system is limited by 

the fact that all possible combinations of five digits are 
used for teletype characters. It is necessary to violate 
the rules of the two-position ppm code in some easily 
detectable manner to provide a stop code for the sys-
tem. The code adopted here is produced simply by 
stopping the transmission of pulses, and might in fact 
be regarded as no code at all except for the fact that it 
can be distinguished from the remainder of the trans-
mission. 
The transmission is timed by a moderately stable 

oscillator in the transmitter clock, operating at a fre-
quency of 1300 cps. A portion of the oscillator output 
is added to the transmitted signal at the pulse shaper to 
provide pulse synchronization at the receiver. Shift 
pulses at 650 pps for the transmitter shift register are 
obtained by division of the oscillator output in a binary 
counter, and the shift pulse rate is divided by five to 
obtain letter timing pulses at 130 pps. 
At the data receiver, the 1300 cps synchronizing 

component of the received signal is recovered by means 
of a filter in the receiver clock. Two sets of clock pulses 
are derived by counting cycles of the filter output. One 
of these sets, at a frequency of 650 pps, times the opera-
tion of the ppm detector and the receiver shift register; 
the second set, at a frequency of 130 pps, operates the 
output gate. The phase of both sets is ambiguous and 
must be corrected by means of a sync code preceding 
each transmission, which is detected in the receiver 
control unit. Once established, synchronization of the 
receiver clock is maintained by counting cycles of the 
synchronizing tone. 
The received message must be read out of the mag-

netic tape store at 60 wpm and converted into a 71-bit 
code. This function is performed by the electronic trans-
mitter distributor operatingin conjunction with a start-
stop tape drive in the store output. In operation, the 
output drive is energized regularly by start pulses from 
the electronic transmitter-distributor. As tape advances 
over the read head, a character is read in parallel, and a 
pulse from the tape sync track stops the drive. Mean-
while, start and stop digits are added to the character 
code and the resulting 7-1-bit code is serialized and passed 
to the printer via the output line. The process is re-
peated for each start pulse, and operation of the elec-
tronic transmitter-distributor is continuous as long as 
information is available in the magnetic tape store. 

Input information to the transmitter is punched on 
paper tape by a chad reperforator and placed in the 
paper tape store. During a transmission, tape is re-
moved from the store and read by the paper tape reader. 
As in the case of the magnetic tape store read out drive, 
start-stop operation is used to simplify the problem of 
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synchronization. In the case of the tape reader, start 
pulses are provided by the transmit control unit at 130 
pps, and stop pulses are derived from the tape sprocket 
hole. Reading is accomplished by means of photocells. 

Although this prototype JANET system is designed 
for single-channel operation, there appears to be no 
difficulty in providing multiplex operation when ade-
quate bandwidth and transmitter power are available. 
The design of the data handling equipment can be modi-
fied readily to accommodate several teletype channels 
by means of time division multiplex. This would re-
quire the addition of a paper tape reader and an input 
store for each additional channel, as well as some addi-
tional control circuits. Since much of the gating and 
timing circuitry in a time division multiplex system 
would be common to all channels, a multiplexed data 
handling equipment should be attractive economically. 

THE EXPERIMENTAL RADIO LINK 

A conventional double sideband AM radio link has 
been used in the present JANET development program. 
Test sites in Ontario near Toronto and Port Arthur 
were set up during the summer of 1955. The approxi-
mate geometric parameters of the path are: length, 600 
miles; bearing from Toronto, 308'; mean latitude, 46°N. 
A photograph of the Toronto site appears in Fig. 4. 

Fig. 4—Toronto 'station site. 

Separate antenna arrays are used for transmitting 
and receiving. Each array consists of four five-element 
yagis, spaced and driven so as to produce a horizontal 
split beam pattern with a null on the great circle bear-
ing between the stations, and with the major lobes 
lying 7¡° to each side of the path. The vertical angle of 
the major lobes is about 8°. 

Transmitters of conventional design having a 750-
watt carrier output (500 watts radiated) and high level 
modulation are used. The modulators are designed to 
cover a frequency band of 30 to 4000 cps with a gain 
variation of less than 4 db. RF preamplifiers followed by 
communications receivers with IF bandwidths of 3 kc 

between the 6 db points provide adequate sensitivity 
with an over-all noise figure of about 2.5 db. Both trans-
mitters and receivers are crystal controlled. Experi-
mental work at the test site has been confined to fre-
quencies of about 40 mc, with a separation of one mega-
cycle between the receiving and transmitting fre-
quencies. 

SOME EXPERIMENTAL OBSERVATIONS 

The operation of the JANET circuit between Toronto 
and Port Arthur began in November of 1955. Since that 
time, two continuous test runs, each of about 30 days 
duration, have been completed; and in addition, numer-
ous short term tests have been made. The first major 
test, extending from March 22 to April 17, 1956, in-
cluded a period of low meteor shower activity. Antenna 
arrays consisting of four five-element yagis were used. At 
this time, the carrier detector circuit was operated 
directly by the receiver avc voltage, and a carrier de-
tection occurred when the avc voltage exceeded a cali-
brated level. At hourly intervals, the received noise level 
was checked and the carrier detector adjusted to trigger 
at 12 db above noise. This method of controlling the 
trigger level proved to be impractical because of large 
fluctuations in the average noise. When the noise level 
dropped after calibration, the information rate suffered 
because the trigger level was higher than necessary; 
when the noise level rose, the error rate suffered because 
the system worked in an inadequate snr. 
The second major test, extending from July 17 to 

August 17, 1956, included a period of high meteor 
shower activity. For this test, single five-element yagis 
were used as transmitting antennas, and two five-
element yagis were used for receiving. The carrier de-
tector circuit was modified to maintain the trigger level 
at 12 db above noise automatically. Noise levels and 
trigger calibration were checked every hour, and the 
calibration of the circuit was found to hold over periods 
in excess of one month without readjustment. 
The diurnal variation of information rate during this 

test is shown in Fig. 5(a). Fig. 5(b) shows data obtained 
from carrier gate time totalizers, which recorded at 
hourly intervals the total time in seconds during which 
the received carrier was greater than 12 db above noise. 
Points in this figure were obtained by plotting the data 
for each hour in histogram form and estimating the 
location of the peak. It is clear from these figures that 
a considerable discrepancy exists between the achieved 
information rate and the carrier gate totals, since 180 
seconds of transmission time per hour corresponds to a 
five per cent duty ratio. Two possible explanations for 
this discrepancy appear reasonable: 

1) The start up and synchronization of the data 
handling receiver consumed an appreciable part 
of the transmission time, particularly for short 
transmission bursts. 

2) Reciprocity was not obtained on many signals. 
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Fig. 5—Test results from the Toronto-Port Arthur link; July 17-August 17, 1956. (a) Diurnal variation of information rates. (b) Diurnal 
variation of carrier gate totals. (c) Diurnal variation of noise—Toronto side. (d) Diurnal variation of noise—Port Arthur site. 

The length of individual transmissions ranged from 
one character to several hundred characters, with an 
average length in the region of 30 characters. In prac-
tice, several transmissions may occur with a single trail 
due to deep fades. In view of these facts, it is desirable 
to reduce the start-up and recycling delays of the link as 
far as possible, and recent work has reduced these de-
lays by about 50 per cent. Sufficient evidence to estab-
lish the effect of this modification has not yet been ac-
cumulated. The question of reciprocity is still under in-
vestigation. 

Fig. 5(c) and 5(d) shows the results of hourly noise 
measurements made at both stations. Points on these 
curves were obtained by averaging the data for each 
hour. The orientation of the Port Arthur antenna is such 
that the beam sweeps near the center of the galaxy, 
producing an increase of several db in the received noise 
level. 

Character error rates on the link during these tests 

ranged from 0.1 per cent in good conditions to four per 
cent in poor conditions, with the peak of the distribu-
tion lying near one per cent. The major part of the 
errors were due to inaccurate gating, and if these were 
eliminated, it appeared that error rates of better than 
0.1 per cent could be achieved. Part of the gating diffi-
culty was found to be due to interfering carriers, a 
condition which is aggravated at present by unusually 
high sun spot activity. This difficulty has been partly 
overcome by the use of a code character which identifies 
the incoming signal, which must be received before any 
message can be transmitted. 

Short tests carried out in January of 1957 indicate 
that the reduction of start-up time and the use of a sig-
nal identification facility has reduced error rate consid-
erably. During a 3-hour test on the afternoon of January 
22, an average information rate of 60 wpm and an error 
rate of 0.09 per cent were achieved. Of these errors, the 
majority were still due to inaccurate gating. 
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It has been observed that some blackouts on the 
Toronto-Port Arthur hf link have no apparent effect 
on JANET signals. However, on other relatively rare 
occasions, signals have been blanked out for two to 
three hours by unusually strong atmospheric noise. 
During local storms, noise due to lightning is not as 
pronounced as in the case of hf, but, of course, nearby 
flashes will result in errors. On nights of visible auroral 
activity, no unusual effects have been observed. 
The link duty cycle is influenced strongly by meteor 

shower activity. Results so far obtained on the Toronto-
Port Arthur link are too meager to give a reliable indi-
cation of the annual variation of the duty cycle, but it 
appears that the magnitude of the variation may be in 
the order of two- or three-to-one. 

APPENDIX I 

SOME SYSTEM DETAILS 

The Gate Control Unit 

The gate control unit performs three functions. 

1) carrier detection, 
2) reciprocity testing, 
3) stop signal detection, 

The carrier detection circuit operates by measuring 
the signal-to-noise ratio in the receiver input. The sn 
measuring circuit depends on efficient avc action in the 
receiver, and is based on the assumption that the re-
ceiver output remains constant for a considerable range 
of input signal levels. Thus, while the ratio of rms signal 
to rms noise varies widely, their sum at the receiver 
output is assumed to remain constant. Subject to this 
assumption a measure of the noise alone, taken at the 
receiver output, is sufficient to determine the snr. 

In addition, the frequency spectrum of noise in the 
output of an envelope detector contains components up 
to B cps, where B is the receiver bandwidth. For a 
receiver operating on a double sideband AM signal, the 
modulating signal is confined to the band zero to B/2 
cps. Accordingly, it is convenient to examine the de-
tector output in the range B/2 to B cps to obtain a 
measure of the snr. 
The application of this principle to a carrier detection 

circuit is shown in the upper section of Fig. 6. A high-
pass filter with a cutoff at about B/2 cps selects high-
frequency noise components in the receiver output. 
The filter output is amplified and the positive noise 
peaks are rectified and filtered in the noise detector to 
produce an output voltage inversely proportional to the 
snr. When this voltage falls below a calibrated refer-
ence level, an amplitude comparator circuit sets the 
gate control flip-flop to "on"; when it exceeds the refer-
ence level, the gate control flip-flop is reset to "off." 
The reference level in the amplitude comparator circuit 
is set so that the gate control flip-flop triggers when the 
input snr is slightly above the detection threshold. 
The test for reciprocity on the link requires the detec-
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tion of 650-cps modulation on the incoming carrier. In 
the tone detection circuit, a band-pass filter selects the 
650-cps component in the receiver output. The filter 
output is rectified and filtered in the tone detector cir-
cuit. When the tone detector output exceeds a cali-
brated reference level, an amplitude comparator triggers 
the transmit control unit to initiate the transmission of 
the message. Calibration of the amplitude comparator is 
such that the probability of an output due to noise is 
negligible. A clamp circuit at the input to the band-
pass filter, operated by the gate control flip-flop, pre-
vents excitation of the filter when the snr is below the 
detection threshold. 

Since the stop code at the end of a transmission is 
produced by stopping the transmission of pulses, the 
stop detector is required to distinguish quickly between 
the presence or absence of pulses. This is accomplished 
by a modified version of the ppm detector circuit which 
recognizes a pulse only if the difference between the 
two sample amplitudes in a ppm frame exceeds half the 
nominal value. If fewer than two pulses out of five are 
recognizable by this criterion, a stop detection occurs 
and the stop control circuit resets the receiver control 
unit, closing the output gate. 
The gate control flip-flop may be reset when the 

received snr falls below the detection threshold, or when 
a stop detection occurs. It may also be reset when the 
magnetic tape store fills, and in this case retriggering 
of the system is prevented until the store can accept 
more tape. 

Coding and Shaping 

The conversion from pcm to two position ppm coding 
is accomplished in two "and" gates Al and A2, and "or" 
gate 01 of Fig. 7. Opposite phases of the pcm message 
are fed to Al and A2. When the pcm digit is space, a 
clock pulse DI, timed to occur during the first half of 
the pcm digit, is allowed through Al; when the pcm 
digit is mark, clock pulse D2, occurring during the sec-
ond half of the pcm digit, is allowed through A2. The 
output of 01 contains a pulse for every pcm digit period 
which occupies one of two possible positions depending 
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on whether the pcm digit is mark or space. This fulfills 
the requirements of a two-position ppm code. 
A linear sweep generator triggered by ppm pulses 

and a type 6218 beam deflection tube are used for pulse 
shaping. In this application, the usefulness of the beam 
tube derives from its ability to produce a good approxi-
mation to a cos2 output when the beam is swept across 

the collector aperture. 
Since pulses in adjacent positions of the signalling 

function overlap, it is necessary to use two pulse shapers 
triggered alternately. Message pulses in the output of 
01 are shared alternately between the two shapers by 
"and" gates A3 and A4, which are controlled by clock 
waveforms Fl and F2. After shaping, the pulses are 
mixed in a linear adder and fed out to the modulator. 
An additional input is provided on the mixer for the 
addition of a 1300-cps synchronizing tone obtained from 
the transmitter clock. Tone transmission is controlled 

by a clamp circuit operated by the gate control unit. 

The PPM Detector 

The ppm detector determines which of two pulse 
positions is occupied in each frame of the received 
message. Details of the circuit operation are illustrated 

by Fig. 8. 
After dc restoration, the incoming signal is sampled 

in the first half of each frame by a narrow space sam-
pling pulse derived from the receiver clock. This charges 

a storage capacitor (the space store) to a voltage Vs 
equal to the message amplitude at the space sample 
time. The store output voltage Vs and the signal Vm 
are fed to a differential amplifier, with circuit polarities 
arranged so that an "and" gate Al connected to the 
amplifier output is opened when Vm is greater than Vs. 
The mark sample pulse occurring in the second half of 
each frame is accordingly allowed to pass through Al 
only when the second pulse position of the frame is 
occupied; i.e. when a mark is received. Thus, in the 
output of Al the ppm input signal is converted to pcm 
coding. After the mark sample time, a store reset pulse 

discharges the space store. 
In the absence of noise the ppm detector will operate 

satisfactorily with input signal amplitudes ranging from 
2 to 50 volts peak-to-peak. With a nominal input of 30 
volts peak-to-peak and a double sideband AM link, 
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detection errors are in the order of 0.1 per cent in char-
acters at a carrier-to-noise ratio of 10 db. 

The Receiver Control Unit and Output Gating 

An earlier portion of this paper discusses the syn-
chronization of the receiver clock by means of an intro-
ductory signal consisting of a series of marks followed 
by a sync letter. Details of the method are illustrated in 

Fig. 9. 
All six stages of the receiver shift register are con-

tinually scanned by space and sync detectors. If the 
receiver clock is incorrectly phased at the start of a 
transmission, mark and space sample pulses at the ppm 
detector will be reversed, and the introductory marks 
will be recognized as spaces. The detection of six con-
secutive spaces causes the space detector to open "and" 
gate Al of Fig. 7, which allows a clock pulse to correct 
the phase of the frame counter in the receiver clock. 
When the sync letter is received, the sync detector opens 
"and" gate A2 of Fig. 7, and a clock pulse from A2 cor-
rects the phase of the letter counter in the receiver 
clock and triggers flip-flop 1. One of the flip-flop outputs 

closes Al and A2 to prevent the generation of further 
reset pulses during the course of the message; the other 
opens the output gate and energizes the input drive to 
the magnetic tape store. 
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Fig. 10—Equipment cabinet—front view. Fig. 11—Equipment cabinet—rear 'view. 

The first five stages of the receiver register are con-
nected to the output gate. Characters are read out of the 
register in parallel by a letter pulse on the output gate 
which is generated in the receiver clock when all five 
digits of a character are simultaneously presented to the 
gate inputs. 
When a stop signal is detected, the gate control unit 

resets flip-flop 1, closing the output gate and preparing 
the receiver control unit for the next transmission. 

Tape Handling and Storage 

The magnetic tape handler and store is shown in a 
front view of the equipment (Fig. 10). In operation, tape 
is pulled off the upper reel by a drive capstan located 
just above the store, passing the erase magnet and the 
write head en route. Tape is removed from an aperture 
at the bottom of the store and pulled over the read head 
by a second drive capstan. Slack tape is taken up by the 
lower reel. 
The tape drives are designed for a tape speed of five 

inches per second. About 35 feet of tape can be ac-
commodated in the store, giving a capacity of 11,000 
characters. A "store full" indication is obtained when a 
loop of tape rises into a hooded enclosure on the upper 
right-hand corner of store, interrupting a light beam. 
When the store is empty, a tension arm to the right of 
the store is pulled down, operating a microswitch which 
stops the lower drive capstan. 

The read-out drive is required to stop on each char-
acter in order to simplify the problem of synchronizing 
the store read-out rate with the printing rate. Accelera-
tion and braking times of 5 milliseconds or better are 
required, and these are achieved by means of a differen-
tial gear drive mechanism similar in principle to that 
used in the Ferranti High Speed Tape Reader. The 
input shaft of the drive rotates continuously, and the 
output is transmitted via a differential gear to two out-
put shafts. Each output is provided with a brake drum 
and two brake shoes operated by electromagnets. In 
operation, the output shafts are braked alternately. One 
of these shafts carries the tape drive capstan, and the 
tape can be either braked or driven by energizing the 
appropriate electromagnet. 

Because the tape speed is relatively slow, servo con-
trol of the tape reels is unnecessary. The supply reel is 
controlled by a band brake which is released by a ten-
sion arm as the input drive takes up tape, and take-up 
reel is controlled by a slipping clutch. Standard 101-inch 
NAB reels having a capacity of 2000 feet of tape give 
a minimum of 27 hours uninterrupted operation. 

The input store for paper tape is located inside the 
equipment cabinet and can be seen in Fig. 11. It is 
physically much larger than the magnetic tape store, 
having a capacity of about 300 feet of paper tape, but 
is provided with similar devices for sensing store full 
and store empty conditions. Tape is fed directly into 
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the paper tape store from a reperforator located on a 
shelf on the right of the cabinet and is removed by the 
high-speed tape reader drive during transmission. As in 
the case of the magnetic tape store, a start-stop drive 
is used in the tape reader to simplify synchronization 
of the reader with the link transmission rate. The reader 
is located in a recess in the front of the cabinet and 
can be seen in Fig. 10. 

During transmission, tape passes through the reader 
at a rate of about 13 inches per second. A rotary cutter 
located on the left side of the cabinet disposes of the 
used tape by cutting it into quarter-inch segments which 
fall into a removable drawer. 

The Electronic Transmitter Distributor 

Information in the magnetic tape store is converted 
into a teleprinter line signal by the electronic trans-
mitter distributor. This unit controls the magnetic tape 
read-out drive, adds start and stop pulses to the char-
acter codes as they are read from the tape, and con-
verts the message into serial form. It is designed for 
60-wpm operation, but can readily be modified for any 
of the standard printing speeds. A block diagram of the 
unit is shown in Fig. 12. 
The output pulses from the read heads are amplified 

in six read amplifiers and set the first six stages of a 
seven-stage shift register simultaneously. By virture of 
a continuous mark pulse input to this register, all seven 
stages contain marks just prior to the reading operation. 
After reading, the seventh stage of the register contains 
a mark, corresponding to the printer stop pulse; the 
sixth stage contains a space, corresponding to a printer 
start pulse; and the remaining stages contain the five 
digits of a character code. 

During the read operation, the timing generator is 
inhibited. This inhibit is removed by the sync pulse as a 
character is read, and the timing generator begins pro-
ducing shift pulses which cause the register contents to 
pass serially through the seventh stage, and thence via 
a line relay to the printer. When the last digit has 
cleared the register, the seventh stage will again contain 
a stop, and the timing generator will be inhibited. 
The movement of tape past the read head is controlled 

by the tape control flip-flop. At the beginning of a stop 
period, this flip-flop is set by a pulse from the timing 
generator and the tape drive is energized. With normal 
character stacking on the tape, a character will be read 
about 10 milliseconds later, and the tape stops when a 
character sync pulse resets the tape control flip-flop. In 
order to provide an adequate stop pulse for the printer, 
however, the timing generator is inhibited until 31 milli-
seconds have elapsed from the beginning of the stop 
period. When large gaps exist between characters on the 
tape, reading will not occur within 31 milliseconds, and 
in this case the timing generator inhibit is removed when 
a sync pulse is read. If the tape store is empty, opera-
tion of the transmitter distributor is inhibited by a sens-
ing switch mounted on the tape handler panel. 
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Fig. 12—Electronic transmitter distributor. 

Power Supplies 

Five dc supplies are used, providing output voltages 
of ± 67.5 volts, ± 135 volts, and +360 volts. The 360-
volt supply is a conventional tube rectifier type deliver-
ing 200 ma and provides power for operating electro-
mechanical tape drives. The remaining voltages are 
obtained by series connecting four supplies, each capa-
ble of providing an output of 67.5 volts at 1 amp. In 
these supplies, bridge rectifiers employing high effi-
ciency germanium diodes are used in conjunction with 
transformers and filter chokes having low dc resistance. 
The internal resistance of the supply for dc is small, and 
the regulation from half to full load is about three per 
cent. Since the load is relatively constant, adequate 
stability of the supply voltages is obtained by ac regu-
lation of the input, together with high over-all power 
efficiency and good reliability. 

Test Facilities 

Routine maintenance of the data handling equipment 
is considerably simplified by internal test switching 
facilities. The modulation output signal can be switched 
into three circuits, as follows: 

1) to the modulator, providing normal operation; 
2) to the ppm detector, providing internal operation 

without reference to any of the link components; 
3) to a test jack, for convenience in modulating a 

signal generator. When a suitable signal generator 
is available the radio receiver can be included in 
an internal test. 

Test signals may originate from a special tape loop 
in the high-speed reader, or from a set of five code 
switches. Individual teletype characters, coded manual-
ly on these switches, can be read and transmitted at link 
rates. This facility affords a check on the operation of 
the tape reader and also provides repetitive signals 
which are useful in fault tracing. 
Normal gating operation is simulated on internal 

test by means of a manually operated switch. 
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Physical Details 

The JANET data handling equipment and the ra-
dio receiver are housed in a single cabinet about 75 
inches high, 63 inches wide, and 28 inches deep, and 
having a total weight of about 1200 pounds. Fig. 10 
shows the front panel layout. The tape handler and 
power supplies are located on the right side: on the 
left are the radio receiver, power control unit, high-speed 
reader, and ac regulator. 
Most of the circuitry is mounted on four easily ac-

cessible swing-out units at the rear of the cabinet, as 
shown in Fig. 11. Important circuit points on these units 
can be readily identified by means of a geometric refer-

ence system used in the circuit diagrams. These two 
features simplify the servicing problem considerably. 
The rear of the cabinet can be completely closed by two 
roller doors. 

Of a total of 295 tubes in the cabinet, 22 are used in 
the radio receiver and preamplifier. Eighty-two per cent 
of the remaining tubes are type 5965—a twin triode de-
signed for computer service. In about 3000 hours opera-
tion, tube failures in the prototype equipment have oc-
curred at an average rate of approximately one per cent 
per thousand hours. 
Although tube circuits are used, no difficulty is antic-

ipated in converting much of the design to transistor 
and magnetic circuits, and the saving in size, weight, 

and power input which can be achieved by such a con-
version is considerable. The power input to the cabinet 
of the present equipment is approximately 1700 watts, 
of which about 1000 watts are dissipated by the tube 
heaters. It has been estimated that the power consump-
tion can be reduced to about 350 watts by the use of 
transistors and magnetics. 

APPENDIX II 

EQUIPMENT CIRCUITS 

Most of the machine circuits are of the on-off or two-
state type and have been designed on the basis of a 
negative-going signal convention. The presence of a 
pulse or control waveform is recognized by a negative 
excursion from the normal or quiescent state, and, as a 

result, "and" gates are composed of triodes having a 
common cathode load and "or" gates of diodes having a 
common anode load. Signals having amplitudes between 
10 and 30 volts and edge speeds of about 10 volts per 
microsecond will provide satisfactory operation in most 
of the circuits. DC coupling is used extensively. 

Since the JANET equipment is relatively complex, 
considerable emphasis was placed on reliability in the 
design. The high-speed data handling circuits operate at 
rates which are relatively slow compared with modern 

computing circuits so that it was possible to design cir-
cuits for low power dissipation and to operate the tubes 
very conservatively. In most circuits, a tolerance of 
+10 per cent from nominal values of resistances and 

applied voltages has been assumed, and the dc design 
is such that satisfactory performance will be obtained 
if all the resistance values and voltages lie simultaneous-
ly at the worst tolerance limit. In critical circuits close 
tolerance high quality components are used for addition-
al reliability. 

About 75 per cent of the machine circuitry is made 
up of 10 basic circuits shown in schematic form in Fig. 
13. Two standard resistor divider chains, shown in the 

inverters of Fig. 13(a) and 13(b), are used in dc coupled 
circuits throughout the machine. In some circuits speed-
up capacitor C has been omitted, and the value of R is 
chosen to limit grid current to a safe value in cases where 
the input waveform has a large positive excursion. Crys-
tal diodes are used to limit the positive excursion of the 
output waveform at ground; the negative excursion de-
pends on the voltage drop across a tube in its conducting 
state. 
The standard flip-flop circuit, shown in Fig. 13(c) 

uses the same resistor chain as the inverter of Fig. 13(a). 
DC triggering via germanium diodes is used, and the 
output is normally taken off the grid tap points on the 
resistor chain. In this circuit, the positive excursion of 
the output waveform is limited at ground level by grid 
current in the tube. The counter circuit of Fig. 13(d) 
uses the same resistor chain as the inverter of Fig. 13(b). 
AC triggering with a differentiating network and two 
germanium diodes is used. The circuit is designed so 
that the output waveform at the plate tap has char-
acteristics suitable for triggering another counter. 
The shift register stage of Fig. 13(e) is derived from 

the standard flip-flop by adding a trigger tube VI. The 
delay of a shift register stage of this type is determined 
by the interval between shift pulses. The circuit is de-
signed so that the input to the grids of V1 can be taken 
directly from the flip-flop grid taps of a preceding shift 
register stage. 

Several versions of the cathode coupled one shot are 
used: one version for generating shift pulses is shown in 
Fig. 13(f). In this circuit, a triode V1 is used to plate 
trigger the one shot, and the output is taken from the 
cathodes of V2 and V3. The positive dc level of the out-
put is defined by a diode clipper V4 on the grid of V3, 
and the negative level by a divider chain on the grid 
of V2. Other circuits of this type differ in dc levels and 
widths of the output pulse, and in the method of trig-
gering. 

Cathode followers are used extensively for their im-
pedance transformation properties. A standard circuit 
is shown in Fig. 13(g). This circuit is designed to oper-
ate from the grid tap of a flip-flop, and the design is a 
compromise between economy of power and negative 
edge speed. With 250-pf shunt capacity across the out-
put, the response to a negative step of 20-volts ampli-
tude has a fall time of about 2 µsec. Cathode follower 
outputs are run via unshielded wire throughout the 

machine, with no difficulties arising due to pick-up from 
adjacent wires. 
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Buffer amplifier. (i) Pulse driver. (j) Triode "and" gate. (k) Diode "or" gate. 
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Many of the timing waveforms in the machine are 
negative-going spikes produced by the circuit of Fig. 
13(h). The operation of this circuit is similar to that of 
hard tube pulser circuits. V1 is normally cut off, and the 
storage capacitor C is charged to the full power supply 
voltage. When a positive step is applied to the input, a 
spike appears at the grid of V1, causing it to conduct 
heavily for a period of about 10 ¿. sec, and generates a 
negative spike at the output. The storage capacitor C 
is only partially discharged during the pulse and re-
charges in the interval between pulses. The circuit is 
economical of power, is inherently capable of generating 
fast negative edges, and is not damaged by accidental 
shorts on the output. 
The pulse driver circuit in Fig. 13(i) combines the 

best features of the cathode follower and buffer ampli-
fier circuit and is used when the dc level and shape of 
the input signal must be preserved approximately. In 
this circuit, the amplifier tube V2 is normally cut off. 
With heavy capacity loading on the output line, V1 will 
tend to cut off when a fast negative edge is applied to the 
input grid, and a positive pulse will be generated in the 
plate circuit of V1 which will cause V2 to conduct. Con-
sequently, the cathode of V1 will be pulled down via 
the coupling capacitor C. The circuit will reproduce a 

flip-flop grid waveform with a fall time of about 2 µsec 
and 500 pf of shunt loading. 
A triode "and" gate is shown in Fig. 13(j). The opera-

tion of the gate as a logical element is illustrated by the 
associated function table, in which a signal level of 
zero volts corresponds to 0 in the binary code and a 
negative signal level corresponds to 1. The gate output 
will be 1 only when both inputs are 1. Although a two-
input gate is shown, the number of triodes operating 
into a common cathode load can be increased to provide 
more inputs. 

In the diode "or" gate of Fig. 13(k), the output is 1 
if either or both inputs are 1. The number of inputs on a 
diode gate of this type is limited by the back resistance 
of the diodes. 
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Intermittent Communication with a Fluctuating Signal* 
G. FRANKLIN MONTGOMERYt, SENIOR MEMBER, IRE 

Summary—Intermittent transmission is proposed as a method to 
combat the effects of signal fading. Message error and average trans-
mission rate are functions of operating bandwidth and threshold 
signal-to-noise ratio. The method is evaluated for Rayleigh-fading 
signals, using binary frequency modulation and phase modulation. 
One variable-bandwidth system is examined. The theoretical ad-
vantage (power gain >40 db for a binary error = 10-6) is reduced 
by practical limitations but should be nearly realized for some sys-
tems. 

DEFINITION OF SYMBOLS 

B =bandwidth of the signal at carrier frequency, 
cps. 

B.= bandwidth for an intermittent system of maxi-
mum capability, cps. 

Bo = characteristic bandwidth, that for which the 
mean signal-to-noise power ratio is unity, cps. 

Bo,— characteristic bandwidth for a continuous 
system, cps. 

Original manuscript received by the IRE, April 16, 1957; 
revised manuscript received August 20, 1957. This work was sup-
ported by the AF Cambridge Research Center, Bedford, Mass. 
t National Bureau of Standards, Washington 25, D. C. 

B„ =limit of bandwidth above which the signal is 
not coherent, cps. 

dps/dr =relative probability of a specified signal am-
plitude or signal-to-mean noise power ratio. 

fn= fraction of total transmission initiated by 
noise. 

G— intermittent power gain, the reduction in pow-
er permitted by operating a system intermit-
tently instead of continuously. 

FmG,„ = intermittent power gain of a binary fm system 
of maximum capability. 

pmG,,, =intermittent power gain of a binary pm system 
of maximum capability. 

G, = power gain of a variable-bandwidth system. 
FmG„ = power gain of a variable-bandwidth binary fm 

system. 
h= time rate of erroneous message elements, ele-

ments per second. 
I(x) =the probability integral. 
M.= average transmission rate, message elements 

per second. 
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M„,= average transmission rate for an intermittent 
system of maximum capability, message ele-
ments per second. 

No = rms noise amplitude. 
p = average probability of an erroneous message 

element. 
pi=probability of an erroneous message element 

at a specified signal-to-mean noise power 
ratio. 

p,= probability that the signal amplitude, or the 
signal-to-mean noise power ratio, exceeds a 
specified value. 

r = ratio of the signal power to the mean noise 
power. 

rt= threshold signal-to-noise power ratio above 
which transmission occurs. 

rt.= threshold signal-to-noise power ratio for an 
intermittent system of maximum capability. 

ru= upper limit of the possible signal-to-noise 
power ratio for a practical system. 

R= a constant signal-to-noise power ratio. 
S = signal amplitude. 
Su= rms signal amplitude. 

INTRODUCTION 

W
E ARE nearly always forced to communi-
cate with signals whose received amplitudes 
vary in time, and our ability to communicate 

precisely is impaired by this fluctuation. When the sig-
nal amplitude is large compared with the system noise, 
the received message can be interpreted with great 
certainty; when the amplitude is small, the message will 
be uncertain and perhaps useless. 

Intermittent transmission, which has often been used 
in manual operation, is one method of reducing the 
fading error. Suppose, for example, that A is signaling 
to B. If A's signal fades so that B cannot copy accurate-
ly, B signals A to stop sending. A waiting period follows 
until A's signal has grown stronger, whereupon B sig-
nals A to resume, and so on. By restricting A's trans-
mission to intervals when the signal amplitude is rela-
tively large, B increases the probability that he will copy 
the message correctly. In addition, it may be possible 
for A to signal more rapidly during the active intervals 
than would be expedient in continuous transmission, so 
that the time required to transmit a complete message 

shall be no greater than before. 
The intermittent method should be particularly use-

ful when it is effected by automatic means. Provision 
must be made, of course, for a command link from re-
ceiver to transmitter, for message storage at the trans-
mitter, and, if the message is to be delivered at a con-
tinuous rate, for message storage at the receiver. 

It is the purpose of this paper to examine the method 
quantitatively and to evaluate its benefit for a particu-
lar type of signal and signal fluctuation. It is assumed 
that the interference is band-limited Gaussian noise and 
that the maximum frequency of the signal amplitude 

variation is less than the maximum signaling rate, i.e., 
that the signal amplitude remains substantially con-
stant for at least the duration of one element in the mes-

sage. 

ANALYSIS 

Any message can be considered a time sequence of 
elements. For any type of signal modulation we can 
define a probability p1(r) that an element of the mes-
sage will not be copied with the required precision, where 
r is the signal power, during the interval when the ele-
ment is received, divided by the average noise power. 
If the fluctuation of signal amplitude can be specified, 
we can define a relative probability dp„/dr(B, r) for 
this power ratio; i.e., dp, is the probability that the ratio 
is contained in the interval (r, r±dr), and B is the sys-
tem bandwidth. Knowing these probabilities, we can 
calculate the average probability that a message ele-
ment will not be copied with the required precision. 

p fr2 dps pi— dr 
T1 dr 

(1) 

where r1 and r2 are the limits within which we choose to 

observe r. 
The intermittent system of practical interest is one in 

which transmission occurs whenever r exceeds a pre-

determined threshold rt, so that 

dp„ 
p(B, ri) = f pi— dr. 

dr 

For most modulation systems, the active transmission 
rate in message elements per second is approximately 
equal to the bandwidth B in cps. The average trans-
mission rate, therefore, is 

(2) 

dp, 
M(B, ri) B f — dr. (3) 

re dr 

Eqs. (2) and (3) are the defining equations for the 
intermittent system. If intermittent operation is to yield 

an improvement over continuous operation, the prob-
abilities pi and dpa/dr must satisfy certain conditions; 
for example, the functions (2) and (3) must be such that, 
if p is chosen constant, an increase in B yields an in-
crease in M. It is shown in the Appendix that a sufficient 
condition for improvement isi 

ihipid 
dp 

t— sdr (0) 
o dr < 

(4) 

The integral in (4) is the probability of error when the system 
is operated continuously. Improvement (i.e., a smaller p for a given 
M, or a larger M for a given p) will be obtained if the rate of change 
of the continuous error p(B, 0) with bandwidth is less than the re-
ciprocal of the bandwidth times a constant, MO). Let h= Bp(B, 0) 
be the number of incorrectly received message elements per unit time. 
Then, if p is small, (4) is approximately equivalent to blz < mow, 
or the increase in error rate is less than pi(0) times the increase in 
bandwidth required to generate the additional error. For binary trans-
mission, this reduces to Sh<4813. Condition (4) is sufficient for im-
provement but not necessary, for we can postulate pi and dp./dr 
such that (4) is not satisfied and such that improvement is obtained 
for rt>R, where R is a constant > O. 
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In principle, it should be possible to operate inter-
mittently using any type of modulation, but it will be 
technically simpler to use a system wherein the mes-
sage is independent of amplitude variation, i.e., some 
form of angle modulation. For specific evaluation, 
therefore, we choose narrow-band frequency modulation 
and phase modulation, and a message constituted by 
a sequence of binary symbols. 
An important class of signals consists of those (e.g., 

ionospheric and tropospheric scatter signals) whose 
amplitudes are distributed according to the Rayleigh 
formula' 

(5) 

where p, is the probability that the signal amplitude ex-
ceeds S, and So' is the mean-square signal amplitude. 
We define the characteristic bandwidth Bo of the sys-
tem as the bandwidth for which the average signal-to-
noise power ratio is unity. If No' is the mean-square 
amplitude of the system noise, then 

So' Bo 
— = — (6) 
No' B 

and 

Mr) .= e—(B1B0)r. 

Frequency Modulation 

It has been shown' that for a binary 
probability of a symbol error is 

Pi = 4-e-r• 

(7) 

fm signal, the 

(8) 

From substitution of (7) and (8) in (2), the average 
binary error is 

P = 
1 B 

— e +180». dr 
2 jr1 Bo 

1 
  e-ci+Binort 
2(1 ± Bo/B) 

and from substitution of ( 7) in (3), the average rate in 
binary symbols per second is 

= (10) 

But we can eliminate r4 in (9) and ( 10), so that 

(9) 

M B[2p(1 4. Bo! (11) 

Now, for a constant p, M will be a function of trans-
mission bandwidth generally like that in Fig. 1, where 
M/B0 has been plotted against BIB° for p = 10-3. In-
spection of ( 11) shows that if p is sufficiently small, the 
function M has two inflection points and for various 
ranges of B reduces to the following approximations: 

Lord Rayleigh, "The Theory of Sound," Dover Publications, 
New York, N. Y., vol. 1, pp. 35-42; 1945. 

G. F. Montgomery, "A comparison of amplitude and angle 
modulation for narrow-band communication of binary-coded mes- 4 As p-.0 for this case, B„,-,0, ri„,--> co, and the duty factor 
sages in fluctuation noise," PROC. IRE, vol. 42, pp. 447-454; Febru- M.,1B.--.1/e from below. Transmission is therefore inactive for 
ary, 1954. at least 63 per cent of the time. 

lo, 

10 
101 

FREQUENCY MODULATION 

p-10 -3 
(Bm/Bo,Mm/Boi 

B/Bo 

10 10 , 

Fig. 1—Variation of average transmission rate M with operating 
bandwidth B for binary frequency modulation; constant aver-
age error p= 10-3. 

M e•-•• B, 

M 2Bp'n, 

M 2Bp, 

B« B0 

B re Bo 

B >> Bo. 

Evidently there will be practical advantage in operat-
ing at the maximum shown in Fig. 1 as (B./Bo, M./Bo). 
If, for a constant p in ( 11), dM/dB = 0, then 

Bo B Bo 
1 — — ln 2p (1 = 0 (15) 

B Bo 

where ln indicates the natural logarithm. If p«1, the 
solution B. of ( 15) corresponding to the maximum will 
satisfy B./Bo <1. With this condition, 

and 

1 P   e—(1-1-BolBm-I-Bna /Bo) 
2(1 -I- Bo/B.) 

M. B. 
e-o-i-noin.+B.isoma+Boin.) 

(16) 

(17) 
Bo Bo 

which are plotted in Fig. 2. The operating parameter 

1 -I- Bo/B„, B./B0 
rim = 

1 -I- B./ B0 

is plotted on the same grid.' 

(18) 

Phase Modulation 

It has been shown' that for a binary pm signal, the 
probability of a symbol error is 

pi = — «1.' 12)1 (19) 

where 

1(x) = — x 
2 r 

ir 1/2 0 
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Fig. 2—Intermittent system parameters for binary frequency 
modulation at maximum capability. 

the tabulated' probability integral. From substitution 
of (7) and ( 19) in (2), the average binary error is 

1  p = — f e [1. i(r )] 
2 rg 

After integration by parts, 

p = - I(n112)]e-(BiBor, 

and 

— e-(BiB )rdr. (20) 
Bo 

1 
 11 - 1[(1-1- B/Bo)iarati2]1 (21) 
2(1 -I- B//30)1/2 

,m = ge-(Bisort (10) 

as before. We can eliminate ri in ( 10) and (21), but M 
is not obtained explicitly by doing so. Note, however, 
that if B/Bo< 1 and r5> 1, p changes less rapidly with B 
than with rg. Let us then hold ri constant in ( 10) and 
find a maximum M by differentiating with respect to 
B alone. This maxinium will not be as large as could be 
obtained by maintaining p constant rather than ra, but 
it will be close enough for engineering purposes. Then, 
for dM/dB= 0, 

= 

1 
= — - l[(Bo/B.) 11211 

2e 
1 

2(1 -I- B./BO) 1/2 

Bo 

B. 
(22) 

11 - / 1(1 ± Bo/B„,)'/211 (23) 

B. 0. Peirce, "A Short Table of Integrals," Ginn and Co., Bos-
ton, Mass., pp. 116-120; 1929. 
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Fig. 3—Intermittent system parameters for binary phase modu-
lation at nearly maximum capability. 

and 

M. B. 

Bo Boe 

which are plotted in Fig. 3. 

(24) 

Intermittent Power Gain 

It will be useful to calculate the power advantage of 
intermittent over continuous operation. The compari-
son is made easily on the basis of system gain, which is 
proportional to the characteristic bandwidth Bo. We 
shall assume that the reference continuous system has 
the same average binary error p and transmission rate 
M as the intermittent system and a characteristic 
bandwidth Boa. Then, we define the intermittent power 
gain 

Boa 
G = — 

Bo 
(25) 

which is the ratio of continuous system gain to inter-
mittent system gain required for equal performance. 

For continuous frequency modulation, 

1 
P -   

2(1 + Boa/B) 
(26) 

which is obtained by setting re = 0 in (9). Since M=B, 

Bo = M(-1 - 1) (27) 
2p 
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which is the required characteristic bandwidth for the 
continuous system. If the intermittent system is oper-
ated at its maximum, 

Bo, M. ( 1 ) 
F 31 G m = = — 1 

Bo Bo 2p 
( 28) 

which can be calculated from the data of Fig. 2. A graph 
of (28) as a function of p is given in Fig. 4. 
For continuous phase modulation, 

1 1 
p = --r n 1   
2 (1 + B/Boc)l] (29) 

from setting r0=0 in (21). But M=B. Then, 

M(1 — 2p)2 
Bo, =   (30) 

4p(1 — p) 

If the intermittent system is operated at its maximum, 

Bo, M. (1 — 2p) 2 
pmcm — =   

Bo Bo 4p(i — p) 
(31) 

which can be calculated from the data of Fig. 3 and is 
plotted in Fig. 4. 

An Example 

Suppose that a communication circuit using fre-
quency-shift keying is to support one 60-word-per-min-

ute teletype channel with a binary error of 10-4. If the 
circuit is to operate continuously using a bandwidth 
B=50 cps, the required characteristic bandwidth is, 
from (27), 

Bo, = (50)(4999) = 2.5 X 105 cps. 

If the system is operated intermittently at its maximum 
rate, then, from Fig. 2, 

M„. = 0.065Bo = 1.6 X 104 binary symbols per second. 

This system now has 320 times the required capacity. 
The operating bandwidth is 

B. = 0.18/30 = 4.5 X 104 cps 

and the duty factor is 

M-
- = 0.36. 
B. 

If we return to the original specification (Mn, =50, 
p = 10-4), the intermittent power gain from Fig. 4 is 25 
db, or 316, and 

Boe  
Bo = — 7.9 X 102 cps 

F.1.1Gni 

is the required characteristic bandwidth for the inter-
mittent system. The operating bandwidth is 

Bm --- 0.18B0 = 1.4 X 102 cps. 

The threshold signal-to-noise ratio, from Fig. 2, is 

rem = 5.6 

and the duty factor is 0.36 as before. 

40 

(t) 

£030 - 

o 

20 

F GM 

PuGm 

POWER GAIN 
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0-2 

Fig. 4—Power gain of intermittent frequency and phase modula-
tion referred to continuous frequency and phase modulation. 

Variable-Bandwidth Systems 

So far, we have found that intermittent operation 
with a fixed transmission bandwidth yields an improve-

ment over continuous operation. This finding suggests 
that a system using a bandwidth and transmission rate 
that vary continuously with received signal-to-noise 
ratio might be superior to both of the simpler systems. 
Such a variable-bandwidth system will be difficult to 
realize, but it is interesting at least to calculate its supe-
riority. 

We must recognize that there are an infinite number 
of possible specifications for the variation of bandwidth 
with the power ratio r. We shall choose only one of these 
and, in combination with Rayleigh fading and binary 
frequency modulation, evaluate the defining equations. 

Let us assume that the error probability is to be inde-
pendent of the transmission bandwidth; then, r 
(constant), and from (8), 

p = Pi = 

If Bo is the characteristic bandwidth, 

p,(B) = e-(B I Bo) R 

so that 

But 

so that 

(32) 

(33) 

BR Bo 
M(Bo, R) = f — e-(BcoRdB — • (34) 

o Bo 

R = In —1 
2p 

1 

Bo 14-1 
2p) 

(35) 

(36) 
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Fig. 5—Comparison of average transmission rates for variable-
bandwidth and intermittent, fixed-bandwidth frequency modu-
lation. 

which is plotted in Fig. 5. A graph of M„,030 for inter-
mittent frequency modulation is shown on the same 
grid for comparison. 
A power gain G, can be defined as the ratio of char-

acteristic bandwidths for a continuous system and a 
variable-bandwidth system having the same modula-
tion and equal average transmission rates and average 
errors. For frequency modulation with p«1, 

F3IGm 

If p = 10-6, 

1 

2p in ('i;) 

FmG„, = 45.8 db 

compared with 42.5 db for the intermittent system. 

(37) 

DISCUSSION 

The practical limitations of three assumptions made 
in the analysis should now be noted. First, the infinite 
limits used in preceding integrals are a mathematical 
convenience; the Rayleigh amplitude distribution is 
based on the assumption that the signal is the sum of an 
infinite number of infinitesimal signals of random phase. 
Consequently, the mathematical probability p,(r) that 
the signal-to-noise ratio will exceed r, however large, 
is always greater than zero. This statement will not be 
true in practice. Whatever the transmission medium 
may be, there will be a finite ru, depending upon system 
gain, for which p,(ru) = 0. The ratio r„ may often be 
much greater than unity, but its limitation should be 
held in mind, particularly for wide-band systems. 

Second, we have assumed that it will always be pos-
sible to determine precisely whether the signal-to-noise 
ratio is greater or less than the threshold ri. Actually, 
this measurement can be made only with a certain prob-
ability; it is generally impossible to measure the signal 
amplitude with whatever precision we may choose.' 

G. F. Montgomery, "Message error in diversity frequency-shift 
reception," PRoc. IRE, vol. 42, pp. 1184-1187; July, 1954. 

The practical range of parameters for intermittent oper-
ation is such, however, that this deficiency should con-
tribute little to system malfunction. In the numerical 
example, for instance, operating at maximum capability, 
the threshold ratio is 

rg,„ = 5.6. 

Now, suppose that the maximum frequency of the fad-
ing variation does not exceed B/5. Then, by simple fil-
tering, it is possible to increase the signal-to-noise ratio 
at the input to the threshold detector by v3, and the 
fraction of total transmission that is initiated by noise 
rather than signal becomes 

(1 — 31,„/ 
=   = 6.6 X 10-4 

31,„/Bm 

which represents an almost negligible increase in error. 
The third assumption is implicit in the idea that what-

ever amplitude we choose to measure does, in fact, repre-
sent the amplitude of the signal within the limitation of 
the second assumption. In many systems, the amplitude 
actually measured will be either a smoothed (averaged) 
amplitude of the total signal or the amplitude of a small 
band of signal components, perhaps including the signal 
carrier. Whatever is measured, the relative phases and 
amplitudes of the measured components may vary so 
rapidly under certain conditions that it will be impos-
sible to determine the amplitude within the required in-
terval of one message element. The assumption will 
fail, therefore, when the received signal lacks coherence 
over a sufficient interval. Lack of coherence is often de-
scribed as " multipath propagation" or "selective fad-
ing," and, practically, there will always be a transmis-
sion bandwidth B. above which coherence is no longer 
maintained. 
These considerations are especially important for the 

alternate, but probably impractical, mode of intermit-
tent operation corresponding to the conditions of ( 14). 
In this case, the theoretical average transmission rate 
increases without limit as the bandwidth is increased. 
In the numerical example, for instance, an average rate 
of 1.6 X 104 binary symbols per second can also be ob-
tained by choosing 

B = — = 8 X 107 cps 
2p 

with a threshold 

ri = 

and a duty factor 

Bo B 
—  in —  = 2.8 X 10-2 
B M 

— = 2 X 10-4. 

The obvious practical disadvantages are the need for a 
large bandwidth, the possible difficulty in measuring a 
small rt, and the long transmission delay. 
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CONCLUSION 

We have shown that operating a communication sys-
tem lintermittently, under proper conditions, reduces 
the message error caused by a fluctuating signal ampli-
tude. Several practical limitations may trim the theo-
retical advantage of such a system, but in any case a 
theoretical power gain of over 40 db, for binary angle 
modulation with an error of 10-6, is not easily dis-
counted. At least one system of continuously variable 
bandwidth has been shown to yield still greater power 
advantage over continuous, fixed-bandwidth operation. 
The practical advantages of such systems have not yet 
been shown, and any of those discussed will be more 
difficult to realize technically than a continuous system 
of comparable performance. Economic advantage, how-
ever, may well outweigh technical difficulty with the 
passage of time. 

APPENDIX 

We wish to determine a condition that intermittent 
operation will yield a greater average transmission rate 
than continuous operation for the same average error. 

Let p be constant. Then, from (2), 

op op 
— dB — dr, -= 
aB art 

and 
op 

dri aB 
= 

dB 

Now, from (3), 

dM 
— (B, ri) 
dB 

ap 

aB 

ap op. 
-- Mrt)—(B,rg) 
are are 

= —or B f dri 
aB „, dr 

(38) 

— B[OP. ( B, ri)1 dr, — • (39) 
art dB 

From substitution of (38), 

dM = o rB rdP B op 
` dr] (40) 

dB aBL Jr, dr ps(rg) aB 

If there is to be improvement, then it is sufficient that 
dM/dB(B, 0) > 0; i.e., 

or 

B op 
1 (B4O)> 0 

pi(o) aB 

d r dr < ±3) 
;J o p' dr 

The Utility of Meteor Bursts for Intermittent 
Radio Communication' 

G. F. MONTGOMERYt, SENIOR MEMBER, IRE, AND G. R. SUGARt, MEMBER, IRE 

Summary—It has been suggested that the transient vhf signal 
produced by meteor ionization be used for communication, and sev-
eral groups have been investigating this possibility. Analysis of the 
meteor bursts measured on the 49.8-mc transmissions from Cedar 
Rapids, Iowa, to Sterling, Va., implies that useful intermittent com-
munication can be achieved. Transmission experiments in a 100-kc 
band have not realized the theoretical capacity of the signal, mostly 
because of multipath propagation. About half of the meteor bursts 
observed are unaffected by this distortion, however, so that a useful 
system of this bandwidth may yet be possible. 

INTRODUCTION 

CONSIDER a vhf radio transmitter and receiver at 
the earth's surface, separated from each other by 
several hundred kilometers and using directive 

• Original manuscript received by the IRE, April 17, 1957. This 
work was supported by Air Force Cambridge Res. Center, Bedford, 
Mass. 
I. National Bureau of Standards, Washington, D. C. 

(41) 

(4) 

antennas that illuminate a common volume of the at-
mosphere about one hundred kilometers above the 
ground. If the transmitter power is sufficient, a signal of 
moderately slow fluctuation will be observed at the re-
ceiver, propagated, as is now well known, by iono-
spheric forward scatter.1.2 But superimposed on the 
scatter signal is another signal of different kind, and 
with a transmitter power considerably less than that 
required for an observable scatter signal the second sig-
nal will still be received. The signal is intermittent, 
occurs short bursts that last generally for less than a 
few seconds, and occasionally produces bursts of sur-

I D. K. Bailey, el al., "A new kind of radio propagation at very 
high frequencies observable over long distances," Phys. Rev., vol. 
86, pp. 141-145; April 15, 1952. 

2 D. K. Bailey, R. Bateman, and R. C. Kirby, "Radio transmis-
sion at vhf by scattering and other processes in the lower ionosphere," 
PROC. IRE, vol. 43, pp. 1181-1231; October, 1955. 
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prisingly large amplitude. Its propagation is attributed 
to the transient columns of ionization generated by 
meteors as they are consumed in the upper atmos-
phere.'" 

In 1951, while investigating radar reflections from 
meteor trails, Pine& suggested that these signal bursts 
might be used for intermittent but high-speed com-
munication between separated stations, particularly 
where other forms of propagation were impractical or 
inconvenient. It is the purpose of this paper to describe 
a partial investigation of this idea. The first section of 
the paper concerns the extent and frequency of meas-
ured meteor-signal fluctuation; the second evaluates the 
communication capability of an ideal signal modeled on 
the measurements; and the third summarizes the results 
of experiments in transmitting a test signal via meteor 
bursts. 

METEOR-SIGNAL CHARACTERISTICS 

A system' used ordinarily for forward-scatter research 
provided the meteor data. The 49.8-mc continuous-
wave transmitter operated by the Collins Radio Com-
pany at Cedar Rapids, Iowa, delivered about 30 kw to a 
rhombic antenna directed toward the National Bureau 
of Standards field station at Sterling, Va. The calculated 
power gain of the antenna was 18 db referred to a half-
wave dipole at the same height above ground. A nearly 
identical antenna of 600-ohms impedance was used for 
reception at Sterling. The antennas were designed so 
that their main lobes intersected at a point midway be-
tween the stations and 100 km in height. 
The detector output of a linear receiver of 3-kc band-

width was used to run a pen recorder whose amplitude 
response was constant from zero frequency to approxi-
mately 100 cps. Instrument gain settings were adjusted 
to give full-scale pen deflection with an induced (open-
circuit) antenna voltage of 300 pv. A continuous record 
was made for a 28-minute interval during each hour of 
three 24-hour periods. The first period began at 1500 
EST on May 6, 1953, a date on which it is presumed 
that the Eta Aquarid meteor shower was in progress; the 
second began at 1500 EST on June 18, 1953, a date for 
which no unusual meteor activity has been noted; and 
the third began at 1500 EST on August 11, 1953, during 
the annual Perseid shower. 

Typical records with calibrations in terms of induced 
antenna voltage are shown in Figs. 1 and 2. Only those 
meteor bursts whose peak amplitudes exceeded 25 1.iv 
were considered part of the data. Total number of bursts 
in each 28-minute period, converted to an average rate 

3 J. A. Pierce, "Abnormal ionization in the E region of the iono-
sphere," PROC. IRE, vol. 26, pp. 892-908; July, 1938. 

G. R. Abell, Jr., correspondence, QST, vol. 30, p. 48; Novem-
ber, 1946. 

6 E. W. Allen, Jr., " Reflections of very high frequency radio 
waves from meteoric ionization," PROC. IRE, vol. 36, pp. 346-352; 
March, 1948. 
• V. C. Pineo, private communication, Natl. Bureau of Standards; 
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Fig. 3—Average meteor burst rate. 

in bursts per hour, is plotted in Fig. 3. Dashed lines indi-
cate loss of data during periods of atmospheric interfer-
ence, sporadic-E transmission, or equipment failure. 
The peak amplitude of each burst was scaled to the 

nearest 5 pv, and the distributions of peak amplitude for 
the three test periods are shown in Fig. 4. The duration 
of each burst was scaled at several amplitudes, where 
duration is defined as the time interval during which the 
amplitude of the burst exceeds a specified value. The 
amplitudes chosen for scaling were 300, 200, 100, 50, 
and 25 pv, and 1/e times the peak amplitude. Durations 
were scaled to the nearest tenth of a second. If there are 
N bursts in period T, and if Ss(1) is the duration at 

amplitude S of the ith burst, then 

1 N 

p. = T Eriss(i) (1) 

where p1 is the fraction of the time that the signal am-
plitude due to meteor bursts exceeds S. The distribu-
tions obtained in this way for the three 24-hour periods 
are plotted in Fig. 5. (The average transmitter output 
power was about 30 kw during the first period, 24 kw 
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10 

during the second, and 26 kw during the third. The 
difference in the first two distributions is greater than 
can be accounted for by the difference in transmitter 
power alone.) 
The time distribution for the August 11-12 experi-

ment (during the Perseid shower) does not fit a straight 
line as well as the first two distributions, and large-
amplitude durations are relatively more frequent events. 
The amplitude distribution for the first two periods is 
approximated over the measured range by 

p. = (SI/S)a (2) 

where a = 1.2, and 

S1 (May 6-7) = 1.59 Av 

S1 (June 18-19) = 1.02 µv. 

Let A (i) be the duration of the ith burst at an ampli-
tude 1/e times its peak amplitude; we can call this 

duration the time constant of the burst. The average 
time constant is 

1 N  

— (3) 

but the significance of this average should not be over-
estimated. While the majority of the bursts were ap-
proximately exponential in form as shown in Fig. 1, an 
appreciable fraction were of the type shown to the right 
in Fig. 2, and these, having relatively large values of à, 
contribute to the average out of proportion to their 
number. With this reservation established, the values of 
(A) for the three test periods are: 

(A) (May 6-7) = 1.1 seconds 
(A) (June 18-19) --- 1.4 seconds 
(A) (August 11-12) = 2.2 seconds. 
There are limitations on the distribution (2). First, 

even if (2) holds for all S> (which cannot be con-
firmed by the measurements because of their restricted 
range), it is evident that the signal in the range 0 < S <Si 
will be constituted by a number of overlapping bursts. 
Thus the amplitude distribution in this range will ap-
proximate a Rayleigh distribution. Second, there must 
be a finite upper limit S2 for the range in which (2) is 
valid. This limitation is evident from the fact that 

r8 dp. 

Js, S2 —dS dS 
(S2) = Jim (4) 

does not converge. A sufficient condition for converg-
ence is that a > 2 for S> S2= constant. Campbell.' finds 
that a changes from time to time and has measured 
values in the range from 1.14 to 1.92, using a relatively 
low-power system. 
From extrapolation of Fig. 4, it is found that if 

a= 1.2, about one per cent of the bursts should have 
peak amplitudes greater than one millivolt. From the 
June 18-19 data, the average interval between bursts is 
58.1 seconds, corresponding to about one burst per 
minute. Consequently, a waiting period of at least 100 
minutes is required, on the average, for a burst exceed-
ing one millivolt. For a practical communication sys-
tem, we shall therefore assume that p.= 0 for S> 103S1, 
and this upper amplitude limit will be used in calcula-
tions that follow. 

THEORY OF COMMUNICATION 

A system using meteor bursts for communication is 
presumed to be one in which message information is 
transmitted and received only during the burst. The 
system is therefore intermittent and can be analyzed by 
a method described previously.8 We shall assume nar-
row-band binary frequency modulation and develop the 

7 L. L. Campbell, "Further Considerations on a Variable Informa-
tion Rate Janet System," Defence Res. Telecommunications Estab-
lishment, Radio Phys. Lab. Rep. No. 12-3-17; February, 1956. 

8 G. F. Montgomery, "Intermittent communication with a fluc-
tuating signal," PROC. IRE, this issue, p. 1678. 
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relations between average transmission rate, average 
error, and bandwidth. 

Let the relative probability of the signal amplitude S 

due to a meteor burst be 

dp. aSi°  

as si+0 

where a, S1, and S2 are positive constants. We now de-
fine the signal-to-noise power ratio r=.9/NO2, where 
No2 is the mean-square amplitude of the system noise, 
and a reference bandwidth B1 such that 

B1 Si2 
= 

B No2 

where B is the system bandwidth. B1 is thus the band-
width at which the signal-to-noise ratio is unity for a 
signal amplitude SI. Then, 

dp, a 
  (Bi/B) < r 5_ (Bi/B)(52/S02 (7) 

dr - 2(B/B i)al2r1+02 

is the relative probability of the ratio r; i.e., dp, is the 
probability that r is contained in the interval (r, r+dr). 

For frequency modulation, it has been shown' that 

the probability of a binary symbol error is 

Pi = 4e-r• (8) 

The average binary error for reception above a thresh-
old ri> (Bi/B) is therefore 

*1 dp, a r2 

rt dr 4(B/Bi)anfr, 
p = f pi— dr -  e--rr-o-Famdr 

where r2= (Bi/B)(S2/S1) 2. It is shown in the Appendix 
that the second integral of (9) can be approximated by a 
function F(a, rt) which is plotted in Fig. 6. Then, 

SI < S < S2 (5) 

a 
P = 4(B/131)012 F(a, re). 

(6) 

(9) 

lo-. 

lo-. 

3 4 5 6 7 e 9 
THRESHOLD CARRIER— TO—NOISE RATIO, r 

Fig. 6—Error function F(a, rt) for a= 1.2. 

10 

see, 

(10) Fig. 7—Average transmission rate and threshold power ratio 
as functions of system bandwidth. 

During transmission, the binary symbol rate is approxi-
mately equal to the bandwidth B, so that the average 
transmission rate is 

M = B f " ±-d dr (11) 
ri dr 

and if r2>>re, 

M = (B/B1),--12 
(12) 

B1 rta/2 

Eqs. ( 10) and ( 12) allow us to calculate the capacity 
of a system for a given error p if the constants a and B1 

are given. A bandwidth B is assumed, and F(a, ri) is 
calculated from ( 10). The threshold ratio ri is then 
found from a graph such as Fig. 6. It must be verified 

9 G. F. Montgomery, "A comparison of amplitude and angle 
modulation for narrow-band communication of binary-coded mes-
sages in fluctuation noise," FROC. IRE, vol. 42, pp. 447-454; Febru-
ary, 1954. 

that ri> (Bi/B); if this is not so, a smaller p or a larger 
B should be chosen to begin with. With re established, 
the average transmission rate M is calculated from ( 12). 
A graph of M/Bi as a function of B/Bi is shown in Fig. 
7, for p= 10-5. Ratio ri; shown in the same figure, varies 
slowly with bandwidth, and therefore M varies ap-
proximately as BI-an. It is evident that unless a < 2, 
approximately, there will be no advantage in operating a 
meteor-burst system intermittently; i.e., at a band-

width B>Bi. 
For the system on which the measurements were 

made, B1 (June 18-19) = 1.3X104 cps. If B=108 cps, 
and p = 10-5, then from Fig. 7, 

M = 0.78 B1 = 1.0 X 104 binary digits/second 

ri = 6.0 

and the duty cycle is 

M/B = 0.10. 
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Interpolation from the constants of one system to 
another is not a simple matter. We can certainly assume 
that B1 is proportional to transmitter power, but it will 
also be a function of the range, the antenna directivities, 
the geographical station latitudes, and the position of 
the illuminated atmosphere relative to the stations. Of 
particular importance is Eshleman's findine° that the 
number of observable bursts should be increased by dis-
placing the illuminated volume laterally from a point 
directly above the great-circle path between transmitter 
and receiver. In order to produce a signal burst the 
path of the meteor must be tangent to one of a family of 
ellipses defined by the station positions. The probability 
of such a meteor trajectory is a function of both latitude 
and relative station orientation."'" 

Additional measurements were made to determine the 
practical effect of these conclusions. The results show 
that if the antennas at Cedar Rapids and Sterling had 
been suitably directed off the great-circle path, the 
number of meteor bursts observed would have in-
creased by a factor of about 4. The average duration of 
the bursts would have decreased by a factor of about 2. 
The combination of these two factors would have ap-
proximately doubled the capacity of a communication 
system. 
B1 is not directly proportional to antenna gain, for 

although the signal amplitude from a given meteor 
within the illuminated volume increases with gain of the 
transmitting and receiving antennas, the total volume 
illuminated, and thus the number of meteors inter-
cepted per unit time, decreases because of the reduced 
beamwidth. 
The theory given here applies only to operation of a 

meteor-burst communication system with a fixed signal 
threshold. A variable-bandwidth system, in which the 
transmission rate is varied continuously with the re-
ceived signal amplitude, is an additional possibility.7a2.13 
Cam pbelP concludes, however, that this refinement 
offers a small advantage over fixed-threshold operation 
in view of its technical complexity. 

TRANSMISSION EXPERIMENTS 

Transmission experiments were made with the Cedar 
Rapids-Sterling system on 49.8 mc. Simultaneously, 
other investigators," including amateurs," have been 
experimenting with meteor-burst communication, usu-

'0 V. R. Eshleman and L. A. Manning, "Radio communication by 
scattering from meteoric ionization," PROC. IRE, vol. 42, pp. 530-536; 
March, 1954. 
" O. G. Villard, Jr., V. R. Eshleman, L. A. Manning, and A. M. 

Peterson, "The role of meteors in extended-range vhf propagation," 
PROC. IRE, vol. 43, pp. 1473-1481; October, 1955. 

it D. R. Hansen and L. L. Campbell, "A Proposed Variable In-
formation Rate Janet System," Defence Res. Telecommunications 
Establishment, Radio Phys. Lab. Rep. No. 12-3-13; July, 1955. 

11 D. K. Weaver, Jr., "Applied Research on Meteor-Burst Com-
munications," Stanford Res. Inst., Sci. Rep. 2; May, 1956. 
" P. A. Forsyth and E. L. Vogan, "Feasibility Trials of System 

Janet," Defence Res. Telecommunications Establishment, Radio 
Phys. Lab. Rep. No. 12-3-7; May, 1954. 

" "ARRL Merit Award for 1955 Goes to W4HHK and W2UK," 
QST, vol. 40, p. 62; October, 1956. 

ally with relatively low power and at moderate trans-
mission speeds. 
A preliminary experiment, intended to verify tech-

nique rather than theory, was made on September 18, 
1953. One line of teletype test symbols, at the normal 
speed of 60 words per minute, was recorded on magnetic 
tape using a conventional audio-frequency recorder with 
a tape speed of 7.5 inches per second. The recorded sig-
nal consisted of a keyed 100-cps tone, with the presence 
of tone indicating "mark." The tape record was formed 
into a continuous loop which was then played back at 
15 inches per second, yielding a series of test lines at 
twice normal speed. The reproduced signal was re-
recorded on a second machine at 7.5 inches per second. 
This process was successively repeated to produce a 
record of a keyed 6400-cps tone, at 7.5 inches per sec-
ond, representing teletype signals at 64 times normal 
speed. The output of this record was used to frequency-
modulate the Cedar Rapids transmitter with a devia-
tion of about 50 kc. 
A frequency-modulation receiver with a bandwidth 

of about 200 kc was used at Sterling. The audio output 
of the receiver was fed to a tape recorder that was ar-
ranged to record only during those intervals when the 
receiver antenna voltage exceeded 30 µv. The speed of 
the recorded signals was subsequently reduced by the 
reverse of the process used in making the transmitted 
program, after which the reduced signal was used to 
operate a printer. 

The results obtained in this experiment were ade-
quate to show that transmission speeds at least as great 
as 3200 binary digits per second could be achieved with 
the proposed propagation mechanism. Although printed 
errors were frequent, most could be traced to deficiencies 
of the conventional recording equipment when used for 
this purpose and to unavoidable signal distortions intro-
duced in the tape processing. 
System performance using more nearly optimum 

modulation is of greater significance. In the preceding 
section, it is shown that, ideally, an average transmis-
sion rate of 104 binary digits per second with an error of 
10-4 should be obtained with a bandwidth of 10' cps 
using narrow-band frequency modulation. We should 
expect actual performance to fall short of this specifica-
tion because of equipment limitations; in addition, how-
ever, it was appreciated that multipath or other inter-
ference effects might limit the communication results 
obtained theoretically and that the severity of these 
effects, if present, probably would depend on the trans-
mission speed. 
The object was to measure received errors at a trans-

mission speed of 10' binary digits per second; accord-
ingly, the periodic test signal in Fig. 8 was provided. 
During interval marked a, the signal consists of 50-kc 
waves of nearly sinusoidal form; exactly 1000 complete 
cycles are included in this interval. Interval b is a con-
stant-amplitude signal equal in duration to interval a. 
The test signal was transmitted continuously by fre-
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quency-modulating the transmitter, with the positive 
peak of the 50-kc wave corresponding to a positive devi-
ation of 50 kc and the negative peak of the 50-kc wave 
and the b interval corresponding to a negative deviation 
of 50 kc. The signal was received on a frequency-modu-
lation receiver of approximately 100-kc bandwidth. The 
output of the receiver discriminator was fed to two 
pulse counters through a filter and gating circuit, the 
block diagram of which is shown in Fig. 9. Filtering was 
such that one counter responded only to frequencies of 
the order of 50 kc, while the other responded only to the 
low-frequency (25-cps) modulation of the received sig-
nal. The developed grid voltage of the receiver limiter, a 
voltage that increases with signal amplitude, was also 
connected with the gate. The gate was arranged to 
operate in the following way. 
As long as the signal amplitude remains below a pre-

determined threshold, the gate remains closed, and no 
input is delivered to either counter. When the amplitude 
rises above the threshold, the gate remains closed until 
the end of a 1000-cycle group is received, corresponding 
to point t in Fig. 8, whereupon the gate is opened and 
remains open for as long as the amplitude exceeds the 
threshold. During this interval, the 50-kc component is 
delivered to the high-frequency counter, and the 25-cps 
component is delivered to the low-frequency counter. 
When the amplitude falls below the threshold, the gate 
remains open until the end of a 1000-cycle group is re-
ceived; it is then closed, and the counter inputs are in-
terrupted. 

If there are no errors in transmission during the time 
that the gate is open, the high-frequency counter will 
register exactly n thousand counts, n being the number 
of groups received, and the low-frequency counter will 
register n counts. In general, transmission errors will 
cause a deviation, either positive or negative, from 
exactly n thousand counts. Multipath propagation can 
be expected to produce several effects, all of which can 
be explained as a variation in amplitude or phase of the 
propagated signal as a function of frequency. The first 
is the relative change in phase of the carrier and side fre-
quencies. This effect appears either as attenuation of the 
50-kc modulation or as slight distortion of the 50-kc 
waveform; severe distortion of the 50-kc waveform is 
not visible in the receiver output because of restricted 
intermediate-frequency and post-discriminator band-
widths. Appreciable attenuation of the 50-kc modula-
tion will cause loss of count in the high-frequency 
counter. The second effect is selective fading. Loss of 

SIONAL 
OUTPUT ---

RECEIVER 

HMR-PAIS 

FILTER 

LOW-PASS 

FILTER 

GATE 

SIGNAL AMPLITUDE OUTPUT 

4 

ITlOIT -FOCOVENCO 

COUNTER 

1 OW- FREOuENGT 

COUNTER 

Fig. 9—Block diagram of error-counting receiver. 

signal may occur differentially during the a and b parts 
of the test signal, possibly for only fractions of either 
interval. Signal attenuation during the b interval will 
generate noise spikes that increase the count of the high-
frequency counter. 
A number of experiments have been made using this 

equipment, but two made on May 9-10 and May 16-17, 
1955, will be the only ones discussed, since each of these 
covered a 24-hour period and their data have been ana-
lyzed in detail. Measurements were made during two 14-
minute intervals in each hour of the two periods, and 
two amplitude thresholds ( 17.5 and 35 1.tv induced an-
tennà voltage) were used for the two intervals in each 
hour. Throughout the tests, counter readings were re-
corded after each burst. The operator observed received 
signal on an oscilloscope connected to the receiver dis-
criminator output. It has been found that multipath dis-
tortion of some bursts can be detected in this way. Such 
distortion as did not escape the operator's attention was 
noted in the data. Presence of occasional interference 
from an adjacent-channel radio-telephone transmitter 
and from automobile ignition was also noted. 

Fig. 10 shows the variation in average burst rate at 
the two thresholds for both tests; the variations are 
similar to those given in Fig. 3. Figs. 11 and 12 are 
graphs of the total number of received binary digits dur-
ing each 14-minute test interval. These numbers are 
proportional to the sum of the burst durations less a 
small number of bursts that were discarded because of 
radio or ignition-noise interference. The totals of the 
durations for each 24-hour period agree closely with 
those found for June 18-19, 1953, but the totals for 
other dates have been found to vary by from one-third 
to three times those given here. 

Since some of the multipath distortion was observ-
able, the data were analyzed in two sets. The first set 
consisted of all data except that eliminated because of 
interference; the second set consisted of the data of the 
first with all bursts that showed observable multipath 
distortion excluded. In Figs. 11 and 12, the total ordi-
nate height represents the first set, or all data. The 
dashed portion of the ordinate represents that portion 
of the data affected by observable multipath distortion. 
Table I displays calculations from both sets of data. 

There is some uncertainty concerning the calculation 
of average error. The procedure has been to sum the 
count deviations for a series of bursts regardless of sign, 
to divide this sum by the total of the burst durations 
converted to equivalent binary digits (4000 digits per 
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TABLE I 

METEOR BURST DATA FOR TWENTY-FOUR 14-MINUTE INTERVALS 

May 
1955 

Threshold 
• in 

microvolts 
(600 
ohms) 

All Data Data with Observable Multipath Distortion Excluded 

Total 
number 
of bursts 

Average 
frequency 
in bursts 

per minute 

Average 
burst 

length in 
seconds 

Average 
transmission 

rate in 
binary digits 
per second 

Binary 
error in 
per cent 

Total 
number 
of bursts 

Average 
frequency 
in bursts 

per minute 

Average 
burst 

length in 
seconds 

Average 
transmission 

rate in 
binary digits 
per second 

Binary 
error in 
per cent 

9-10 
16-17 
9-10 
16-17 

17.5 
17.5 
35 
35 

472 
455 
170 
198 

1.40 
1.35 
0.506 
0.589 

1.02 
1.44 
1.22 
1.40 

2383 
3251 
1028 
1378 

0.249 
0.411 
0.0986 
0.0649 

387 
364 
155 
183 

1.15 
1.08 
0.461 
0.545 

0.692 
0.633 
0.716 
0.740 

1328 
1143 
551 
672 

0.0665 
0.0679 
0.00414 
0.000642 
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test cycle), and to label this quotient the average binary 
error. Now, this fraction equals the true average error 
only under the condition that the deviation increases (or 
decreases) monotonically within any one burst. This 
condition is not always met in practice. If the count 
deviation for any one burst of a set of bursts were the 
sum of random errors (positive or negative, with equal 
probability), a best measure of the average error would 
be found only by calculating the probabilities of the 

sums as a function of the error and then by finding the 
most probable error yielding the given set of sums. For a 
given set, the error calculated in this way is larger than 
the error calculated by the simpler procedure, but the 

calculation is prohibitively long. 
A method has been found, however, that permits a 

rough evaluation of the randomness of the deviation. 
Pen oscillograms are made of the output of the units 
register in the high-frequency counter. A record is thus 
obtained of the rest position of this register at the end of 
each cycle of the received test signal. If less than ten 
(monotonic) errors occur within any one cycle, the 
progress of the deviation within a burst can be tracked 
in the oscillogram. The conclusion reached from exami-
nation of such pen records is that the deviation within 
most bursts is neither monotonic nor random but tends 
more to the first than the second; indeed, error of this 
sort might be expected if the error source were other 
than random noise. The error has therefore been calcu-
lated using the simpler procedure, and the reported 
error is smaller than the real error. From the fact that 
many deviations appear to be nearly monotonic, how-
ever, it is concluded that the underestimate of the real 
error given by the calculations is probably not serious. 
The error is considerably larger than that expected 

from meteor bursts of the observed power but without 
multipath distortion and with cosmic noise as the only 
interference. During the tests, the cosmic noise in a 
100-kc band varied from 1 db to 8 db above one micro-
volt at 600 ohms. For a theoretical error of 0.01 per cent, 
the required noise using a 17.5-12v threshold is about 20 
db above one microvolt. The difference between theoret-
ical and experimental noise powers required for ap-
proximately the same error indicates the presence of 
unobserved multipath distortion or other interference 
(not cosmic noise) or both. 

Multipath distortion may be present but not obvious 
because of the speed of its occurrence. Unfortunately, 

there was no equipment available at the time that would 
permit recording the meteor-burst signal so that its fine 
structure could be examined in detail; a high-speed 
magnetic tape recorder recently completed should per-
mit such examination. The second probable interference 
source is the more-or-less steady background signal pro-
vided by ionospheric scatter propagation. During the 
tests, the median amplitude of the scatter signal varied 
from 1 db to 23 db above one microvolt. Strictly speak-
ing, the scatter signal provides a kind of multipath 
interference, but the observable multipath distortion 

considered here occurs when the burst amplitude is 
much larger than the scatter signal and is therefore 
assumed to be characteristic of the burst alone. Since the 
phase of the scatter signal is almost certainly random 
with respect to the burst signal, and since the scatter 
signal fades with a nearly Rayleigh amplitude distribu-
tion," it seems logical to consider the scatter signal as an 
interfering random noise. 
As a test of the effect of the scatter signal on the 

received error, the individual 14-minute errors were 
plotted against the median scatter-signal amplitude for 
the half-hour nearest the 14-minute test. The results 
of this plot, including and excluding observable multi-
path distortion, are shown in Figs. 13 and 14. Both 17.5-
and 35-ilv threshold data are shown in these figures; 

the scatter-signal abscissas are exact for the 17.5-µv 
points, but the 35-ilv points were shifted 6 db to the 
left in plotting in order to compare both sets of data 
with the same threshold-to-scatter amplitude ratio. 
The curve in each of the figures is the error curve for a 
17.5-14v threshold with random noise interference whose 
rms amplitude equals the abscissa. It was plotted by 
calculation from ( 10), with a = 1.2, Bi= 1.3 X 104 cps, 

and B=10' cps. 
In Fig. 13, which includes all of the burst data, there 

is little, if any, apparent correlation between error and 
scatter-signal amplitude. In Fig. 14, where the observ-
able multipath distortion has been excluded, there is 
definite correlation between the two. The conclusion is 
that the influence of observable multipath distortion 
is large enough to obscure other contributions to error; 
when those bursts affected by observable multipath 
distortion are excluded, the error of the remaining 
bursts is influenced in part by the scatter signal and in 
part by as yet unidentified effects. 

It is possible, of course, that this correlation is 
fictitious. If the remaining unidentified effects include 

distortion of the fine structure of the signal and if this 
distortion varies diurnally as does the scatter-signal 

amplitude, then the correlation will appear even though 
the errors are not, in fact, influenced by the scatter sig-
nal. But the possibility seems unlikely. If the theoretical 
error curve of Fig. 14 is moved only 4 db to the left 
as a reasonable allowance for, say, the nonideal signal-
capture performance of the receiver, then the curve 
begins to intersect experimental points. Not even all of 
the observable multipath effects can have been removed 
from the data of Fig. 14, and therefore the general agree-

ment of the experimental plot with the theoretical curve 
must be considered good. 
The process of excluding bursts affected by observable 

multipath distortion reduced the average transmission 
rate by a factor of about 2 and reduced the error by a 
factor of from 4 to 100, depending mainly upon thresh-
old amplitude. This fact suggests that automatic means 

"G. R. Sugar, "Some fading characteristics of regular vhf 
ionospheric propagation," PROC. IRE, vol. 43, pp. 1432-1436; 
October, 1955. 
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Fig. 13—Variation of error with scatter-signal amplitude, 
observable multipath distortion included. 

to eliminate "bad" bursts would be helpful and might 
be devised if a suitable distinguishing characteristic of 
such bursts (e.g., amplitude variation) can be found 
upon which to base the automatic rejection. Operation 
at the 35 -.tv threshold with observable multipath dis-
tortion excluded gave an error less than the 0.01 per cent 
figure generally accepted as satisfactory for reliable 
teleprinter operation. The average transmission capac-
ity under these conditions corresponded to 11 sixty-
word-per-minute channels on one date and to 13 chan-
nels on the other, representing average meteor activity. 
As we have noted previously, the capacity on any one 
day may vary from one-third to three times this average, 
and the average capacity itself can probably be doubled 
by orienting the antennas more favorably. 

CONCLUSION 

The vhf radio signal propagated by meteors is a pos-
sible means for intermittent, high-speed communication. 
Meteor bursts have been measured on the 49.8-mc 
transmissions from Cedar Rapids to Sterling, and their 
amplitude distribution can be specified by a simple 
formula in a restricted amplitude range. The theory 
developed for meteor-burst communication indicates 
that a moderately high information rate can be achieved 
if a large bandwidth is used, or that more usual in-
formation rates can be achieved with relatively low 
power. Error-counting experiments show the largest 
source of error in a 100-kc bandwidth signal at 49.8 mc 
to be the multipath signal distortion that can be ob-
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Fig. 14—Variation of error with scatter-signal amplitude, 
observable multipath distortion excluded. 

served with an oscilloscope. Other sources of error, not 
yet firmly identified, maintain the error at values con-
siderably above theoretical prediction based on cosmic 
noise interference. Included in these error sources is the 
signal propagated by ionospheric scatter. Transmission 
may be improved by automatic means to reject bursts 
affected by multipath distortion if a technique can be 
developed to differentiate these from unaffected bursts. 
Present error and average transmission rates are useful 
in practice. 

APPENDIX 

We wish to evaluate the integral 

Q(rg, r2) f e-rr-(i+omdr = Q(rs, 00 ) — Q(r2, 
r 1 

Successive integration by parts gives 

Q(x, ) =  E 

°°). ( 13) 

(i+ 1 + 
2) x) 

+ 
2 

(-1)n+q".(n+ 2 -I- (2 -) 
2 

.f e 

-,r-(.+2+omdr. (14) 
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and 

(15) Q(re, r2) Q(rs, co) = F(a, r1). (20) 

The summation of (14) does not form a convergent 
series, but 

(16) 

(x, ce) < e—xx — (1-1-al 2) 

Q(x, co ) > e—xx —(1-4/2) 1 
2 -F a\ 

2x ) • 

Now, suppose that r2=-kr,, k> 1. Then, from ( 15), 

Q(r2, cc') 

and from ( 16), 

Q(rt, co) > 

Therefore, 
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< 
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where D < r,--(n+ 1), can be calculated to a useful approxi-
mation by proper choice of n if rt is sufficiently large. 
The function F(1.2, re) is plotted in Fig. 6. 

A Meteor-Burst System for Extended Range 
VHF Communications* 

W . R. VINCENTt, ASSOCIATE MEMBER, IRE, R. T. WOLFRAMt, B. M . SIFFORDt, MEMBER, IRE, 
W . E. JAYEt, AND A. M . PETERSONt 

Summary—A low-power burst communication system has been 
designed and tested, utilizing the intermittent propagation path pro-
vided by ionized meteor trails. A test circuit has been installed be-
tween Bozeman, Mont. (Montana State College), and Palo Alto, 
Calif. Details of the burst control techniques and storage devices 
used to handle the intermittent information flow are discussed along 

with the over-all system design. 

INTRODUCTION 

HE reflection of radio signals from meteor-ioniza-

tion trails offers a number of attractive character-
istics as a propagation mode for communication cir-

cuits. Such trails are capable of reflecting incident vhf 
signals for distances up to 1500 miles between transmitter 
and receiver. The paths are unaffected by ionospheric 

• Original manuscript received by the IRE, September 16, 1957. 
The work described in this paper was sponsored by the Air Force 
Cambridge Res. Center, Cambridge, Mass., Contract No. AF 19(604) 
1517. 

Stanford Research Institute, Menlo Park, Calif. 

variations and other disturbances which occur in the hf 
band. They can also provide a certain measure of 
security of information and resistance to jamming. 

Stanford Research Institute has constructed an ex-
perimental meteor-burst system now in operation be-
tween Bozeman, Mont., and Palo Alto, Calif. The 
great circle distance between these points is 820 miles. 
The frequencies used are 40 and 32 mc. Both teletype 
and voice information have been successfully trans-
mitted over the link. This paper describes the over-all 
teletype and voice systems and the special system com-
ponents developed for this type of communication. 

SOME UNIQUE DESIGN CONSIDERATIONS 

Meteor particles enter the E region of the ionosphere 
in great numbers. The signals propagated to a remote 
receiver via reflection from the individual ionized me-
teor trails can also be very numerous, but they differ 
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greatly in intensity, duration, and frequency of occur-
rence. The number of signals of usable intensity and 
duration is proportional to transmitter power, receiver 
sensitivity, and, within certain limitations, antenna 
gain. If these equipment parameters were made suffi-
ciently high the received signal could be essentially con-
tinuous. Even with moderate power and antenna gain a 
fraction of the signals will be of sufficient intensity and 
duration to effect an appreciable transfer of information. 
With equipment designed to synchronize transmission 
with appropriate meteor trails between sending and re-
ceiving stations, it is possible to convey messages in the 
vhf band over distances completely beyond normal line-
of-sight ranges. 

The amplitude-vs-time characteristic of a typical 
meteor-reflected signal is shown in Fig. 1. The maxi-
mum amplitude may be as high as 50 db above receiver 
noise, and the rate at which signals are received may 
vary from 10 to many thousands per hour. The usable 
duration of an individual burst can fluctuate in a ran-
dom manner from a few milliseconds to whole minutes. 
The most efficient way to make use of this varying-

amplitude signal would be to transmit information at 
the highest rate consistent with the signal power re-
ceived. This would require a variable rate and variable 
bandwidth system. It is simpler but less efficient to 
transmit at a fixed information rate and only during 
those portions of bursts when the received signal does 

not fall below a specified intensity level. The over-all 
information transfer rate in this case will be the product 
of the transmission rate during bursts and duty cycle, 
i.e., the percentage of time the received signal is above a 
preset threshold level. The latter system (referred to as 
a threshold system) implies that the transmitting termi-

nal must know when a usable path exists, so that it can 
control the flow of information and synchronize it with 
these signal bursts. This in turn requires a recognition 
signal to indicate that a signal path exists. As meteor-
reflected signals follow reciprocity laws the existence of 
a path can be determined from a signal originating at 
either terminal. 

Also, since information can be transmitted at a higher 
than normal rate during bursts, special data-storage 
and rate-changing components are required if informa-
tion is to be put in and taken out of the system at its 
normal rate. 

THE BOZEMAN-PALO ALTO LINK 

The present Bozeman-Palo Alto system is designed 
as a one-way communication link; i.e., information other 
than that required for operation of the link is transmit-
ted only one way—from Bozeman to Palo Alto. In this 
paper the information-sending station at Bozeman is 
designated T, and the receiving station at Palo Alto is 
designated R. 

Operation of a meteor-burst system must comprise at 
least four functions in addition to those required in a 
continuous communication system. It must: 

RECEIVED 
SIGNAL 

LEVEL REQUIRED FOR 
RELIABLE COMMUNICATIONS 

TIME 

Fig. 1—Sketch of typical meteor-reflected signal. 

1) Determine when a path exists; i.e., when a suitable 
signal is being received. 

2) Control transmission of information at T coinci-
dent with bursts. 

3) Speed up the information transmission rate at T 
during bursts, and slow down the rate at R after 
reception. 

4) Store information at a conventional rate and read 
it out intermittently at T; store received informa-
tion intermittently at R and read it out at normal 
speed. 

In the Bozeman-Palo Alto link, cw signals are trans-
mitted continuously from both T and R. When R deter-
mines that a usable signal is being received, it modulates 
its transmitter and notifies T to begin sending. 

The Teletype System 

General System Characteristics: In the design of this 
initial meteor-burst teletype link proved methods and 
standard circuits are used except where the nature of 
the meteor channel requires special techniques. Stand-
ard 60-wpm teletype equipment is used as the informa-
tion source and termination. Conventional frequency-
shift, binary-keying modulation was selected, which al-
lows the use of standard Class C power amplifiers in the 
transmitters. The equipment has initially been designed 
to transmit information during bursts at 10 times the 

normal 60-wpm teletype rate or 600 wpm. A block dia-
gram of the teletype system is shown in Fig. 2. 

A closed loop circuit is utilized to determine when a 
useful meteor path exists and to relay control informa-
tion to T. A 2-kw, fsk modulated transmitter at T trans-
mits continuously on one of its two frequencies. When 
a path exists, this signal is received at R by a conven-
tional superheterodyne receiver having two narrow band 
filters (650 cps) to select the two-fsk frequencies be-
fore detection. At signal levels below the desired thresh-
old, the signal reaches the filters without limiting. The 
output of the two filters is rectified and added de-
structively. When the output of one filter exceeds that 
of the other by a predetermined amount, indicating an 
acceptable signal level, a signal is generated—the link 
start control—which notifies T that transmission of in-
formation may begin. An fsk transmitter at R, duplicate 
of the one at T, also transmits continuously. The link 
start control signal generated by the detector output 
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Fig. 2—Block diagram of teletype system. 

causes this transmitter to shift its transmitting fre-
quency. A receiver at T (exactly like the one at R) de-
tects this shift and begins transmitting information. 
The fsk transmitter at T and receiver at R, used to de-
termine a suitable meteor path, also transmit and re-
ceive teletype information. Hence the detectors in the 
receiver at R perform the normal fsk function as well as 
indicate when the signal is at a suitable level for corn-
munication. 
Once the transmission of information is begun, the 

detector output follows the fsk signal within the re-
sponse of the filters. This information signal is regen-
erated and sent to the storage system. To detect the 
end of the burst the rectified outputs of the filters are 
constructively combined. As one of the two frequencies 
is always transmitted, this signal will be independent of 
the fsk modulation and will be a function of the received 
signal strength only. Another decision circuit operates 
on this combination to generate a link stop control order 
when the signal has faded below a usable level. Thus 
when the transmitter frequency at R is shifted back, 
transmission of information is stopped at T. This 
method allows the receiving terminal to control the 
starting and stopping of information according to sig-
nal-to-noise conditions at the receiving site. It also 
enables R to stop information if the storage systems 
become filled or if there is a malfunction at R. 
The operating frequency of the information transmit-

ter at T is 40.38 mc and the frequency of the control 
transmitter at R is 32.8 mc. These frequencies are close 
enough to give good path correlation yet far enough 
apart to avoid cross-coupling problems. 
Two 3-element Yagi antennas are used at each termi-

nal for receiving and transmitting. These antennas are 
spaced about 200 feet apart in a direction normal to 
their line of directivity and supported on poles 30 feet 
above the ground. 

Conventional perforated paper tape is used as a buf-
fer storage at the transmitting terminal. From the per-
forated tape a Ferranti high-speed tape reader and elec-
tronic distributor generate a sequential keying signal 
which modulates a 2-kw transmitter during bursts. 
This keying signal is the normal, nonsynchronous tele-
type code in which each character is represented by a 
sequentially transmitted start pulse, five information 

pulses, and a stop pulse. During a burst the information 
is transmitted at 600 wpm. The fsk deviation at the 
transmitted frequency is 2.5 kc. 
Two novel information storage and speed-changing 

components have been developed for use at R. One 
uses a continuous loop of magnetic recording tape on 
which the fast-speed teletype signal is recorded. After 
this recorded information is played back, the tape is 
erased and returned to the bin of tape available for re-
cording. The other is a magnetic core storage compo-
nent where the fast-speed information is stored in mag-
netic core matrices and read out at slow speed into stand-
ard printing equipment. 

Both systems can be adapted to operate in reverse as 
a storage system at T; i.e., store slow-speed information 
and read out at fast speed during bursts. 

Fig. 3 shows the receiving terminal equipment at 
Palo Alto. The information receiver rack is on the left 
and includes preamplifier, converters, filters, and de-
tector circuits. The other two racks contain the mag-
netic tape storage system and associated circuits. The 
equipment was designed and built with evaluation test-
ing and ease of modification in mind. Unit chassis con-
struction was used throughout and many standard plug-
in circuits employed in the digital portions of the 
equipment. The chassis are mounted on standard relay 
racks and patched together with connecting cables. 
Each terminal operates one of the duplicate transmitters 
of the type shown in Fig. 4. The fsk oscillator and a 60-
watt driver unit are contained in the cabinet on the 
right. A lab-constructed, 2-kw, Class C power amplifier 
and power supply are shown to the left. Fig. 5 is a 
photograph of the transmitting terminal equipment at 
Bozeman. Preamplifiers, converters, and control cir-
cuits, etc., similar to the equipment at Palo Alto, are 
included in the rack to the left of the Model 19 teletype 
equipment. The electronic transmitting distributor is in 
the rack to the right with the Ferranti high-speed tape 
reader on the bench beside it. 

Signal Fading Rates: In contrast to continuous sys-
tems, where the signal must be used throughout a fade, 
a burst system needs to tolerate signal fading only until 
the information transmission can be halted. Certain ir-
reducible time delays are encountered in controlling the 
starting and stopping of information transmission from 
a remote terminal. Approximately 17 mbisec after a 
start signal is generated in the receiver at R, the first 
information pulse should arrive. Starting delays cause 
only a slight reduction in duty cycle. However, an addi-
tional 16 meec may be required before the information 
cuts off at R; the transmitter distributor cannot stop in 
the middle of a character. 

Stopping the link is a more serious problem, especially 
when rapidly fading signals are encountered, because of 
the increased probability of end-of-burst errors. Meteor-
signal fading rates as high as 500 db/second have been 
observed on this circuit. To compensate for the effect 
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Fig. 5—Teletype system transmitting ierminal. F. 3—Teletype system receiving terminal. 

Fig. 4—FSK transmitter. 

of such high fading rates in this system, the stop thresh-
old level (received signal level at which link stop control 
signal is given) has been set higher than the information 
detectors call for at a given error rate. This again is at 
the expense of duty cycle. With a constant signal-to-
noise ratio of about 9 db at the input of the detector in 

this system, character errors can be held to one per 
cent. The stop threshold level is generally set at about 
15 db above the noise level. This will accommodate 
fading rates up to about 200 db/second. However, the 
fading-rate problem is far from solved, and it will un-
doubtedly receive further attention in design of future 
meteor-burst systems. 

The Electronic Transmitting Distributor: At the trans-
mitting terminal, information in the form of perforated 
paper tape is converted to a fast-speed serial modulating 
signal and transmitted by the information transmitter 
when R signals the presence of a meteor burst. This 
operation is performed by the electronic transmitting 
distributor which consists of a Ferranti high-speed tape 
reader, tape control circuits, register and counter, 
master oscillator, and a pulse generator. 
The perforated tape is fed into the Ferranti tape 

reader. This commercially built unit reads the tape per-
forations by means of light beams and 
tape is friction-driven by a rotating su 
stopped by a magnetically operated cl 
The tape control circuits regulate the 
brake and clutch coils to advance the 
read operation. The 5-hole positions 
acter are read simultaneously and these signals are then 
fed to the vacuum tube register and counter unit. 
The timing of the information bits from the distribu-

tor is controlled by the master oscillator and pulse gen-
erator which produces timing pulses for the register and 
counter. The register and counter unit accepts the tim-
ing pulses and the information signals from the tape 
reader, plus the link control signal from the receiver, 
and delivers the serial output signal. This modulates 
the information transmitter during bursts. When the 
link control signal indicates the presence of a burst, the 
register accepts and stores the parallel input informa-
tion bits, and the counter uses the timing pulses to 
read out the stored bits serially. A signal is then fed 

photocells. The 
aft started and 
itch and brake. 
currents in the 
tape after each 
for each char-
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to the tape control circuits and the tape is advanced 
to the next character. When this occurs, the tape con-
trol circuits signal the register and counter and the 
character is then either transmitted or not, according to 
the position of the link control signal. 
By varying the frequency of the master oscillator, in-

formation can be transmitted at any rate from 0 to 
2000 wpm. However, the receiving terminal equipment 
was designed specifically for a 600-wpm rate. Tests at 
other rates have not been attempted. 

The Magnetic Tape Storage System: The fast-speed 
teletype information from the receiver detector is re-
corded on magnetic tape in the form of an on/off modu-
lated 13-kc carrier. The tape is played back at one-
tenth the recorded speed and the signal, now a 1.3-kc 
carrier, is detected and used to operate a Model 19 tele-
type page printer and tape reperforator. 
The magnetic tape storage system includes the delay 

shift register, the tape control circuits, and the mag-
netic tape storage unit. As illustrated in Fig. 6, the lat-
ter consists of a dual-speed, continuous-loop tape trans-
port mechanism, record and playback amplifiers, and 
mechanism control circuits. A continuous loop of one-
fourth inch magnetic tape runs successively through 
the fast-speed drive mechanism, where ihe tape is 
erased and recorded at 48 inches per second; into a 
storage bin; then out of the bin and through the slow-
speed drive mechanism, where it is played back at 4.8 
inches per second; and finally into the blank tape storage 
bin to await further recording. The storage bins can 
each hold approximately 120 feet of tape providing 
about 30 seconds of fast-speed recording time or 5 min-
utes at standard teletype speed. Because the average 
burst length with the power and threshold levels used 
is much shorter than this, the loss in duty cycle owing 
to lack of storage space is negligible. The enclosed tape 
bins and narrow filler-tube arrangement, shown in Fig. 
6, proved to be a very satisfactory solution to a perplex-
ing problem involving static-charge accumulation. This 
caused sticking of the magnetic tape and consequent 
trouble in keeping the tape in the bins. The tape mecha-
nisms utilize synchronous motor-driven capstans and 
magnetically actuated pinch rollers. The fast-speed 
mechanism, using thyratron actuator drive circuits, has 
a tape starting time of less than 2 mi.isec. Standard heads 
and amplifiers are used for tape recording and playback 
and a permanent magnet for tape erasure. 
A fundamental design objective required that the 

storage system be controlled by received information 
only, so that storage would not be wasted when the 
message was for some reason not transmitted during a 
burst. Therefore, the received information signals are 
also applied to the tape drive control circuits where 
they are processed and used to start and stop the record-
ing and playback tape drive mechanisms in the tape 
storage unit. Upon receiving the fast-speed information 
signal, the tape control circuits start both tape drive 
mechanisms. At the end of the information burst the 

Fig. 6—Magnetic tape storage unit. 

fast-speed drive is stopped but the slow-speed drive 
continues running until all the recorded information 
has been played back. If the end of the blank tape in 
storage is approached during a burst, a warning signal 
is sent to the link control circuits and the remote infor-
mation transmitter is signalled to stop the information 
flow until additional blank tape is made available. Be-
cause the tape starting circuits receive no advance warn-
ing of information arrival and the tape needs a rela-
tively long time to get up to speed, the fast-speed infor-
mation must be delayed before being fed to the tape 
unit for recording. This delay is provided by a vacuum 
tube shift register that delays the information by one 
fast-speed character ( 16 mnsec). 
The tape storage system has proved highly reliable 

in this application, though the tape unit itself can un-
doubtedly be much improved as to size, weight, and 
operating efficiency. The storage capacity may be in-
creased to almost any desired size by adding more mag-
netic tape and larger storage bins. The tape system has 
a further advantage in its ability to accept information 
at the same time information is being read out. Be-
cause of mechanical considerations, operation of the 
present tape system with input information rates much 
over a few thousand words per minute would be difficult 
to attain. Also, considerable modification would be re-
quired to provide convenient control of the input-output 
speed ratio. 
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Fig. 7—Block diagram of magnetic core storage system. 

The Magnetic Core Storage System: A block diagram 
of this system is shown in Fig. 7. The fast-speed serial 
teletype information from the receiver detector is first 
fed into a vacuum tube shift register where it is con-
verted to a parallel output signal. The start pulse and 
the five information bits of each teletype character are 
then fed out of the shift register, each going to one of six 
magnetic core storage matrices (see Fig. 8). At the end 
of the burst the stored information is read out of the 
matrices in parallel, one character at a time, into an 
output shift register. This register converts the parallel 
signals to a normal speed serial output signal for opera-
tion of standard teletype printing equipment. 
Each of the six storage matrices consists of a rec-

tangular plane of 240-toroidal memory cores arranged 
15 by 16 Such cores have two permanent magnetic 
states and are thus ideally suited to store binary infor-
mation Each core is traversed by two lines, the X line 
and the Y line During switching of a core a current of 
half the amplitude necessary to switch the core from one 
state to the other flows in one X line and one Y line, 
respectively. Only the core at the intersection of these 
two lines will have enough drive to switch. This system 
is called the coincident-current method of switching. 
The matrices are driven from a unit composed of 

memory cores and diodes, called a magnetic steering 
ring counter. This receives input pulses, resets itself, 
and steers the input pulses to the desired output lines. A 
circuit of this kind requires only two drivers, instead of 
one driver per line, or 31 drivers in all. 
The read operation is triggered by the start pulse 

of the teletype character, which triggers a pulse gen-
erator. The short duration pulse thus generated follows 
two distinct paths. The first path is split into what are 
called the X channel and the Y channel. In each of these 

the pulse is amplified separately. The X and Y pulses 
are then fed to the X and Y magnetic steering ring 
counter respectively, then to the rows and columns of 
the matrices. The second path leads to the inhibit pulse 
detector. There, each of the five remaining information 
bits from the shift register is fed to an electronic gate 
together with the pulse generated by the start pulse of 

Fig. 8—Magnetic core matrices. 

the character. Depending on the information in the 
shift register, each gate opens or remains closed. If it 
opens, the pulse is allowed to pass, amplified, and fed to 
the corresponding matrix on an inhibit line. This line 
traverses every core, but in such a manner that the half-
current pulse it carries will subtract from the half-cur-
rent pulses on the X and Y lines and prevent switching 
of the core. 

The write operation is essentially identical with the 
read operation except that the inhibit gates are in-
operative and the X and Y pulses now have a reverse 
polarity. Each core switched during the read opera-
tion will now be switched back and switching signals 
will be generated. These signals are detected by the 
write line in each matrix, a line which also traverses 
every core. The signals are then amplified and fed to the 
output shift register. 
The memory used in this system is capable of storing 

240 complete characters, the equivalent of 40 seconds 
of normal teletype speed. The memory characteristics of 
the magnetic steering ring counters are such that each 
burst of information received is stored in the area im-
mediately following that used by the previous burst. 
For example, when a short burst of information is re-
ceived, it may fill, say, only 60 cores of each matrix. 
The device then switches to the write operation. When 
the next burst of information comes, the device switches 
back to read and stores this burst, beginning at the 
stopping point of the previous burst, i.e., starting 
in the sixty-first core of each matrix. This process can 
go on indefinitely to full storage capacit y. 
The sanie phenomenon holds for write operations. 

The interval of time between the two incoming bursts, 
mentioned in the example above, may be too short to 
allow the matrices to be emptied completely in one 
operation. In this event the write process, starting 
again at the end of the second incoming burst, will be-
gin where it stopped previously. 

Both the read and write triggers are connected to 
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a counter which adds the number of characters read 
into the matrix and subtracts the number of characters 
read out. When it reaches a count of 240, a filled-storage 
warning is given which stops the information transit. 
When it reaches a count of zero, an empty-storage warn-
ing is given which stops the read-out of information. 
Since it requires no mechanical moving parts, the mag-
netic core system can be made to operate with extremely 
high input information speeds; i.e., over a million words 
per minute. In addition, the read/write speed ratio 
can be easily changed for various system requiremen ts 
Chief limitations of the present magnetic core storage 
unit are the small storage capacity and the inability to 
perform the read and write operations simultaneously. 

The Voice System 

General System Characteristics: In the design of the 
initial voice system equipment it was decided to limit 
the transmission bandwidth to a maximum of 20 kc. 
For this reason SSB modulation is used and the voice 
information is transmitted during bursts at five times 
the normal rate, the actual bandwidth of the transmit-
ted signal being 16.5 kc. 
A block diagram of the voice system is shown in Fig. 

9. A closed loop circuit similar to that used in the tele-
type system is employed to detect a useful meteor path 
and to relay control information to T. A 1-kw SSB trans-
mitter at T sends out a continuous 100-watt recognition 
signal. When a path exists this signal is received at R by 
a duplicate of the fsk teletype receiver. When the re-
ceiver output indicates an acceptable signal level, a link 
control signal is generated which signals T to begin send-
ing information. The return control link from R to T 
utilizes the same equipment as the teletype system, i.e., 
a 2-kw fsk transmitter at R and an fsk receiver at T. A 
shift in frequency of the signal transmitted from R, 
initiated by the link control signal, is detected at T and 
information transmission from T is started. 
The spoken message goes into a microphone at T and 

thus enters the system. The microphone output is fed to 
a magnetic tape storage unit and recorded and stored on 
a continuous loop of magnetic tape. When T is signalled 
to transmit information, the recorded voice signal plays 
back at five times the recording speed and feeds into the 
SSB transmitter. After playback the tape is erased and 
stored in a bin for further recording. The transmitter 
radiates a single sideband having a bandwidth of 15 kc 
and conveying normal voice frequencies from 300 to 
3300 cps multiplied by five. 
When transmission of this signal is started the 100-

watt recognition signal is shifted 2.5 kc to a frequency 
corresponding to the carrier frequency of the voice side-
band. This shift is detected by the fsk receiver at R 
and a signal generated which starts a second magnetic 
tape storage unit. The voice sideband is received at R 
with the same preamplifiers and first converter used 
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Fig. 9—Block diagram of voice system. 
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with the fsk receiver. After conversion the voice signal 
is amplified in a special wideband IF amplifier and de-
modulated by a product detector. The audio output 
from the detector is fed to the magnetic tape storage 
unit. The fast-speed voice signal from the detector is 
recorded on a continuous loop of recording tape and 
played back at one-fifth the recording speed to produce 
a normal-speed voice output signal. This signal is fed to 
an audio amplifier and loudspeaker for aural monitoring 
and to a standard tape recorder for permanent recording 
of the voice information. 
The SSB transmitter at T consists of an exciter, a 

power converter, and a 1-kw linear power amplifier. The 
linear amplifier utilizes 4X250B power tetrodes in a 
push-pull parallel Class /31 circuit. The exciter uses the 
Weaver method of SSB generation.' 
The operating frequencies of the transmitters at T 

and R are the same as the teletype system frequencies. 
Also, the same antennas are used for both systems. 

The Magnetic Tape Storage Units: The magnetic tape 

storage unit at R is the same unit used with the teletype 
system at R except that the speed ratio between the 
record and playback operations is now 5:1, the play-
back tape speed being changed to 9.6 inches per second. 
This unit has been described in detail above and is illus-
trated in Fig. 5. 

During voice tests the slow-speed playback at R is 
controlled manually to reduce the number of breaks in 
the voice output signal. In a practical voice system it 
would be desirable to provide for continuous uninter-
rupted playback of each individual message received. 
At R the fast-speed tape drive is started when recep-

tion of voice information begins. Because of the inherent 
lag in starting the tape, a loss of information might pre-
sumably result unless the information were delayed be-
fore being recorded, as is done in the teletype system. 
In addition, fast-fading meteor trails, which reduce the 
received signal below a usable level before information 

transmission can be stopped, might also cause informa-

D. K. Weaver, Jr., "A third method of generation and detection 
of single-sideband signals," PROC. IRE, vol. 44, pp. 1703-1705; De-
cember, 1956. 
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tion loss if not properly compensated. However, tests 
have shown that loss of short intervals of information— 
up to 50 meec or so—from the voice signal has almost 
no effect on intelligibility. For this reason no attempt 
was made to compensate for either tape starting time 
or fast-fading trails. 
The tape storage unit at T is similar to the unit at R. 

In this case the information is recorded at a slow speed 
and played back at a fast speed. The recording opera-
tion is normally controlled by a voice operated relay. 
The fast playback is controlled by the link control 
signal received from R. If desired, a recorded message 
may be transmitted repeatedly without being erased. 
A speech processing circuit is used in the slow-speed 
record amplifier and serves to reduce amplitude varia-
tions and increase the average energy content of the 
signal fed to the SSB transmitter. 

System Results and Possible Improvements 

Operation of this system to date has definitely proved 
the feasibility of long range vhf communications via 
meteor-reflected signals. Reliable teletype and voice 
messages have been consistently received and much in-
sight into both the theoretical and, more particularly, 
the practical aspects of meteor-burst communications 
has been gained. As the propagation method became 
more familiar, improvements in the system and its 
operation have continually been made. Additional im-
provements can, of course, be achieved, particularly in 
the over-all communication rate and reliability. A num-
ber of possibilities lies open for investigation. The most 
obvious, of course, are higher transmitter powers and 
more elaborate antenna arrays. Beneficial gains may be 
realized by diversity reception techniques. It is also 
possible that there is a transmission rate more efficient 

than the 600 wpm used in these tests. Investigations of 
multiple threshold systems and continuously variable 
bandwidth systems might be made. The duty cycle 
undoubtedly can be improved by using more advanced 
modulation and detection methods. Reliability of sta-
tion recognition methods in the presence of both inten-
tional and unintentional interference will require further 
consideration. 

SOME POTENTIAL APPLICATIONS OF THE SYSTEM 

The future of burst techniques—meteor-burst sys-
tems in particular—seems very promising. As a conse-
quence of the inherent anti-interference and anti-jam-
ming characteristics it may be possible to operate a 
number of space-separated, meteor-burst systems on the 
same frequency, using coded recognition signals. Also, 
it is conceivable that burst-communication techniques 
could be used in conjunction with existing continuous 
systems which employ a propagation mode having large 
signal variations. For instance, when the received signal 
is greater than required for the continuous channel, a 
portion of the transmitted power might be routed to a 
parallel-burst channel with an appreciable increase in 
the over-all information transfer efficiency. 
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Analysis of Oblique Path Meteor-Propagation Data 
from the Communications Viewpoint* 
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Summary—The characteristics of signals reflected from meteor 
trails have been extensively measured and analyzed to determine 
their usefulness in communications. The random nature of meteor 
sizes, radiants, velocities, time of striking the upper atmosphere, 
showers, etc., make precise determination of the various desirable 
propagation parameters difficult; however, gross characteristics such 
as duration, interval between usable signals, antenna direction ef-
fects, diurnal rate and duty cycle, and rate of signal decay are pre-
sented in a form usable to the design of communications circuits. 

INTRODUCTION 

T
HE PURPOSE of this report is to summarize a 
series of measurements undertaken at Stanford 
Research Institute in the field of radio signal prop-

agation supported by ionized meteor trails. The infor-
mation has been developed in a way to make it usable 
to the designer of communications systems. The data 
presented here summarize approximately two years' 
findings and provide a basis for determining design param-
eters applicable for a meteor burst communications 
system now in operation between Bozeman, Mont., 
and Stanford. Oblique propagation via reflection from 
meteor trails is illustrated in Fig. 1 [1-3]. 

TEST FACILITIES 

Owing to the limited level of received signal when 
low-power transmitters (one to two kw) are used, low-
noise receiving sites are essential to meteor-burst com-
munications. A receiving site was built in the hills be-
yond Stanford University and was used for the collec-
tion of data presented in this paper. 

Receiving equipment consisted of various types of 
antennas (Yagi, 30-foot linear arrays, 61-foot parabolic 
dish, and dipoles), low-noise preamplifiers, converters, 
and standard communications receivers set up as IF 
amplifiers. Television stations transmit in the frequency 
range (55 to 85 mc) usable for meteoric propagation and 
therefore were used extensively as remote transmitters. 
Transmitting equipment operating on 40.38 mc in use 
on the meteor-burst communications link between 
Montana State College, Bozeman, Mont., and Palo 
Alto, Calif., was also used for the collection of signal 
propagation data. 

• Original manuscript received by the IRE, September 16, 1957. 
The work described in this paper was sponsored by the Air Force 
Cambridge Research Center, Contract No. AF 19(604)-1517. 
t Stanford Research Institute, Menlo Park, Calif. 

Fig. 1—Sketch of oblique meteor burst propagation. 

AMPLITUDE TIME FUNCTIONS 

A specular underdense reflection results in a signal 
which suddenly rises and then falls in an exponential 
manner as illustrated in Fig. 2. Upper atmospheric 
winds may cause the trail to become distorted result-
ing in signal fading as shown in Fig. 3. Specular over-
dense trails will result in signals which rise rapidly and 
then become distorted due to the action of upper at-
mospheric winds. Occasionally a trail will be oriented in 
a way that inhibits propagation between two chosen 
points. Such a trail can be moved by upper atmospheric 
winds into a position capable of supporting signals. 
Trails blown into a usable orientation usually continue 
to fade up and down until the trail is dissipated. This 
produces what is called a nonspecular overdense signal. 
An example of a nonspecular overdense trail is given in 
Fig. 4. 
An analysis of the number of each type of received 

signal recorded at 61 mc gave the following results. It is 

Type 
Percentage of Received 

Signals 

Specular Underdense 
Specular Overdense 
Nonspecular Overdense 

44 per cent 
37 per cent 
19 per cent 

100 per cent 
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Fig. 3—Signal from specular overdense trail with 
wind distortion. 
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Fig. 4—Signal from nonspecular overdense trail 
with wind distortion. 

apparent that overdense trails with their variety of am-
plitude time wave shapes are very important to a 
meteor burst communications system. 

DIURNAL RATE AND DIURNAL DUTY CYCLE 

The varying number of meteor reflections [4] ob-
served as a function of time of day interested investi-
gators of meteoric phenomena for many years, and the 
literature contains many examples of diurnal rate ob-
tained from radar data. Fig. 5 and Fig. 6 show examples 
of diurnal rate over an oblique path between Phoenix, 
Ariz., and Stanford, Calif. Note, in Fig. 6, the effect 
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Fig. 5—Diurnal rate. 
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Fig. 6—Diurnal rate showing effect of shower. 

of an unpredicted short lived shower at 1400 hours. 
Such showers are occasionally observed while propaga-
tion data are being collected. They enhance the possi-
bility of oblique propagation. 

The diurnal rate data obtained for the east-west path 
between Stanford, Calif. and Phoenix, Ariz. consistently 
have given excellent results of the form shown. Diurnal 
rate data for a north-south path consistently have 
shown a scatter of data points with only a gradual 
and erratic increase in meteor rate during early morning 
hours. The reason for this large scatter in data for a 
north-south path is not yet understood. Also, there ap-
pears to be a three to one change in the diurnal rate 
from day to day. 
An example of the variation in duty cycle (the percent-

age of time a usable signal is available) throughout a 24-
hour period is given in Fig. 7. 

EFFECT OF DECISION LEVEL ON DUTY CYCLE 

Duty cycle is perhaps the most important factor in 
the design of a communications system which makes use 
of ionized meteor trails. It should be pointed out here 
that information can be transmitted reliably only dur-
ing those portions of bursts when signal-to-noise ratio 
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snr is adequate. The equipment starts the flow of in-
formation when snr reaches a specified value, called 
the decision level, and stops the information when snr 
falls below that level. Since a finite time is required for 
the rise and fall of signal, the duration of transmission 
during a burst depends on the decision level. snr is also 
a function of transmitter power and antenna gain. Thus, 
duty cycle depends on a combination of the receiver 
decision level, antenna gain, and transmitter power. 
The data in Fig. 8 and Fig. 9 show results of duty 

cycle vs receiver decision level measurements made with 
a fixed receiver bandwidth and constant transmitter 
power. Fig. 9 shows how this curve changes from morn-
ing to evening; Fig. 8 indicates how the data vary with 
the distance between transmitter and receiver. A 3-db 
increase in transmitter power or antenna gain would 
have the same effect on duty cycle as a 3-db decrease in 
decision level, hence the duty cycle vs decision level 
curves can be translated conveniently to show the per-
formance of systems requiring different threshold levels, 
different transmitter powers, and different bandwidths. 
This can be done merely by adding or subtracting the 
required db change from the abscissa of the examples 
shown. 
The information capacity [5, 6] of a meteor burst 

communications system and its relation to bandwidth 

can be expressed in the following form 

I= 

where I= information, B is system bandwidth, k is slope 
of the duty cycle vs decision level curves, and K is a fac-
tor lumping several constant terms. Fig. 10 (p. 1704) is 
a plot of information vs bandwidth for several values of 
k. Several items of importance to burst systems imme-
diately become apparent and are listed as follows. 

1) If the slope of the duty cycle vs decision level 
curve is less than 2, more information can be 
passed over a burst system by increasing the 
bandwidth to the maximum value consistent with 
present equipment designs and sending at a fast 
rate consistent with this bandwidth. 
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2) If the slope of the duty cycle vs decision level 
curve is greater than 2, the information transfer 
can be maximized by using very narrow band-
widths and transmitting at a low rate. 

3) If the slope of the curve is 2, the system band-
width and the transmission rate are unimportant. 

4) Fig. 10 shows that the information transfer is quite 
dependent upon the slope of this curve and that 
system design should be in accordance with the 
best estimate of this slope. 
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Measured values for the slope of duty cycle vs deci-
sion level curves have ranged from 1.3 to 2.7. Present 
measurements have not clearly defined a precise range 
of slopes. An extensive series of measurement is cur-
rently under way to better define parameters affecting 
slopes of the duty cycle vs decision level curves. 
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THE INTERVAL BETWEEN USABLE SIGNALS 
AND THE DURATION OF USABLE SIGNALS 

A frequent question—and an important one to the 
designer of communications equipment—is, "How long 
do I wait before a meteor forms a usable trail?" The 
occurrence of meteors is random in time and one meteor 
as a result of fading often supplies many usable signals 
(as indicated in Fig. 4). The interval between usable 
upswings of signal is illustrated by the distributions 
shown in Fig. 11 and Fig. 12. These distributions illus-
trate how the interval changes from the early morning 
maximum in the diurnal rate to the evening minimum. 
Fig. 11 and Fig. 12 also indicate the effect of varying 
the decision level of the receiving equipment while the 
transmitter power and receiver bandwidth are held 
constant. 

The duration of a meteor signal is dependent upon 
the size of the meteor, the speed at which it enters the 
upper atmosphere, its orientation with respect to trans-
mitter and receiver, and the action of upper atmos-
phere winds. The net effect is to make possible a series 
of received signals having random duration. An exam-
ple showing the duration distribution [7] of usable re-
ceived signals is given in Fig. 13. The example shows 
that the signal received is likely to be one of very short 
duration. In fact, experience with the Stanford Research 
Institute meteor-burst teletype communication system 
shows that the largest number of signals received are 
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Fig. 14—Antenna array. 

but one character in length. Fortunately, the distribu-
tion also shows that signal duration of several seconds 
is reasonably probable. The average duration of the 
example shown is approximately 0.2 seconds. 

OPTIMUM AZIMUTH ANTENNA DIRECTION 

As a result of the investigation of meteor radiants at 
Stanford University [8], Eshleman predicted that the 
performance of communications systems utilizing ion-
ized meteor trails could be improved by directing the 
antennas first to one side of the great circle path be-
tween receiver and transmitter and then to the other 
side of the great circle. Theoretical considerations indi-
cated that directing antennas along the great circle 
path would reduce considerably the number of meteors 
detected, particularly if high-gain antennas were used. 
Eshleman's predictions are shown in an accompanying 
paper, this issue, p. 1710. 
A series of tests were undertaken to measure the ef-

fect of the "active areas" and to determine the extent 
of the off-great-circle azimuth prediction. For these 
measurements, a rotatable antenna array was con-
structed which provided a horizontal beamwidth of 20° 
at 60 mc. This array was used to receive meteor re-
flected signals over east-west and north-south paths 
from suitably located television transmitters. The an-
tenna (see Fig. 14) was programmed as follows (0° is the 
great circle path from Stanford to the transmitter): 

2400-0 00 PST 

N :;:1,030,0 

0300-0400 PST 

lAcr N sg 4 ,30 

.200-1300 PST 1500-1600 PST 

N 

0600-0700 PST 

1800-1900 PST 

0900-1000 PST 

° N b0,030. 

0 

2100-2200 PSI 

Fig. 15—Polar plots showing north-south directional 
effects. 
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Fig. 16—Polar plots showing east-west directional effects. 
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Direction Duration of Sample 

o 
10° R 
10° L 
20° R 
20° L 
30° R 
30° L 
40° R 
40° L 

5 minutes 
5 minutes 
5 minutes 
5 minutes 
5 minutes 
5 minutes 
5 minutes 
5 minutes 
5 minutes 

The sampling was repeated each hour throughout a 24-
hour period. The number of meteors detected during 
each 5 minutes was recorded in tabular form from auto-
matic counters or Brush recorder data. The data were 
then plotted in polar form showing the directional ef-
fects indicated in Fig. 15 and Fig. 16. An estimate of the 
best angle for each hour throughout a run was made and 
the results are shown in Fig. 17 and Fig. 18. 
The results clearly show that, for an east-west path, 

the antenna should be directed to the south of path dur-
ing afternoon and to the north of path during morn-
ing hours. For a north-south path, the antenna should 
be directed to the east of path in daylight and to the 
west of path at night. Experimental results further in-
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Fig. 18—Best antenna angle vs time of day—east-west. 

dicated the off-path phenomena to be as large as 30°. 
The experimental data appear to confirm Eshleman's 
prediction and tend to support the assumed spherically-

uniform heliocentric distribution of meteor orbits. 
Additional data displaying the extent of the off-path 

effect are given in Fig. 19 and Fig. 20, where the per-
centage increase in meteors received on the favorable 
side is also shown. 

FADING RATES OF RECEIVED SIGNALS 

Operation of the Stanford-Bozeman meteor burst 
teletype system and the examination of amplitude-time 
records indicated that very rapid decreases in received 
signal occurred occasionally. To investigate this occa-
sional high fading of signals, an oscilloscope was con-
nected to the receiver detector and the sweep triggered 
each time the signal faded below a preset threshold. A 
photograph was made of several hundred successive 
sweeps, and the rate of fall of the signal examined. Fig. 
21 gives an example of such a measurement, where 
the threshold is set at 0 db and decreasing signals go in 
the downward direction. Signal fades in excess of 400 
db per second are shown. 

MAXIMUM RANGE TESTS 

If conventional calculating methods are used and a 
reflection height of 100 km assumed, the maximum 
ground-to-ground communication range is found to be 
2400 km ( 1500 miles). To check this, distant television 
stations were monitored at various ranges up to 2900 km. 
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Fig. 19—Best side of path vs time of day—north-south. 
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Fig. 21—Fading rate photograph. 

Meteor reflected signals were received from one station 
at 2200 km, but not from another station at 2400 km. 
The maximum usable range for a ground-to-ground 
communications system using antennas relatively close 
to sea level is thus considered to be 2200 km. 
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CONCLUSION 

The results presented are samples taken from data 
accumulated over the past two years. It should be 
pointed out that meteor rates vary from day to day, 
diurnally, seasonally, and, to some extent, with the loca-
tion on the earth. Therefore, some caution should be 
used in attempts to interpret precisely or to scale the 
results. The gross characteristics of a communications 
path supported by ionized meteor trails is described and 
may be of value to those interested in the advantages 
of communications by this method. 
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An Investigation of Storage Capacity Required for a 
Meteor-Burst Communications System* 

ROBERT A. RACHt 

Summary—The storage capacity requirement of a burst-type 
communications system is analyzed. Two main categories of storage 
devices, which correspond to the magnetic tape and magnetic core 
type units currently in use on burst circuits, are considered. Storage 
units used in the present Stanford Research Institute meteor-burst 
system are analyzed to determine the loss in over-all systems 
efficiency imposed by limited capacity of these devices. The equa-
tions developed provide a convenient method of assessing the storage 
requirements of any burst system provided certain of its measured 
parameters are available. 

INTRODUCTION 

ALL EXISTING and planned'-' meteor-burst 
communications systems operate on the basis of 
the rapid transmission of information while a 

usable signal is present. Since terminal equipment can-
not operate at rates consistent with most system de-
signs, buffer storage devices are required to: 1) receive 
the message from the originating source at the normal 
generating rate of that source, store the message, and 

* Original manuscript received by the IRE, September 16, 1957. 
The work described in this paper was sponsored by the Air Force 
Cambridge Research Center, Contract AF 19(604)-1517. 
t Stanford Research Institute, Menlo Park, Calif. 
W. R. Vincent, R. T. Wolfram, B. M. Sifford, W. E. Jaye, and 

A. M. Peterson, "A meteor-burst system for extended range vhf com-
munication," PROC. IRE, this issue, p. 1693. 

P. A. Forsyth, "The Characteristics of a Novel Communications 
Technique," Radio Phys. Lab., Defense Res. Estab., Ottawa, Can-
ada, April, 1953. 

3 R. J. Carpenter, "Equipment for an Experimental Meteor-Burst 
Communications Systems," Natl. Bureau of Standards, CRPL Boul-
der, Colo., Rep. 6CB101. 

transmit it at a high rate of speed during periods of us 
able signals; 2) to receive the information transmitted 
during a usable signal at high speed, store this informa-
tion, and supply it to a recording or presentation device. 
Two types of storage devices are currently used in the 

Stanford-Bozeman meteor-burst communication system.' 
The capacity of such storage devices is very important 
in the design of burst systems. 

STORAGE WITH SIMULTANEOUS READ-
IN AND READ-OUT 

Consider a usable signal with sufficient duration for a 
total of N.a,c characters to be transmitted over a meteor 
burst system. Because of a finite storage capacity at the 
receiver, N.1 characters might not be transmitted be-
cause of a filled storage device. The following develop-
ment will provide an upper bound on the number of 
characters or bits of information per second which can be 
approached in a practical system based on the assump-
tion of an empty storage at the start of operation. The 
development uses terminology applied to a teletype 
signal. 

If we have a distribution of burst lengths (here as-
sumed to be in characters rather than time), we can say 
that the number of characters received with a storage 
of infinite capacity is: 

N.. = E cF(c) 
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where c = number of characters per burst, w =a number 
larger than the largest number of characters per burst 
observed, and F(c) = number of bursts with "c" charac-
ters. With simultaneous read-in read-out, characters 
will be removed from the storage device both during 
read-in and after read-in or after filled storage. The 
number of characters which can be passed through 
the storage in a finite time is dependent upon the speed-
up; i.e., the ratio of read-in rate to read-out rate. If S 
is the speed-up ratio, then while S characters are read 
into the memory, one character is being read out. This 
process continues as the storage fills. 

Defining C as the actual storage and considering a 
100-character storage with a speed-up ratio of 10. When 
we read in 10 characters, we read out 1, leaving 9. At 
100 characters read-in we have 90 stored. Reading in 10 
more allows us to read out 1, so a total of 111 characters 
actually is required to fill a storage of 100. Defining the 
effective storage as C', then: 

L 

= C E 
Sn 

where n=0, 1, 2, • • • L, and L is chosen only large 
enough to obtain an integral value of C'. 
Now let us consider the case of a finite storage with 

no read-out until storage is filled, where the total num-
ber of characters received is N'. Such a storage will 
handle all accumulated characters during bursts where 
the total is less than or equal to the storage capacity, or 
the number of characters equal to the storage capacity 
if a burst duration exceeds the capacity. Then 

N' = E cF(c) + E CF(c). 
e»1 

Now by similar reasoning, considering the case where 
we can read-out during a burst, then the number of 
characters received, N", can be expressed as 

C' to 

N" = E cF(c) + E C'F(c). 

The difference between an infinite capacity system and 
the system described for N" becomes N.— N". 

— N" = E cF(c) — E cF(c) — E C'F(c) 
c-1 c-c,+1 

= E cF(c) — E C'F(c) 
t..C' + 1 

= E (c C')F(c). 

The number of characters defined by N.— N" is 
number lost due to filled storage where we cannot yet 
feed in more characters as storage is read-out. Actually, 
the system described will read-out characters making 
additional storage available for read-in. Since the read-
out rate is 1/S as fast as the read-in rate, a time of S is 

required to read-out one character and read-in an addi-
tional character. Thus, the receiver will actually handle 
n' = 1/ S(N.— N") of the characters in excess of stor-
age capability, where 

1 te 
n' — E 

S 
(c — C')F(c). 

The total number of characters N the system will handle 
is 

N = N" + n' = E cF(c) + 

1 1,21., 

S 

E .—C+1 

(c — C')F(c). 

C'F(c) 

The first term of this equation describes the perform-
ance of a system when the number of characters per 
burst is less than C'. The second term expresses the case 
where the burst is longer than C' characters resulting 
in the storage of C' characters. The third term describes 
the additional capacity resulting from storage made 
available by read-out after fill storage. The efficiency 
of the system can be defined as N / 

STORAGE SYSTEM WITHOUT SIMULTANEOUS 

READ-IN AND READ-OUT 

Since this type of storage cannot read-out while 
reading in, then C is the actual capacity instead of C' 
in the previous example. Then as developed before 

N' = E cF(c) + E CF(c). 

Thus, the difference between an infinite capacity and 
this system is N.— N'. 

Nmax — N' = (c — C)F(c). 
1 

In order to read a character out and one in, the time of 
S + 1 characters is required or 

1 w 
n' —  E (c — C)F(c). 

S + 1 c-c+1 

The total number of characters the storage will handle 
again is N= N' +n' 

1 w 
N = E CF(c) + E CF (c) +  E (c — C)F(c). 

c-i c-c+1 S 1 

Loss OF CHARACTERS DUE TO EQUIPMENT 
CONSIDERATIONS 

Practical equipment designs do not use all of the 
burst time due to propagation path delays, recognition 
of signals, desirability of eliminating the last character 
of a burst of usable signal to improve error rates, etc. 
The following analysis will permit an estimate of system 
performance degradation as a result of such causes. 



1957 Rach: Storage Capacity for a Meteor-Burst System 1709 

Defining the number of characters available as 100 

90 

N.. = E cF(c). 80 

te 70 (.) 
Omitting i characters from each burst will: 1) elimi- 60 

nate all bursts i characters or less in duration, and 2) re- 50 

duce the durations of all other bursts by i characters. eit' 40 
Thus, the usable number of characters N can be defined 
as 

N = L cF(c) — E iF(c) = E (c—i)F(c). 

The efficiency of the system, as shown in Fig. 1 and 
Fig. 2, is then N/ N... The degradation in performance 
created by not using all the burst time can be obtained 
from this type curve. The curve shown was based on an 
experimental determination of F(c) for the communica-
tions system described in an accompanying paper.' 

CONCLUSION 

An example of the storage system first defined with 
simultaneous read-in and -out is the closed loop mag-
netic tape unit currently used on the Stanford, Calif.— 
Bozeman, Mont. meteor-burst communications system. 
This system has a storage capacity of approximately 
900 characters and operates on a speed up ratio S=10. 
The accompanying curves show that very little loss of 
information handling capacity should exist due to the 
storage capacity being exceeded. Practical experience 
indeed shows this to be the case. 
An example of the second storage system described 

is a magnetic-core storage system which is also cur-
rently used on the Stanford, Calif.—Bozeman, Mont. 
meteor-burst communications system. This system has 
a storage capacity of 240 teletype characters and pres-
ently operates at a speed-up ratio S=10, although S 
may be easily varied. The accompanying curves show 
that the limited capacity of this unit does slightly de-
grade teletype system performance. Practical experience 
shows that occasionally the storage is unable to handle 
bursts of long duration; however, the loss of efficiency 
is not appreciable and can be reduced by the addition 
of cores. 

Fig. 1 which shows the capacity of a storage system 
vs efficiency of storage, was based on an experimental 
determination of F(c) for the meteor-burst communica-
tions system described in an accompanying paper.' 

10 
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NUMBER OF CHARACTERS OMITTED 

Fig. 1—Efficiency of meteor system as a function of number of 
characters omitted. 
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On the Wavelength Dependence of the Information 
Capacity of Meteor-Burst Propagation* 

VON R. ESHLEMAN-h SENIOR MEMBER, IRE 

Summary—The discontinuous vhf signal, propagated over ranges 

up to 2000 km by reflections from meteor ionization trails, makes 
possible an important new technique for radio communication. With 
this technique, the required transmitter power and antenna sizes are 
considerably less than for communication by the continuous vhf 
scatter signal supported by smaller meteors and other scattering 
sources in the lower E region. The wavelength dependence of the 
information capacity of meteor-burst propagation is approximately 
V 7, which may be compared to approximately X" for the continuous 
signal. Thus, by adding the complexity in the terminal equipment 
needed for discontinuous operation, meteor-burst communication can 
fill an important need at the sanie wavelengths that are used in iono-
spheric-scatter communication, and can be used at shorter wave-
lengths than are feasible with continuous scatter. This extension to 
shorter wavelengths should make it possible to reduce the interfer-
ence problem now being encountered in the lower vhf band, and to 

greatly increase the number of channels available for reliable long-
range communication. 

INTRODUCTION 

ANEW mode of radio propagation shows promise 
of making additional channels available for reli-
able, long-range radio communication. This 

mode of propagation depends upon radio reflections 
from the columns of ionization left in the wake of 
meteors as they speed into the earth's upper atmos-
phere. 

Radio studies of meteoric ionization have been con-
ducted at various laboratories since the end of World 
War II. Perhaps the most extensive studies of this type 
have been carried out by investigators at the University 
of Manchester, Eng., at the National Research Council, 
Can., and at Stanford University, Stanford, Calif. 
From these studies, much has been learned about 
meteors and about that region of the upper atmosphere 
in which they form ionized trails. 

It was suggested several years ago that scattering 
from meteoric ionization plays an important, if not the 
dominant, role in extended-range vhf ionospheric scat-
ter propagation.'-8 While the relative contribution to 
continuous scatter of meteors and other scattering 
sources is still being debated, it is agreed that the rela-

* Original manuscript received by the IRE, September 13,1957. 
The research in this paper was supported by the Electronics Res. 
Dir., Air Force Cambridge Res. Ctr., Air Res. and Dey. Com., 
under contract with Stanford University. 
t Radio Propagation Lab., Stanford University, Stanford, Calif. 
1 D. K. Bailey, R. Bateman, L. V. Berkner, H. G. Booker, G. F. 

Montgomery, E. M. Purcell, W. W. Salisbury, and J. B. Wiesner, "A 
new kind of radio propagation at very high frequencies observable 
over long distances," Phys. Rev., vol. 86, pp. 141-145; April, 1952. 

3 O. G. Villard, Jr., A. M. Peterson, L. A. Manning, and V. R. 
Eshleman, "Extended-range radio transmission by oblique reflection 
from meteoric ionization," J. Geophys. Res., vol. 58, pp. 83-93; 
March, 1953. 

3 V. R. Eshleman and L. A. Manning, "Radio communication by 
scattering from meteoric ionization," PROC. IRE, vol. 42, pp. 530-
536; March, 1954. 

tively large meteors are responsible for the discontinu-
ous, high-amplitude vhf signals, or "bursts," which can 
be propagated over distances up to about 2000 km. 

In the early 1950's, many propagation specialists 
were acquainted with proposals to use meteor bursts for 
useful radio communication. Such a proposal was initi-
ated by Pineo of the National Bureau of Standards. 
When the author first came to Stanford University in 
1949, Villard, Manning, and Peterson were discussing 
the possible utility of meteor-burst communication, 

based on the results obtained that summer in a series of 
oblique-path meteor tests. Some of the earliest investi-
gations of radio reflections from meteor trails involved 
the monitoring of distant, short-wave tránsmitters.9—" 
Often, program material was being transmitted, and 
short passages of apparently undistorted speech and 
music were heard. The monitoring of bursts of fm broad-
cast transmission from Boston, Mass. at Grand Island, 
Neb. (a distance of 1370 miles) by Allen, in 1943, is 
especially worthy of note." While many, early investi-
gators may have forseen the possible utility of meteor 
burst propagation, the research group at the Radio 
Physics Laboratory of the Canadian Defense Research 
Board, under the direction of Dr. P. A. Forsyth," 
clearly was responsible for appreciating, not only the 
potentialities but also the practical impcirtance of this 
method of communication. Credit is due this group for 
devising the closed loop technique and for providing 
the first demonstration of a working system. 

4 D. W. R. McKinley, "Dependence of integrated duration of 
meteor echoes on wavelength and sensitivity," Can. J. Phys., vol. 32, 
pp. 450-467; July, 1954. 

W. J. Bray, J. A. Saxton, R. W. White, and G. W. Luscombe, 
"VHF propagation by ionospheric scattering and its application to 
long-distance communication," Proc. IEE, vol. 103B, pp. 236-260; 
March, 1956. 

6 D. K. Bailey, R. Bateman, and R. C. KirbSr, "Radio trans-
mission at vhf by scattering and other processes in the lower iono-
sphere," PROC. IRE, vol. 43, pp. 1181-1231; October, 1955. 

7 O. G. Villard, Jr., V. R. Eshleman, L. A. Manning, and A. M. 
Peterson, "The role of meteors in extended-range vhf propagation," 
PROC. IRE, vol. 43, pp. 1473-1481; October, 1955. 

P. A. Forsyth and E. L. Vogan, "Forward-scattering of radio 
waves by meteor trails," Can. J. Ploys., vol. 33, pp. 176-188; May 
1955. 

77 J. A. Pierce, "Abnormal ionization in the E-region of the iono-
sphere," PROC. IRE, vol. 26, pp. 892-902; July, 1938. 

1° C. Chamanlal and K. Venkatamaran, "Whistling meteors-
doppler effect produced by meteors entering the ionosphere," Electro-
technks, vol. 14, pp. 28-40; November, 1941. 
" 0. G. Villard, Jr., "Listening in on the stars," QST, vol. 30, 

p. 59, January, 1946. 
73 E. W. Allen, Jr., "Reflections of very-high-frequency radio 

waves from meteoric ionization," PROC. IRE, vol. 36, pp. 346-352, 
March, 1948. See also, discussion of this paper by L. A. Manning and 
O. G. Villard, Jr., PROC. IRE, vol. 36, pp. 1255-1257; October, 1948. 

73 P. A. Forsyth, E. L. Vogan, C. O. Hines, D. R. Hansen, and 
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comm. Estab., Defence Research Board, Ottawa, n.; 1953 et. seq. 
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In this paper, the wavelength dependence of the in-
formation capacity of meteor propagation is reviewed 
and discussed. The discussion is based only on first-
order effects, with no attempt being made to outline 
completely all that presently is known about meteor 
echo characteristics. The primary aim is to show that, 
while meteor-burst communication can fill an important 
need at the radio wavelengths which are used for vhf 
ionospheric-scatter communication, its potential utility 
at appreciably shorter wavelengths (where continuous-
scatter communication is not feasible) may be of prime 
importance. In comparing meteor-burst with ionospheric-
scatter communication, it should be stressed that the 
same region of the ionosphere is used in the two systems 
for propagating the radio waves, and that the differences 
are primarily in the method of utilizing the fluctuating 
received signal. The advantages of meteor-burst com-
munication over continuous ionospheric-scatter com-
munication (lower power, smaller antennas, wider usa-
ble spectrum, less interference, greater security) are due 
to the fact that the scattered signals are more efficiently 
used when provisions are made to send and receive 
information discontinuously. It might be said that the 
terminal equipments are then better matched to the 
propagating medium. 

W HY BURSTS? 

But how does it come about that the use of a discon-
tinuous signal offers advantages over the use of a contin-
uous vhf scatter signal propagated over the same path ? 
The answer to this question involves considerations of 
the relative transmitter power requirements, antenna 
size requirements, and practicable operating wave-
lengths for the same information flow in the two sys-
tems. Other factors which must be taken into account 
are terminal equipment complexity, circuit reliability 
(including freedom from interference), and the re-
quired degree of immediacy of the message. 

Average Information Capacity 

The peak power of the echoes from most meteor 
ionization trails varies as PrGTGRX3q2, where P7, is the 
transmitted power, Gl• and GR are the gains of the an-
tennas used at transmitter and receiver, X is the radio 
wavelength, and q is the number of electrons per meter 
of trail length formed at the reflection point by the 
meteoric particle. The average duration of the indi-
vidual echoes is approximately proportional to X2. The 
number of detectable meteor trails is proportional to the 
area A of the relatively thin meteor region common to 
both antenna beams. Assuming the above expression 
for echo intensity, it has been found, from short-term 
measurements on the number-amplitude distribution 
over limited ranges of echo amplitudes, that the num-
ber of trails formed with line densities greater than q 
electrons per meter is proportional to re. (The meas-
ured values of k may vary from about one to two de-
pending upon time of day, season, path geometry, and 

system parameters.) Thus the total number of echoes is 
proportional to Aq-'. 
Now suppose that in a meteor burst system, the 

operating level (the signal-power level above which 
information is sent at constant bandwidth B and below 
which no information is sent) exceeds the receiver noise 
level by a fixed factor. For the radio wavelengths of 
interest, the minimum receiver noise level is determined 
by cosmic noise. This noise is proportional to BXn, where 
n has been measured" for scaled antennas to be approxi-
mately 2.3. Let us assign a value of q=q0 for a meteor 
trail whose peak echo intensity is just equal to the 
operating power level. Then the fractional time that 
information will be transmitted (the circuit duty cycle 
D) is proportional to the product of the number of 
echoes having q>qo and the average echo duration, or 

D , x2A go-k. (1) 

Since the operating level is proportional to the receiver 
noise, PrGrGRX3q02,---,BXn, or 

PvGvGRX3-"qo2. (2) 

The average rate of information flow in the meteor 
burst system described above is proportional to the 
bandwidth and the duty cycle, or From the 
relationships given above, 

I p TG TG R X5-n A q 02-k 
(3) 

Since the operating power level is proportional to q02, 
the q02-!c factor in (3) implies that the average informa-
tion rate is directly proportional to the value of the 
operating power level raised to the (2 —k)/2 power. 

This last statement contains part of the answer to 
the question, "Why bursts?," since it indicates that for 
k < 2 (in which range most of the measured values lie), 
more average information can be sent by raising the 
operating level and thereby reducing the circuit duty 
cycle. That is, the gain in information capacity due to 
the increased bandwidth is greater than the loss of infor-
mation capacity due to decreased duty cycle. 

For several reasons the choice of operating level can-
not be made arbitrarily high to obtain an arbitrarily 
large information capacity. First, the relationship given 
above for the number of meteors and their line den-
sities does not extend to indefinitely large values of q. 
Second, the relationships given above for echo ampli-
tude and duration are valid only when q< 10" electrons 
per meter; i.e., only for the low-density.' trails. Informa-
tion capacity probably does not increase as the thresh-
old level is increased beyond the point corresponding to 
qo —10". Third, the operating level should not be made 
so high that the time between useful bursts is so great 
that short, high priority messages are delayed more than 
is desired. Other limitations may be imposed by the 
maximum bandwidth of meteor echoes and the delays 

14 H. V. Cottony and J. R. Johler, " Cosmic radio noise intensities 
in the vhf band,» PROC. IRE, vol. 40, pp. 1053-1060; September, 
1952. 
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encountered in starting and stopping the flow of informa-
tion. However, the conclusion given in the previous 
paragraph still should be valid over a wide range of 
parameters. It is expected that the maximum informa-
tion rate will be obtained with a duty cycle which is 
considerably less than unity, the precise value depend-
ing upon the circuit parameters and the changing 
meteoric characteristics. 

Antenna Gain Considerations 

Let us assume that the antennas used at each end of 
the path have the same gain, and that they are directed 
so as to illuminate the same area in the meteor ioniza-
tion region. Then, GR=GT=G and so that ( 1)-
(3) become Dr--,X2G-iqo-k, and 

Suppose that G is increased and the operating level 
is held constant. Since the operating level is proportional 
to PTG2X3q02, the value of qo is decreased by the same 
amount that G is increased, assuming that the other 
parameters are held constant. Thus D will vary as 

B will remain constant, and I will vary as Ge-I. 
If k = 1 (the value which is believed to be applicable to 
the smaller meteors)," duty cycle and average informa-
tion capacity are independent of antenna gain. That is, 
the loss in number of meteors caused by reducing the 
area illuminated by the antenna beam is exactly com-
pensated by the increase in the number of detectable 
trails accompanying the greater system sensitivity.' For 
k between one and two, increasing the antenna gain 
at both ends of the circuit increases the average infor-
mation capacity. 

In the above discussion, it tacitly is assumed that all 
areas of the meteor-ionization region are equally useful 
in terms of the number and duration of detectable trails. 
But certain areas are better than others, as described 
in a companion paper on the directional characteristics 
of meteor propagation." Thus, in addition to the factors 
outlined above, information capacity can be increased 
by adjusting the antenna gains and directions so as to 
illuminate only those parts of the meteor ionization 
region which are most favorable for meteor propagation. 
The optimization of the antenna characteristics for 

maximum information capacity also should lead to less 

interference and greater security in meteor-burst com-
munication circuits. Full appreciation of the factors 
which can be controlled by antenna considerations makes 
possible a great many special antenna configurations 
for special operating characteristics. For example, by 
using two separate receivers connected to two separate 
antenna beams directed toward different halves of the 

meteor area illuminated by the transmitting antenna, 
the information capacity with the same operating level 

,5 P. B. Gallagher and V. R. Eshleman, "Radar studies of meteors 
down to 15th magnitude," presented at the joint URSI-IRE meeting, 
Washington, D. C.; May 24, 1957. 

18 V. R. Eshleman and R. F. Mlodnosky, "Directional character-
istics of meteor propagation derived from radar measurements," 
this issue, p. 1715. 

can be increased as much as 41 per cell over what it 
would be if only one receiver and one antenna beam 
were used, this antenna illuminating the same area as 
the transmitting antenna. Interference also could be 
reduced with this arrangement. This technique might 
be called "h-plane diversity," to differentiate it from 
the ground plane diversity encountered in more con-
ventional communication. (Here the h plane refers to 
the plane at the average height h—approximately 100 
km—of the meteor ionization trails.) 

Wavelength Dependence 

In order to discuss the effects of the operating radio 
wavelength, it is desirable to decide which parameters 
are to be held constant as the wavelength is varied. It 
appears logical to assume that antenna beams of the 
same gain and orientation are used, so that the same 
area of the meteor plane is illuminated at all wave-
lengths. Answers to the following questions are then 
sought: should the same meteors be used at each wave-
length; should the threshold level be held constant; 
should the duty cycle be held constant; or should the 
bandwidth be the same at each wavelength? Each of 
these circumstances leads to a different wavelength de-
pendence for the average information rate. 
The comparison that will be made here is on the basis 

of using the same meteors for communication at the 
various wavelengths. Thus qo is assumed to be constant. 
There can be no difficulty in extrapolating the number-
density law to higher or lower-density meteors, since 
the same meteors are used at each wavelength. Also, 
with this criterion, the average time between useful 
bursts is invariant, as is the information per burst for 
the same average information rate. 
With scaled antennas and constant qs, the operating 

level is proportional to PTX3, the duty cycle is propor-
tional to X', the bandwidth is proportional to PTX3- ", 
and the average information rate is proportional to 
PTX"-n. For example, with n=2.3, the average informa-
tion rate at a wavelength of 4 meters is less by a factor 
of 6.5 than at 8 meters for the same PT and using the 
same meteors. The duty cycle is less by a factor of 4, 
and the bandwidth is less by a factor of 1.6 under the 
above conditions. 

Alternatively, the information rate at 4 meters may 
be made the same as at 8 meters by increasing PT by a 
factor of 6.5, reducing the duty cycle by a factor of 4, 
and increasing the bandwidth to 4 times its value at 8 
meters. These changes are illustrated in Table I, where 
the parameters at X = 8 m and PT= 1 kw are used as a 
starting point for comparison. Note that the increase 
in PT is accompanied by a decrease in D for the same 
information rate, so that the average power during the 
time that information is being sent is up only by a 
factor of 6.5/4 = 1.6 in halving the wavelength. That is, 
if the transmitter power during the rest of the time is 

only a small fraction of the power during the time of 
transmission of information, not much more than 60 
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per cent greater average power is required for the same 
average information rate when the wavelength is 
halved. While this may be considered a serious loss, we 
shall see that a considerably greater loss is encountered 
in continuous-scatter communication when the wave-
length is halved. 

TABLE I 

EXAMPLES OF SYSTEM PARAMETERS FOR METEOR-BURST 
COMMUNICATION, WHERE THE SAME METEORS ARE USED 

AT WAVELENGTHS OF 8 AND 4 METERS. 

Radio Wavelength 

PT (peak watts) 
I (wpm) 
B (cps) 
D (per cent) 
Pr (average watts) 

Pr (peak watts) 
I (wpm) 
B (cps) 
D (per cent) 
PT (average watts) 

8 in 4 m 

1000 
60 
100 
10 

100 

1000 
9.2 

61.5 
2.5 

25 

6500 
390 
650 
10 

650 

6500 
60 

400 
2.5 

162 

Comparison with Continuous-Scatter Communication 

If the signal is to be continuous, the duty cycle is a 
constant; namely, unity. The duty cycle defined above 
was the product of number of echoes exceeding the 
reference level times their average duration. This is ade-
quate when the duty cycle is small, but for values more 
than a few tenths, the statistical overlapping of echoes 
implies that the true duty cycle' is 1 — exp ( —D). Con-
sidering only meteors, it is not possible to obtain a 
truly continuous signal. But when the product of num-
ber and duration is large, the signal virtually is con-
tinuous. 
The details of the above considerations are not im-

portant in what is to be emphasized here. The impor-
tant factor is that, for a "continuous" signal, D is con-
stant. For scaled antennas and constant D, go is pro-
portional to eh, so that 

p r,1/43-n+41k. (4) 

For any value of k <2 in the expression for average 
information rate, the exponent of X for continuous 
meteor communication is greater than for burst com-
munication. 

For the smaller meteors, it is believed that keA--'1 so 
that information rate is proportional to PrX7-n. This 
last wavelength dependence is particularly interesting 
since it is about the same as the average value measured 
in continuous, extended-range vhf ionospheric scatter 
propagation.' Thus, whether or not this scatter signal 
largely is due to meteors, the following arguments based 
on the wavelength dependence of meteor propagation 
should be valid, since the same wavelength dependence 
is obtained from measurements on the continuous signal. 

It was shown above that for burst-communication, 
information capacity could be held constant when the 
wavelength is halved by increasing peak transmitter 
power by a factor of 6.5, or the average power by a fac-
tor of 1.6. For continuous propagation, with k = 1 and 
n=2.3, the average transmitting power must be in-
creased by a factor of 26 to maintain constant informa-
tion flow when the wavelength is halved. In Table II 
a comparison is made between meteor burst and iono-
spheric-scatter communication, where it is assumed that 
a peak power of 1 kw is sufficient for a 60-wpm meteor 
burst channel at 10 per cent duty cycle and 8 meter 
wavelength, while an average power of 10 kw is re-
quired for 60 wpm at 8 meters using continuous scatter. 
This ratio of required powers for the same average 
information is a rough estimate, the actual ratio being 
determined in practice by the relative role of meteors 
and other scatterers in supporting the continuous signal. 
In any event, in comparing meteor burst with iono-
spheric-scatter communication, the former starts from a 
lower required power at the long wavelengths and has 
a lower rate of loss of information as the wavelength is 
shortened. 

TABLE Il 

COMPARISON OF METEOR-BURST AND IONOSPHERIC-SCATTER 
COMMUNICATION 

Average Information Rate (wpm) 

Meteor Burst Ionospheric Scatter 

Pr 

(kw) 8 m 4 m 8 m 4 in 

60 9.2 

6.5 390 60 

10 600 92 

6 0.2 

39 1.5 

60 2.3 

260 15,600 2400 1560 1 60 

The above arguments on the wavelength dependence 
appear to be of great significance in considerations of 
the potential importance and utility of meteor burst 
communication. 

Continuous ionospheric scatter propagation is filling 
an important requirement for more spectrum space and 
more reliable long-range communication. It appears to 
be most useful in the 35 to 45 mc region (8.5 to 6.5 
meters). Even at these wavelengths, very high trans-
mitter power and large antennas are required for modest 
information rates. Because of the strong wavelength 
dependence of signal strength or information rate, oper-
ation at wavelengths considerably shorter than 6 meters 
does not appear feasible for continuous ionospheric-
scatter communication. At the wavelengths now being 
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used, there is a considerable amount of interference to 
and from other short-range users of adjacent channels. 
Also, the current high F-layer critical frequencies make 
it possible for a circuit to experience self-interference 
from long-delay ground backscatter echoes. 

Meteor-burst communication may have an important 
role to play in this same wavelength range. By adding 
the complexity required in the terminal equipment for 
discontinuous operation, it is possible to obtain the same 
information rate as in continuous circuits with less 
power and simpler antennas. Thus the meteor burst 
communication technique would be well suited where 
power and area for antennas are at a premium. Also, 
the burst technique could be incorporated in existing 
ionospheric scatter systems to provide a considerable in-
crease in their capacity. 

However, it is believed that the most important po-
tential application of meteor-burst communication is at 
the shorter wavelengths where there is more spectrum 
space, where there is less likelihood of interference to 
and from other users of the same or adjacent channels, 
where it is highly unlikely that ionospheric-layer-
supported ground backscatter will cause self-inter-
ference, and where the information security is greater. 
It is believed that wavelengths at least as short as 3 
meters will prove very useful for meteor-burst communi-
cation. 

CONCLUSION 

In the comparisons made above between meteor-burst 
and ionospheric-scatter communications, it tacitly is 
assumed that in each case a constant bandwidth is used 
when information is being transmitted and received. In 
both systems, the same propagating medium is used and 
the same signal is available. This signal fluctuates 
widely. The principal difference in the two communica-

tion techniques is in the use of this fluctuating signal. 
In one system only the large signal enhancements are 
used. This is called meteor-burst communication, be-
cause it is known that these large short-lived bursts are 
due to reflections from meteor trails. In the other sys-
tem, information is sent continuously at a constant rate 
which is determined by the lowest signal levels. This is 
called ionospheric-scatter communication, the total sig-
nal being due to meteors and other scattering sources 
in the E region of the ionosphere. 
But the optimum use of the fluctuating signal would 

require a system with a continuously variable informa-
tion bandwidth. With continuous feedback between 
transmitter and receiver, the information bandwidth 
could be varied to follow the fluctuating signal strength. 
Until such a system becomes practicable, it is evident 
from the previous discussion that the ideal system is 
better approximated by large bandwidths and small 
duty cycles than by narrow bandwidths and unity duty 
cycle. That is, the fluctuating signal is used more effi-
ciently in meteor-burst communication than in iono-
spheric-scatter communication. Alternatively, it might 
be said that the terminal equipments are better matched 
to the propagating medium when provisions are made 
to send and receive information discontinuously. 
The advantages of meteor-burst communication over 

ionospheric-scatter communication (less power, smaller 
antennas, less interference, more security, spectrum ex-
tending to shorter wavelengths) are due to the more 
efficient use of the fluctuating signal. 
The disadvantages of meteor-burst communication 

as compared with ionospheric-scatter communication 
(more complex equipment, greater delay in starting 
messages) are due to the difficulties encountered in uti-
lizing the fluctuating signal more efficiently. 



1957 PROCEEDINGS OF THE IRE 1715 

Directional Characteristics of Meteor Propagation 
Derived from Radar Measurements* 

V. R. ESHLEMANt, SENIOR MEMBER, IRE, AND R. F. MLODNOSKYt, STUDENT MEMBER, IRE 

Summary—The directivity of radio reflections from meteor 
trails and the distribution of trail orientations (radiants) control the 
directional properties of meteor propagation. Because of the geo-

metrical correspondence between radar and oblique path detection 
of meteors, the directional properties of meteor propagation can be 

determined from the range and azimuth distributions of the echoes 
detected by a radar system. The gross features of these directional 
properties for an east-west path in northern temperate latitudes are 

such that—for maximum circuit duty cycle (product of number of 
echoes and their average duration)—the antenna beams at the 
transmitter and receiver should be pointed north of the great circle 
bearing during the morning hours and south of this bearing during 

the evening. The optimum off-path angle may vary from a few de-
grees to greater than 20°. For a north-south path, the beams should 

be pointed west of the path at night and east of the path during the 

day, for maximum duty cycle. These gross features appear to repeat 
each day. In addition, short-term fluctuations in the radiant distribu-
tion have been noted, some of these fluctuations presumably being 

due to heretofore undetected meteor showers of very short duration. 
It appears that the information capacity of meteor burst and iono-

spheric scatter communication systems could be markedly increased 
by varying the bearings of the antenna beams according to the 

known diurnal variations in meteor radiants. In addition, it may be 
possible to utilize the short-term fluctuations in the radiant distribu-

tion by means of a radar which can monitor continuously the chang-
ing radiant distribution and "instantaneously predict" the optimum 
antenna bearings for the communication circuit. 

INTRODUCTION 

ir 1 HE radio energy reflected from a newly formed meteor ionization trail is highly directive. The 
reflection is specular, the angles of incidence and 

reflection (relative to the straight axis of the trail) be-
ing supplementary. As the trail ages it is contorted 

into a sinuous shape by wind shears. Because of this 
distortion, several specular reflection points (glints)' are 
formed, and the total reflected energy is less directive 
than for the newly formed trail. However, some degree 
of directivity of the reflected radio energy relative to 
the original line of the trail persists for an average of 
ten seconds after trail formation.' 

The diameter of the meteor trail increases with time 
due to diffusion. This expansion controls the strength 
of the radio reflections and limits the time during which 
they are strong enough to be detected. Most meteor 
echoes are less than one second in duration. Only a 

* Original manuscript received by the IRE, September 13, 1957. 
The research in this paper was supported by the Electronics Res. 
Directorate of the Air Force Cambridge Res. Ctr., Air Res. and Dey. 
Command, under contract with Stanford University. 
t Radio Propagation Lab., Stanford University, Stanford, Calif. 
1 L. A. Manning, "The Fading of Meteoric Radio Echoes," present-

ed at the joint URSI-I RE meeting, Washington, D. C.; May 24, 1957. 
2 D. W. R. McKinley and P. M. Millman, "A phenomenological 

theory of radar echoes from meteors," PROC. IRE, vol. 37, pp. 364-
375; April, 1949. 

very small fraction of the trails is sufficiently dense to 
produce echoes which last as long as ten seconds. Thus, 
most of the radio energy reflected from meteor trails is 
confined near those directions corresponding to specular 
reflections from the original axes of the trails. 

Because of the directivity of the radio reflection from 
the straight column of ionization formed by a meteoric 
particle, the paths of propagation from transmitter to 
receiver via meteor trails depend upon the directions of 
travel of the particles. (The direction of travel is perhaps 
best described by the meteor's radiant, the point on the 
celestial sphere from which it appears to emanate. 
Two angles serve to define the radiant. Particles of a 
given meteor shower have the same radiant. However, 
most of the signals used in meteor burst propagation are 
from sporadic meteors, so that it is necessary to con-
sider the distribution of meteor radiants on the celestial 
hemisphere.) 

The purpose of this paper is to outline briefly what is 
presently known about the directional characteristics 

of meteor propagation and to show how a radar system 
can be used to measure these directional characteristics. 
(As used here, the term radar inplies that the transmit-
ter and receiver are at the same location.) Some pre-
liminary results are presented of radar measurements 
applied to an east-west and a north-south meteor propa-
gation path. Certain features of these derived results 
are compared with simultaneous measurements of the 
directions of arrival of meteor echoes over the E-W and 
N-S paths.' 

THEORETICAL PREDICTIONS 

It has been predicted that relatively few meteor 
echoes will be obtained when high-gain antennas at the 
transmitter and receiver are beamed to intersect in the 
meteor region (approximately 100 km high) over the 
midpoint of the great circle path between transmitter 
and receiver. (At the midpoint, the trails must be hori-
zontal to satisfy the geometrical conditions for reflection. 
There are few such trails since the number of meteors 
crossing a unit horizontal area is proportional to the 
cosine of the angle between the normal to the area and 
the direction of the trails.) If there were a uniform dis-
tribution of meteor radiants over the celestial hemi-
sphere, the area in the meteor region from which the 
largest number of echoes could be obtained would lie 

3 W. R. Vincent, R. T. Wolfram, B. M. Gifford, W. E. Jaye, and 
A. M. Peterson, "Analysis of oblique path meteor propagation data 
from the communications viewpoint," this issue; p. 1701. 
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along the periphery of an ellipse centered over the path 
midpoint. The major axis of this ellipse lies along the 
direction between transmitter and receiver and is 
slightly greater than the transmitter-receiver distance. 
The minor axis is equal to twice the average height of 
the meteor region. 
But the usefulness of meteor echoes for communica-

tion depends upon their individual durations as well as 
upon their number. Echo duration varies approximately 
as seed>, where 20 is the included angle between the rays 
from the trail to the transmitter and receiver. This 
factor is maximum for trails directly over the path mid-
point. As a result, the product of number and duration 
is maximum in two areas in the meteor region to either 
side of the point over the path midpoint. The lateral de-
viation of these two "hot-spot" areas from the midpoint 
is somewhat less than the average meteor height. (See 
Fig. 1). Thus, the product of number of echoes and their 
durations (circuit duty cycle) can be increased by di-
recting high-gain antennas to one side of the path in-
stead of along the great circle path. 
The above theoretical characteristics of meteor prop-

agation have been treated in several publications under 
somewhat different sets of assumptions." Usually, it 
was assumed that the radiants were uniformly dis-
tributed. This was the obvious initial assumption for 
the theoretical development since complete information 
on the radiant distribution was lacking. Such complete 
information is still lacking, but the results of recent ex-
periments and theoretical investigations now make it 
possible to discuss some of the more important direc-
tional characteristics of meteor propagation. That is, 
the diurnal and seasonal variations in the radiant dis-
tribution on the celestial hemisphere above a particular 
meteor circuit control the relative magnitude and posi-
tion of the two "hot spots" of the product of meteor 
number and duration. 
From considerations of the manner in which the earth 

sweeps through interplanetary space, it is not difficult 
to see why more meteors are incident within an ob-
server's horizon during the morning hours, when he is 
on the forward side of the earth, than during the evening 
hours, when he is on the trailing side of the earth. The 
concentration of meteor radiants towards the apex of 
the earth's way is perhaps the strongest factor affecting 
the directional characteristics of meteor propagation. 

In an effort to understand better the factors which 

4 V. R. Eshleman and L. A. Manning, " Radio communication by 
scattering from meteoric ionization," PROC. IRE, vol. 42, pp. 530-
536; March, 1954. 

R. E. Pugh, "The number density of meteor trails observable by 
the forward-scattering of radio waves," Can. J. Phys., vol. 34, pp. 
997-1004; October, 1956. 

6 C. O. Hines and R. E. Pugh, "The spatial distribution of signal 
sources in meteoric forward-scattering," Can. J. Phys., vol. 34, pp. 
1005-1015; October, 1956. 

7 J. C. James and M. L. Meeks, "On the Relative Contributions 
of Various Sky Regions to Meteor-Trail Communication," Georgia 
Inst. Tech., Atlanta, Ga., Tech. Rep. No. 1; June 30, 1956. 

O. G. Villard, Jr., V. R. Eshleman, L. A. Manning, and A. M. 
Peterson, "The role of meteors in extended-range vhf propagation," 
PROC. IRE, vol. 43, pp. 1473-1481; October, 1955. 

X  X 

Fig. 1—Plan view of those areas of the meteor plane most favorable 
for meteor propagation over a 1000-km path between the points 
marked by X's. It is assumed that the meteor radiants are dis-
tributed uniformly over the celestial hemisphere. 

control meteor rates and radiants, computations were 
made' based on several simple models. 011 the assump-
tion that all meteor orbits are parabolic and that they 
are uniformally distributed relative to the sun, the fol-
lowing gross characteristics would be expected in tem-
perate latitudes: 1) there is an approximate sine wave 
distribution of the number of trails formed above an ob-
server's horizon with time of day, the maximum being 
at 0600 and the minimum at 1800 daily; 2) the number 
of trails is greater during the autumnal equinox than 
during the vernal equinox; and 3) the amount of the 
daily variation in number decreases with latitude, while 
the amount of the seasonal variation increases with the 
latitude of the observer. On the assumption that the 
meteor orbits were confined to the plane of the ecliptic, 
the predicted morning maximum is shifted to after 
0600 for the summer solstice, and to before 0600 for the 
winter solstice. It is still at 0600 during the autumnal 
equinox, but it splits into two maxima which occur be-
fore and after 0600 during the vernal equinox. 
The above characteristics are for the total number of 

trails formed above an observer's horizon. The number 
of trails which can be detected by a radio system de-
pends not only on the influx rate of meteors, but also 
upon their radiants and upon the antenna patterns. 
For the uniform distribution of orbits relative to the sun, 
it was found" that the maximum number of meteor 
echoes for a radar in northern temperate latitudes would 
be obtained by directing the radar antenna north at 
0600, east at 1200, south at 1800, and west at 2400 local 
time. (For southern temperate latitudes, interchange 
north and south in the above statement.) For optimum 
meteor propagation over long paths, these same geo-
metrical considerations lead to diurnal variations in the 
strength of the "hot spots" of meteor activity. For north 
temperate latitudes, it was predicted' that: 1) for an 
east-west path, the antennas at transmitter and receiver 
should be beamed to intersect north of the path mid-
point from 2400 to 1200, and south of the midpoint 
from 1200 to 2400; and 2) for a north-south path, the 
antennas should be beamed west of the path from 1800 

• V. R. Eshleman, "Meteors and Radio Propagation: Part A," 
Stanford University, Stanford, Calif., Radio Propagation Lab., Tech. 
Rep. No. 44; February 1, 1955. 
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0600 

X X 

1800 

1200 

2400 

Fig. 2—Plan view of those areas of the meteor plane most favorable 
for meteor propagation at various times of day for an east-west 
1000-km path in northern temperate latitudes. These gross theo-
retical features are predicted from a uniform distribution of 
meteor orbits relative to the sun. The shading indicates the ap-
proximate relative importance of the areas. 

to 0600, and east of the path from 0600 to 1800, for 
maximum duty cycle. These diurnal variations are il-
lustrated in an elementary manner in Figs. 2 and 3. Sim-
ilar theoretical conclusions for oblique meteor propaga-
tion have been reached by Hines," who also considered 
uniform heliocentric meteor orbits. 
However, the results of these computations are based 

upon a highly idealized model. Experimental deter-
minations of the radiants of relatively large meteors 
have been made by both photographic and radar tech-
niques. From photographic data on 144 meteors, Whip-
ple" found that 30 per cent of the sporadic meteors were 
in orbits inclined less than 10° from the ecliptic plane. 
About 90 per cent of these had direct motion; i.e., they 
moved in the same direction around the sun as the 
earth. Hawkine determined statistical information on 
meteor radiants from single-station radar measure-
ments, using antenna beams directed north and south 
of west at low elevation angles. He concluded that 
meteor orbits are strongly concentrated toward the 
ecliptic plane, and that there are concentrations of radi-
ants toward the helion and anti-helion, as well as toward 
the apex. Similar measurements have been made in the 
southern hemisphere by Ellyett and Keay." The 
radiants of individual sporadic meteors have been 
measured by a three-station radio technique by Gill 
and Davies." McCrosky has analyzed a large number 
of the Harvard photographic records to obtain sporadic 
meteor radiants. The results of these last two sets of 
measurements are not yet generally available. 
The above experimental determinations of meteor 

" C. O. Hines, " Diurnal variations in forward-scattered meteor 
signals," J. Atmos. Terr. Phys., vol. 9, pp. 229-232; October, 1956. 
" F. L. Whipple, "Photographic meteor orbits and their distri-

bution in space," Astros. J., vol. 59, pp. 201-217; July, 1954. 
IS G. S. Hawkins, "A radio echo survey of sporadic meteor radi-

ants," Monthly Notices of the Royal Astros. Soc., vol. 116, no. 1, 
pp. 92-104; 1956. 

13 C. D. Ellyett and C. S. L. Keay, "Radio echo observations of 
meteor activity in the southern hemisphere," Aust. J. Phys., vol. 9, 
pp. 471-480; December, 1956. 

" J. C. Gill and J. G. Davies, "A radio echo method of meteor orbit 
determination," Monthly Notices of the Royal Astros. Soc., vol. 
116, no. I, pp. 105-113; 1956. 
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Fig. 3—Plan view of those areas of the meteor plane most favorable 
for meteor propagation at various times of day for a north-south 
1000-km path in northern temperate latitudes. These gross theo-
retical features are predicted from a uniform distribution of me-
teor orbits relative to the sun. The shading indicates the approxi-
mate relative importance of the areas. 

orbits and radiants apply to meteors which are some-
what larger than the average meteor normally used in 
meteor-burst propagation. The main features of the 
directional characteristics of meteor propagation may 
be controlled by the degree of the ecliptic concentration 
of radiants and the velocities of the smaller meteors. 
The gross directional characteristics as predicted in 
Figs. 2 and 3 for all times of day except near 1800, 
are not expected to be affected materially by a modest 
degree of ecliptic concentration. Near 1800, however, 
the south side of an east-west path in northern temper-
ate latitudes is optimum assuming random heliocentric 
meteors, while the north side would be better at all 
times of day, if the ecliptic concentration were suffi-
ciently pronounced.' 

This last uncertainty has been resolved by a series of 
oblique-path tests performed under the direction of 
Peterson of the Stanford Research Institute,' and a se-
ries of radar tests made at Stanford University. For 
from 6 to 12 hours centered on 1800, it is found that 
more meteor echoes are obtained from the south side of 
an east-west path and from the south of a radar site, 
than from the north. This indicates that the degree of 
ecliptic concentration is not strong enough to control 
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uring with a radar system the range and azimuth dis-
tributions of meteor echoes, the directional characteris-
tics of meteor propagation over any oblique path lo-
cated in the same geographical area as the radar can be 

determined. ( It is assumed that the meteor trails are 
formed in a fairly narrow height range, so that the range 
measurement also determines the elevatiou angle e.) 
Note that if the radar is physically 1 cated at the 

ground end of the line R (Fig. 4), not onity are the me-
teors it detects from the same radiants as those detected 
over the oblique path, but they are also the same me-

teors. However, there is no single ground station where 
this condition would apply for all points in the meteor 

h plane, since the bisector of the forward scattering angle 

meets the ground at different points for different points 
in the meteor plane. It is assumed here th t the meteor 
statistics, as defined by their radiant distribution, are 
constant over dimensions larger than the earth. Thus, 
the radar site physically need not be very tear the mid-
point of the oblique path to which it is to e compared. 
If the radar site is too far distant, howev r, its horizon 
will be markedly different from the horiz n of the ob-
lique path, so that the two systems cannot be compared 
directly. If this spacing is in longitude, th comparison 
can still be made with the proper adjustment for the 
differences in local time, if the radiant d stribution in 

heliocentric coordinates does not vary dur ng this time. 
If this spacing is in latitude, the radar cannot measure 
meteors from some of the radiants which may be im-
portant over the oblique path. For a reasonably good 
comparison between a radar and an oblique circuit, 
they should be within 10° of each other in latitude. The 
relative longitude spacing is less stringent. 

[While the determination of radar echo rate at a given 
azimuth and range yields only one measure of the total 
radiant activity within a band, in theory it is possible 
to deduce a principal solution for the actual two-dimen-
sional distribution of meteor radiants from many such 
band measurements. A similar problem bas been en-
countered and solved in radio astronomy, where the 
two-dimensional brightness distribution of an extended 
source is determined from many one-dimensional (strip) 
measurements."] 

The correspondence in position of the diant strips t 
for radar and oblique-path meteor detection was de-
scribed above. In order to complete the procedure for 
relating radar measurements to oblique pt.th propaga-
tion, it is also necessary to consider the widths of these 
bands, echo intensities and durations, sy tem param-
eters for the two meteor detecting syste s, and also 
the number distribution of meteors of va ious masses 
and the characteristics of the trails which hey produce 
(e.g., line densities and lengths). While t e details of 
these considerations will not be developed ere, some of 
the principal problems are outlined below. 

Il111117L1 
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Fig. 4—Illustration of the geometrical correspondence between radar 
and oblique path detection of meteors. 

--

the directivity of meteor propagation at these times of 
day. Thus, the gross diurnal directional features, as de-
termined by the oblique-path and radar measurements, 
are similar to those illustrated in Figs. 2 and 3. 

GEOMETRICAL CORRESPONDENCE 

One technique of studying the changing directional 
properties of meteor propagation depends upon the 
geometrical correspondence between radar and oblique-
path detection of meteors. This geometrical correspond-
ence is illustrated in Fig. 4. 

Consider Fig. 4(a). The horizontal plane containing 
the transmitter Tx and receiver R, is the ground plane. 
The parallel plane at height h is the meteor plane, 
where the midpoints of all meteor ionization trails are 
assumed to be located. The tilted plane is the plane 
of propagation. This illustration is for the point P 
in the meteor plane which is equidistant from Tz and 
Rx, and is to one side of the point over the path mid-
point by the distance h. For meteors formed at P to be 

detected over the Tx-Rz path, they must lie in a plane 
which is perpendicular to the bisector of the angle 
Te-P—R. This plane (not shown) intersects the ce-
lestial hemisphere in a semicircle. Because of the finite 
length of the trails, their radiants need not be exactly 
on this semicircle. In Fig. 4(a), the shaded band on the 
hemisphere is centered on the semicircle and covers 
those radiants whose meteors produce echoes over the 
oblique path. But meteors from the same band of radi-
ants would produce radar echoes at range R, elevation 
angle e, and at the azimuth which is perpendicular to 
the line Tx-R1. 
The correspondence between radar and oblique-path 

detection of meteors is illustrated for a different point 
in the meteor plane in Fig. 4(b). Similar relationships 
exist for all points in the meteor region. Thus, by meas- 's R. N. Bracewell, "Two dimensional aerial smoothing in radio 

astronomy" Aust. J. Phys., vol. 9, pp. 297-314; September, 1956. 
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The main difficulty encountered in relating radar and 
oblique paths is due to the differences in the width of 
the radiant bands and the differences in the echo intensi-
ties. The radian half widths 1,// of the radiant bands are' 

1/IR = —2R 

and 

(1) 

L(R, + R2)  
iteo — sin20 cos20) (2) 

4R1R2 cos cp 

where the subscript R refers to radar and 0 refers to 
oblique path. In these expressions, L is the trail length 
(assumed much less than the ranges), and 0 is the angle 
between the trail axis and the plane of propagation. Be-
cause 0 changes with position along the radiant band, 
the distribution of meteor radiants must be known be-
fore the relative number of meteors emanating from 
the two radiant bands can be determined. But radiant 
distribution is the principal unknown in this problem. 
The difficulty with these widths is not so important 

when echo intensities are included. They are" 

42 
PR = — 

R3 

and 

(3) 

2q2 sin' a 
Po = K  (4) 

RiR2(Ri + R2)(1 — sin24, cos2 /3) 

where K is a constant (for present purposes), q is the 
electron line density at the reflection point, and a is the 
polarization angle between the electric vector of the 
incident wave at the trail and R2. Note that the product 
of echo intensity and number (radian width) no longer 
contains the troublesome e factor. Thus, for every point 
in the meteor region, ProPR is related to Poi/'o by known 
factors. 
The product considered above is proportional to the 

energy propagated by meteor trails, and, ideally, signal 
energy should be proportional to the information capac-
ity of the communication system. However, the fluctu-
ating signal is not used in an optimum manner in present 
meteor burst communication systems. The important 
consideration in meteor burst communication is the 
product of number of echoes and their duration above a 
threshold level. For the smaller meteors, the number of 
trails of line density greater than q is approximately in-
versely proportional to q, and their echo power is i-To-
portional to q2, so that the number of echoes above a 
threshold level is inversely proportional to the square 
root of this power threshold. Thus, the product of 
number and duration (circuit duty cycle) is propor-
tional to the product of the width of the radiant band, 
the square root of the expression for echo intensity, and 
the expression for average echo duration. The 0 factor 
remains, but its effect is reduced because of the square 
root. 

350 
340 

190 

o 

Fig. 5—Plan view of a 1000-kin oblique path between the points 
marked by X's, showing for each point in the meteor plane the 
radar range and azimuth at which the saine meteor radiants are 
detected as are detected over the oblique path. 

10 

170 

While a complete correspondence between radar and 
oblique paths can be found for meteor-reflected radio 
energy, the correspondence is not perfect for meteor-
burst duty cycle. In effect, the answer must be known 

before the problem can be solved. However, it has been 
found, from computations using assumed radiant dis-
tributions, that the errors introduced in the duty cycle 
by neglecting the factor probably will be less than 10 
per cent in practice. Since there are other uncertainties 
which may be comparable to this magnitude, it appears 
legitimate to neglect the fi factor. ( In a more ambitious 
approach to this problem, it would be possible, at least 
in principle, to obtain the two-dimensional radiant dis-
tribution from the radar measurements, and hence 
solve the duty cycle problem completely.) 

In the contour charts presented in the next section, 
the geometrical correspondence of the radar and oblique 
paths is determined as in Fig. 5. Here a plot on the plan 
view of a 1000-km oblique path shows the correspond-
ence between the various areas of the meteor plane 
with radar measurements made at the indicated ranges 
and azimuths relative to the line of the oblique path. 
(It is assumed that the meteor trails are formed at a 
height of 100 km.) To compute a relative measure of 
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Fig. 6—Plan view of a 1000-km path of the same bearing as the 
Phoenix-Stanford path, showing from radar measurements the 
predicted relative importance of the various meteor plane areas 
for oblique propagation. 

the potential contribution of these areas to the oblique-
path duty cycle, the factor is neglected, and only those 
terms which change with position in the meteor plane 
are used. The expression which is used is 

Do e•-•-• NR[R" COS El 
(GROG TO) 112 sin a ARGR —IRADAR 

[(Ri ± R2  2R13/2:2 23snec3 

OBLIQUE 

(5) 

where the left side of the proportionality is the oblique-
path duty cycle per unit meteor plane area, normalized 
by antenna gains and the polarization factor. This is the 
term that is plotted on the contour maps. On the right 
side of the proportionality, NR is the number of radar 
echoes received in a directive beam in the range interval 
R. The terms in the first bracket are radar parameters, 

while those in the second are oblique path parameters, 
at the position in the meteor plane under consideration. 
The expression does not check dimensionally because of 
the omission of dimensional factors which do not change 

with position in the meteor plane. A detailed evaluation 
of the required radar antenna beamwidth and range 
interval eiR for a given scale of definition in the oblique 
path contour plots has not been attempted here. 

It should be noted that in the technique described 
above, it is assumed that the radar echo statistics 
(number-amplitude and number-duration distributions) 
do not vary with range and azimuth; i.e., the radiant 
distribution of the large and small meteors are assumed 
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Fig. 7—Plan view of a 1000-km path of the saine bearing as the 
Spokane-Stanford path, showing from radar measurements the 
predicted relative importance of the various meteor plane areas 
for oblique propagation. 

to be similar. If there are appreciable differences, radar 
echoes in various amplitude groups should be related 
separately to the oblique paths. 

RADAR MEASUREMENTS APPLIED TO 
OBLIQUE PATHS 

On December 26-27, 1956, the directional properties 
of meteor echoes propagated to Stanford from television 
stations in Phoenix, Ariz., and Spokane, Wash., were 
measured by Vincent, et al.3 At the same time, a 
38-mc radar system was operated at Stanford University 
to determine the range and azimuth distributions of 
meteor echoes occurring during this period. The radar 
system employs a rotating antenna beam consisting of 
four three-element Yagi antennas fed in phase. The 
beam width is approximately 25° in azimuth and 55° in 
elevation angle, with the center of the lobe at an eleva-
tion angle of 45°. The beam makes one complete revolu-
tion every 30 minutes. The beam pattern supplied 
by the antenna manufacturer was used to determine 
GR in (5). 
From 1500 on December 26 to 2100 on December 27, 

the radar data were divided into five six-hour periods 
and analyzed to predict oblique path characteristics for 
the Phoenix-Stanford (approximately east-west) and 
the Spokane-Stanford (approximately north-south) 
paths. The results are shown in the contour charts of 
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Fig. 8—Comparison of the diurnal variation of the total meteor echo 
rate measured with a radar and measured over an east-west 
oblique path. 

Figs. 6 and 7. In the analysis it is assumed that the 
oblique paths are 1000 km in length, a reasonable ap-
proximation for the two actual paths. The factor which 
is plotted is the expression in (5), which might be called 
the potential circuit duty cycle per unit area of the 
meteor plane. The numerical values for the various 
shadings used in the figure are relative and cannot be 
used alone to find actual duty cycles. If this potential 
duty cycle factor were constant over all regions of the 
meteor plane, the actual duty cycle would be approxi-
mately independent of the gains of the transmitting 
and receiving antennas, assuming that they cover the 
same area in the meteor plane.* Since the factor which is 
plotted does vary with position, the maximum duty 
cycle would be obtained with antennas designed to 
illuminate only those areas of the meteor region where 
the contours are maximum. 
From Figs. 2 and 6 it can be seen that the gross fea-

tures of the diurnal changes in the predicted directional 
properties of meteor propagation are obtained from 
measurement. In particular, the north side of the E-W 
path is better for meteor propagation during the morn-
ing hours, while the south side is better during the 
evening hours, as was predicted. Similarly, for the 
N-S path (Figs. 3 and 7), antennas should be pointed 
west of the direct path at night and east of the direct 
path during the day, for maximum duty cycle. An im-
portant difference between theory and experiment is 
the relative intensity of the hot spots at midnight and 
noon. Theory predicts that the total meteor rate would 
be the same at these times of day, but the measurements 
indicate more activity at midnight than at noon. 

Note that the measurements for the same time of day 
(1500-2100) on the two consecutive days show the same 
gross features, but there are differences in detail. Other 
radar measurements of meteor activity also have shown 
considerable day-to-day variation. 
The measurements that were taken over the two 

oblique paths consisted of the meteor echo rate as a 

10 12 14 16 18 20 22 24 

Fig. 9—Comparison between back scatter and forward scatter meas-
urements of the diurnal variation in the (N —S)/(N -FS) ratio. 
N and S refer to the total number of echoes received from the 
north and south, respectively, of the radar station and the north 
and south sides, respectively, of the east-west oblique path. 
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Fig. 10—Comparison between back scatter and forward scatter 
measurements of the diurnal variation in the (E—W)/(E+W) 
ratio. E and W refer to the total number of echoes received from 
the east and west, respectively, of the radar station, and the east 
and west sides, respectively, of the north-south oblique path. 

function of azimuth relative to the great-circle path. 
First-order comparisons between the radar and oblique 
path measures of echo numbers are shown in Figs. 8-
10. A more detailed comparison based on duty cycle 
was not made for this test, but is planned for future 
tests. In Fig. 8, the total echo rates observed on the 
radar and on one of the oblique paths are compared. 
The radar rate was about twice as high as the rate over 
the oblique path (indicating that the radar was sensitive 
to smaller meteors), but the diurnal variation of echo 
rates were similar, except for a period near 1400 on 
December 27. 

In Fig. 9, simple measures of the directional proper-
ties of meteor propagation are plotted for comparison 
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between the radar and the east-west path. In this figure 
the ordinate is the factor (N—S)/(N+S), where N is 
the number of echoes obtained from the north of the 
radar site and from the north side of the east-west ob-
lique path. With an analogous definition for S, it follows 
that when the ordinate is positive, the north side of the 
east-west path is better for meteor propagation, while 
the south side is better when the ordinate is negative. 
The amount by which the ordinate goes positive or 

negative is a measure of the degree by which one side 
of the path is better than the other. A similar corn pari-
son between radar and oblique-path measurements is 
presented in Fig. 10 for the north-south path. 
The agreement between the radar and oblique-path 

measurements shown in Figs. 8-10 is reasonably good, 
considering the cursory nature of the comparison. It 
would be desirable to have accurate vertical angle of 
arrival information as well as azimuthal angle, so that 
a more detailed comparison could be made with radar 
predictions, such as those pictured in Figs. 6 and 7. 
While the general trends of the two sets of meas-

urements given in Figs. 8-10 are similar, there is a 

very marked difference near 1400 on December 27. Here 
the oblique-path rate suddenly increased, while the 
radar rate continued on its normal diurnal variation. 
Over the two oblique paths, a sudden increase in the 
rate over the north side of the E-W path and over the 
east side of the N-S path was observed. This sudden in-
crease in activity over the oblique paths endured less 
than two hours and did not occur on the previous or fol-
lowing day at the same hour. This sudden change was 
presumably due to a heretofore undetected meteor 
shower of very short duration; one in which the par-
ticles evidently were very closely bunched in the orbit. 
However, this increased activity did not show up on the 

radar. Based on the angles at which this increased 
activity was maximum over the oblique paths, it has 
been computed that the radar should have detected this 
shower at a minimum radar range of approximately 
700 km. This distance is greater than was being used 
on the radar display at that time (550 km). Thus, it ap-
pears that the discrepancy between the radar and ob-
lique path measurements at 1400 was due to a factor 
that easily can be corrected. For this shower, it appears 
that the optimum off-path angle was approximately 30° 
at the receiver and 90° at the transmitter for both the 
E-W and N-S paths. 

CONCLUSION 

The directional characteristics of meteor propagation 
have important application in the design of the antenna 
systems used for meteor-burst communication. Recent 
measurements"." of the angle of arrival of the con-

16 V. C. Pineo, "Experimental observations of the contribution of 
meteoric ionization to the propagation of vhf radio waves by iono-
spheric forward scatter," in publication. 

17 K. L. Bowles, " Ionospheric forward scatter," Ann. IGY, vol. 3, 
part 4, pp. 346-357; 1957. 
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Fig. 11—Plan view illustrations of various suggested antenna con-
figurations for meteor-burst and ionospheric scatter propagation. 

tinuous signal of vhf ionospheric scatter propagation 
show gross diurnal variations for an east-west path 
which are similar to those predicted and measured for 
meteor bursts. Thus it appears that continuous iono-
spheric scatter in the temperate latitudes is supported 

during most of the day primarily by the overlapping in 
time of many small meteor echoes; the same antenna 
considerations may be as applicable to ionospheric scat-
ter as to meteor-burst communication during those 
hours when the meteoric component is dominant. 
From the previous discussion on the directional prop-

erties of meteor propagation, several possible antenna 
beam configurations are evident for meteor-burst and 
ionospheric scatter communication. These are discussed 
below in order of their complexity and are illustrated in 
Fig. 11. 

The antenna beams at transmitter and receiver may 
be made so broad that they cover most of the important 
meteor scatter region [Fig. 11(a)]. While the meteor 
mode would not be used to best advantage, this arrange-
ment would be preferred where very small and simple 
antennas are desired. 

Split beams might be used at the transmitter and re-
ceiver, in recognition of the fact that little meteor 
energy is reflected along the great circle path [Fig. 
11(13)]. Both "hot spots" are used at all times, regardless 
of their relative intensity. 

One off-path beam could be used, directed so as to 
maximize the duty cycle at the time of day when meteor 
activity is minimum; e.g., beams directed to the south 
side of an east-west path in northern latitudes [Fig. 
11(c)]. This arrangement would minimize the diurnal 
variation in the capacity of the circuit. Alternatively, 
it may be desired to maximize the duty cycle at some 

other time of day, because of known nonuniform demands 
for the transmission of information. 
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Two off-path beams at each terminal could be em-
ployed to advantage, where only one set would be used 
at a time [Fig. 11(d)]. From the known diurnal varia-
tions in the average directional characteristics of meteor 
propagation, the particular set of beams would be used 
which would illuminate the hotter of the two hot spots. 

In Fig. 11(e), the previous method is carried one step 
further by using a beam which can be swung (mechani-
cally or electrically) to any off-path angle. Thus, not only 
the favored side can be used, but also the optimum off-

path angle. 
The above techniques depend upon prior knowledge 

of the changing radiant distribution. Certain gross 
features repeat each day and each year, but hour-to-
hour and day-to-day variations can occur, as indicated 
above. Some of these variations from the normal diurnal 

and seasonal pattern are due to the well-known meteor 
showers. These showers repeat each year, but with 
varying and somewhat unpredictable intensity. Other 
short-term variations are presumably due to short 
duration but high intensity showers, such as described 
above and in a companion paper.' Whereas the earth 
will pass through the orbit of this shower each year, it 
probably will not hit the highly concentrated group of 
particles again for some years hence. A short-term 
change in the radiant distribution could also be caused 
by a random confluence of sporadic meteors into a con-
figuration that never would be repeated in future years. 
The question arises, can the fluctuation from the nor-

mal trend be put to use to increase the capacity of 
meteor-burst and ionospheric-scatter communication 
systems? Some of these changes could be predicted if 
we had more nearly complete information on the dis-
tribution of meteor orbits. It also appears possible and 
feasible to make use of the geometrical correspondence 
between radar and oblique propagation to "instantane-
ously predict" from radar measurements the optimum 
antenna configurations for communication over the 
oblique path. As illustrated in Fig. 11(f), a radar system 
could be installed near one end of the oblique path to 
monitor continuously the changing radiant distribution. 

The optimum direction for the movable beams used at 
the two ends of the communication circuit could then 
be determined from the radar data. It may be worth 
noting that radar measurements made only at azimuths 
which are normal to the direction of the oblique path 
usually would suffice to show the most important di-
rectional characteristics. 
By making better use of the changing meteor radiant 

distribution in oblique propagation, the circuit becomes 
more efficient and the interference to and from other 
services is reduced. The desirability of using highly di-

rective and rotatable antennas makes it important to 
use as short a radio wavelength as feasible, so that the 
antennas are not too large. Other reasons for using a rela-
tively short wavelength (6 to 3 meters) in meteor-burst 
communication are presented in a companion paper.'" 

It appears that the principle of predicting the direc-
tional characteristics of oblique-path meteor propaga-
tion from radar measurements has been successfully 
demonstrated. However, considerably more work is 
needed to determine the limits of accuracy and utility 
of this technique. 
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On the Influence of Meteor-Radiant Distributions 
in Meteor-Scatter Communication* 

M . L. MEEKSt AND J. C. JAMESt 

Summary—The relative effectiveness of various regions of the 

atmosphere in furnishing usable meteor trails is examined on the 
basis of several distributions of meteor radiants. An idealized dis-
tribution in which the radiants lie near the ecliptic is analyzed and 
the results compared with previous calculations for a uniform radiant 

distribution. Experimental data on a 250-km link between Knoxville, 
Tenn., and Atlanta, Ga., show evidence of a rather diffuse concen-
tration of radiants near the ecliptic. A method for predicting the 
contributions of meteor showers to forward-scatter propagation is 
developed. As an example the August Perseid shower is studied on 
the Knoxville-Atlanta link. Experimental data show good agreement 
with the shower analysis. 

I. INTRODUCTION 

ONE of the fundamental problems in meteor-scat-
ter communication is that of determining the 
relative usefulness of various portions of the sky 

as a function of time. Questions concerning how an-
tenna beams should be shaped and oriented for a given 
communication link need to be settled on the basis of a 
detailed understanding of the relative effectiveness of 
various regions of the atmosphere in furnishing usable 
meteor trails. 

Meteor trails are known to occur in a region lying 
roughly between 80 km and 120 km above the earth's 
surface. Whether or not a given meteor trail can scatter 
a signal in the desired direction depends on its orien-
tation and position in space and on the number of free 
electrons initially formed per unit of trail length. If 
the distribution of these quantities were accurately 
known, then the problem of interest here could be solved 
in principle, although the calculation would be long 
and tedious on account of purely geometrical difficulties. 
However, at the present time these distributions are not 
known with precision. The information'.2 which is avail-
able indicates that for sporadic meteors the radiants 
tend to be concentrated near the ecliptic with the 
strongest concentrations toward the apex of the earth's 
way and roughly toward the sun and antisun. In addi-
tion, radiants of the principal meteor showers have been 

• Original manuscript received by the IRE, September 5, 1957. 
The work was supported principally by the Office of Naval Research 
under Contract No. NONR-991(02) and also by the Air Force Cam-
bridge Research Center under Contract No. AF 19(604)-1593. This 
work forms a portion of a thesis to be submitted to the Graduate 
School, Georgia Inst. of Tech., by J. C. James in partial fulfillment 
of the requirements for the Ph.D. degree. 
t Eng. Experiment Station, Georgia Inst. Tech., Atlanta, Ga. 
7 G. S. Hawkins, "Variations in the occurrence rate of meteors," 

Astronomical J., vol. 61, pp. 386-391; November, 1956. 
2 G. S. Hawkins and J. P. M. Prentice, "Visual determination of 

the radiant distribution of sporadic meteors," Harvard Univ., Cam-
bridge, Mass., Radio Meteor Res. Program, under Air Force Con-
tract No. AF 19(122)-458, Progress Rep. No. 19; March, 1957. 

determined' with considerable precision by visual and 
photographic techniques. 
The distribution of free electron line densities have 

been measured for both shower and sporadic meteors,' 
and the results can be fitted by an empirical expression 
of the form 

No(q) = — (1) 

where No(q) is the number of meteor trails having 
electron densities greater than q which pass through 
unit area per second, and K and k are constants. The 
best fit to experimental data on sporadic meteors is ob-
tained for k=1. While for the major showers, k has been 
estimated to be somewhat less than 1. 
The distribution of electron densities given by ( 1) 

together with the assumption of a uniform distribution 
of radiants, have been used by Eshleman and Manning' 
in an analysis of the forward-scatter problem. More re-
cently, Pugh and Hines" have studied the uniform dis-
tribution and have made a number of refinements in the 
previous calculation.' 

In view of the considerable discrepancy between the 
observed sporadic radiant distribution and the uniform 
distribution, it has seemed desirable to examine the ef-
fect of a radically different distribution which at the 
same time has some resemblance to the observed one. 
In the present paper, an ecliptic distribution of radiants 
has been analyzed, and the two oversimplified distri-
butions (uniform and ecliptic) have been studied for a 
short-range link between Knoxville, Tenn., and Atlanta, 
Ga. This link lies roughly north-south with a station 
separation of 250 km. 
The effects of meteor showers on a forward-scatter 

link have also been examined in the present paper by 
assuming that meteor radiants are concentrated at a 
single point on the celestial sphere. Previously, this 
problem has been studied theoretically by Hines,' who 

3 A. C. B. Lovell, "Meteor Astronomy," Oxford University Press, 
London, Eng.; 1954. 

T. R. Kaiser, "Radio echo studies of meteor ionization," Phil. 
Meg. Suppl., vol. 2, pp. 495-544; October, 1953. 

V. R. Eshleman and L. A. Manning, "Radio communication by 
scattering from meteoric ionization," PROC. I RE, vol. 42, pp. 530-
536; March, 1954. 

1 R. E. Pugh, "The number density of meteor trails observable by 
the forward-scattering of radio waves," Can. J. Phys., vol. 34, pp. 
997-1004; April, 1956. 

7 C. O. Hines and R. E. Pugh, "The spatial distribution of signal 
sources in meteoric forward-scattering," Can. J. Phys., vol. 34, pp. 
1005-1015; April, 1956. 

8 C. O. Hines, "Diurnal variations in the number of shower me-
teors detected by the forward scattering of radio waves," Can. J. 
Phys., vol. 33, pp. 493-503; September, 1955. 
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assumed a separation of more than 1000 km between 
transmitter and receiver. The present calculation places 
no such restriction on station separation. As an example, 
the Perseid shower has been observed and analyzed on 
the Knoxville-Atlanta link. 

II. UNIFORM DISTRIBUTION OF METEOR RADIANTS 

A purely geometrical condition must be satisfied if a 
meteor trail is to produce a usable signal over a com-
munication link. The condition' is that the trail be 
tangent to one of a family of prolate spheroids having 
the transmitter and receiver as common foci. This con-
dition applies particularly to the underdense trails that 
produce scatter signals which decay exponentially as the 
ionized trail diffuses. Exceptions may be found in the 
case of overdense trails which are capable of producing 
scatter signals of long duration. These overdense trails 
may be twisted and broken up by upper-atmosphere 
winds so that the scattered wave is broadly distributed. 
However, the number of overdense trails in any case is 
comparatively small, and they are neglected in the 
present calculation as they have been in previous 
ones." 
Once the geometrical condition for scattering has been 

satisfied, the received power as a function of time PR(t) 
may be expressed in terms of the transmitted power PT 
by means of the forward-scatter equation of Eshleman 
and Manning.' This expression, including the antenna 
polarization factor given by Hines,' may be written as a 
product involving a function A(GT, GR, X), depending 
on the antenna gains GT, GR, and the wavelength X; and 
a function H(Ri, R2, 0, 4)), depending on the distances 
R' and R2, respectively, from the meteor trail to the 
transmitter and receiver; a polarization parameter pi; 
and on the angles 13 and 4, which are shown in Fig. 1. 
This equation' is then 

PR(t) = PTA (GT,GR,X)H(Ri, R2, qti)q2 exp ( — t/r) (2) 

where q is the number of free electrons per meter in the 
trail, and the decay constant r is given by 

X' sec' clx 

32r2d 

Here d is the diffusion coefficient for the electrons in the 
trail, ana the functions A and H are 

A (GT, GR, A) = (const)X8GRGr (3) 

and 

H(Rs, Rs, g, (I)) 

= cos' P[RiR2(Ri ± R2)(1 — cos' sin (1))]-1. (4) 

The polarization parameter µ requires further discussion. 
It is the angle between the electric vector of the inci-
dent wave and the electric vector accepted by the re-
ceiving antenna. 

a The notation here is consistent with that of Eshleman and Man-
ning, op. cü. 

It is possible, by a suitable choice of the polarization 
emitted by the transmitting antenna and accepted by 
the receiving antenna, to make the polarization factor 
optimum (bi = 0) for any point in the meteor trail zone." 
This optimum choice of polarizations may be described 
with Fig. 1. If the polarizations associated with the 
transmitter and receiver are both made perpendicular 
to the TRO plane, then the angle will be zero for any 
point 0, and there will be no loss in signal strength at 
this point due to polarization. Clearly, for large station 
separations, where the portion of the meteor-trail zone 
common to both antennas lies near the path midpoint, 
the choice of horizontal polarization is practically opti-
mum. However, for station separations less than 1000 
km, other choices of polarization may have advantages. 

METEOR TRAIL 

Fig. 1—Geometry for forward scatter by a meteor trail. The meteor 
trail at point 0 lies in the M plane which is tangent at this point to 
one of the family of spheroids with foci at transmitter T and re-
ceiver R. The origin of the cartesian system is taken midway be-
tween T and R with the x axis vertically upward. 

To complete the analysis, following Hines,7.8 it is 
necessary to consider the theory of meteoric ionization.* 
This theory gives the free electron density per meter of 
trail q in terms of the atmospheric pressure p, the meteor 
mass m, the meteor velocity y, and the angle e (the 
zenith angle) which the trail makes with the vertical. 
The expression for q is 

q = m f(p, o cos t, (5) 

where f(p, y) represents the functional dependence of 
q on pressure p and velocity v. Since q is found to depend 
on the zenith angle e, it is assumed that the distribution 
of meteor masses is more fundamental than the observed 
distribution of electron densities in ( 1), which represents 
some kind of average over e. The mass distribution is 
taken to be 

Fi(m) = 
const 

In' 
(6) 

where Fi(m) is the fraction of all meteors with masses 

le We are indebted to Dr. W. E. Deeds of the University of Ten-
nessee for pointing out this fact to us. 
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greater than m, and k is here taken to be one. Using (5) 
after a suitable average over p and y, one obtains from 
(6) the fraction F(q) of all meteors with electron densi-
ties exceeding q as follows: 

F(q) = C 
cos e 

(7) 

Here the value of the constant C is unimportant since 
we are not concerned with absolute values. 
The forward-scatter equation (2), now permits a de-

termination of the threshold values of q in terms of the 
system parameters and the geometry. The fraction of all 
meteor trails with a particular orientation and position 
in space which are capable of producing scatter signals 
above some amplitude level Lo at t =0 is then propor-
tional to VII cos N/A/Lo. All parameters describing 
the meteor-scatter system, except for polarization, are 
contained in the function A. The location of the trails in 
space and their orientation are contained in the function 
H. To determine the relative meteor signal rate for two 
different antenna systems, one must perform two inte-

grations of this expression for the fraction of usable 
trails: 1) an integration over all possible meteor-trail 
orientations, taking into account the radiant distribu-
tion, and 2) an integration over the illuminated region in 
space where meteor trails occur. 

In analyzing the uniform distribution of radiants the 
procedure has been to perform integration 1) for points 
on a surface at some height h above the earth and to 
present the results in the form of contours plotted on a 
,map of the meteor-trail zone. This plot is made to apply 
to antennas of arbitrary beam shape by taking GT and 
GR to be equal to one. In a particular case, the factor 
-VGTGR can then be put back in when integration 2) is 
performed for a given system of antennas. The meteor-
trail zone is considered relatively thin so that the vol-
ume integration is replaced by an integration over a 
surface at a height h =100 km over the surface of the 
earth. 
The method of performing integration 1) for the uni-

form radiant distribution has been shown in detail by 
Pugh.' The result of this integration may be described 
by a function n(x, y) in the cartesian coordinate system 
of Fig. 1. Here n(x, y)dxdy is the relative number of us-

able meteor trails per second which one associates with 
an area element dxdy at a vertical height of 100 km 
above the earth, assuming isotropic unit gain for the 
transmitting and receiving antennas. The number of 
meteor trails observed per second by a given system will 

then be proportional to ffn(x, Y) -VGTGRdxdy. The inte-
gration 1) to determine n(x, y) may be written as 

n(x, y) = f H(3)(cos e Logo (8) 

where J(i3)(10 is the total number of meteor trails con-

tributing to unit area per second between the angles a 

and 0+0. The integration must be carried out over the 
angular region above the horizon. The resulting contour 
plot of n(x, y) may be regarded as the distribution of 
observable scatter sources. 

In the problem of meteor-scatter communication the 
meteor signal rate may be less important than the duty 
cycle, which is defined as the fraction of time that the 
meteor-scatter signal is above a specified level. The dis-
tribution n(x, y) may be modified to obtain the corre-
sponding distribution of sources of signal duration. This 

may be done simply by multiplying n(x, y) by the 
weighting factor" sec7c> which in effect weights each 
meteor signal by a factor which is proportional to the 

mean duration to be associated with it. A detailed justi-
fication of this factor is given by Hines and Pugh.7 

Computations of the distribution of sources of sig-
nal duration have been performed for a meteor-scatter 

link between Knoxville, Tenn., and Atlanta, Ga.— 
distance of 250 km. The computation, while equivalent 
to that of Hines and Pugh," was performed and re-
ported" independently. The numerical computations 
for this distribution were sufficiently involved to justify 
the use of a digital computer," and a general program 
was prepared for the solution of this problem. Figs. 2-
4 show the distribution n(x, y) sec70 for three dif-
ferent assumptions concerning the antenna polariza-
tions. The contour values in these three figures have no 
absolute significance, but all three figures have been 
worked out on a consistant basis so that they may be 
compared. As the polarizations are changed from opti-
mum in Fig. 2 to horizontal in Fig. 4, the contributions 
at the two maxima (near x = 0, y= + 60 km) are cut al-
most in half. These maxima in Fig. 2 are reduced by 
roughly a quarter in Fig. 3 where one polarization is 
horizontal and the other is optimum. Along the x axis all 
three combinations of polarizations give the same values 
for the distribution of sources of signal duration, but 
well off the x axis, where the uniform radiant distribu-
tion predicts the highest duty cycle and signal rate, the 

choice of polarization becomes important. When the 
station separation is relatively small as it is in the pres-
ent case, the difference between the optimum polariza-
tion and horizontal polarization is significant. Fig. 4 
shows a null on the circle passing through the transmit-
ter and receiver with its center at the path midpoint. 
This null circle is the locus of points where the polariza-
tions are mutually perpendicular, if each point on the 
xy plane is assumed to be illuminated and observed 
with horizontal polarization. The discontinuity which 
appears in Fig. 4 at x=125 km, y = 0 is a consequence of 

" The absolute value of this weighting factor which converts the 
distribution of signal sources to the distribution of signal durations 
above the same level is X2 sec2 1, (16rzkd). 

12 Jesse C. James and M. L. Meeks, "On the relative contributions 
of various sky regions to meteor-trail communication," Georgia Inst. 
Tech., Atlanta, Ga., Eng. Experiment Station, under Office of Naval 
Research Contract No. NON R-991 (02), Tech. Rep. No. 1; June, 1956. 

12 The Univac Scientific ERA 1101 at the Rich Electronic Com-
puter Center was used. 
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Fig. 2—The distribution of sources of signal duration above a given 
amplitude level with optimum polarization for each illuminated 
point. The orbit of the ecliptic tangent point, which is discussed 
in Section III, is shown by the dotted curve. 
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Fig. 3—The distribution of sources of signal duration with optimum 
polarization on one antenna and horizontal polarization on the 
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0 

0.0 

3 0.45 

213 = 250Km 
ANTENNA POLARIZATIONS: 
HORIZONTAL. 

h = 100KM 
BOTH 
k = 1.00 0.09 

O. • 

1.0 

0.60 

0.75 

0.45 

0.30 020 
0 15 0.1 0.10 

1.6 

1.6 

(--

1.10 

IA 

o 50 100 150 200 250 300 

X IN KILOMETERS 

350 400 450 

Fig. 4—The distribution of sources of signal duration with horizontal polarization on both antennas. 
It is assumed that polarizations are adjusted separately for each point. 

the fact that horizontal polarization is not uniquely de-
fined for an antenna directed vertically upward. 

III. ECLIPTIC DISTRIBUTION OF METEOR RADIANTS 

The uniform distribution of radiants, which was 
assumed in the previous section, serves as a good starting 
point in the analysis of forward scattering by meteor 
trails. In particular the regions of sky that are most use-
ful for meteor-scatter communication from the stand-
point of geometry alone are indicated by the previous 
analysis. However, the uniform radiant distribution 
must evidently be incorrect in detail because it fails to 
predict the characteristic diurnal variations in meteor 
signal rate which have been observed experimentally. 
Thus the need for analysis based on other radiant dis-
tributions is clearly indicated. 
A distribution in which the radiants are concentrated 

near the ecliptic provides an alternative which can 
be handled analytically. Recent studies" indicate an 
ecliptic concentration for sporadic meteors on the basis 
of radio, visual, and photographic observations. But the 
observed ecliptic concentration is not sufficiently strong 
to justify a distribution which is confined precisely to 

SOO 540 

the ecliptic. Thus the strict ecliptic distribution is 
viewed here as an approximation in much the sanie 
sense that the uniform distribution is itself an approxi-
mation from a different point of view. 
The effect of an ecliptic distribution may be seen by 

considering again the geometrical requirement for for-
ward scatter. If all radiants are distributed evenly 
around the ecliptic and if the ecliptic plane' itself coin-
cides with the M plane in Fig. 1, then all trails will be 
properly oriented to produce reflections. This situation 
occurs when the ecliptic plane is tangent to a spheroid 
having the transmitter and receiver as foci. The point of 
tangency occurring at some specified height h will be re-
ferred to as the ecliptic tangent point. If h is chosen at 
the center of the meteor trail zone (h= 100 km), then 
every meteor trail in the neighborhood of the ecliptic 
tangent point will be properly oriented. 
With a strongly ecliptic distribution of radiants, the 

ecliptic tangent point will be the best point in the sky to 
illuminate, unless polarization or geometrical factors 
intervene. The contours in Figs. 2-4 indicate roughly 

" Any plane that intersects the earth and is parallel to the ecliptic 
is here referred to as an ecliptic plane. 
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the combined influence of these factors.n For radiant 
distributions, which are less strongly concentrated in 
the ecliptic plane, one would expect the ecliptic tangent 
point to have less significance; and other regions with 
more favorable geometry might become more active 
than the ecliptic tangent point. This question can be 
examined by tilting the ecliptic plane slightly in various 
directions and observing how far the ecliptic tangent 
point moves from its true position. 
The ecliptic plane moves with respect to a fixed ob-

server on the earth in such a way that the ecliptic tan-
gent point describes a simple closed orbit on each side-
real day. The computation of this tangent-point orbit is 
most easily performed in the cartesian coordinate sys-
tem of Fig. 1. The family of prolate spheroids is de-
scribed by 

+ R2 = V(X D) 2 ± 3,2 ± z2 

,\/(x  D)2 ± y 2 ± z2 = const, 

and the unit vector Ii for this family is given by 

grad (R1 ± R2) 
— 
I grad (RI + R2) I 

The unit normal Ii is used to find the ecliptic tangent 
point by requiring that ii(x, y, z) coincide with a unit 
vector iii(t) which is normal to the ecliptic plane at a 
time 1. As the earth rotates and moves in its orbit around 
the sun, the normal to the ecliptic, referred to an earth-
fixed coordinate system, nutates about a line pointing 
approximately toward the north star. The angle between 
th and this line is 23°27 minutes, the tilt angle of the 
earth's axis. The period of the nutation is one sidereal 
day. Since the length of a sidereal day is about four 
minutes less than a mean solar day, the direction of the 
ecliptic normal is a function of both the time of day and 
the day in the year. 
The determination of the orbit of the ecliptic tangent 

point for height h above the earth is straightforward but 
numerically very involved.'6 The components of the 
spheroid normal are given explicitly by 

1  [x(-1- + - R-1) -F DG-z1 1 — 1-2)1 
— 2 cos R1 2 

(9) 

1 r y( 1 ± 1\1 
—   
2 cos 42 L R2JJ 

rzii \-1 
=   (9a) 
2 cos 42 L \RI R,L1 

in the coordinate system of Fig. 1. The corresponding 
components of the ecliptic normal rri- (t) are determined 
by a straightforward calculation in the cartesian coor-
dinate system of the forward-scatter link. Now, if the 

" The exact measure of the influence of polarization and geometry 
could be obtained for radiants spread uniformly around the ecliptic 
by setting J(0) in (8) equal to a constant. 
" A detailed description of this calculation is given in James and 

Meeks, op. cit. 

condition that Ai and i coincide is enforced, one obtains 
the following independent equations: 

thv Y 
— — 
'h. Z 

2h. X D (R2 — 
— = — 

z R2 + Ril 
(10) 

These equations must be solved for x and y with the ap-
propriate value of z inserted to obtain the ecliptic tan-
gent point location for a height h above the earth. In the 
plane-earth approximation z is equal to h, but to take 
into account earth curvature, z must be taken as a func-
tion of h, x, and y. In this analysis, as well as others in 
the present paper, the approximate expression 

D2 x2 ,2 

Z = h   
2R. 

where R. is the earth radius, is used to take earth curva-
ture into account. 

Solutions to ( 10) and (11) for x and y cannot be easily 
obtained in closed form, and it was found necessary to 
use a numerical method of successive approximations 
to obtain the orbit of the ecliptic tangent point. These 
computations were also performed on a digital com-
puter." 

For the Knoxville-Atlanta link, the orbit of the eclip-
tic tangent point is shown in Fig. 2. T4is orbit was com-
puted on the assumption that the link is exactly north-
south, when in fact the line from Atlanta to Knoxville 
lies 8° east of north. However, the assumption of a 
north-south path introduces negligible error. The posi-
tion of the ecliptic tangent point for an arbitrary time 
and date may be obtained by interpolation on the dotted 
path shown in Fig. 2. The contours shown in that figure 
indicate roughly the effectiveness of the ecliptic tangent 
point from a geometrical point of view. The effect of 
spreading out the radiant concentration to within + 10° 
of the ecliptic has been considered" by tilting the ecliptic 
by this amount in various directions and observing the 
calculated displacement of the ecliptic tangent point. 
The resulting displacements depend strongly on the 
distance of the ecliptic tangent point from Knoxville 
(x=125 km, y=0). For x < 200 km in Fig. 2, the dis-
placement for a tilt of + 10° is seldom greater than 50 
km. However, far out on the path for x > 300 km, the 
displacement is frequently greater than 100 km. Thus 
one may regard the ecliptic tangent point as reasonably 
well defined during the 9-hour period each day when 
x<200 km. 

When the line joining transmitter and receiver is 
rotated from the north-south direction, the orbit of the 
ecliptic tangent point is moved over the xy plane and 
changed in shape. The orbit, however, remains centered 
roughly north of the midpoint of the transmitter-re-
ceiver axis. Fig. 5 shows four computed orbits of the 
ecliptic tangent point for a short link (250 km between 
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SW 

stations) with the transmitter-receiver axis at four dif-
ferent angles â measured east of north. Fig. 6 shows a 
similar group of orbits for a much longer link ( 1000 km 
between stations). A latitude of 35° N was assumed in 
both of these examples. Increasing the latitude to 45° 
N moves and distorts these orbits by a distance which is 
generally less than 100 km. 
The extent to which the ecliptic tangent point may be 

regarded as a strong source of scatter signals depends 
on its position on the orbit. A rough gauge of the effect 
of broadening the radiant distribution about the ecliptic 
may be obtained by observing the distance that the 
tangent point moves during a 2-hour interval. Where 
this distance is smallest, the assumptions of this section 
may be expected to remain most appropriate if the radi-
ant distribution spreads out about the ecliptic. 
An experimental test of the preceding analysis has 

been conducted on the Knoxville-Atlanta link over a 
period of three days, June 18, 20, and 22, 1957. The test 
was conducted at a frequency of 41.94 mc with a radi-
ated power of 500 watts. The antennas were identical 
7-element Yagis, which were oriented to obtain opti-
mum polarization at the intersection of the axes of the 
antenna beams. The antennas were directed alternately 
toward two points on the orbit of the ecliptic tangent 
point at a height of 100 km. These points were A (x = 200 
km, y = 75 km) and B(x = 200 km, y = — 75 km). From the 
standpoint of scattering geometry these points are 
mirror images about the path axis, and any difference 
in counting rate can therefore be assigned to the radiant 
distribution. Points A and B were observed alternately 
every thirty minutes. Data were collected for each point 
during a twenty-five minute interval, five minutes being 
required to rotate the antennas and check the receiver 
adjustment and calibration. The results of these tests 
are shown in Fig. 7, which represents the average 
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Fig. 6—Ecliptic-tangent-point orbits for various azimuth 
orientations of the x axis. 

meteor signal rate for a period of three days. When the 
antenna beam widths are taken into account, one would 
expect on the basis of the orbit shown in Fig. 2 that A 
should receive a contribution from the ecliptic tangent 
point from about 0500 until 1000, and B should receive 
a contribution from about 1500 until 2000. Fig. 7 shows 
a significantly higher counting rate for A from roughly 
0530 until 0900. The degree to which the two counting 
rates differ may be judged by observing the 95 per cent 
confidence limits which have been indicated for each 
counting period. The meteor signal rate for B in Fig. 7 
shows higher values during the entire afternoon period 
until roughly 1930. The data show clearly a higher activ-
ity for B from 1530 until 1730 as predicted. The low 
counting rate during the period 1730-2000 does not 
permit a clear statistical distinction between the rates at 
A and B. Thus, one finds good agreement between the 
measurements and predictions based on a rather diffuse 
concentration of radiants near the ecliptic. The com-
paratively high counting rate observed at B during the 
interval 1330-1400 is, however, not expected on this 
basis. 

During the days June 17, 19, and 21, tests similar to 
those described previously were performed by illumi-
nating areas directly east and west of the path midpoint. 
These should be the most active areas for a uniform 
distribution. The average counting rate for these three 
days is shown in Fig. 8. The antennas were directed 
alternately toward each of two points: A (x = 0, y= 60 
km) and B(x = 0, y = — 60 km). 
On the basis of a purely qualitative prediction by 

Eshleman," these should be the best points to illuminate 
for a north-south path. Eshleman predicts that A should 
be stronger around 0000, B should be stronger around 
1200, and A and B should have about equal strength 
near the times 0600 and 1800. Fig. 8 shows good agree-
ment with these predictions. During the 12-hour period 
centered on 0000, the counting rate is considerably 
higher for A which is west of the path midpoint. For 
the 12-hour period centered on 1200, the region asso-

17 See, for example, V. R. Eshleman, P. B. Gallagher, and R. F. 
Mlodnosky, "Meteor Rate and Radiant Studies," Stanford Univer., 
Stanford, Calif., under Contract AF-19(604)-1031, final report to 
AFCRC; February, 1957. 
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Fig. 7—The average value of the meteor echo rate observed over the 
Atlanta- Knoxville path on June 18, 20, and 22, 1957. The 40° 
antenna beam axes were oriented to intersect the h plane at 
X=200, y = ± 75 km. 

ciated with B is generally stronger—except for the 
period 0600-0830. Around 0600, when Eshleman pre-
dicts roughly equal strength for A and B, Fig. 8 shows 
A (westward illumination), to be significantly stronger 
than B (eastward illumination). 
A comparison of the data in Fig. 7 and Fig. 8 does 

not show any very significant differences in meteor sig-
nal rate for illumination of the ecliptic tangent point 
when it is near Knoxville and illumination of the better 
east or west point predicted by Eshleman. However, 
choice of the better of the two illuminations in either 
Fig. 7 or Fig. 8 does in most cases make a significant 
difference. 

IV. METEOR-SHOWER RADIANTS 

Roughly 5 per cent of the total meteor influx appears 
in showers which consist of meteors that strike the at-
mosphere in a number of well-defined streams.' The 
meteors in a given stream all move with nearly the same 
velocity and in nearly the same direction. The stream 
direction is specified by the shower radiant, which is the 
point on the celestial sphere from which the shower 
appears to come. From the standpoint of meteor-scatter 
communication these showers offer a number of inter-
esting possibilities. Even though the shower meteors 
form a small fraction of the total meteor influx during 
the year, they may provide signal rates that are several 
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Fig. 8—The average value of the meteor echo rate observed over the 
Atlanta-Knoxville path on June 17, 19, and 21, 1957. The 40° 
antenna beam axes were oriented to intersect the h plane at x=0, 
y= ± 60 km. Ninety-five per cent confidence limits are shown. No 
useful data were taken from 1800 to 1830. 

times the sporadic background at certain intervals when 
the showers are near their maximum. The shower radi-
ants and periods of occurrence are well known for the 
larger showers, so it is possible to predict for a given 
meteor-scatter link the times when showers would make 
large contributions to the signal rate. Furthermore it is 
possible to predict the most favorable areas in the sky to 
illuminate in order to make maximum use of a given 
shower. 

Forward scatter by meteor showers over long trans-
mission paths has been studied experimentally by 
Canadian workers.'8" The associated theoretical treat-
ment' has been worked out using al approximation 
which breaks down if the transmission path is much 
shorter than 1000 km. It, therefore, has seemed desirable, 
to generalize the theoretical analysis so that it might be 
applied to transmission paths of arbitrary length. 
Theoretical computation of the locations and relative 
usefulness of reflection points for showers have been 
made. Because of the complex geometry in such calcu-
lations it was again necessary to make use of a high-

18 P. A. Forsyth, C. O. Hines, and E. L. Vogan, " Diurnal varia-
tions in the number of shower meteors detected by the forward-scat-
tering of radio waves," Can. J. Phys., vol. 33, pp. 600-606; October, 
1955. 

18 C. O. Hines and E. L. Vogan, "VariatiOns in the intrinsic 
strength of the 1956 Quadrantid meteor shower,' Can. J. Phys., vol. 
35, pp. 703-711; June, 1957. 
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speed digital computer." The computer code was writ-
ten in such a way that the geographical position and 
length of the transmission path for an arbitrary com-
munication link can be inserted. Arbitrary celestial co-
ordinates of the radiant can also be used. The total run-
ning time for a typical computation like the one shown 
as an example here is about 20 minutes. 
The analysis may be summarized briefly as follows. 

The problem of scattering by meteor showers is viewed 
within the framework of previous calculations for spo-
radic meteors based on uniform and ecliptic distributions 
of radiants. The regions in which shower meteors are 
properly oriented for the desired forward scatter are 
determined, and the relative effectiveness within these 
regions is calculated. The results can then be plotted on 
a series of maps which show the regions of sky which 
should be illuminated at successive times during the day 
or, alternatively, the times when a shower will contrib-
ute to a given arrangement of antenna beams. 
The details of the calculation of the forward scatter 

from meteor showers proceeds as follows. Consider a 
system of axes like the one shown in Fig. 1. Let T be a 
unit vector directed toward the radiant, so that tz, tv, 
t are the direction cosines of a line toward the radiant. 
The condition that the shower trails be properly oriented 
for reflection can now be expressed in terms of the unit 
normal Fi to the spheroid family which is given in (9). 
This condition is 

or 

• h (x, y, z) = 0, (12) 

R2 — R1 
Tx -F tzz  TD = 0. (12a) 

R1 + R2 

The coordinates x, y, z are the components of a vector 
extending from the origin to the reflection point on a 
meteor trail. In the flat-earth approximation z would 
be the height of the meteor trail above the earth and 
hence z could be set equal to mean height at which the 
trails occur. In the present calculation a spherical earth 
is assumed, so z becomes a function of x, y and the as-
sumed height of the trail. This function is given in ( 11). 
If h is specified, ( 11) and ( 12a) may be combined so that 
an implicit function of the form g(x, y) =0 is obtained, 
which gives a value of y for each value of x, or vice versa. 
Now it can be seen that a given shower radiant-point 

gives rise to a line at a height h above the earth's sur-
face, this line specified by g(x, y) =0 being the locus of 
points at which shower meteors are properly oriented 
for the desired forward scatter. If h is allowed to vary 
between 80 km and 120 km, then a family of loci will 
result. These curves may be drawn on the xy plane so 
that a map of the scattering region is obtained. A map 
such as this is shown in Fig. 9. This map would apply to 
a given link and a given shower at a particular time. 
To make the preceding analysis more useful, it is 

necessary to know something about the relative effec-

SHOWER LOCUS 
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RECEIVER • TRANSMIT TER 

SHOWER LOCUS 

h - 120 KM 
PROJECT 'ION OF ON THE ay PLANE 

Fig. 9—An example of shower loci plotted on the xy plane. The loci 
for meteor trails with reflection points lying between 80 km and 
120 km will fall between the limiting curves shown. The band be-
tween limiting loci is broken into segments of width w (measured 
perpendicular to the trail direction). These segments illustrate the 
lengths into which this band is divided in establishing a measure 
of the relative effectiveness of various portions of the band. 

R 
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DIRECTION 
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8 
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Fig. 10—Diagram showing the surface through which shower me-
teors must pass to produce signals. The line segment RA repre-
sents a portion of the edge of this surface. R and R' are reflection 
points. 

tiveness of points along a shower locus. The measure of 
effectiveness that has been chosen is proportional to the 
number of observable shower meteors to be associated 
with the unit length of locus. 

Calculation of the measure of effectiveness involves 
many of the same considerations that were used to an-
alyze the uniform distribution of radiants in Section II. 
The number of observable meteors to be associated with 
a segment of the scattering band shown in Fig. 9 is pro-
portional to the area, lying parallel to the xy plane, 
through which shower meteors can pass with the proper 
orientation to produce a scattered signal within this 
segment. The width of this area will clearly be the width 
of the band segments measured perpendicular to the 
meteor trails. As shown in Fig. 9 this width is designated 
w. The depth of this area varies along the band. Fig. 10 
illustrates the method used in determining this depth, 
which is labeled RB. The distance RA can be measured 
directly on an xy projection like the one in Fig. 9. The 
distance AB can be calculated knowing the zenith angle 
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e of the shower radiant and the distance ih (equal to 
40 km in the present case). The result is 

RB = RA ± Alt tan e. (13) 

The area Ac through which meteors are captured for a 
given sement is 

= w(RB), (14) 
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Fig. 13-Shower loci as in Fig. 11 for times 1200, 1400, and 1600. 
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Fig. 14-Shower loci as in Fig. 11 for times 1800, 2000, and 2200. 

and the number of meteor signals per second from the 
segment is then given by NsAc cos e, where Ns is the 
number of detectable shower meteors paSsing through a 
unit area normal to the stream in one second. If it is 
assumed that (6) for the mass distribution applies to 
the showers with k=1, then Ns can be obtained as a 
function of position in space through the use of (2), the 
forward-scatter equation. In this way ope obtains the 
following expression for M, the number , of meteor sig-
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Fig. 15—Experimental meteor signal rates for the Atlanta-Knoxville 
path averaged for two four-hour intervals from August 11 to Au-
gust 13, 1957, shown plotted with 95 per cent confidence limits. 
The computed curve is proportional to the theoretical component 
of the signal rate due to Perseid meteors. 

nais above a specified level coming from a width w of 

shower band, 

N00 = (const)Ac cos2 N/GTGRH(R2, R2, e, 0). (15) 

A measure of effectiveness F, which is independent of 
antenna gains and polarizations can be obtained by 
writing the preceding equation as 

N. = (const) cos gVGTGRF2, (15a) 

where 

Ac coe  
—    • (16) 

,/R2/22(R2 + R2)(1 — cos2 p sin2 4)) 

The measure of effectiveness F, does not take into ac-
count the properties of the transmitting and receiving 
antennas so that it is quite general. Values of F, can 
therefore be indicated at intervals along the shower 
locus. The meteor signal rates for shower meteors with 
a given arrangement of antennas can be determined by 
inserting the appropriate values of Gr, GR and ¿À in 
(15) and performing a numerical integration along the 
shower locus. 
As an example, computations based on this analysis 

have been made for observation of the August Perseid 
shower with the Knoxville-Atlanta link. Figs. 11-14 
(p. 1732) show the loci of properly oriented shower-mete-
or trails in the Perseid stream for a height h= 100 km at 
two-hour intervals. Values of the measure of effective-
ness F, are indicated at points along each locus. These 
loci for h= 100 km actually represent roughly the center 
of narrow bands lying between similar loci for h = 80 
km and h= 120 km. The depth of these bands, measured 
parallel to the projection of the shower direction on the 
xy plane, varies between zero and 80 km for the loci 
shown in Figs. 11-14. 
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Fig. 16—Experimental meteor signal rates for the Atlanta-Knoxville 
path observed on August 12, 1957, shown plotted with 95 per cent 
confidence limits. The computed curve is proportional to the 
theoretical component of the signal rate due to Perseid meteors. 

To calculate the contribution of the shower to the 
meteor signal rate, one must sum the contributions N. 
in ( 16) along the shower loci. The signal rates have been 
calculated in this way for two points: (x = — 125 km, 
y — 150 km) and (x= — 125 km, y = + 150 km). The 

results of these computations together with experimental 
data are shown in Figs. 15 and 16 for the periods during 
which the shower loci pass through the beams. Since the 
computation is only a relative one, the observed data in 
Fig. 15 have been used to normalize the results. Fig. 16 
uses this same normalization to predict the shower con-
tributions to the signal rate at a different location. Fig. 
16, in particular, shows good agreement between theory 
and experiment. The predicted and observed maximum 
counting rates coincide nicely. The sporadic contribution 
shows up clearly in Fig. 16, which covers a time interval 
when the sporadic component could be expected to be 

large. 
These rather preliminary results that have been ob-

tained with the August Perseid shower are encouraging, 
and plans are under way to extend this analysis to other 
showers in the near future. 
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Correspondence  

Experimental Facsimile Communi-
cation Utilizing Intermittent Meteor 
Ionization* 

Preliminary tests of facsimile transmis-
sion over a 910-mile path have been made at 
40 mc by means of intermittent meteor 
ionization. Printed material was scanned at 
a rate of 2 frames per second with a resolu-
tion of 67 elements per inch. Frequency 
modulation with a deviation of + 4.5 kc was 
employed at the transmitter, while a 27-kc 
bandwidth was used at the receiver. An all-
electronic facsimile system recorded a pic-
ture when the received signal rose above a 
preset threshold. Although insufficient data 
are available to draw any conclusions, the 
initial results are encouraging. 

GENER 4L 

Preliminary tests have been made in the 
transmission of facsimile over a 910-mile 
path by means of reflection from meteor 
ionization. Transmissions were at a fre-
quency of 40 mc, with a transmitter power of 
20 kw. The program, which included the de-
sign and fabrication of special equipment, is 
being conducted by the Radio Corporation 
of America under the sponsorship of the Air 
Force Cambridge Research Center. 
A considerable amount of theoretical and 

experimental investigation has been going 
on for several years and this has yielded a 
number of conclusions about meteor-path 
propagation. This type of path is character-
ized by its random intermittency with a low 
duty cycle. The optimum distance for trans-
mission is roughly 600 to 1200 miles and con-
siderable power is required if a wide band-
width is used. Frequencies in the vicinity of 
40 to 60 mc are advantageous for propaga-
tion by this means. Multipath delays during 
any given meteor burst appear to be in the 
order of a few microseconds. 

The burst duration varies over a range 
of less than 0.1 second to several minutes. 
In one test of 159 samples the average 
length was 0.33 second. In addition to a 
strong diurnal variation with an optimum 
near 6 A.M. local time, the duty cycle may 
vary with path latitude, season, and other 
factors. Experimental results to date indi-
cate, however, that the received signal is 
usually solid and reliable for meteor bursts 
of less than one second duration. 

It appeared that the experimental trans-
mission of intelligence by facsimile via 
meteor ionization would be an excellent way 
in which to explore further the properties of 
this medium. Several methods of facsimile 
transmission were considered and their pos-
sibilities examined. As a basic premise it is 
obvious that a whole picture must be trans-
mitted per meteor burst or the picture must 
be sent in broken sections. With such a short 
transmission time, the bandwidth must be 
high for a whole picture of reasonable size 

* Received by the IRE. September 6, 1957. This 
work was sponsored by the Cambridge Air Force 
Research Center under Contract AF 19(604)-1922. 

and detail. This requires excessive power. 
If the picture is sent in sections, the problem 
of matching the pieces together to produce 
an acceptable result may be difficult. 

MODE OF OPERATION 

In view of the importance of getting test 
transmissions under way at an early date 
the decision was made to design and build a 
facsimile system of the simplest possible 
type for one frame-per-burst operation. Con-
sequently, the system that was produced and 
is now in its experimental trials has the fol-
lowing characteristics and mode of opera-
tion. 

The scanner and transmitter run con-
tinuously during test periods, sending a 
picture over and over at a rate of two com-
plete scans per second. A resolution of 67 
picture elements per inch, both vertically 
and horizontally, was selected as suitable for 
reproducing the copy used in these tests. 
(The reproduction of average typewritten 
copy requires somewhat greater resolution.) 
For a 3-inch by finch picture a transmis-
sion bandwidth of 106 kilocycles is required. 
Several different bandwidths may be used 
and the picture information content is ad-
justed accordingly. Black and white signals 
only are developed with no attempt to 
handle halftones. Horizontal or line sync 
pulses are combined into the composite sig-
nal as a super black level. No vertical sync 
pulses are transmitted. Frequency modula-
tion of the carrier is used to help overcome 
the inevitable amplitude variations encoun-
tered in the propagation path. The receiver 
is also on continuously during tests with the 
recorder in standby condition. When a pass-
ing meteor closes the transmission path, the 
incoming signal trips the recorder, which 
then I) produces a 0.5-second vertical 
sweep and 2) unblanks the cr-tube beans to 
permit picture reproduction on the phos-
phor screen. The circuit then resets for the 
next burst. 

FACSIMILE EQUIPMENT 

The facsimile system is all-electronic. 
The subject matter is recorded as a frame 
of 35-mm film. The film is scanned by a 
flying-spot cathode-ray tube scanner and the 
transmitted light is picked up by a secondary-
emission phototube. The output of the 
phototube is the picture or video signal. The 
dc component of the signal is carried all the 
way to the transmitter output. 

At the recorder the incoming picture is 
reproduced on a similar cathode-ray tube 
and a permanent record is made by photo-
graphic techniques. The proper dc picture 
level is restored automatically and the sync 
pulses are extracted from the composite sig-
nal to control the horizontal sweep. 

TRANSMITTING EQUIPMENT 

The transmitter is frequency modulated 
by the composite picture signal with its three 
levels of amplitude, corresponding to sync, 
black, and white. The transmitter exciter is 
capable of providing frequency deviations up 

to ± 50 kc for operation with various band-
widths at the receiver. 

The transmitter final amplifier has an 
output power of approximately 20 kw. The 
transmitting antenna is a rhombic having 
approximately 22 wavelengths per leg with 
a half side angle of 80.25°. Its height is 79 
feet above ground, making the maximum 
radiation in the vertical plane at 4.5° above 
the horizon. 

TRANSMISSION PATH 

The transmitter is located at the trans-
mitting facility of the National Bureau of 
Standards, Havana, Illinois. The Great 
Circle distance to the receiving site at 
Riverhead, New York is 1465 km (910 
miles). 

The transmitting and receiving antennas 
are oriented on a common volume approxi-
mately 6° north of the Great Circle path to 
favor reflections from meteor trails during 
normal working hours. 

RECEIVING EQUIPMENT 

The receiving antemia is a duplicate of 
the transmitting antenna already described. 
The characteristics of the receiver are as 
tabulated below: 

RF: 

Three fixed-tuned stages centered at 40 
mc. 

Noise figure about 4 (lb. 

Conversion Oscillator: 

Crystal controlled. 

IF: 

Centered at 13 mc. 
27-kc, 55-kc, 110-kc, or 220-kc bandwidths 

are available by means of panel switch-
ing. 

Outputs: 

FM with four choices of video bandwidth. 
AM monitoring and threshold voltage. 
Logarithmic recording. 
Direct from the IF at 13 mc. 

AGC: 

Adjustable delayed agc. Four time con-
stants 0.1 millisecos, 1 millisecond, I 
second, and 10 seconds, are available. 

RESULTS AND DIscussioN 

The pictures presented in Fig. 1(a) 
through 1(d) were taken during the opera-
tional shakedown of the equipment and were 
part of the results obtaiaed during a half-
hour test period. The orienal subject copy 
size in this case was 1.5 inches by 2 inches 
and the horizontal sweep rate was 200 lines 
per second. The total frequency shift at the 
transmitter was 9 kc and the receiver band-
width was 27 kc. An individual picture 
represents the results obtained in the half-
second interval after the receiving scanning 
circuitry has been triggererl by a signal rising 
above a preset threshold. Fonsequently, the 
vertical blanking or frammg band may ap-
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Fig. 1—Facsimile pictures transmitted by means of intermittent meteor ionization. 

pear at any location on the picture due to 
the lack of vertical synchronism. In the ex-
ample shown, the receiver threshold was ap-
proximately 6 pv across 50 ohms. Fig. 1(a) 
and 1(b) represent typical results when the 
meteor ionization has a duration equal to 
at least one-half second. After triggering the 
scanning mechanism, the receiving equip-
ment scans upward from the bottom of the 
picture for one-half second or the time to 
transmit one frame. In all the accompanying 
illustrations it is apparent that the vertical 
scanning time in the receiving equipment is 
about 25 per cent too long, thus showing 
more than one transmitted frame. Purely by 
chance, the recorder was triggered at the be-
ginning of a frame in Fig. 1(a) and 1(b). 
These two samples are among the best 
transmissions made thus far and the quality 
is judged to be only slightly impaired by the 
radio propagation path. (Previous back-to-
back scanner-recorder operation produced 
essentially the same results.) 

Fig. 1(c) and 1(d) are examples of re-
ceived copy when the propagation path be-
comes poor for a part of the time interval 
required for transmission of one frame. The 
signal apparently dropped into the noise 
during the middle of Fig. 1(d) with resultant 
loss of sync and picture information. The 
initial deterioration seems to come from loss 
of line synchronization stability, a result fre-
quently encountered in facsimile operation 
when the synchronizing information is trans-
mitted with the picture signal. 

These pictures are among the first re-
sults obtained with the automatic recording 
equipment. Future tests with wider band-
widths and higher information rates may 
yield data on multipath limitations and duty 
cycles that may be expected with this 
method of information transmission. 

CONCLUSION 

At the present time only preliminary 
tests have been made on the equipment be-

fore starting a planned research program. 
Although no extensive conclusions can be 
made at this time regarding this mode of 
communication, the results are encouraging. 

W. H. Buss 
RCA Laboratories 

Princeton, N. J. 
R. J. WAGNER, JR. 

AND G. S. W ICKIZER 
RCA Laboratories 

Riverhead, L. I., N. Y. 

Some Airborne Measurements of 
VHF Reflections from Meteor 
Trails* 

In the course of a program to determine 
the feasibility of transhorizon communica-
tion by means of reflections from meteor 
trails (that is, meteor bursts), it was indi-
cated that measurements from an aircraft 
would be useful in establishing the probabil-
ity of simultaneous reception of meteor 
bursts by separated receivers as a function 
of their separation. High-power cw vhf 
transmissions already were directed from 
Cedar Rapids, Iowa, toward South Dart-
mouth, Mass., for another purpose and were 
suitable for this investigation. 

All signals were monitored simulta-
neously in the aircraft and by duplicate re-
ceiving equipment set up at the Air Force 
Cambridge Research Center (AFCRC), 
Bedford, Mass. Bedford is located just out-
side the 3-db points on the transmitting an-
tenna beam pattern, but this was not con-
sidered detrimental for this investigation. 
Accurate synchronization was maintained 
between the airborne and ground-based re-
corders. 

The transmitting equipment produced 
49.6-mcps cw at about 30-kw output into a 
rhombic antenna having a nominal gain of 
18 db over a half-wave dipole. 

Five-element yagi antennas delivered the 
signals to the receivers. 

The Bedford antenna was fixed in posi-
tion, directed at Cedar Rapids; the airborne 
antenna was rotatable (and retractable for 
landings and take-offs), and always was 
manually positioned to point at Cedar 
Rapids. 

Flights were set up both along and trans-
verse to the Cedar Rapids-Bedford path. The 
method finally adopted, for determining 
simultaneity of the received bursts, consisted 
in recording the WWV audio directly on one 
channel of a Brush recorder and recording 
the signal on the other. Clear-cut, unam-
biguous markers were obtained, even through 
considerable variation in the WWV signal 
strength. Interpolation to a small fraction 
of a second was possible. The recorders op-
erated from the àvc voltages of the receivers 
and were calibrated in terms of the rf input 
voltages to the receivers. 

Most of the good data resulted from one 
24-hour flight in which the aircraft reached 
a point 250-statute miles due east of AFCRC, 
approximately off Halifax, Nova Scotia. 

* Received by the IRE, September 3, 1957. 
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A burst was considered to have occurred 
every time the signal level exceeded an arbi-
trary threshold established just above the 
normal continuous scatter signal. A corre-
lated burst was considered to have occurred 
whenever there was an overlap in time of the 
bursts as detected at the separated receivers; 
that is, information could be passed from the 
transmitter to both receivers simultaneously. 

An effort was made to distinguish be-
tween overdense and underdense bursts.' 
Duration was the primary criterion, but the 
personal judgment of the analyst was a fac-
tor when the shape characteristics indicated 
one overdense burst rather than a group of 
closely spaced underdense bursts. Since the 
reflections from the overdense trails were 
not nearly so specular as those from the 
underdense, the two types are reported 
separately. 

In general, more bursts were detected 
with the airborne than with the ground-
based equipment. This can be attributed to 
the fact that the volume of space in which 
reflections may occur, within the beams of 
both the transmitting and the receiving an-
tennas and within the "meteor layer," is 
larger for the airborne equipment than for 
the ground station beneath it. The meteor 
layer here is defined as the volume of space 
in which satisfactory meteoric trail forma-
tion occurs. This is a shell about 10-miles 
thick, completely enclosing the earth and 
about 70 miles away from the earth's sur-
face. 

Because of the greater number of air-
borne bursts, the correlation in any given 
area must be reported as two ratios, one re-
lating to the number of bursts detected on 
the ground, the other relating to the number 
detected in the air. For the eastbound leg of 
the flight, the ratios for underdense bursts 
are plotted in Fig. 1. (Included in the same 

Fig. I. 

figure are both the Canadian' and the Stan-
ford' computed curves, which are based on a 
separation between transmitter and re-
ceiver of 1000 kilometers, whereas the Cedar 

For discussions of trail density, see Von R. Eshle-
man, On the wavelength dependence of the informa-
tion capacity of meteor burst propagation," this issue. 
p. 1710, and W . R. Vincent, el al., "Analysis of oblique 
path meteor propagation from the communications 
viewpoint," this issue, p. 1701. 

2 C. O. Hines. "Privacy in a JANET System of 
Communication," Rad. Phys. Lab.. Defence Res. 
Telecommun. Estab., Ottawa, Project Rep. 12-3-16; 
December, 1935. 

O. G. Villard, Jr., A. M. Peterson, L. A. Manning. 
and V. R. Eshleman. "Some Properties of Oblique 
Radio Reflections From Meteor Ionization Trails." 
Rad. Propagation Lab., Stanford Univ., Stanford, 
Calif., Tech. Rep. No. 85; May, 1955. 

Rapids to Bedford separation is about 1000 
miles.) The correlation ratios for the over-
dense bursts (not plotted) remained 1.0 out 
to a separation of 150 miles between re-
ceivers, when they started to drop and 
reached about 0.6 at the maximum range, 
a separation of 275 miles. 

J. P. CASEY 
AND J. A. HOLLADAY 

Propagation Laboratory 
Air Force Cambridge Res. Center 

Bedford, Mass. 

Mobile Single-Sideband 
Equipment* 

I he paper by Richardson el al.' presents 
a somewhat depressing piecture, and one is 
forced to the conclusion that the general 
feeling among Motorola engineers is that 
mobile vhf SSB installations are not worth-
while except from the viewpoint of spectrum 
economy which the writer considers not to 
be the true position. 

While the tests described were well-engi-
neered, some of the premises on which they 
were based are only partly true, and closer 
examination would have led to different 
design considerations. 

There are few locations where through-
out a season critical circuit component tem-
perature is likely to vary from — 30°C to 
+85°C in normal use, so that the maximum 
frequency deviation for most installations 
may be considerably less than the ± 638 
cycles postulated; indeed, such components 
could be temperature-controlled. 

The complete equipment design, how-
ever, has been based on the ideas behind the 
statement that the carrier generated in the 
receiver must be within 50 cycles of the cor-
rect frequency to give the detected voice 
signal the proper tonal qualities. The writer's 
experience, on the other hand, is that good 
intelligibility is obtained with the carrier 
generated in the receiver in excess of 300 cy-
cles off frequency (and with an SSB experi-
enced operator up to 600 cycles), provided 
no frequency lower than 600 cycles is al-
lowed to voice-modulate the transmitter. We 
may say that the tone changes, but up to this 
limit the speech does not commence to be-
come garbled until the carrier deviation ex-
ceeds the lowest speech frequency trans-
mitted. 

The fact must be faced that good SSB 
equipment will be considerably more com-
plicated than normal AM or fm equipmPnt. 
Considerable speech processing to obtain the 
best intelligibility and rots to peak voice 
modulation ratio (for highest final amplifier 
efficiency) is very much worthwhile. 

* Received by the IRE. July 22, 1957. 
R. Richardson. O. Eness, and R. Dronsuth. 

"Experience with single-sideband mobile equipment," 
PROC. IRE. vol. 45, pp. 823-829; June. 1957. 

For most users at vhf a manually oper-
ated, speech clarifier, trimmer on the re-
ceiver would be acceptable and, with 
amended design, is practicable. However, for 
stringent services requirements, controlled 
reduced dual pilots, one above and one below 
the converted voice frequencies, operating 
only on speech pauses and controlling afc 
electromechanically, would be almost im-
mune from capture effects. 

Listening on the experimental hf bands 
during rather poor long-range communica-
tion conditions will show the ease with which 
intercontinental SSB contacts can be made 
when normal AM and nbfm dx stations 
cannot be heard, and though this is hardly 
a fair comparison with SSB vs fm at vhf, 
better range, if required, can be produced 
by mobile SSB equipment over fm for equal 
primary power; but the real battle between 
the systems, from the mobile users point of 
view, will inevitably again focus around ig-
nition disturbance suppression. 

R. E. MORROW 
Worth Communications Services 

Birmingham, England 

Author's Comment' 

Our paper' was intended as information 
concerning what we consider a possible solu-
tion to the application of SSB to the uhf 
mobile services. We did not intend or at-
tempt to give a depressing picture. Our 
intention was to present the technical back-
ground for what is presently an experimental 
approach to the problem. When SSB can 
supply the same standards of performance 
as presently achievable with fm equipment, 
the saving of frequency spectrum in and of 
itself will result in universal acceptance of 
SSB for the mobile services. Any advantages 
over and above this main advantage the in-
dustry would happily accept. 

Although Mr. Morrow has indicated that 
we have focused, in his opinion, too much 
attention upon spectrum economy, he has 
failed to indicate what he considers as "the 
true position." 
I would perfer, at this time, to give close 

examination to those premises of our paper 
which he has indicated as being only partly 
true. 

The first point in question was to the 
circuit component operating temperature 
which we have indicated as being from 
—30°C to +85°C. Our organization has 
produced a considerable amount of fm two-
way equipment during the last decade. It 
must be realized that we manufacture equip-
ment which must operate anywhere within 
the continental limits of the United States, 
as well as throughout the world. There are 
many locations in the United States alone 
where the winter temperature can be as low 
as — 30°C and since, in general, the majority 
of two-way equipment is installed in the 
trunks of vehicles, the ambient temperature 
to be expected during the summer can be 
considerably higher than the outside air 

Received by the IRE, Auguit 7, 1957. 
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temperature because of the heating effect of 
the sun. For these reasons, the fm two-way 
equipment which we produce at present is 
required to operate over the ambient tem-
perature range of — 30°C to +85°C. It is 
well to point out that military specifications 
for this type of service are from —40°C 
to +65°C. There is no reason for not assum-
ing the same operating temperature range 
when considering SSB equipment. 

The next point in question was the fre-
quency error of the reinserted carrier which 
could be tolerated. It was stated in the paper 
that the frequency error must be within 50 
c to give the detected signal the proper tonal 
quality. In Mr. Morrow's experience, good 
intelligibility is obtained up to frequency 
errors of 300 c and even 600 c. But here we are 
comparing different standards of perform-
ance, i.e., proper tonal quality vs intelligi-
bility. Is there any doubt that an error of 
300 c does not give the proper tonal quality? 
It is our opinion that any SSB system for 
uhf mobile application must give the proper 
tonal quality in addition to good intelligi-
bility. This is based on what industry is will-
ing to accept today. In fact the trend is 
toward better tonal quality than now exists. 

The third point in question was the use of 
a "speech clarifier." At present, it is only 
necessary to provide the user of fin mobile 
radio with an audio volume control and a 
squelch adjustment control. These two con-
trols are usually made available at a dash-
board mounted control head. It must be 
realized that the people who use mobile 
equipment are not experienced radio opera-
tors. For this reason, it is preferable to pro-
vide a communication means which requires 
a minimum of adjustment over and above 
that required to use a telephone. A taxi cab 
driver cannot be expected to manipulate 
a "speech clarifier" while driving through 
city traffic. In addition, the rapid rate of ex-
change of communication on the mobile 
services would be slowed down considerably 
if a "speech clarifier" were required. A 
"speech clarifier" would not be of much use 
when ten cab companies share the same 
channel and where the length of individual 
messages is from 1 to 10 seconds. For these 
reasons, we feel that a "speech clarifier" is 
totally impractical for mobile application of 
SSB. 

One of the main advantages of SSB over 
AM is realized in the hf band where long 
range communication is required. Under 
these conditions the phenomenon, which 
has become known as selective fading, takes 
place. This is a well-known phenomenon, 
but at the frequency of operation of this 
equipment ( 160 mc) this phenomenon is not 
evidenced. For this reason, no advantage of 
SSB over fm for uhf mobile application 
based on selective fading is anticipated. 

To obtain a realistic performance com-
parison between the two equipments, the 
SSB equipment was designed to use the same 
final amplifier tube and have the same physi-
cal size as the fm transmitter. As indicated in 
our paper, the primary power required for 
the SSB transmitter is 30 per cent less than 
the primary power required for the fm trans-
mitter. For the same primary power the SSB 
equipment would probably out-perform the 

fm equipment by a small extent. I say small 
extent because an increase of power of 15 db 
or so will only double the communication 
range for the services being considered here. 
Hence a few db increase in power results in 
very little increase in communication range. 

If the standard of comparison had been 
equal primary power, it is clear that a larger 
transmitter using a larger final amplifier 
tube, having a higher plate dissipation and a 
higher maximum plate voltage, would be re-
quired for the SSB system. We believe it is 
more realistic to use the same final amplifier 
in the same size transmitter as a standard of 
comparison than to use the saine primary 
power. 

In closing let me make a few comments 
about ignition noise. I am in agreement with 
Mr. Morrow that ignition noise will be more 
deletet ions to a SSB receiver than to an fm 
receiver because of the decrease in receiver 
bandwidth and because the SSB receiver 
is basically an AM receiver. However, we 
have been working on this problem and have 
arrived at a solution which we feel is satis-
factory. Basically, the solution is to blank 
out the ignition disturbance prior to the 
main selective elements of the receiver and 
hence avoid ringing caused by the impulse 
noise interference. Since the disturbance is 
very short in time at the blanking point and 
since the main selective element following 
this point will continue to provide energy to 
the receiver during the blanking time, igni-
tion disturbance can be eliminated from the 
output of the receiver without any loss to 
the desired voice signal. 

ROY A. RICHARDSON 
Motorola, Inc. 

Chicago, Ill. 

Gain Bandwidth and Noise in 
Maser Amplifiers* 

A cavity-type maser,' 2 or any similar 
resonant negative-resistance device can 
serve as an amplifier in two ways: either by 
having a single external coupling line with a 
circulator to separate input and output sig-
nals (circulator maser); or by having sepa-
rate external coupling lines for the input and 
output signals (two-port maser). The purpose 
of this note is to compare the two types with 
respect to gain-bandwidth product and noise 
figure. While the expressions presented are 
not new, the specific comparison does not 
seem to have been made previously. 

The conclusions reached here are: 1) the 
optimum gain-bandwidth product of the 
two-port maser is only one-half that of the 
circulator maser for the same basic maser 

* Received by the IRE, August 5, 1957. 
J. P. Gordon. H. J. Zieger, and C. H. Townes, 

*The maser.* Phys. Rev., vol. 99, pp. 1264-1274; 
August 15, 1955. 

2 N. Bloembergen. *Proposal for a new type solid 
state maser." Phys. Rev., vol. 102, pp. 324-327; 
October IS, 1956. 

cavity and is obtained in the two-port case 
only at the sacrifice of low noise figure. 
2) The optimum noise figure of the two types 
of maser is the same, but it can be achieved 
in the two-port maser only by sacrificing 
some of the bandwidth. 3) Despite the theo-
retical superiority of the circulator maser, 
certain practical considerations may still 
make the two-port maser competitive. 

To demonstrate these statements, con-
sider the cavity equivalent circuit of Fig. 1 

Fig. 1—Equivalent circuit of the maser cavity. 

where 

Rc= ohmic losses in the cavity walls 
and the maser material, all at tem-
perature T. 

— R.= negative resistance of the maser-
material spin system with nega-
tive spin temperature — 

— R„.' = R.— R„,= effective negative total 
resistance of cavity-plus-spin sys-
tem. 

We then define 
Q.= wol../ R.= unloaded cavity Q due to 

ohmic losses. 
—Q„.= — woL I R„, = negative Q of spin sys-

tem. 
= — caoL. I R.' = effective negative to-

tal unloaded Q of cavity-plus-spin 
system. 

In the circulator maser a single external 
line of impedance R. couples the cavity, 
through a circulator, to matched generator 
and load resistances R„ = RL = R., as shown 
in Fig. 2, where the resistance values refer to 

RL 

Fig. 2—Equivalent circuit of the circulator maser. 

the values as transformed into the cavity by 
the coupling transformer. The temperatures 
of the resistances R,, and RL are T,, and TL, 
respectively. We also define 

Q. cooLl R. = external Q of the coupling line. 

We will characterize the noise generated in 
the maser by an amplifier noise temperature 

defined so that the additional noise 
generated in the maser amplifier is equiva-
lent to an additional noise source at tern-
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perature T....pi connected to the input of the 
maser. The noise figure of the amplifier is 
then F=1±TampliTe. We will assume that 
the bandwidth of the spin system is much 
larger than the bandwidth of the resonant 
cavity and that the noise due to spontane-
ous emission in the spin system can be con-
sidered to be Johnson noise in a negative 
resistance —Rub at a negative temperature 
— T„,.3 Then for the circulator maser the 
gain bandwidth and noise temperature are 

G1/2/3 = 2f./Q. 

Q. 
n mpt — — Q. r. (1) 

The condition for high gain in a circulator 
maser is that the external loading should 
just slightly overcome the negative resist-
ance of the cavity, or that 1/Q.e---;11Q.1. 
Under this condition, the above expressions 
become 

Ging 2f0/(2., 

(2) 
Q. 

In the two-port maser the source and 
load have separate coupling lines, as shown 
in Fig. 3. 

Fig. 3—Equivalent circuit of the two-port maser. 

We define 

Q„ = woL/R, = external Q of the input 

coupling line. 

external Q of the output 

coupling line. 

For a given maser cavity with a given Q.', 
the circulator maser must have a fixed out-
put coupling Q. to achieve a certain gain, 
and the noise figure and gain bandwidth are 
then fixed. However in the two-port maser, 
the input and output couplings Q.,, and 
can be separately varied to adjust the gain, 
and different ratios of input to output 
coupling will give different noise figures and 
gain bandwidths for the same gain. Further-
more, the load can never match the negative 
resistance of the maser cavity, and so noise 
from the load resistance is reflected back 
from the cavity and must be taken into ac-
count in the noise temperature. 

In general, the noise temperature and 
gain bandwidth of the two-port maser are 
given by the expressions 

=-- cool,/ R 

I R. V. Pound. "Spontaneous emission and the 
noise figure of maser amplifiers." Ann. Phys., vol. 
1, pp. 24-32; January, 1957. 

GII2B -- 2.41(Q.A.L)'I2 

Q.0 T Q.. = — . -F — 
Q. 

— 1/Q,,,. — 1/42.)2 Tr,. (3) 
4/Q..Q.L 

The condition for high gain in a two-port 
maser is that the total external coupling 
should just barely overcome the negative 
cavity resistance, or 1 /Q.o+11Q•C"--' 1/Q.'. 
For high gain, the two-port noise tempera-
ture and gain bandwidth become 

G1/2/3 (2fo/Q.') [ea — eq"2 

T..p1 1 )r1--t'iT.-1-(1+ 9 -.)T,. —e i1 Q. 

1  TL 
e (4) 

where the parameter e=Q„,'/Q.r, tells how 
the coupling is distributed between the in-
put and output lines. In practice, e would 
vary between the limits 0 and 4. Eq. (4) 
shows that for 6=0, which means that 

and Q.r.>>Qmi, i.e., heavy input and 
light output coupling, the noise temperature 
of the two-port maser has a minimum value 
just equal to the value for the circulator 
maser. Unfortunately, this case also reduces 
the bandwidth to zero. For the limit e= 
which means equal input and output cou-
pling, Q.oe•'-•- the gain bandwidth 
is maximum and equal to one-half the value 
for the circulator. The noise temperature, 
however, is at least doubled, plus the con-
tribution due to the load resistance noise. 

That the gain bandwidth of the two-port 
is only one-half as large as the circulator 
maser can be explained as being due to the 
fact that one-half of the amplified output is 
lost by being fed back down the input line, 
since the input and output are coupled 
equally to the cavity. However, once one 
accepts the initial loss of 4 the bandwidth or 
6 db in gain in going from the circulator to 
the two-port, the situation is not as bad as it 
may seem. Fig. 4 shows a plot of noise tern-

4 

o 

e 
¿f 

T 
Tom 

1 , 

e 

2 

Fig. 4—Noise temperature and bandwidth of a two-
port maser vs the output coupling parameter. 

perature and bandwidth vs e for the two-
port maser, where the load resistance noise 
term has been ignored. The opt subscripts 
refer to the values for the circulator case. As 
e is reduced, the noise temperature falls off 
much more rapidly than the bandwidth, so 
that nearly optimum noise figure can be 

• 

achieved with very little further loss in 
bandwidth. 

If presently proposed solid-states or 
molecular-beam' masers are to achieve any-
thing approaching their optimum potential 
noise temperatures, it is apparent that in the 
two-port case the load line will have to be 
cooled to very low temperatures. However, 
this can probably be done in practice by use 
of a cooled ferrite isolator in the output line 
with the additional benefit of stability to 
load fluctuations. Furthermore, the noise 
performance of the system will not be too 
badly degraded by various types of nonideal 
performance of this isolator. In the circu-
lator case, on the other hand, nonideal per-
formance in the form of forward loss in the 
circulator will have a serious effect on the 
optimum noise figure even when the circu-
lator is cooled. This is because the circulator 
comes before, not after, the amplifier. 

If one is not really pushing the maser to 
its ultimate noise figure, then the circulator 
maser is probably better, as well as simpler. 
To approach the ultimate noise figure in 
practice, however, it may be necessary to go 
to the two-port maser. 

The author is grateful to P. N. Butcher 
and H. Heffner of this laboratory for their 
suggestions and discussions. 

A. E. SIEGMAN 
Stanford Electronics Labs. 

Stanford, Calif. 

Improvements to the High-Accu-
racy Logarithmic Receiver* 

Chambers and Page have described a 
high-accuracy logarithmic receiver.1 Fig. 1 
(opposite) shows a single stage of this ampli-
fier. Each IF tube acts a$ an infinite imped-
ance detector and supplies a detected sig-
nal to its associated video amplifier. A 
cathode capacitor is required in each IF 
stage to keep the IF out of the video section 
and to avoid excessive degeneration. This 
capacitor unavoidably clres some attenu-
ation of the higher freque cy components of 
the video signals. To balance off the video 
response a similar capacitor is used in the 
video amplifier cathode so that the high-fre-
quency components receive maximum video 
amplification while the lower frequencies are 
heavily degenerated. 

We have had occasion to construct a 
matched pair of these receivers for precision 
comparison of two pulse trains. It was found 
that for exact pulse reproduction, each set 
of IF and video cathode capacitors required 
critical adjustment so as to make matching 
of the pulses from two logarithmic amplifiers 
nearly impossible. It was found possible to 
replace each IF cathode 'capacitor and its 
associated isolating resistor with a 7r-section 
constant K low-pass filter. This filter was de-
signed to match the approximately 200-
ohm cathode impedance of the OAKS IF 
tube and to have a cutoff frequency of 15 

* Received by the IRE, June 24.1957. 
l T. H. Chambers and I. H. Page. "The high-ac-

curacy logarithmic receiver." PROC. IRE, vol. 42, 
pp. 1307-1314; August. 1954. 
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mc. Video signals below this frequency are 
passed unaltered while the IF is efficiently 
blocked and IF cathode bypassing is nearly 
as good as the original circuit. 

This method of coupling to the video 
tubes oilers two interesting possibilities. 
Fig. 2 shows a cathode-driven video stage. 
This circuit produces the most faithful pulse 
reproduction since the constant K section is 
properly terminated at both ends. Moreover, 
the output pulse now has the positive polar-
ity which is conventional in radar IF strips. 
It should be pointed out, however, that 
since the two tubes are working from a com-
mon dc cathode resistor, some of the dc 
current stabilization advantages of the 
original circuit are lost. Fig. 3 shows a grid-
driven version which is suitable if no dc 
video signals are anticipated. This circuit 
utilizes the full gain of the video amplifier 
tubes and is capable of maximum outputs in 
excess of 40 volts. A modification of this 
circuit could conceivably be used to cathode-
drive a cathode ray indicator tube without 
the use of an additional video amplifier. 

ROGER T. STEVENS 
Electronic Systems, Inc. 

Boston 11, Mass. 
Formerly with Avco Mfg. Co. 

Boston, Mass. 
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Accurate Measurement of r , and ao 

for Transistors* 

At low frequencies the dynamic collector 
resistance, r., and the common-base short-
circuit current gain, ao, are the only impor-
tant transistor r parameters for most small-
signal computations. The purpose of this 
note, however, is to present a method where-
by both r, and ao can be directly and ac-
curately measured. 

Consider the circuit diagram of Fig. I. 

Fig. 1—Circuit diagram used for measuring the low-
frequency current gain of an n-p-n transistor as 
a function of the collector load, RL. 

The base bias current, II?, is very nearly 
ED/Rb. The input (mis) ac component of the 
base current, /b, is very nearly E5/Rb. 

*Received by the IRE. July 8, 1951 

FROM 
PREVIOUS 
I- F 
STAGE 

100 

+150V 

1500 

6AK5 

IC) 

POSMVE 
BIAS 

41*  

2000 
-= 

5% 

3600 
82 

100 

3.9/1. H <=" 
cp 

390 
5 % 

6AK5 

TO NEXT 
I- F STAGE 

2000 

»FT50 4 150V 

82 2000 

62p. H 62p. H 

9_19 Q_Ç? )--*-

FROM 27 TO NEXT 
PREVIOUS VIDEO 

VIDEO STAGE 

STAGE 

Fig. 3. 

In the collector circuit, however, the 
(rms) ac component of the collector current, 
lc, is very nearly V../RL, since the ac voltage 
across the capacitor, CI, is negligibly small. 
The quiescent collector current, /e, is meas-
ured directly by the dc ammeter, A. If 
the transistor parameters are to be main-
tained constant while RL is varied, /c 
should be kept constant by properly ad-
justing the potentiometer. 

It can be shown that if the input signal 
is small enough for linear operation, at low 
frequencies the current gain, Ai, is given by 

Ai = 
r. — aor. —aorf 

r.± r.(1 — ao) -1- RL RL -1- r.(1 — ao) 

from which it follows that 

11 1 — ao 1 I 161 

lAil (KO aOrc lel ) 
RL = - 1 

Both It and Ic can be computed once 
E,I , I V..I, Rb, and RL are known. 

If RL is varied and the transistor param-
eters are held constant as indicated above, 
according to (1), a plot of 11/Ail vs RL 
gives a straight line whose slope and y 
intercept are, respectively, l/aor. and 
(1 - ois)/as. Hence, the parameters r, and as 
can be calculated. 
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From the graph of Fig. 2, it is found that 
for the given transistor ao = 0.9922 and 
r=1.136 X106 ohms. 

It can be shown that the magnitude of 
aof., the low-frequency short-circuit current 
gain of the common-emitter transistor am-
plifier, is ao/(1 —ao). Hence, 4 0/.1 is the 
inverse of the y intercept of the graph of 
Fig. 2. For the transistor used here, I aof.I 
=128.2. 

Fig. 2—A plot of 11 /Ail VS RL at 1000 cps for a 
p-n-p transistor (GE 2N192) with la =20 i.e. 
and 1c= -2.5 ma. 

To improve further the accuracy of 
measurement, the voltage Ifn, and E, can 
be compared by a precision attenuator 
rather than by measuring their absolute 
values. Moreover, since a relatively large 
increment of the quiescent collector-to-emit-
ter voltage corresponds to a much smaller 
relative increment of the quiescent collector 
current, maintaining the transistor param-
eters constant can be more accurately 
achieved by means of a de voltmeter across C 
and E rather than by the dc ammeter, A. 

M. A. MELEHY 
Elec. Eng. Dept. 

Michigan State University 
East Lansing, Mich. 

A Further Note on Differentiability 

of Autocorrelation Functions* 

In a recent communication appearing in 
this journal, Brennan' has given conditions 
under which an autocorrelation function of 
a stationary process is differentiable at the 
origin. It was shown that any one of the fol-
lowing three conditions is sufficient to insure 
differentiability: 

I) f(t) satisfies a uniform Lipschitz con-
dition of order p>¡. 

2) f(t) is uniformly differentiable and has 
a finite mean square derivative 

3) f(t) is uniformly differentiable and the 
limit (ff') exists and is equal to zero. 

• Received by the IRE. August 5, 1957. 
I D. G. Brennan, "Smooth random functions need 

not have smooth correlation functions." PROC. IRE, 
vol. 45, pp. 1016-1017; July. 1957. 

Here ( ) denotes a time average. The auto-
correlation p(r) of fis defined in terms of this 
time average. 

If time and ensemble averages are equal, 
differentiability of the autocorrelation is as-
sured under conditions much weaker than 
the above. Let the prefix E denote ensemble 
average or expectation. Then we have: p(r) 
is twice differentiable only if there exists a 
random process J.' (1) such that given any 
> 0 there is a 8> 0 for which 

E 11 1(1 + h) — f(t)  r(i) < e (1) h 

whenever I III < 6. If ( 1) holds, there also 
follows 

d 
E(ff') = (ff') = — p(r)_o = 0 (2) 

dr 

and also 

EUT (i)f (1 r)] = —ddr21 p(r). (3) 

The above theorem is a standard result 
in probability theorys and will not be 
proved here. 

To show that ( 1) is weaker than the uni-
form convergence required by Brennan, we 
note that the stationarity of f(t) implies that 
if ( 1) holds for any t, it holds for all 1. 
Furthermore, convergence in the ordinary 
sense implies ( 1) but not conversely. 

It does not appear that Brennan's con-
dition one can be sharpened readily. How-
ever, a partial converse of condition one is 
that if ( I) holds, there is a modified Lip-
schitz condition of the form 

Ell .f(I r) 1(1)1 1 = o(I TI P) (4) 

for sufficiently small r and all 0 p < 1 inde-
pendently of t. The proof of (4) is a result of 
Schwarz inequality and the finiteness of 
Ellf(1)1 21. 

F. J. BEUTLER 
Dept. of Aeronautical Eng. 

University of Michigan 
Ann Arbor, Mich. 

A proof may be found in Loeve. "Probability 
Theory." D. Van Nostrand Co., Inc., New York, N. Y., 
pp. 470-471; 1955. 

An Improved Operational Amplifier* 

The recent proposal suggested by Mr. 
Nitzberg in these columns' for the use of 
low-gain amplifiers to perform mathematical 
operations appears to overlook the implica-
tions of the use of positive feedback. In fact 
"adjustment of the parameters of the circuit 
to perform exactly the required mathemati-
cal operations" calls for the use of a feedback 
amplifier of infinite external gain [Za, Zbr 

in Fig. 2 of Mr. Nitzberg's note, with 
Zb Za(k2 —  1)]; this is, therefore, impractic-
able. Although static accuracy may be im-
proved through an increase in loop gain, 

* Received by the IRE. July 25. 1957. 
I R. Nitzberg, An improved operational ampli-

fier." PROC. IRE. vol. 45, p. 880; June, 1957. 

this need not be so for dynamic accuracy.' 
In fact no improvement would result for 
adders, whereas integrator performance may 
improve, subject to consideration of input-
signal frequencies. Instability problems are 
not avoided or simplified by the proposed 
scheme. 

If positive feedback is used it will, in 
general, be good to avoid it around the last 
stage of the amplifier because of output im-
pedance requirements. Finally, positive feed-
back in operational amplifiers has been in 
use for many years, the best example known 
to me being the Boeing analog computer. 

Amos NATHAN 
Technion, Israel Institute of Technology, 

Haifa, Israel 

'A Nathan. Dynamic accuracy as a design 
criterion of linear electronic differential analyzers,' 
IRE TRANS., vol. EC-2, pp. 74-86; June. 1957. 

The Junction Transistor as a Charge 

Controlled Device* 

Explanations of transistor action in most 
publications hitherto have centered around 
the basic concept of the transistor being a 
current controlled current source. It is the 
purpose of this note to emphasize the fact 
that such an explanation essentially is valid 
only for the equilibrium conditions obtained 
during dc or low-frequency operation and 
that a more fundamental description, as 
well as a more powerful one, involves a de-
scription in terms of charge control. 

It is well known, of course, that for a 
current to flow between emitter and col-
lector in a junction transistor, a density 
gradient of minority carriers must exist in 
the base region (see Fig. 1) and that a cor-

- - 
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E 
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Fig. 1—Charge distribution in the base region. 

responding number of majority carriers 
must also exist there (in excess of the equi-
librium number of impurity carriers) in 
order to maintain space charge neutrality. 
For transistors in which the current gain 
approaches unity, the relationship between 
this base charge Qa and the gradient of this 
charge from emitter to collector is almost 
linear and since the emitter-collector current 
is proportional to the charge gradient, the 
ratio Q8//E which has the dimensions of a 
time constant, but is conveniently expressed 
in pico-coulombs per microamp, is a funda-
mental parameter of a transistor. 

• Received by the IRE. August 13, 1957. 
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Evidently, since narrow base regions per-
mit a particular gradient to be set up with a 
smaller total base charge, it is to be expected 
that Wig is a function of base width and 
hence of cutoff frequency. Indeed, it can be 
shown that when base width W is very small 
compared with the minority carrier diffusion 
length L and when emitter efficiency -y is 
equal to one: 

QBIIB (1) 

where D is the minority carrier diffusion 
constant. 

Moreover, since for 

W« L, coN = 2.43D/ W2 (2) 

03//E = 1.215/coN (3) 

where coN is the common base current gain 
angular cutoff frequency. It can readily be 
shown that (3) [although not ( 1) and (2)] is 
valid to within about 2 per cent even for 
W= L. 

If, however, 1, < 1 and W is not very 
much less than L, two time constants must 
be defined which have the values shown in 
(4) and (5). 

Emitter-time constant 

TS QBIIE = 1.215-y/coN. (4) 

Collector-time constant 

Tc = Qe1 lc = 1.215/tkoN, (5) 

where j3 is the emitter-to-collector minority 
carrier transport factor. 

It is of interest that (4) and (5) offer a 
method of measuring (somewhat inaccur-
ately) ;3 and -y separately, a separation which 
cannot be achieved when currents only are 
measured. Furthermore, it may be noted 
that Tc is independent of emitter efficiency 
so that even at current levels at which y de-
creases' the base charge control of /c re-
mains linear. 

An "ideal" transistor now may be de-
scribed. It is one in which both /3 and 'y are 
unity (i.e., no minority carrier recombina-
tion either in the base or the emitter) and in 
which the extrinsic base resistance is zero. 
Such a transistor could be " turned on" by a 
lossless injection of QB into the base region 
(by discharging a capacitor into it) and a 
steady emitter-collector current would then 
flow until the base charge was removed. It is 
this process which constitutes the funda-
mental operation of the transistor. Such an 
ideal transistor would draw no base current 
and base current control of the transistor 
output current would not be possible. In-
deed it is only as a result of "imperfections" 
in the transistor that current control be-
comes a practical possibility. Nevertheless 
recombination does occur and it becomes 
necessary to supply a steady current to the 
base region in order to maintain the level of 
QB. A third time constant therefore becomes 
of significance, namely: 

Base-time constant 

1.2157 
TB — QB   (6) 

/s — «N) 

W. M. Webster, "On the variation of junction 
transistor current amplification factor with emitter 
current," Pace. IRE. vol. 42, pp. 914-921; June. 
1954. 

EMITTER 

where aN =fry. [The collector cutoff current 
has been neglected in (5) and (6) for simplic-
ity.] 

The measurement of these time constants 
can be achieved readily by driving the trans-
istor from a square wave generator through 
a parallel resistance capacitance network 
and adjusting the resistance and capacitance 
for square wave current output. For exam-
ple, if the transistor is in the common emit-
ter connection and the drive is applied to 
the base then TB is equal to the time con-
stant of the driving network. 

An equivalent circuit representation of 
the transistor in its basic form (neglecting 
/co again) is shown in Fig. 2. SB represents 

COLLECTOR 

Fig. 2—Ideal large signal equivalent circuit. 

the "base charge store" and is analogous to 
an infinite capacitance in that for a finite 
charge upon it no voltage appears across it. 

If the transistor is driven from the con-
stant current source ID, say, this current 
has not only to provide the recombination 
current and the emitter majority carrier 
current but also the majority carriers, com-
prising QB (the minority carriers comprising 
QB enter through the emitter). Evidently, 
while QB is being set up to its equilibrium 
value, /B//c is greater than its normal value 
of (1 —otnt)/aN, and linear current control of 
the output current is lost. During this period 
the behavior can be expressed as follows: 

qe dqe 
IB = — — 

TB dt 

where qe is the instantaneous charge on the 
base store. 

Since also 

(7) 

ID = (8) 
Tc 

(7) can be solved for the rise time to, re-
quired for the collector current, starting 
from zero to reach, say, 90 per cent of its 
final value Ici. 

Thus 

t. =- TB In [IDTB/(/B7's — 0.9/ciTc)]• (9) 

This rise time has been evaluated by 
Ebers and Moll,2 starting from somewhat 
different premises, and substitution from (5) 
and (6) in (9) leads directly to (40) of 
Ebers and Moll with the exception of the 
numerical factor 1.215. 

Expressions can be derived similarly for 
the rise time or fall time in the common base 
and common collector configurations of the 
transistor and also for the storage time of 
the transistor operating in the saturation 
region. For the latter case a saturation time 
constant Ts is required and can readily be 
evaluated (and measured), thus 

J. J. Ebers and J. L. Moll, "Large signal behav-
ior of junction transistors." Paoc. IRE, vol. 42. pp. 
1761-1772; December, 1954. 

QBs 1.215(1/CONO 1/C010) 
Ts — (10) 

IBS I — OINO•a10 

where QDS is the base charge in excess of QB, 
and QB here is the base charge corre-
sponding to the "just bottomed" state 
of the transistor. Is is the base current 
in excess of QB/TB. 

coNo and cow are the current gain angular 
cutoff frequencies in the normal and 
inverse connections of the transistor, 
and ario and aio are the corresponding 
values of the dc or low-frequency cur-
rent gain. The suffix zero indicates that 
the values of the last four parameters 
refer to the condition in which the col-
lector-base voltage is approximately 
zero. [This qualification can be of im-
portance. It was not emphasized by 
Ebers and Moll, in connection with 
their (42) to (44)]. 

If, as is normal, the collector-base voltage 
falls during turn-on, the collector depletion 
layer is reduced in thickness and the effect-
ive base width is increased. This, of course, 
accounts for the difference between cutoff 
frequency values at different collector volt-
ages, but it also implies that a larger base 
charge must be injected in order to set up 
the charge gradient corresponding to the re-
quired collector current. The extra charge 
involved is illustrated by the shaded areas in 
Fig. 3. It will be noticed that it is necessary 

E 
Fig. 3—Change in base charge arising from a 

change of collector-base voltage. 

not only to inject a larger control charge Qs 
but also to inject majority carriers to neu-
tralize the impurity centers which have 
emerged from the collector depletion layer 
during turn-on. These two additional charges 
are labeled respectively, aQs and QRD, and 
can be associated with the discharge of the 
collector storage and depletion layer ca-
pacitances; their presence increases the ef-
fective values of the time constants. 

By considering small increments of volt-
age and charge the characteristic small sig-
nal equations can be set up readily from 
which the element values of either the hy-
brid- 7r equivalent circuit proposed by Gia-
colettos or the equivalent T circuit proposed 
by Early4 can be derived. 

I L. J. Giacoletto, "A study of p-n-p alloy junction 
transistors from dc through medium frequencies," 
RCA Rev., vol. 15, pp. 506-562; December, 1954. 

J. M. Early, 'Effect of space charge layer widen-
ing in junction transistors." PROC. IRE, vol. 40, pp. 
1401-1406; November, 1952. 
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It can be seen from the foregoing that 
the charge control concept provides a rela-
tively simple means of relating the small and 
large signal response of the transistor. The 
time constants TB, T c, and Ts are particu-
larly simple to evaluate experimentally and 
offer a convenient alternative to the meas-
urement of current gain and cutoff fre-
quency. Indeed, in our view the description 
of the transistor in terms of charge control 
is not only useful but is in fact the funda-
mental description of transistor action. In 
view of this, a fully analysis of the problem 
of charge control has been written.* 

J. J. SPARKES 
AND R. BEAUFOY 

British Telecomm. Research Ltd. 
Taplow, Berks, England 

R. Beaufoy and J. J. Sparkes, "The junction 
transistor as a charge controlled device." ATE J., 
pp. 310-327; October, 1957. 

FM Noise Spectra* 

While the writer was investigating fm 
noise in cw magnetrons, there appeared 
correspondence' from Mullen and Middle-
ton on this and related subjects. The pur-
poses of the present letter are: 1) to point 
out that the principal result presented by 
them (the need for a correction to the pre-
viously published form2 for the tails of the 
fin noise spectrum) can also be obtained by 
a simpler, albeit less elegant, calculation; 
2) to give some details of interest not in-
cluded explicitly by Mullen and Middleton; 
and 3) to comment on a crude but useful 
"quasistatic" model for the type of wave 
studied. 

Consider a sinusoidal wave v(t) of ampli-
tude A 0 and mean (angular) frequency wo 
which is corrupted in frequency by a sta-
tionary, Gaussian, random wave vo(t) ac-
cording to the relation 

co(t) = coo + Dovo(t). (1) 

Let Wo(co'), the power-density spectrum 
(pds) of v.(1), be practically independent of 
Ico'l from zero to a frequency far in excess of 
Do2W,.(0) and then decrease monotonically 
to zero before 14 reaches, say, w0/10. We 
thus study "low-index" noise of the type 
treated by Stewart, 2 not that discussed by 
Medhurst.3 Although by elementary meth-
ods (see below) one can estimate the pds of 
v(t), a careful treatment* employs the 

* Received by the IRE. August 26, 1957. The 
study leading to this letter was begun under the spon-
sorship of the General Electric Co. and has been con-
tinued under the sponsorship of the Wright Air 
Development Center. 

A. Mullen and D. Middleton, *Limiting forms 
of fm noise spectra." PROC. IRE, vol. 45. pp. 874-
877; June, 1957. 
• L. Stewart, *The power spectrum of a carrier 

frequency modulated by Gaussian noise," PROC. IRE. 
vol. 42, pp. 1539-1542; October, 1954. 

R. G. Medhurst, *RE bandwidth of frequency-
division multiplex systems using frequency modula-
tion," PROC IRE, vol. 44. pp. 189-199; February. 
1956. 
• D. Middleton, The distribution of energy in ran-

domly modulated waves," Phil. Mag., ser. 7, vol. 62, 
pp, 689-707; 1951. 

Wiener-Khintchine relation between spectra 
and correlation functions. The pds of v(t) is 
found to be 

W (co) .= (2/7r) f R(1') coscot'de, (2) 
o 

where R(t') is the autocorrelation function 
(acf) of v(t), given in terms of Wo(co') by 

R(i') = (A 02/2) cos woe 

•exp f (1/co")Do2Wo(co') 

• [cos (cu'!') — . (3) 

For convenience, we let the argument of 
Wo(cos) take on negative values as well as 
positive ones but restrict the arguments of 
R(t') and W(w) to nonnegative values. 

As a simple example, consider the "rec-
tangular" modulating spectrum, in which 
W„(co') equals W.0 for ! col <cum and is zero 
elsewhere, with com»Do2Woo. Use of the 
apparently excellent approximation 

R(1') = (A02/2) cos coot' exp (- 71-D02117.ot') (4) 

leads readily to the result2 

(A 02/2) D02W ,,0  
W (co) = 

(7rDo2Woo)2 k2 

where k=co—coo. Since the difference be-
tween (5) and the exact result can easily be 
shown to be very small compared to W(0), 
a better approximation need be made only 
for the tails of the spectrum of v(i). It is 
recommended by Mullen and Middleton 
that further approximations to W(w) be 
made by their ( lb), an expression for 12(e) 
in terms of the ad f of vo(t) rather than in 
terms of its pds. It seems worth mention-
ing here that a good approximation can also 
be obtained by a calculation based on (3). 
The analysis is straightforward once a well-
hidden (to this writer) mathematical pitfall 
is sidestepped. Combination of (2) and (3) 
and neglect of the term involving the rapidly 
oscillating factor cos (co-l-coo)t' lead to the 
relation 

(5) 

W (co) = (A02/2r) f cos ke (r)(11' , (6) 
o 

where J(e), the exponential in (3), de-
creases slowly and monotonically from unity 
at t' =0 to zero. The cosine term in (6) os-
cillates rapidly when k is appreciable. Then 
the contribution to W(w) made by a positive 
lobe of the oscillating integrand is almost 
exactly cancelled by the succeeding negative 
lobe, and the value of the integral is very 
small. More important, it is highly sensitive 
to the slope of the slowly varying function 
JO') at and near its maximum. A serious 
error thus arises when the accurate J(e) is 
replaced by the exponential in (4), for their 
slopes at e =0 are not the same. (One 
wonders whether similar errors have been 
made by other workers in other problems.) 
It is found that a better approximation than 
(5) is that W(w) is given by (5) for 1k 1 <com 
and is zero elsewhere. 

For a general Wo(co') (subject to the re-
strictions stated in the second paragraph), 
one obtains by an approximation similar to 
(4) an estimate good for co close to coo: 

(A02/2,D02W „ (0)  
W(co) (7) 

prDo2W0(0) [2 -F k2 

To calculate the tails of the spectrum, one in-
tegrates (6) twice by parts to arrive at 

W(co) = (Ao2DoVe(ii — /2), (8) 

where 

Ij = (1/2r) f cos ke (e) 
o 

- [ f Wn(c1) cos oadcolde 

and 

/2 = (D02/2T) f cos ke..1 (I') 
o 

(9) 

2 
• [ sin co' I' Al . (10) 

One can show that, except for small 1 kl, the 
contribution of 12 can be ignored at any 
value of k for which Wo(co') is not negligible 
with respect to Wo(0); specifically, 

I2(k)/11(k) 

< [W0(0) 1W ,,(k)] [rDo2Wo(0)/ 1 kl J. (1 1) 

Since in (9) the integral over co' decays much 
more rapidly with than does J(1'), one may 
set J(1') = 1 for all without introducing ap-
preciable error in the integrand or in the 
slope of the monotonic portion of the in-
tegrand near its maximum. Then compari-
son of ./1 with the Fourier-integral identity 
yields the important result 

W(w) (A02/2)D02W,,(k)/k2, 

k j » D02147 „(0) (12) 

Eqs. (7) and ( 12) may be combined in the 
form, valid for all k, 

(A 02/ 2) D02W „(0)  
If (co) = r(k)  , (13) 

[7rDo2Wo(0)]2 k' 

where r(k)----•--• W,.(k)/W„(0). 
A further calculation of interest may be 

made if the modulating spectrum is rec-
tangular. Evaluation of I,, with the help of 
a transformation from t' to the sine integral 
of wild', shows that the discontinuity in 
Wo(co') is rounded off in W(w) to an extent 
dependent on the bandwidth of the spec-
trum of the modulated wave. Specifically, 

1 dr(k)/ dki (7r2D02W I kI = com. ( 14) 

This function r(k) behaves much as does 
the Fermi-Dirac probability function 
[1 (E — E.)/k71-', the bandwidth 
D02 W,,0 playing the same role as T. 

Some important properties of a noisy 
wave of the type discussed above are in-
dicated by a simple "quasistatic" model of 
the wave. Although it is quite unlikely that 
this model is original with the writer, it has 
evidently not appeared in the literature. 
Despite its limitations, such as the absence 
of explicit information concerning phase cor-
relation, it seems worth comment. 
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Consider first a carrier subjected to 
sinusoidal foi at high modulation index (low 
rate of frequency deviation, relatively high 
deviation). It can be represented by the sum 
of a carrier (much reduced in amplitude) and 
many sidebands, or it can be considered 
simply as a carrier whose frequency varies 
slowly with time. If the carrier is now also 
subjected to low-index fm by a sinusoid of 
high frequency, co,„, the wave can still be 
represented completely in terms of a carrier 
and sidebands. The relatively large side-
bands near the carrier remain, and "small-
scale models" of the group close to the 
carrier appear near co = coo ± co„,. Higher-
order spectra are present, but they can 
usually be ignored. Alternatively, one can 
think of the wave as a carrier of slowly vary-
ing frequency plus a pair of small antisym-
metric sidebands which vary slowly in fre-
quency so as to remain just co,„ from the 
carrier. Modulation in amplitude at the rate 
co,„ can be represented by symmetric side-
bands whose frequencies vary similarly. 

It is possible to use a similar quasistatic 
description of the wave if more than one 
slow, high-index modulation and/or more 
than one fast, low-index modulation are 
present ; and the idea may be extended to fm 
and ANI arising from a combimit ion of "low-
frequency" and "high-frequency - noise. The 
frequency of the carrier of such a noisy wave 
fluctuates slowly in a relatively narrow fre-
quency ha tul centered at wit; it is accom-
panied by a continuous sideband clistrilm-
tion which shifts slowly in frequency to keep 
in step with the carrier. Elementary fin 
theory indicates that the power in an fm-
noise sideband separated from the carrier 
by co„, is proportional to co„, 211,, (w,,), where 
W,,(co') is the pds of the process (-musing fin 
noise. These crude ideas thus lead to the 
correct form ( 12) for the tails of the pds of 
the modulated wave. 

It also follows from this model that a 
discontinuity in 111„(co') such as that at the 
outer edge of the rectangular modulating 
spectrum will not give rise to a discontinuity 
in 1V(w), for the sidebands corresponding to 
com fluctuate in frequency about we ± we. The 
degree of smoothing depends on the extent 
of the fluctuations of the carrier frequency 
about coo. This prediction is consistent with 
(14), which shows that the smoothing of the 
discontinuity increases with the half-power 
bandwidth of the spectrum !VW. 

Because the spectrum of the random 
process causing fin of the carrier is con-
tinuous front zero to a high frequency, there 
is no natural demarcation between low- and 
high-frequency modulating terms. A " sepa-
ration" frequency, co.., must be chosen rather 
arbitrarily. In order that the amplitude of 
the quasistatic carrier be practically the 
same as that of the un modulated carrier, 04 
should be chosen high enough that practically 
all of the energy of the pds ( 13) lies in the 
range coo — co„ < co < coo On the other hand, 
in order that little error be introduced by 
treating the slow fluctuations in a quasi-
stat ic manner, w, should be small compared 
to the bandwidths of all of the circuit ele-
ments involved. 
A mathematical representation of the 
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noisy wave which is convenient for the cal-
culation of such effects as the conversion of 
fin to AM by frequency-dependent circuit 
elements is 

i(t) tint 3.10 exp(i,,o(1)) 

I f‘0, (co') [exit j(co't 0„(co')) 

▪ expj(—co't — 

▪ fexp( jco'i) [A (co') exp(j0.(co')) 
w„ 

▪ (11co')D0F(co') exp(j0f(co'))1dco' 

fexp (—jco't)[A(co') 
w, 

exp (—ja(o.,')) — (1/co')D0F(co') 

exit (—jOi(co'))1c/co' . (15) 

Here A (0 and F(w') are proportional to the 
square roots of the pds of the processes 
causing AM and fin, respectively. The 
phases a, (co'l and Of(co') may be thought of as 
varying randomly in tinte; correlation be-
tween . 1M : owl fm exists if some N-alites of 
0«.(co') — 0(w') occur more often than others. 
The low-i requency components of fm cause 
the random phase 0,(f) to fluctuate rela-
tively slowly about cod. One can also include 
in 0;0) the effect of nonrandom fm such 
as that caused by power-supply ripple or by 
mechanical vibrations. In general, a quasi-
static model such as ( 15) seems useful as a 
semiquantitative representation of a wave 
in which the low-frequency portion of the 
modulating spectrum is unpleasantly com-
plicated. Thus it is complementary in a way 
to the exact analysis based on the idealiza-
tion that the modulating spectrum is flat to 
zero frequency. 

ROY C. WARD 
Ohio State University 

Columbus, Ohio 

UHF Forward Scatter from Light-

ning Strokes* 

Examination of records obtained by 
monitoring a 400- mile distant 915- mite 
transmitter has disclosed an apparent 
close correlation between a form of anoma-
lous propagation and the occurrence of thun-
derstorms near the midpoint of the propa-
gation path. This type of propagation is 
characterized by short duration "spikes" 
rising front the median signal level to power 
levels two to three orders of magnitude (20-
30 (lb) above the median level. Fig. 1 (above) 
is an example of such propagation. Similar 
spike-like signals are received during the 
transmitter hi-hourly silence period, but the 
amplitude received during these periods is 
from 30 to 40 db less than the amplitudes ob-
tained when the transmitter is on. Correla-
tion between this type of signal and thunder-
storm activity is obtained only with thun-
derstorms near the midpoint of the propa-
gation path. The behavior of the spike am-
plitudes and the lack of correlation with 
local thunderstorms indicate that this phe-
nomenon is distinct from the "sferics" re-
corded by I lay and Hartz' at 492 mc. It is 
suggested that our records when examined in 
the light of back scatter data obtained hy 
Marshal1,2 Ligda,3 and others, offer evidence 
of forward scattering front ionized regions 
caused by clotid-to-clotid discharges. 

L. II. BAI•ER 
AND W. A. FLOOD 

Applied Physics Dept. 
Cornell Aeronautical Lab., Inc. 

Buffalo, N. Y. 

* Received by the IRE. August 20, 1957. This 
work was carried out under Contract AFI9(604)-
1835 with Air Force Cambridge Res. t'enter. 

D. R. Hay, and T. R. Hartz, "Thunderstorm 
signals at very high and ultra high frequency." Na-
ture. vol. 175, pp. 949-950; May 28. 1955. 

2J. S. Marshall, " Frontal precipitation and light-
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A Proposed Technique for the Im-
provement of Range Determination 
with Noise Radar* 

In certain radar systems continuous wide-
band noise signals are transmitted and tar-
get-range determination is made by cross 
correlating the returned signal with a de-
layed duplicate of the transmitted signal. 
The target range corresponds to the delay 
time giving the maximum in the resulting 
cross correlation. For white noise the cross 
correlation is of the form of a delta function 
and the maximum is easily located. In prac-
tice, however, a white power spectrum is 
inconvenient even to approximate since it 
requires occupying the entire radio band. 
It is possible to use a rectangular power 
spectrum in order to avoid this, but this has 
the disadvantage of producing a cross 
correlation function with many local maxima 
which, in the presence of interfering signals 
especially, may be difficult to distinguish 
from the absolute maximum. This may be 
shown as follows. 

If the transmitted signal is f(I), its power 
spectrum .1)(w), its total power P, and its 
autocorrelation function R(r), then from the 
Wiener-Khintchine relation 

R(r) f 4,(co) cos cordr 

we can determine the autocorrelation func-
tion of a signal which has the rectangular 
power spectrum 

P/(0,2 — wi) < < (02 
4,(o) (2) 

O otherwise 

to be given by the expression 

P  (sin wor — sin coir) 
R(r) — — 

coo — col 

(1) 

(3) 

whose near periodicity over short intervals in 
r for large o.i2 and col produces the am-
biguity described. 

In the problem of making a target-range 
determination by the use of the correlation 
function between transmitted and received 
signals we are interested in knowing the 
probability of the true delay being at a 
particular point under the correlation curve. 
Woodward' has described how, for Gaussian 
signals with equivalent temperature T, the 
probability density of the true delay lying 
between r and r -I-dr is proportional to 

exp —2 R(r — ro) (4) 
kT 

where ro is the delay in the comparison signal 
and R(r —ro) is the cross correlation between 
the received and delayed signals. (Here it is 
assumed that we have no prior knowledge of 
the likelihood of various target distances.) It 
can he shown that this probability distribu-
tion represents all the information available 
about the probable location of the true de-
lay. Thus, although this curve cannot be 
improved upon as a source of information 
about target distance, in practice one must 

* Received by the IRE, September 5, 1957. 
1 It is permissible here to speak of the autocor-

relation and cross correlation almost interchangeably 
since, neglecting target filtering action, they are of 
the same form. 

P. M. Woodward. "Probability and Information 
Theory, With Applications to Radar," McGraw-Hill 
Book Co.. Inc., New York, N. Y.; 1955. 

finally choose a single value of r as that cor-
responding to the true delay, rightly or 
wrongly. For this reason it would seem jus-
tifiable to use any method to reduce the 
ambiguity inherent in the correlation func-
tion alone. The following' is such a method. 

We choose a bell-shaped power spectrum 
of the form4 

PP/ir 
4(o.i) — 

$2 + (co — 4,0)2 

where P is the total power as before, coo is the 
pulsatance at maximum power density, and 
e is the distance on either side of coo to the 
half power-density point. Using (1) we ob-
tain the correlation function 

R(r) = P cos wore-ell . (6) 

This curve, because of the appearance of the 
absolute value in it, is concave upward near 
the origin for both positive and negative 
values of r. At the origin it has a sharp apex 
which corresponds to a discontinuity in the 
first derivative of R(r). It is this feature 
which can be used to advantage in locating 
the origin of R(r) where its absolute maxi-
mum occurs. This is so because at the origin 
there is infinite curvature or buckle which 
may be exhibited as a delta function singu-
larity in the second derivative. We take the 
second derivative of R(r) with the aid of the 
relation 

(5) 

ri 
=- 2U(r) — 1 (7) 

dr 

where U(r) is the unit step function whose 
additional properties we use. 

dU(r) 
= S(r) and U2(r) = U (r). (8) 

dr 

The result is 

R"(r) = (132 — (.002) cos worcein — 2fib(r). (9) 

The delta function peak can be used to 
locate the origin providing the derivatives of 
R(r) can be conveniently obtained. Since, in 
most practices known to the writer, R(r) is 
presented as a spatial variation of light in-
tensity, the differentiation would seem to 
call for optical means. Fortunately, how-
ever, the fact that it is formed by the in-
tegration 

f r. 
R(r — To) = _1(1 — — ro)dt (10) 

we may form the second derivative by first 
differentiating the delayed comparison sig-
nal f(t—ro) with respect to time in view of 
the relation 

1 
R"(r — r 0) = — f f(1 — r)f"(t — ro)dt. (11) 

2 T -r 

Thus, given a bell-shaped power spectrum 
for the signal (or a truncated approximation 
thereto) we can obtain a sharp maximum in 
the resulting cross correlation function by 

A similar procedure was recently described by 
A. E. Martin as a means for improving the resolution 
of spectral lines. See: " Difference and derivative spec-
tra," Nature, vol. 180, pp. 231-233; August 3, 1957. 

4 More accurately 

PP/ir Per  
<1,(0.0 — 

+ - 13, + + .02 
since this does not change the physical meaning and 
the power spectrum must be symmetric on account 
of its definition. 
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interposing a double differentiation circuit 
between the delay line and the correlator as 
shown in Fig. 1. 

RICHARD BOURRET 
University of Miami 

Coral Gables, Fla. 

Serendipity 

From time to time, serendipity is men-
tioned in these columns. Without backing 
this as a method of research, I would like to 
comment on the origin of the word for it. 
Webster's New International Dictionary of 
1952 describes it as: "The gift of finding 
valuable or agreeable things not sought for, 
a word coined by Walpole in allusion to a 
tale The Three Princes of Serendip who in 
their travel were always discovering, by 
chance or sagacity, things they did not 
seek." 

Now I note in Edward Gibbon, The De-
cline and Fall of the Roman Empire, ch. 
XXIV (about Julian, A.D. 361) the follow-
ing passage and footnote: "The ambassadors 
of the East, from the continent of India and 
the isle of Ceylon,6 had respectfully saluted 
the Roman people . . . " and footnote 6: 
"Inde nationibus Indicis certatim cum donis 
optimates mittentibus . . . ab usque Divis et 
Serendivis. Ammian XXII, 7. This island to 
which the names of Taprobana, Serendib, 
and Ceylon have been successively applied, 
manifests how imperfectly the seas and 
lands to the East of Cape Comorin were 
known to the Romans. 
"1. Under the reign of Claudius, a freedman 
who farmed the customs of the Red Sea, was 
accidentally driven by the winds upon this 
strange and undiscovered coast: he con-
versed six months with the natives; and the 
King of Ceylon, who heard for the first time 
of the power and justice of Rome, was per-
suaded to send an embassy to the emperor 
(Plinius, Hist.. Not. VI, 24). 
"2. The geographers (and even Ptolemy) 
have magnified above 15 times the real size 
of this new world which they extended as 
far as the equator, and the neighbourhood 
of China." [Diva gens or Divorum regio = In-
dia East Coast, Ganges to Ceylon.] 
I think Walpole (1717-1797)—or the 

author of that tale—would have read Gib-
bon's work when it appeared 1776-1788; and 
I like to think that the footnote 6, with the 
word and the classical example juxtaposed, 
suggested the name for the concept. 

H. E. KALLMANN 
New York, N. Y. 
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From 1953 to 1956, he was a graduate stu-
dent and later Lick Observatory Fellow in 
astronomy at the University of California. 
While at Lick Observatory, he was concerned 
with position measurement and spectro-
graphic studies. 

In May 1956, Mr. Rach joined the staff 
of Stanford Research Institute. He is en-
gaged in research on meteoric and high-
frequency propagation. 

Willmar K. Roberts was born in Jackson-
ville, Florida on August 26, 1918. He studied 
at the University of Florida, where he re-

ceived the Bachelor 
degree in electrical 
engineering in 1941. 
Since that time he 
has been a member 
of the staff of the 
Federal Communica-
tions Commission, 
beginning as an in-
spector in the Balti-
more Field Office. 
Since 1946, he has 
been associated with 
the Commission's 

Laboratory at Laurel, Md. 
Mr. Roberts is a member of Phi Eta Sig-

ma and Phi Kappa Phi. 
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I. SOMEYA 

B. M. Strk-oart 

J. L. SALPETER 

ee J. L. Salpeter was born in 1886, in Poland. 
He studied science at the Universities of 
Vienna and Gottingen where he published 

some papers on at-
mospheric electricity. 
His early work in-
cluded one of the 
first theories on the 
reflection coefficient 
of an ionized gas 
for electromagnetic 
waves. He also has 
published a textbook 
on calculus for nat-
ural scientists. 

Upon completion 
of his university 

studies, Dr. Salpeter entered industry, 
working on the incandescent lamp and radio 
tubes, first in Hungary and then in Austria. 
He invented a new process for manufactur-
ing small grain coiled tungsten filaments 
which is still in use today in Europe for 
vibration proof lamps. 

In 1939, he traveled to London and 
eventually to Australia where he joined 
Philips Electrical Industries Pty, Ltd., as a 
research physicist. He is engaged in studies 
in fluorescent lighting, television optics, and 
magnetic materials and their applications. 

Dr. Salpeter is a member of the Illu-
minating Engineering Societies of Great 
Britain and of Australia. 

Bruce M. Sifford (S'50-A'51-M'56) was 
born in Des Moines, Ia., on May 2, 1926. He 
received the B.S.E.E. degree from the Uni-

versity of Minnesota, 
in 1950. He worked 
at the Engineering 
Research Associates, 
St. Paul, Minn. from 
1950 to 1953, as an 
electrical engineer, 
where he was primar-
ily concerned with 
the design and de-
velopment of an 
automatic antenna 
coupler. He joined 
Stanford Research 

Institute, Menlo Park, Calif., where, as a 
research engineer, for the Special Techniques 
Group, he has been concerned with measure-
ment of dielectric properties of structural 
materials, antenna couples, and the design 
and evaluation of meteor burst communica-
tions systems. 

Mr. Sifford is a member of RESA. 

Isao Someya was born in Okayama, Ja-
pan on March 23, 1915. He attended Tokyo 
University, where he received the Ph.D. 

degree in electrical 
engineering in 1952. 
During 1938-1941, he 
was employed by 
the Electro Technical 
Lab., working on re-
search of television. 
transmission on the 
coaxial cable. In 
1942, he was en-
gaged in the develop-
ment of radar. Since 
1945, he has been 

M. K. TAYLOR 

with the Electrical Communication Lab, of 
the Nippon Telegraph and Telephone Public 
Corp., working in the field of development 
of vhf and microwave relay systems. 

He is a member of the Institute of Elec-
trical Communication Engineers of Japan. 

George R. Sugar (A'45-S'48-M'53) was 
born in Winthrop, Mass., on October 12, 
1925. He received the B.S. degree in physics 

from the University 
of Maryland in 1950. 
From 1950 to 1951, 
he was a graduate 
assistant at the Insti-
tute for Fluid Dy-
namics and Applied 
Mathematics at the 
University of Mary-
land where he attend-
ed graduate courses 
in mathematics and 
electrical engineering 
and developed elec-

tronic, optical, and mechanical instrumenta-
tion for a shock tube research program. 

Since 1951, he has been a member of the 
staff of the Central Radio Propagation Lab-
oratory of the National Bureau of Stand-
ards where he is engaged in experimental re-
search in specific aspects of ionospheric 
radio propagation. 

Mr. Sugar is a member of Sigma Pi 
Sigma and Phi Kappa Phi. 

M. K. Taylor (SM'44) was born on June 
26, in Scotland. He has been continuously 
with Ferranti Electric Co., Ltd. since 1931, 

joining the radio de-
partment as a labora-
tory assistant. He 
then took charge of 
experimental work on 
a new air bearing tex-
tile machine, which 
had been started by 
the late Dr. S. Z. de 
Ferranti. Afterwards 
Mr. Taylor started 
and became head of 
the company's tele-
vision activities, mar-

keting a 12-inch tube receiver as early as 
1936. He made improvements to mechanical 
A. A. fuses before the war and became chief 
research engineer. With the early installa-
tion of radar in 1937, Mr. Taylor was re-
sponsible for the design and manufacture in 
Great Britain of identification (if) equip-
ment of various types used by the Allied 
air forces during the war. 

Then he started the company's electronic 
laboratory at Edinburgh, Scotland and 
worked there on analog computation, partic-
ularly in connection with air navigation. He 
went to Canada in 1949, to start the present 
Research Division. He went to Edinburgh in 
1950, and returned again in 1951, becoming 
Head of the Division on the return to Great 
Britain of Dr. A. Porter in 1955. 

Mr. Taylor holds about seventy patents, 
mainly in the electronics and electrome-
chanical fields. He received the Page Prize 
for a thesis on pulse amplitude modulation. 
He is a Professional Engineer and an associ-
ate member of the IEE. 

R. W OLFRAM 

E. L. VOGAN 

\V. R. VINCENT 

Wilbur R. Vincent (S'47-A'49) was born 
in Saginaw, Mich., on August 1, 1922. He re-
ceived the B.S. degree in 1947, and the M.S. 

degree in 1951, both 
in electrical engineer-
ing from Michigan 
State University. He 
was a radio techni-
cian in the U. S. Sig-
nal Corps installing 
and servicing radio-
teletype installations 
in the Pacific from 
1943 to 1946. In 
1948, he joined the 
electronics staff of 
the Bell Aircraft 

Corp., as a unit leader in charge of missile 
communications equipment development. 
He is now project engineer on the meteor 
burst program. In October, 1955 he joined 
the Stanford Research Institute, where he is 
an Assistant Group Head in the Special 
Techniques Group of the Radio Systems 
Lab., engaged in work on the meteor-burst 
communication problem. 

Eric L. Vogan (S'44-A'53) was born in 
London, Ontario, Canada, on September 3, 
1924. He received the B.S. and M.S. degrees 

in physics from the 
University of West-
ern Ontario, London, 
Ontario, in 1946 and 
1947, respectively. In 
1932, he received the 
ph. D. degree in phys-
ics from McGill Uni-
versity, Montreal, 
P. Q. Dr. Vogan 
joined the Radio 
Physics Laboratory 
of the Defence Re-
search Board in Ot-

tawa in 1952. From 1952 to 1957, he worked 
in the field of vhf long-distance propagation 
at this laboratory. In the summer of 1957, 
he was appointed resident Canadian Liaison 
Officer at Lincoln Lab., Massachusetts Insti-
tute of Technology. 

Dr. Vogan is a member of the Canadian 
Association of Physicists. 

Russell VVolfram was born in Windsor, 
\Vis. on October 10, 1906. After serving as a 
Navy electronics technician during World 

War II, he attended 
San Jose State Col-
lege, San Jose, Calif., 
receiving the B.S. de-
gree in engineering 
with great distinction 
in 1950. 

He was employed 
by the Philco Corp. 
from 1950 to 1955, as 
a technical represen-
the U.S.A.F. Air De-
fense Command, act-
ing as operational 

consultant for heavy ground radar and 
associated equipment. 

He joined Stanford Research Institute in 
1955, and is presently engaged in radio 
propagation studies as research engineer for 
the Special Techniques Group. 
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IRE News and Radio Notes  
JOINT WINNERS OF BALLANTINE 

MEDAL RECENTLY ANNOUNCED 

The Stuart Ballantine Medal of The 
Franklin Institute, presented in recognition 
of outstanding achievement in fields of com-
munications or reconnaissance which em-
ploy electro-magnetic radiation, was awarded 
this year to two navy scientists who de-
veloped the first U.S. pulse radar system. 

R. M. Page (SM'45—F'47) and L. C. 
Young (A'19—M '29—SM '43—F'43), of the 
U. S. Naval Research Laboratory, Washing-
ton, D. C., received the Ballantine Medal. 

Mr. Young, who has been engaged in 
communications research for the Navy since 
1917, first discovered the radio-reflecting 
action of ships in 1922 while he was asso-
dated with the Naval Aircraft Radio Lab-
oratory in Anacostia, D. C. 

Dr. Page has worked in close collabora-
tion with Mr. Young on the pulse generation 
problem for almost a quarter of a century. 
Following Mr. Young's suggestion that a 
system using the pulse method be tried for 
the detection and ranging of aircraft and 
other objects by radio, Dr. Page built the 
first pulse radar system and with it detected 
aircraft in flight in December, 1934. 

In April, 1937, experimental radar sys-
tems were installed and tested on a naval 
vessel and, in January, 1939, the first naval 
radar set was installed aboard the battleship 
USS New York for extensive sea trials. 

Dr. Page was head of the Radar Re-
search Section from 1938 to 1945; superin-
tendent of Radio III Division from 1945 to 
1952; associate to the director of Research 
from 1952 to 1954, and, in 1954, he became 
the first associate director of Research for 
Electronics, the position he presently holds. 

Mr. Young was an associate superin-
tendent of the Radio Division of the Labora-
tory for several years prior to and during 
World War II. One of his outstanding ac-
complishments was the establishment and 
development of the Chesapeake Bay Annex 
of the Naval Research Laboratory, which 
has made a contribution to the advancement 
of radar and its adaptation to naval opera-
tions. He is presently an electronic con-
sultant for the Naval Research Laboratory. 

MICROWAVE CONVENTION PLANNED 

The Committee of the Radio and Tele-
communication Section of the Institution of 
Electrical Engineers, London, England, have 
arranged an international convention on 
microwave valves during May 19-23, 1958. 
The convention will survey present knowl-
edge and discuss future trends; particular at-
tention will be paid to work in progress or 
recently completed. The whole field of micro-
wave devices and their technology and ap-
plications will be covered. 

The complete proceedings of the con-
vention will be published as a supplement to 
the Proceedings of the Institution. 

Further information may be obtained 
from W. K. Brasher, The Institution of 
Electrical Engineers, Savoy Place, London, 
W.C. 2, England. 

TRANSISTOR ISSUE OF 

PROCEEDINGS SET FOR JUNE 

To mark the tenth year of transistor 
progress, the June, 1958 issue of the PRO-
CEEDINGS of the IRE will be devoted to 
transistors and related subjects. The IRE-
AIEE Committee on Solid State Devices is 
assisting the Editorial Board in organizing 
the scientific content of the issue. The pur-
pose of this announcement is to indicate the 
type of papers desired for the issue and to 
call for contributions. 

Significant progress has been made since 
the 1952 transistors issue in the understand-
ing of semiconductor materials and devices. 
The central theme, therefore, will be lasting 
contributions to the understanding of the 
transistor art. Papers relating to research 
and development of materials and devices, 
and significant contributions to the applica-
tion of semiconductor devices are suitable. 

Please send manuscripts to E. K. Gan-
nett, Managing Editor, Institute of Radio 
Engineers, 1 East 79th Street, New York 21, 
New York, noting that the contribution is 
intended for the 1958 transistors issue. The 
closing date for manuscripts is March 1, 
1958. Suggestions and comments concerning 
content and emphasis in the issue should be 
sent to the organizers of the issue, Stephen J. 
Angello and James E. Early, in care of E. K. 
Gannett. 

NATIONAL SCIENCE FOUNDATION 

FELLOWSHIPS Now AVAILABLE 

The National Science Foundation re-
cently announced that applications are now 
being accepted in four National Science 
Foundation fellowship programs for ad-
vanced study and research in the natural 
sciences. The four fellowship programs are: a 
predoctoral fellowship program for which 
college seniors and graduate science students 
may apply; a postdoctoral fellowship pro-
gram for scientists who have already re-
ceived the doctoral degree; a senior post-
doctoral fellowship program for candidates 
who have held the science doctorate for a 
minimum of five years; and a science faculty 
fellowship program for college teachers of 
science seeking to increase their competence. 

Applications for the 1958-1959 National 
Science Foundation graduate and regular 
postdoctoral fellowship program may be ob-
tained from the Fellowship Office, National 
Academy of Sciences- National Research 
Council, 2101 Constitution Ave., N. W., 
Washington 25, D. C. The closing dates for 
receipt of applications are December 23, 
1957, for postdoctoral applicants, and Janu-
ary 3, 1958, for graduate students working 
towards advanced degrees in science. Selec-
tions will be announced March 15, 1958. 

Applications for the senior postdoctoral 
and the science faculty fellowships may be 
obtained from the Division of Scientific Per-
sonnel and Education, National Science 
Foundation, Washington 25, D. C. Com-
pleted material must be received not later 
than January 13, 1958. Selections will be an-
nounced on March 18 and 20, 1958. 

Calendar of Coming Events 

and Authors' Deadlines 

Human Factors in Systems Eng., Penn-
Sherwood Hotel, Phil., Pa., Dec. 3-4 

PGVC Conf., Hotel Statler, Wash., 
D. C., Dec. 4-5 

Eastern Joint Computer Conf., Park-
Sheraton Hotel, Wash., D. C., Dec. 
9-13 

EIA Conf. on Maintainability of Elec. 
Equip., U.S.C., Los Angeles, Calif., 
Dec. 18-19 

1958 

Nat'l Symp. on Reliability & Quality 
Control, Statler Hotel, Wash., D. C., 
Jan. 6-8 

Scintillation Counter Symp., Shoreham 
Hotel, Wash., D. C., Jan. 27-28 

Transistor-Solid State Circuits Conf., 
Phil., Pa., Feb. 20-21 

Nuclear Eng. and Science Congress, 
Palmer House, Chicago, Ill., Mar. 
16-21 

IRE Nat'l Convention, N. Y. Coliseum 
and Waldorf-Astoria Hotel, New 
York City, Mar. 24-27 (DL*: Nov. 1, 
G. L. Haller, IRE Headquarters, 
New York City) 

Instruments & Regulators Conf., Univ. 
of Del., Newark, Del., March 31— 
Apr. 2 

SW Regional Conf. & Show, Mun. Au-
dit., San Antonio, Tex., Apr. 10-12 

Conf. on Automatic Techniques, Statler 
Hotel, Detroit, Mich., Apr. 14-16 

Elec. Components Symp., Ambassador 
Hotel, Los Angeles, Calif., Apr. 22-
24 (DL*: Nov. 15, E. E. Brewer, 
Convair, Pomona, Calif.) 

Seventh Region Conf. & Show, Sacra-
mento, Calif., Apr. 30—May 2 

PGMTT Symp., Stanford Univ., Stan-
ford, Calif., May 5-7 (DL*: Jan. 15, 

Tomiyasu, G. E. Microwave Lab., 
601 California Ave., Palo Alto, Calif.) 

Western Joint Computer Conf., Ambas-
sador Hotel, Los Angeles, Calif., 
May 6-8 (DL*: Jan. 15, Tech. Pro-
gram, Chairman, P. 0. Box 213, 
Claremont, Calif.) 

Nat'l Aero. & Nay. Elec. Conf., Dayton, 
Ohio, May 12-14 

* DL = Deadline for submitting ab-
stracts. 

(Continued on page 1751) 
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Left to right are: J. W. Worthington, PGCS National Chairman; A. C. Gunn; William Morrow, T.MccIn Labs.; S. R. NIcConoughey, past chairman of the Syra.-
cuse Chapter of PGCS; and I. T. Corbel!, present. Syracuse Chapter Chairman, at meeting. Mr. Mor-ow presented a paper on SSB scatter communications. 

Activities of 

IRE Sections and 

Professional Groups 

IRE President J. T. Henderson, and IRE Vice- Presi-
dent Yasujiro Niwa, meet at the Twelfth URSI As-
sembly in Boulder, Colo., August 29, 1957. 

Dignitaries attending the WESCON All- Industry It.ncheon were (lep lo right): Meyer .....eifer San Francisco 
Section chairman; J. K. C;ossland, Los Angeles Sectxm chairman; J. T. ' lenders on,IRE Preident; Earl God-
dard, San Francisco Section vice-chairman; and J. N. Whitaker, Los Angeles Section vice-chaii man. 

The Santa Barbara Subsection began its official existence when J. K. 
Gossland (left), Los Angeles Section chairman, welcomed Walter 
'lanes as. the Santa Barbara subsection's first chairman. 

Committee members of the Symposium on Long-Haul Communications held by the Hawaii >e, • .,,,• I. •  e-. Id rips; L. Grubb, Seey-T:eas.; R. Hughes 
Facilities; R. R. Hill, Chairman; H. Turner, Hospitality; D. Dashiell, Facilities; R. Aiden. Vice- Chairman; V. Kelly, Section Chairman; and V. Vaughn, Sessions. 
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AVAILABLE BACK ISSUES OF IRE TRANSACTIONS 

The following issues of TRANSACTIONS are available from the Institute of Radio Engineers, 
Inc., 1 East 79 Street, New York 21, New York, at the prices listed below: 

Sponsoring Group 

Aeronautical & 
Navigational 
Electronics 

Antennas & 
Propagation 

Audio 

Broadcast Transmission 
Systems 

Broadcast & Television 
Receivers 

Circuit Theory 

Communications 
Systems 

Publications 
Group IRE Non-

Members Members Members* 

PGAE-5, October, 1952 
PGAE-6, December, 1952 
PGAE-8, June, 1953 
PGAE-9, September, 1953 
ANE-1, No. 2, June, 1954 
ANE-1, No. 3, September, 1954 
ÂNE-2, No. 1, March, 1955 
ÂNE-2, No. 2, June, 1955 
ÂNE-2, No. 3, September, 1955 
ÂNE-3, No. 2, June, 1956 
ÂNE-4, No. 1, March, 1957 
ÂNE-4, No. 2, June 1957 
ANE-4, No. 3, September, 1957 
PGAP-1, February, 1952 
PGAP-4, December, 1952 
AP-1, No. 1, July, 1953 
AP-1, No. 2, October, 1953 
AP-2, No. 1, January, 1954 
AP-2, No. 2, April, 1954 
AP-2, No. 3, July, 1954 
AP-3, No. 4, October, 1954 
AP-3, No. 1, January, 1955 
AP-3, No. 2, April, 1955 
AP-4, No. 4, October, 1956 
AP-5, No. 1, January, 1957 
AP-5, No. 2, April, 1957 
AP-5, No. 3, July, 1957 
PGA-6, March, 1952 
PGA-7, May, 1952 
PGA-8, July, 1952 
PGA-10, November, 1952 
AU-1, No. 6, November, 1953 
AU-2, No. 1, January, 1954 
AU-2, No. 3, May, 1954 
AU-2, No. 4, July, 1954 
AU-2, No. 5, September, 1954 
AU-2, No. 6, November, 1954 
AU-3, No. 1, January, 1955 
AU-3, No. 3, May, 1955 
AU-3, No. 5, September, 1955 
AU-3, No. 6, November, 1955 
AU-4, No. 1, January, 1956 
AU-4, No. 2, March, 1956 
AU-4, No. 3, May, 1956 
AU-4, No. 5, September, 1956 
AU-4, No. 6, November, 1956 
AU-5, No. 1, January, 1957 
AU-5, No. 2, March, 1957 
AU-5, No. 3, May, 1957 
PGBTS-2, December, 1955 
PGBTS-4, March, 1956 
PGBTS-5, Septerhber, 1956 
PGBTS-6, October, 1956 
PGBTS-7, February, 1957 
PGBTS-8, June, 1957 
PGBTR-4, October, 1953 
PGBTR-5, January, 1954 
PGBTR-7, July, 1954 
PGBTR-8, October, 1954 
BTR-1, No. 1, January, 1955 
BTR-1, No. 2, April, 1955 
BTR-1, No. 3, July, 1955 
BTR-1, No. 4, October, 1955 
BTR-2, No. 1, April, 1956 
BTR-2, No. 2, July, 1956 
BTR-2, No. 3. October, 1956 
BTR-3, No. 1, June, 1957 
BTR-3, No. 2, October, 1957 
PGCT-1, December, 1952 
CT-2, No. 4, December, 1955 
CT-3, No. 2, June, 1956 
CT-3, No. 4, December, 1956 
CT-4, No. 1, March, 1957 
CT-4, No. 2, June, 1957 
CT-4, No. 3, September, 1957 
CS-2, No. 1, January, 1954 
CS-4, No. 2, May, 1956 

$0.30 $0.45 $0.90 
.30 .45 .90 
.65 .95 1.95 
.70 1.05 2.10 
.95 1.40 2.85 

1.00 1.50 3.00 
1.40 2.10 4.20 
1.55 2.30 4.65 
.95 1.45 2.85 

1.40 2.10 4.20 
1.50 2.25 4.50 
1.10 1.65 3.30 
1.25 1.85 3.75 
3.00 4.50 9.00 
2.20 3.30 6.60 
1.20 1.80 3.60 
1.20 1.80 3.60 
1.35 2.00 4.05 
2.00 3.00 6.00 
1.50 2.25 4.50 
1.50 2.25 4.50 
1.60 2.40 4.80 
1.60 2.40 4.80 
2.10 3.15 6.30 
3.20 4.80 9.60 
1.75 2.60 5.25 
2.00 3.00 6.00 
0.80 1.20 2.40 
.90 1.35 2.70 
.80 1.20 2.40 
.70 1.05 2.10 
.90 1.35 2.70 

1.20 1.80 3.60 
.95 1.40 2.85 
.95 1.40 2.85 
.95 1.40 2.85 
.80 1.20 2.40 
.60 .90 1.80 
.85 1.25 2.55 
.90 1.35 2.70 
.95 1.40 2.85 
.75 1.10 2.25 
.55 .80 1.65 
.80 1.20 2.40 
.60 .90 1.80 
.80 1.20 2.40 
.45 .65 1.35 
.70 1.05 2.10 
.60 .90 1.80 

1.20 1.80 3.60 
.75 1.10 2.25 

1.05 1.55 3.15 
.80 1.20 2.40 

1.15 1.70 3.45 
.90 1.35 2.70 

1.00 1.50 3.00 
1.80 2.70 5.40 
1.15 1.70 3.45 
.90 1.35 2.70 

1.25 1.85 3.75 
.95 1.45 2.85 
.95 1.45 2.85 
.95 1.40 2.85 

1.10 1.65 3.30 
.85 1.25 2.55 

1.05 1.55 3.15 
1.40 2.10 4.20 
1.70 2.55 5.10 
1.95 2.90 5.58 
1.85 2.75 5.55 
1.60 2.40 4.80 
1.90 2.85 5.70 
.65 .95 1.95 
.70 1.05 2.10 

2.50 3.75 7.50 
1.65 2.50 4.95 
2.90 4.35 8.70 

Calendar of Coming Events 
and Author' Deadlines 

Continued 

1EE Convention on Microwave Valves, 
Savoy Place, London, England, May 
19-23 

PGME Meeting, Wash., D. C., May 

PGPT Symp., Hotel New Yorker, New 
York City, June 5-6 

PGMIL Convention, Wash., D. C., June 
15-18 

WESCON, Ambassador Hotel and Pan-
Pacific Audit., Los Angeles, Calif., 
Aug. 19-22 (DL* May 1, D. A. Wat-
kins, Stanford Univ., Stanford, Calif. 

Nat'l Electronics Conf., Chicago, Ill., 
Oct. 13-15 

PGCS Symp. on Aero. Communications, 
Utica, N. Y., Oct. 20-22 

Nat'l Simulation Conf., Dallas, Tex., 
Oct. 23-25 

EIA-IRE Radio Fall Meeting, Sheraton 
Hotel, Rochester, N. Y., Oct. 27-29 

East Coast Aero. & Nay. Elec. Conf., 
Lord Baltimore Hotel and 7th Regi-
ment Armory, Baltimore, Md., Oct. 
27-29 

PGED Meeting, Shoreham Hotel, Wash-
ington, D. C., Oct. 30-Nov. 1 

Instrumentation Conf., Atlanta-Biltmore 
Hotel, Atlanta, Ga., Nov. 17-19 

Eastern Joint Computer Conf., Belle-
vue-Stratford Hotel, Philadelphia, 
Pa., Dec. 3-5 

1959 

IRE Nat'l Convention, New York City, 
Mar. 23-26 

Nat'l Aero. & Nay. Elec. Conf., Dayton, 
Ohio, May 11-13 

WESCON, San Francisco, Calif., Aug. 
18-21 

Nat'l Electronics Conf., Chicago, Ill., 
Oct. 12-14 

East Coast Aero. & Nay. Conf., Balti-
more, Md., Oct. 26-28 

PGED Meeting, Shoreham Hotel, 
Washington, D. C., Oct. 29-31 

Radio Fall Meeting, Syracuse, N. Y., 
Nov. 9-11 

* DL= Deadline for submitting ab-
stracts. 

* Colleges, subscription agencies and all libraries, may purchase at IRE member rate. 

(Continued on page 1752) 
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Pu ILADELPHA HOSTS SYMPOSIUM 
ON SYSTEMS ENGINEERING 

A joint symposium, sponsored by the 
IRE Philadelphia Section and the Profes-
sional Group on Military Electronics, and 
the Human Factors Society of America, will 
be held in Philadelphia, Pa. at the Penn-
Sherwood Hotel Dec. 3-4, 1957. 

The symposium is entitled "Human Fac-
tors in Systems Engineering." Brig. Gen. 
D. D. Flickinger, Chief of the Directorate 
of Human Factors, ARDC, Baltimore, will 
be the keynote speaker. The program is to 
be divided into four half-day sessions. 

On the morning of December 3 engineer-
ing approaches to systems synthesis will be 
discussed. J. G. Truxal, Brooklyn Poly-
technic Institute, and W. K. Linvill, MIT, 
will be among the speakers for this session. 
In the afternoon, the topic will be human 
factors approaches to systems synthesis. 
F. V. Taylor, N RL, will be a speaker. The 
next morning's session will feature a panel of 
engineers and human factors experts on de-
velopment of a space ship control system. 
This panel will include, among others, P. M. 
Fitts, Ohio State Univ.; D. T. McRuer, Con- Management 
trol Specialists, Inc.; and George Long, 
Douglas Aircraft. J. W. Brady, of Ramo-
Wooldridge, will serve as chairman. That 
afternoon human factors information will be 
discussed. Walter Grether, Director of Op-
erations, Aeromedical Laboratory, Wright 
Air Development Center; R. B. Miller, 
IBM; and R. L. French, Air Force Personnel 
and Training Research Center, will speak. 

Advance registration fee will be $2.50. 
Mail registrations to Conrad Fowler, Amer. 
Elec. Labs., 121 N. 7 St., Philadelphia, Pa. 

NBS STUDIES EARTH SATELLITE 

The Boulder Laboratories of the Na-
tional Bureau of Standards has mobilized 
and set up a crash program to make use of 
the Russian satellite as long as it circles the 
world or until its radio batteries go dead. 

Since radio waves are bent more by the 
ionosphere at 20 than at 40 mc, the satellite 
appears to be at different locations at the 
same time at each of these frequencies. By 
studying this effect, the Boulder Labora-
tories expects to gain much knowledge about 
the amount of ionization the satellite is pass-
ing through as well as other characteristics 
of this ion media which is all important to 
the transmission of radio waves. 

In order to determine the satellite's exact 
velocity and the time at which it is closest 
to the receivers, another Bureau team is 
measuring shifts in its transmission fre-
quency. When the satellite enters the radio 
horizon of the receiver, the frequency of its 
transmitter is upped as much as 1000 cycles 
per second and as it leaves the frequency is 
lowered by the same amount. This means 
that by comparing the actual frequency re-
cordings with the standard tones of fre-
quency and time issued regularly by the 
NBS radio standard station WWV, the sci-
entists will be able to find the satellite's exact 
velocity and the time it is closest to us. 

Other teams are recording any details of 
the individual pulses broadcast by the 
"moon" and making phase measurements 
that will indicate such things as the presence 
and location of clouds of ion density in the 
ionosphere. 

AVAILABLE BACK ISSUES OF IRE TRANSACTIONS 

(Continued) 

Sponsoring Group 

Component Parts 

Electronic Computers 

Electron Devices 

Engineering 

Industrial Electronics 

Information Theory 

Instrumentation 

Medical Electronics 

Microwave Theory & 
Techniques 

Military Electronics 
Nuclear Science 

Publications 

Production Techniques 
Reliability & Quality 

Control 

Telemetry & Remote 
Control 

CS-4, No. 3, October, 1956 
CS-5, No. 1, March, 1957 
CS-5, No. 2, September, 1957 
PGCP-3, April, 1955 
CP-3, No. 2, September, 1956 
CP-4, No. 1, March, 1957 
CP-4, No, 2, June, 1957 
EC-4, No. 4, December, 1955 
EC-5, No. 2, June, 1956 
EC-5, No. 3, September, 1956 
EC-6, No. 1, March, 1957 
EC-6, No. 2, June, 1957 
ED-1, No. 3, August, 1954 
ED-1, No. 4, December, 1952 
ED-2, No. 2, April, 1955 
ED-2, No. 3, July, 1955 
ED-3, No. 2, April, 1956 
ED-3, No. 3, July, 1956 
ED-3, No. 4, October, 1956 
ED-4, No. 1, January, 1957 
ED-4, No. 2, April, 1957 
ED-4, No. 3, July, 1957 
PGEM-1, February, 1945 
EM-3, No. 1, January, 1956 
EM-3, No. 2, April, 1956 
EM-3, No. 3, July, 1956 
EM-4, No. 1, March, 1957 
EM-4, No. 2, June, 1957 
EM-4, No. 3, September, 1957 
PGIE-1, August, 1953 
PGIE-2, March, 1955 
PGIE-3, March, 1956 
PGIT-3, March, 1954 
PGIT-4, September, 1954 
IT-1, No. 2, September, 1955 
IT-1, No. 3, December, 1955 
IT-2, No. 2, June, 1956 
IT-2, No. 3, September, 1956 
IT-2, No. 4, December, 1956 
IT-3, No. 1, March, 1957 
IT-3, No. 2, June, 1957 
PGI-3, April, 1954 
PGI-4, October, 1955 
I-6, No. 1, March, 1957 
I-6, No. 2, June, 1957 
PGME-2, October, 1955 
PGME-4, February, 1956 
PGME-7, December, 1956 
PGME-8, July, 1957 
MTT-2, No. 3, September, 1954 
MTT-3, No. 1, January, 1955 
MTT-3, No. 4, July, 1955 
MTT-4, No. 1, January, 1956 
MTT-4, No. 3, July, 1956 
MTT-4, No. 4, October, 1956 
MTT-5, No. 1, January, 1957 
MTT-5, No. 2, April, 1957 
MTT-5, No. 3, July, 1957 
MTT-5, No. 4, October, 1957 
MIL-1, No. 1, March, 1957 
NS-1, No. 1, September, 1954 
NS-2, No. 1, June, 1955 
NS-3, No. 1, February, 1956 
NS-3, No. 2, March, 1956 
NS-3, No. 3, June, 1956 
NS-4, No. 1, March, 1957 
PGPT-2, April, 1957 
PGQC- 2, March, 1953 
PGQC-3, February, 1954 
PGQC-4, December, 1954 
PGRQC-5, April, 1955 
PGRQC-6, February, 1956 
PGRQC-7, April, 1956 
PGRQC-10, June, 1957 
PGRQC-11, August, 1957 
PGRTRC-1, August, 1954 
PGRTRC-2, November, 1954 

Group IRE 
Members Members 

Non-
Members* 

$1.05 $1.55 $3.15 
2.30 3.45 6.90 
.70 1.05 2.10 

1.00 1.50 3.00 
1.75 2.60 5.25 
1.35 2.00 4.05 
1.20 1.80 3.60 
.90 1.35 2.70 
.90 1.35 2.70 

1.05 1.55 3.15 
1.15 1.70 3.45 
1.05 1.55 3.15 
1.40 2.10 4.20 
3.20 4.80 9.60 
2.10 3.15 6.30 
1.10 1.65 3.30 
1.10 1.65 3.30 
1.35 2.00 4.05 
1.45 2.15 4.35 
2.60 3.90 7.80 
2.05 3.10 6.15 
2.00 3.00 6.00 
1.15 1.70 3.45 
.95 1.40 2.85 
.55 .80 1.65 
.90 1-35 2.70 

1.00 1.50 3.00 
1.00 1.50 3.00 
.60 .90 1.80 

1.00 1.50 3.00 
1.90 2.85 5.70 
1.70 2.55 5.10 
2.60 3.90 7.80 
3.35 5.00 10.00 
1.90 2.85 5.70 
1.55 2.30 4.65 
1.65 2.45 4.95 
3.00 4.50 9.00 
1.85 2.75 5.55 
2.20 3.30 6.60 
2.45 3.65 7.35 
1.05 1.55 3.15 
2.70 4.05 8.10 
1.50 2.25 4.50 
1.85 2.75 5.55 
.85 1.25 2.55 

1.95 2.90 5.85 
1.00 1.50 3.00 
.95 1.40 2.85 

1.10 1.65 3.30 
1.50 2.25 4.50 
1.60 2.40 4.80 
1.65 2.45 4.95 
1.25 1.85 3.75 
1.85 2.75 5.55 
1.75 2.60 5.25 
1.90 2.85 5.70 
1.15 1.70 3.45 
1.20 1.80 3.60 
.90 1.35 2.70 
.70 1.00 2.00 
.55 .8s 1.65 
.90 1.35 2.70 

1.40 2.10 4.20 
1.00 1.50 3.00 
1.80 2.70 5.40 
2.85 4.25 8.55 
1.30 1.95 3.90 
1.15 1.70 3.45 
1.20 1.80 3.60 
1.15 1.75 3.45 
1.50 2.25 4.50 
1.10 1.65 3.30 
1.20 1.80 3.60 
1.35 2.00 4.05 
.85 1.25 2.55 
.95 1.40 2.85 

* Colleges, subscription agencies and all libraries, may purchase at IRE member rate. 
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AVAILABLE BACK ISSUES OF IRE TRANSACTIONS 
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S 

Ultr 
E 

Veh 

ponsoring Group Publications Group 
Members 

IRE 
Members 

Non-
Members* 

TRC-1, No. 2, May, 1955 $ .95 $1.40 $2.85 
TRC-1, No. 3, August, 1955 .70 1.05 2.10 
TRC-2, No. 1, March, 1956 1.00 1.50 3.00 
TRC-3, No. 1, April, 1957 2.70 3.60 7.20 
TRC-3, No. 2, May, 1957 1.15 1.70 3.45 

isonics PGUE-1, June, 1954 1.55 2.30 4.65 
igineering PGIJE-5, August, 1957 1.50 2.25 4.50 
cular PGVC-5, June, 1955 1.50 2.25 4.50 
immunications PGVC-6, July, 1956 1.55 2.30 4.65 

PGVC-8, May, 1957 1.40 2.10 4.20 
PGVC-9, June, 1957 .75 1.10 2.25 

* Colleges, subscription agencies and all libraries, may purchase at IRE member rate. 

W . L. EVERITT W INS AI EE M EDAL 

W. L. Everitt (A'25-M'29-F'38), dean of 
the College of Engineering, University of 
Illinois, has been awarded the American In-

stitute of Electrical 
Engineers' Medal in 
Electrical Engineer-
ing Education for 
outstanding service 
as a teacher in elec-
trical engineering. 
Dean Everitt, the 
second recipient of 
the Medal, received 
it at the five-day Fall 
General Meeting of 
AIEE at Chicago, 
October 7. 

The Medal was awarded Dr. Everitt "in 
recognition of his distinguished service as a 
teacher of electrical engineering and as evi-
dence of the high esteem in which his con-
tributions to engineering education are held 
by his fellow members of the American In-
stitute of Electrical Engineers." 

Dr. Everitt has devoted most of his life 
to education, except for two years as engi-
neer in charge of P.B.X. development for the 
North Electric Manufacturing Company at 
Galion, Ohio and a war stint. He was an in-
structor in electrical engineering at Cornell 
University during 1920-1922 and an in-
structor in charge of communications courses 
at the University of Michigan in 1924-1926. 
He then joined the staff of Ohio State Uni-
versity where he remained until 1942. From 
then until 1945 he was director of the Opera-
tional Research Staff Office of the Chief Sig-
nal Officer, War Department. He became 
professor and head of the Department of 
Electrical Engineering at the University of 
Illinois in 1945 and was named dean of engi-
neering in 1949. 

An alumnus of Cornell University, the 
University of Michigan and Ohio State Uni-
versity, Dean Everitt is noted for inventions 
in the fields of automatic telephony, radio 
altimeters for aircraft, directional antenna 
systems, speech compression and radio tun-
ing systems. 

He is a Fellow of ALEE and a former 
IRE president in 1945. He was an IRE 
Director from 1942 to 1947, and 1949 to 
1951. He won the IRE Medal of Honor in 
1954. He also has served on a number of IRE 
and technical committees, and he is pres-
ently on the Editorial Review committee. 

D. A. WATKINS 

D. A. W ATKINS \VINS 1957 IRE 
ANNUAL W ESTERN REGION AWARD 

D. A. Watkins (A'47-M'48-S'49-A'51-
SM'55) of Stanford University has been 
named recipient of the 1957 Electronic-

Achievement Award 
of the IRE Seventh 
Region. 

The award is 
given annually as 
recognition for out-
standing contribu-
tions to electronic 
activities in the 
Western Region of 
the IRE, which em-
braces nine western 
states. The citation 
for Dr. Watkins' 

award is for "his basic contributions in re-
ducing noise in microwave electron tubes." 
Dr. Watkins is also the inventor of the 
"Helitron" tube, which permits instantane-
ous radar tuning over a prodigious range of 
microwave frequencies. 

Achievement Award winners are chosen 
by secret ballot of a regional committee rep-
resenting more than 7,000 members of the 

IRE in the Seventh Region. Members of the 
Awards Committee for 1957, who chose the 
nominees, are Clayton Clark, Utah State 
University, chairman; Prof. H. J. Hendricks, 
California Polytechnic Institute, and Eugene 
French, Albuquerque, N. M. 

The presentation of the award was made 
at WESCON. 

Dr. Watkins holds a B.S. degree from 
Iowa State College (1944), an M.S. from 
California Institute of Technology (1947) 
and the Ph.D. degree (1951) from Stanford. 

Early in his career he was a design engi-
neer for Collins Radio Co. of Cedar Rapids, 
Iowa. He then spent a year on the staff of 
Los Alamos Scientific Laboratories. In early 
1951 Dr. Watkins joined the Research and 
Development Laboratories of Hughes Air-
craft Co., Culver City, Calif., where he be-
came head of the Microwave Tube Section. 
Dr. Watkins' faculty association with Stan 
ford began in the spring of 1954, when he was 
appointed an associate professor of electrical 
engineering. 

He was advanced to a full professorship 
in June, 1956 and has since been engaged in 
teaching and direction of research in micro-
wave tubes. He was named an associate di-
rector of Stanford Electronics Laboratories 
in September, 1954, his present position. 

He is a member of the American Physics 
Society and he was chairman of the technical 
program committee for WESCON this year. 

COLOR TV PROCEEDINGS PRINTED 

The journals Optica Acta and Acta Elec-
tronica have undertaken the joint publica-
tion of the full proceedings, mostly in Eng-
lish, of the International Symposium on the 
Physical Problems of Color Television, held 
last July in Paris. The volume consists of 
400 pages and more than 450 illustrations. 
The number of copies available to non-sub-
scribers of either journal, however, is limited. 
Persons interested should send $ 10 post-paid 
to either Optica Acta, 3 boulevard Pasteur, 
Paris, 15, France, or Ada Electronica, 23 rue 
du Retrait, Paris 20, France, before Jan. 1 

The Buenos Aires IRE Section held lectures and a radio equipment show during its tenth annual Electronics 
Week. Shown above is the Argentina Minister of Communications as he cuts the ribbon to open the radin 
show. 
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SYNIPOSIUM ON SCINTILLATION 
COUNTERS SET FOR JAN. 27-28 

The Sixth Scintillation Counter Sym-
posium, sponsored by the IRE, A I EE, 
Atomic Energy Commission and the Na-
tional Bureau of Standards, is scheduled for 
January 27-28 at the Hotel Shoreham, 
Washington, I). C. 

The program will include both invited 
and contributed papers on components, 
equipment and applications. There will be 
four sessions, each a half day in length, 
covering phosphor and Cerankov scintil-
lators, photomultipliers, energy and time 
resolution, and scintillation counter applica-
tions. An additional evening program on 
January 27 will be held to show films on the 
latest techniques for low-level counting. At 
this time papers dealing with the approach 
to the scintillation counter problem taken by 
other countries will be delivered, too. 

PROFESSIONAL GROUP NEWS 

The following chapters were approved by 
the Executive Committee on October 10: 
PG's on Aeronautical & Navigational Elec-
tronics, Broadcast Transmission Systems, 
and Communications Systems, Florida West 
Coast Section; l'G's on Communications 
Systems, and Military Electronics, San 
Francisco Section; PG on Military Elec-
tronics, Tucson Section; PG on Microwave 
Theory & Techniques, I )enver Section; and 
PG on Telemetry & Remote Control, Wash-
ington, D. C. Section. 

An award to be known as the Scott HeIt 
Memorial Award has been established by the 
Administrative Committee of the IRE Pro-
fessional Group on Broadcast Transmission 
Systems. This is the first Professional Group 
Award of the PGBTS and is established in 
memory of Mr. Heft who died in an airplane 
collision on August 9, 1956. It will be 
awarded annually for the best paper pub-
lished in the TRANSACTIONS of the Group. 

The Professional Group on Instrumenta-
tion announces that its 1956-57 prize has 
gone to E. S. Gordon, D. C. Maxwell, Jr. and 
N. E. Alexander for their paper, "Electronic 
Instrumentation of a Device to Automati-
cally Count and Size Particles in a Gas," 
published in the issue of March, 1957, IRE 
TRANSACTIONS on instrumentation. 

The January, 1958 issue of the IRE 
TRANSACTIONS on Microwave Theory & 
Techniques will be completely devoted to 
the papers given at the recent 1957 annual 
PGM Ti' meeting covering microwave fer-
rites and related devices, and their applica-
tions. 

This issue of the TRANSACTIONS, and 
subsequent issues, can be obtained by all 
IRE members upon joining the PGMTT and 
payment of the annual assessment of $3.00. 
The 1958 National PGMTT Symposium 

will be held May 5-7 at Stanford University. 
Authors should submit, in triplicate, prior 

to January 1958, both a 100-word abstract, 
title of paper, name and address; and a 500-
word summary, title of paper, name and 
address. Papers related to microwave phys-
ics and applications, microwave components 
and microwave techniques are considered 
appropriate. Submit papers to Kiyo Tomi-
yasu, Technical Program Chairman, 601 
California Ave., Palo Alto, Calif. 

CURRENT IRE STANDARDS 
Please order by number from IRE Headquarters, 1 E. 79 St., N. Y. 21, N. Y. A 20% discount 

will be allowed on order for 100 or more copies mailed to one address. 

PRICE 
48 IRE 2., 11., 15.S1 Standards on Antennas, Modulation Systems, and Transmitters: 

Definitions of Terms, 1948  $0 . 75 
53 IRE 2.S1 Standards on Antennas and Waveguides: Definitions of Terms, 1953. 

Adopted by ASA. (ASA C16.21-1954). 
Reprinted horn the December, 1953, PROCEEDINGS  $0 . 75 

55 IRE 2.S1 Standards on Antennas and Waveguides: Definitions for Waveguide Com-
ponents, 1955. 

Reprinted from the September, 1953, PROCEEDINGS  $0 . 25 
48 IRE 2.S2 Standards on Antennas: Methods of Testing. 1948. Adopted by ASA. (ASA 
C16.11-1949)  $0 . 75 

54 IRE 3.S1 Standards on Audio Techniques: Definitions of Terms, 1954. 
Reprinted from the July, 1954, PROCEEDINGS  $0 . 50 

56 IRE 3.S1 Standards on Audio Systems and Components: Methods of Measurement of 
Gain, Amplification, Loss, Attenuation, and Amplitude-Frequency-Response, 1956. 
Adopted by ASA. (ASA C16.29-1957). 

Reprinted from the May, 1956, PROCEEDINGS  $0 . 80 
53 IRE 3.S2 Standards on American Recommended Practice for Volume Measurements 

of Electrical Speech and Program Waves, 1953. Adopted by ASA. (ASA C16.5-1954). 
Reprinted from the May, 1954, PROCEEDINGS  $0 . 50 

50 IRE 4.S1 Standards on Circuits: Definitions of Terms in Network Topology, 1950 
Reprinted from the January, 1951, PROCEEDINGS  $0 . 50 

53 IRE 4.S1 Standards on Circuits: Definitions of Terms in the Field of Linear Varying 
Parameter and Nonlinear Circuits, 1953. 

Reprinted from the March, 1954, PROCEEDINGS  $0. 25 
42 IRE 6.S1 American Recommended Practice for Loudspeaker Testing. Adopted by ASA. 

(ASA C16.4-1942)  $0 . 40 
51 IRE 6.S1 Standards on Electroacoustics: Definitions of Terms, 1951. 

Reprinted from the May, 1951, PROCEEDINGS  $1. 00 
52 IRE 7.S1 Standards on Magnetrons: Definitions of Terms, 1952. 

Reprinted from the May, 1952, PROCEEDINGS  $0 . 25 
53 IRE 7.S1 Standards on Electron Devices: Methods of Measuring Noise, 1953. Adopted 

by ASA (ASA C60.13-1954). 
Reprinted from the July, 1953, PROCEEDINGS  $0 . 75 

54 IRE 7.S1 Standards on Electron Devices: Definitions of Terms Related to Photo-
tubes, 1954. 

Reprinted from the August, 1954, PROCEEDINGS  $0. 25 
56 IRE 7.S1 Standards on Electron Devices: Definitions of Terms, Related to Microwave 

Tubes (Klystrons, Magnetrons, and Traveling Wave Tubes), 1956. 
Reprinted from the March, 1956, PROCEEDINGS  $0.50 

57 IRE 7.S1 Standards on Electron Tubes: Physical Electronics Definitions, 1957. 
Reprinted from the January, 1957, PROCEEDINGS  $0 . 50 

50 IRE 7.S2 Standards on Electron Tubes: Methods of Testing, 1950. 
Part I reprinted from August, 1950, PROCEEDINGS; 
Part II reprinted from September, 1950, PROCEEDINGS  $1 . 25 

52 IRE 7.S2 Standards on Gas-Filled Radiation Counter Tubes: Methods of Testing, 1952. 
Adopted by ASA. (ASA C60.11-1954). 

Reprinted from the August, 1952, PROCEEDINGS  $0 . 75 
54 IRE 7.S2 Standards on Electron Devices: Definitions of Semiconductor Terms, 1954 

Reprinted from the October, 1954, PROCEEDINGS  $0 . 50 
56 IRE 7.S2 Standards on Electron Devices: Definitions of Terms Related to Storage 

Tubes, 1956. 
Reprinted from the April, 1956, PROCEEDINGS  $0 . 25 

57 IRE 7.S2 Standards on Electron Tubes: Definitions of Terms, 1957. 
Reprinted from the July, 1957, PROCEEDINGS  $1 . 00 

52 IRE 7.S3 Standards on Gas-Filled Radiation Counter Tubes: Definitions of Terms, 
1952. 

Reprinted from the August, 1952, PROCEEDINGS  $0.50 
56 IRE 7.S3 Standards on Electron Tubes: TR and ATR Tube Definitions, 1956. 

Reprinted from the August, 1956, PROCEEDINGS  $0.50 
56 IRE 8.S1 Standards on Electronic Computers: Definitions of Terms, 1956. 

Reprinted from the September, 1956, PROCEEDINGS  $0. 60 
43 IRE 9.S1 Standards on Facsimile: Temporary Test Standards, 1943  $0.20 
56 IRE 9.S1 Standards on Facsimile: Definitions of Terms, 1956. Adopted by ASA. (ASA 

C16.30-1957). 
Reprinted from the June, 1956, PROCEEDINGS  $0 . 60 

55 IRE 10.S1 Standards on Industrial Electronics: Definitions of Industrial Electronics 
Terms, 1955. 

Reprinted from the September, 1955, PROCEEDINGS  $0.50 
53 IRE 11.S1 Standards on Modulation Systems: Definitions of Terms, 1953. 

Reprinted from the May, 1953, PROCEEDINGS  $0.50 
54 IRE 12S.1 Standards on Radio Aids to Navigation: Definitions of Terms, 1954. Adopted 

by ASA. (ASA C16.26-1955). 
Reprinted from the February, 1955, PROCEEDINCS   Si . 00 

49 IRE 14.S1 Standards on Piezoelectric Crystals, 1949. Adopted by ASA. (ASA C83.3-
1951, R 1954). 

Reprinted from the December, 1949, PROCEEDINGS  $0.80 
57 IRE 14.S1 Standards on Piezoelectric Crystals-The Piezoelectric Vibrator: Defini-

tions and Methods of Measurement, 1957. 
Reprinted from the March, 1957, PROCEEDINGS   $0.60 

(Continued on page 1755) 
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CURRENT IRE STANDARDS 

Please order by number from IRE Headquarters. 1 E. 79 St., N. Y. 21, N. Y. A 20% discount 
will be allowed on order for 100 or more copies mailed to one address. 

PRICE 

55 IRE 15.S1 Standards on Pulses: Methods of Measurements of Pulse Quantities, 1955. 
Adopted by ASA. (ASA C16.28-1956). 

Reprinted from the November, 1955, PROCEEDINGS  $0 . 60 
49 IRE 16.S1 Standards on Railroad and Vehicular Communications: Methods of Testing,  

1949. 
Reprinted from the December, 1949, PROCEEDINGS  $0. 50 

47 IRE 17.S1 Standards on Radio Receivers: Methods of Testing Frequency-Modulation 
Broadcast Receivers, 1947. Adopted by ASA. (ASA C16.12-1949)  $0.50 

48 IRE 17.S1 Standards on Radio Receivers: Methods of Testing Amplitude-Modulation 
Broadcast Receivers, 1948  $1.00 

49 IRE 17.S1 Tests for Effects of Mistuning and for Downward Modulation.  
1949 Supplement to 47 IRE 17.S1 reprinted from the December, 1949, PROCEEDINGS  $0.25 

51 IRE 17.S1 Standards on Radio Receivers; Open Field Method of Measurement of 
Spurious Radiation from Frequency Modulation and Television Broadcast Receivers, 
1951. 

Reprinted from the July, 1951, PROCEEDINGS  $0 . 50 
52 IRE 17.S1 Standards on Receivers: Definitions of Terms, 1952. 

Reprinted from the December, 1952, PROCEEDINGS  $0.60 
54 IRE 17.S1 Standards on Receivers: Methods of Measurement of Interference Output of 

Television Receivers in the Range of 300 to 10,000 KC, 1954. Adopted by ASA. (ASA 
C16.25-1955). 

Reprinted from the September, 1954, PROCEEDINGS  $0 . 60 
55 IRE 17.S1 Standards on Radio Receivers: Method of Testing Receivers Employing  

Ferrite Core Loop Antennas, 1955. 
Reprinted from the September, 1955, PROCEEDINGS  $0 . 50 

53 IRE 19.S1 Standards on Sound Recording and Reproducing: Methods of Measurement 
of Noise, 1953. 

Reprinted from the April, 1953, PROCEEDINGS  $0 . 50 
53 IRE 19.S2 Standards on Sound Recording and Reproducing: Methods for Determining  

Flutter Content, 1953. Adopted by ASA. (ASA Z57.1-1954). 
Reprinted front the March, 1954, PROCEEDINGS   $0 . 75 

51 IRE 20.S1 Standards on Pulses: Definitions of Terms-Part I, 1951.  
Reprinted front the June, 1951, PROCEEDINGS  $0 . 50 

52 IRE 20.S1 Standards on Pulses: Definitions of Terms-Part II, 1952. 
Reprinted from the May, 1952, PROCEEDINGS  $0 . 50 

51 IRE 20.S2 Standards on Transducers: Definitions of Terms, 1951.  
Reprinted from the August, 1951, PROCEEDINGS  $0 . 50 

49 IRE 21.S1 Standards on Designations for Electrical, Electronic and Mechanical Parts  
and Their Symbols, 1949. 

Reprinted from February, 1950, PROCEEDINGS  $0 . 60 
51 IRE 21.S1 Standards on Abbreviations of Radio-Electronic Terms, 1951. 

Reprinted from the April, 1951, PROCEEDINGS  $0 . 50 
54 IRE 21.S1 Standards on Graphical Symbols for Electrical Diagrams, 1954. 

Reprinted from the June, 1954, PROCEEDINGS  $1 . 25 
57 IRE 21.S1 Standards on Letter Symbols and Mathematical Signs, 1948 (Reprinted  

1957). 
Reprinted from the August, 1957, PROCEEDINGS $0 . 60 

57 IRE 21.S2 Standards on Reference Designations for Electrical and Electronic Equip-
ment, 1957. 

Reprinted front the November, 1957, PROCEEDINGS  $0 . 70 
57 IRE 21.S3 Standards on Graphical Symbols for Semiconductor Devices, 1957.  

Reprinted from the December, 1957, PROCEEDINGS  $0 . 60 
48 IRE 22.S1 Standards on Television: Methods of Testing Television Receivers, 1948  

Adopted by ASA. (ASA C16.13-1949).  $1 . 00 
55 IRE 22.S1 Standards on Television: Definitions of Color Terms, 1955. 

Reprinted front the June, 1955, PROCEEDINGS  $0 . 60 
50 IRE 23.S1 Standards on Television: Methods of Measurement of Television Signal  

Levels, Resolution, and Timing of Video Switching Systems, 1950. 
Reprinted trout the May, 1950, PROCEEDINGS  $0 . 70 

54 IRE 23.S1 Standards on Television: Methods of Measurement of Aspect Ratio and 
Geometric Distortion, 1954. Adopted by ASA. (ASA C16.23-1954). 

Reprinted from the July, 1954, PROCEEDINGS  $0 . 60 
55 IRE 23.S1 Standards on Television: Definitions of Television Signal Measurement  

Terms, 1955. 
Reprinted from the May, 1955, PROCEEDINGS  $1.00 

50 IRE 23.S2 Standards on Television: Methods of Measurement of Time of Rise, Pulse  
width, and Pulse Timing of Video Pulses in Television, 1950. 

Reprinted front t I w November, 1950, PROCEEDINGS  $0 . 75 
50 IRE 23.S1 Standards on Television: Methods of Measurement of Electronically Regu-

lated Power Supplies, 1950. 
Reprinted from the January, 1951, PROCEEDINGS  $0.75 

45 IRE 24.S1 Standards on Radio Wave Propagation: Definitions of Terms Relating to 
Guided Waves, 1945  $0 . 20 

50 IRE 24.S1 Standards on Wave Propagation: Definitions of Terms, 1950.  
Reprinted from the November, 1950, PROCEEDINGS  $0 . 60 

55 IRE 26.S1 Standards on Graphical and Letter Symbols for Feedback Control Systems,  
1955. 

Repm inted from the November, 1955, PROCEEDING   $0 . 25 

(Continued on page 1756) 

OBITUARY 

J. D. Southwell (A'47-M'48-S1‘1'53), 
longtime worker in various city departments 
and director of the Division of Public Safety 
since it was organized in November, 1956 in 
Beaumont, Tex., died recently. 

He was a native of New Iberia, La., and 
came to Beaumont in 1902 at the age of six. 
He attended Millard School and old Beau-
mont High School before beginning his 
mechanical career as a chauffeur. 

He became a mechanic in the White 
Steamer Automobile Co. shops in 1909 and 
joined the Beaumont Fire Department in 
1917 as an electrician and maintenance 
mocha nic. 

Mr. Southwell, as city electrician, de-
signed and installed the city's first traffic 
signal system in 1926. He also designed and 
installed the underground cable for the tele-
graph system of the police department. He 
designed and built the police department's 
radio communications system and, the 
seventh in the nation, it was the first to go 
into operation south of St. Louis, Mo. 

For the local fire department, he designed 
the searchlight truck which includes a self-
contained power plant, reel-out cables and 
elevators for lights atop the truck. It was 
copied by fire departments in a number of 
cities, including London, England. 
A key figure in the city's water depart-

ment, he had been in charge of electrical and 
maintenance work for the department and 
worked with other engineers in designing the 
pumping plant as well as the raw water sup-
ply system which guarded the city against 
salt water encroachment. 

He installed the original power distribu-
tion system and more recently worked on the 
design for a diesel generating plant for an 
emergency power supply at the plant. He 
also supervised installation of electric power 
equipment at the new sewage disposal plant. 

He was president of Local 183, litter-
national Alliance of Theatrical Stage Em-
ployes and Motion Picture Machine Opera-
tors and of the International Brotherhood of 
Electrical Workers for 19 years. He was a 
member of the American Institute of Elec-
trical Engineers, Texas Society and Sabine 
Chapter of Professional Engineers. 

TECHNICAL COMMITTEE NOTES 

The following Technical Committees 
held meetings this past month: 

Sept. 17-Feedback Control Systems Com-
mittee, J. E. Ward, Chairman, 
MIT Faculty Club. 
Video Techniques Committee, S. 
Doba, Jr., Chairman, IRE Head-
quarters. 

Sept. 23-Industrial Electronics Committee, 
J. A. Eiselein, Chairman, Morri-
son Hotel, Chicago. 

Sept. 24-Audio Techniques Committee, 
I. M. Kerney, Chairman, IRE 
Headquarters. 

Sept. 27-Information Theory and Modula-
tion Systems Committee, J. G. 
Kreer, Jr., Chairman, IRE Head-
quarters. 
Electron Tubes Committee, G. 
Espersen, Chairman, IRE Head-
quarters. 
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Facsimile Committee, D. Frezzo-
lini, Chairman, Times Building, 
New York. 

Oct. 2—Antennas and Waveguides Com-
mittee, G. Deschamps, Chairman, 
IRE Headquarters. 

Oct. 3—Standards Committee, M. W. 
Baldwin, Jr., Chairman, IRE 
Headquarters. 

Oct. 4—Circuits Committee, W. A. Lynch, 
Chairman, IRE Headquarters. 

Oct. 9—Recording and Reproducing Com-
mittee, D. E. Maxwell, Chairman, 
IRE Headquarters. 

Oct. 11—Radio Transmitters Committee, 
H. Goldberg, Chairman, IRE 
Headquarters. 

CURRENT IRE STANDARDS 

Please order by number from IRE Headquarters, 1 E. 79 St., N. Y. 21, N. Y. A 20% discount 
will be allowed on order for 100 or more copies mailed to one address. 

PRICE 
55 IRE 26.S2 Standards on Terminology for Feedback Control Systems. 1955. 

Reptinted from the January, 1956, PROCEEDINGS  $0. EO 
56 IRE 27.S1 Standards on Methods of Measurement of the Conducted Interference Out-

put of Braodcast and Television Receivers in the Range of 300 KC to 25 MC, 1956. 
Adopted by ASA. (ASA C16.25a-1957). 

Reprinted from the August, 1956, PROCEEDINGS  $0 . 50 
56 IRE 28.S1 Standards on Letter Symbols for Semiconductor Devices, 1956. 

Reprinted from the July, 1956, PROCEEDINGS  $0. 50 
56 IRE 28.S2 Standards on Solid-State Devices: Methods of Testing Transistors, 1956. 

Reprinted from the Novembet, 1956, PROCEEDINGS  $0. 80 

Books  
Television Engineering, Volume Three by 
S. W. Amos and D. C. Birkinshaw 

Published (1957) by Philosophical Library, Inc., 
15 E. 40 St.. New York 16, N. Y. 224 pages+2 index 
pages. 132 figures. 81 X51. $ 15.00. 

This is an exceptionally valuable book 
for all those interested in the generation of 
television signals. Adequately illustrated 
with clearly defined schematic diagrams and 
figures, it is equally useful in the fields of 
research, development and operation. The 
precise tabulation and detailed analysis of 
an unusually wide variety of techniques for 
waveform generation is a brilliant illustra-
tion of the high quality of engineering of the 
British Broadcasting Corporation. 

Commencing with an analysis of the 
waveforms used in the synthesizing of tele-
vision synchronizing, blanking, scanning and 
shading signals, the mathematical relation-
ship between rectangular, sawtooth and 
parabolic waveforms is derived and shown 
graphically. The authors describe in detail 
the operation, the derivation of the basic 
equations and the optimum component 
values for numerous circuits employed in 
generating sine, rectangular, sawtooth and 
parabolic waveforms. Following a spectrum 
analysis, the generation of rectangular wave-
forms covers diode limiting, amplifier limit-
ing, bi-stable, monostable and astable multi-
vibrators, transitron, phantastron and Mil-
ler-transitron circuits. 

The generation of sawtooth waveforms 
is given a similarly detailed treatment. It 
includes blocking oscillator, multivibrator 
and Miller-integrator circuits together with 
methods of linearizing the output wave-
forms. A comprehensive study of methods of 
synchronization of the various types of gen-
erators, together with the associated de-
velopment of counting circuits, is included. 

W. B. W HALLEY 
CBS Television Inc. 
New York 22, N. Y. 

Semiconductor Surface Physics ed. by R. H. 
Kingston 

Published (1957) by Univ. of Pennsylvania Press, 
3436 Walnut St., Philadelphia 4, Pa. 405 pages +7 
index pages +xvi pages. Illus. 81 X51. $8.00. 

The study of semiconductor surface phe-

nomena is very much in an early stage in 
spite of the great importance of the role of 
surfaces in many fields of physics, chemistry, 
and electrical engineering. This volume con-
tains a collection of invited papers and con-
tributed discussion pertaining to a confer-
ence held during June, 1956. The book is di-
vided into four sections: clean surfaces, real 
surfaces, adsorption and catalysis, and oxi-
dation. 

The first section, dealing with experi-
ments designed toward exploring the physi-
cal nature of ideal surfaces together with 
some of the theories involved, contains only 
two papers; however, the value of this work 
more than makes up for its brevity. The 
electron diffraction experiments by the 
Farnsworth group are described, and cover 
the difficult techniques involved in obtain-
ing clean surfaces. Some of the techniques 
include alternate heating of germanium to 
700°C and argon ion bombardment, fol-
lowed by annealing at 500°C, then probing 
by electron diffraction. Results are not yet 
fully conclusive, but the approach is excel-
lent. This report is followed by a survey 
article by Handler. The recorded discussion 
is provocative and thought stimulating. 

The second part deals with real surfaces 
or surfaces more readily attainable. Most of 
the emphasis is related to surface conduc-
tivity experiments and subsequent deduc-
tions. Field-effect mobilities are discussed 
with some repetition. This, in turn, is related 
to surface recombination velocity, surface 
potential studies, photovoltaic effects, and 
inversion layers induced by surface con-
taminants. The redundancy in these pres-
entations is not without value, since each 
investigator expresses his own sense of val-
ues, providing the reader with a broader per-
spective. 

For example, each paper in this section is 
concerned with "fast" surface states and 
"slow" surface states. The "fast" surface 
states are attributed to traps at the semi-
conductor surface, and can result in a rapid 
change in conductivity after application of a 
transverse electric field. The "slow" states 
are attributed to traps relating to an oxide 
layer or other thick coatings. Little is really 

known as to the source of these traps, yet it 
is interesting and instructive to compare the 
interpretations of the experimental data. 

The third group of papers, dealing with 
adsorption and catalysis, offers a challenge 
to the physical chemist. It is pointed out 
that the band structure of the surface and 
the energy level structure of surrounding 
molecules is intimately connected with the 
rates of reaction. 

Although this field is relatively unex-
plored, Garrett and Brattain point out that 
some of these concepts may have already 
been verified in that it has been found that 
hole density plays a major part in anodic 
oxidation of germanium. Brattain further 
indicates possibilities in the use of illumina-
tion to control reaction rats at the surface 
of germanium. 

The fourth part, dealing with oxidation, 
is also of interest to the physicist and chem-
ist. In one of the experiments, fresh surfaces 
of germanium are created by crushing the 
semiconductor in vacuum and then measur-
ing the oxygen adsorption as a function of 
time and temperature. In another experi-
ment, the oxidation rate of the ( 110), ( 111), 
and ( 100) faces has been measured at ele-
vated temperatures and at various pressures 
of oxygen. These data when combined with 
future electrical measurements offer new ap-
proaches to gaining more information about 
surfaces of semiconductors. 

Since this book is a collection of papers 
rather than a textbook, certain aspects are 
lacking. First, more work is needed in link-
ing the physical, chemical, and electronic 
aspects of surfaces. Secondly, there is a lack 
of contact with monumental work in the 
past such as that performed by DeBoer, 
Langmuir, Nottingham, Becker and others. 
Thirdly, any collection of papers must be 
somewhat lacking in continuity. 

However, the volume is fairly well edited 
and includes references and discussions. 
This book will be of great value to the re-
search specialist studying semiconductors 
and semiconductor surface phenomena. The 
ideas presented are rich in experience, tech-
nical detail and, with very little effort on the 
part of the reader, will point out new areas 



1957 IRE News and Radio Notes 1757 

of exploration and experimentation. The 
physicist, chemist, or engineer concerned 
with the design and construction of transis-
tors and other semiconductor devices will 
find the book useful and interesting. 

The volume comprises the thinking de-
veloped in the past few years and is a val-
uable contribution to the semiconductor 
field. 

H. A. ZAHL and HAROLD JAcoHs 
U. S. Army Signal Eng. Labs. 

Fort Monmouth, N. J. 

Digital Computer Programming by D. D. 
McCracken 

Published ( 1957) by John Wiley & Sons, Inc., 440 
Fourth Ave.. N. Y. 16. N. Y. 216 pages+5 index 
pages + 16 appendix pages +vii pages. 9} X61. $7.75. 

This book can best be described as a text 
for an elementary course in programming 
digital computers for numerical problems in 
the field of scientific and engineering com-
putation. The author, who evidently has 
considerable experience, both in applying 
and in teaching the art of programming, has 
written a book which should prove extremely 
useful to the teacher and the student of this 
fast-growing subject. Many illustrations of 
short programs are given, and each chapter 
concludes with exercises for the student. 

The basic concepts of number systems, 
computer arithmetic, addressing, and pro-
gramming in machine language are treated 
extensively. Relative, interpretive, and auto-
matic programming concepts are introduced. 
A touch of reality is added by discussions of 
common mistakes in programming and of 
checkout techniques; the author occasionally 
asks the reader to find errors left in the 
sample programs. 

The author has chosen to devise on paper 
his own computer to provide an instruction 
set for use in the sample programs. As a re-
sult, he is able to streamline and even omit 
some of the more complex features of actual 
computers, although he has retained others, 
such as indexing and floating point features, 
which are gradually becoming standard 
items. 

Making up a paper computer is a con-
troversial approach which considerably 
simplifies the exposition and avoids singling 
out any one commercial product. On the 
other hand, the student preparing to pro-
gram a specific machine may find the treat-
ment of many topics inadequate, partic-
ularly in the input-output area. The author 
suggests referring to manufacturers' litera-
ture for additional information. This in-
formation is sufficiently complex, however, 
that the reader may wish for another text-
book instead of the usual compilations found 
in machine manuals. 

In the treatment of the more advanced 
topics, the author has wisely chosen to in-
troduce the ideas, even though the scope of 
the book prohibits giving more than brief 
illustrations. A bibliography leads the reader 
to what information is published. The need 
for more published material is evident. In 
particular, a companion book covering the 
area of programming computers for business 
data processing would be desired. 

The choice of a simplified though practi-
cal treatment of a complex subject will ap-
peal to many readers. The style is clear and 
concise. The book should fill a great need in 

the expanding educational efforts on pro-
gramming digital computers. 

WERNER BUCHHOLZ 
IBM Corp. 

Poughkeepsie. N. Y. 

Transistor Circuit Engineering, ed. by R. F. 
Shea 

Published ( 1957) by John Wiley & Sons, Inc., 440 
Fourth Ave.. N. Y. 16, N. Y. 433 pages + 10 index 
pages +9 appendix pages + 13 bibliography pages +xx 
pages. Illus. 91 X61. $ 12.00. 

The coverage of this new book oil transis-
tors is quite complete, starting with a de-
scription of the solid state physics of the 
transistor and going all the way to a com-
pletely transistorized television receiver. The 
text is clearly written and studded with de-
sign equations and numerical examples. The 
problems are intriguing. There is a great 
variety of circuit techniques representing a 
judicious selection and editing from the 
literature. 

Two criticisms which can be offered of 
the book is that it suffers from the fault of 
any design book within a fast moving field 
in that it must be out of date at the time it 
is published. The second comment is that 
the switching circuit area is sparse in com-
parison with the rest of the book. 

The book represents the maturing of the 
transistor art. It is design-oriented with 
much less emphasis on physics and transistor 
characteristics than the earlier volumes and 
devotes most of its coverage to actual circuit 
design problems. The space devoted to point 
contact transistors, as a further example, is 
minimized. 

The material on small signal amplifiers 
is excellent and is sufficient to execute 
specific designs. Of particular value to design 
engineers are the sections on temperature 
stabilization and high frequency amplifier 
neutralization. 

Although a compilation the book reads 
as though written by one man. The compre-
hensive bibliography should be of great 
value. 

KNOX NICILWA1N 
Burroughs Corp. 

Paoli, Pa. 

Electrical Engineering Circuits by H. H. 
Shilling 

Published ( 1957) by John Wiley & Sons, Inc., 440 
Fourth Ave., N. Y. 16, N. Y. 694 pages + 12 index 
pages + 18 appendix pages +xi pages. 91 X61. $8.75. 
Illus. 

To write a generally acceptable book for 
the basic course in a-c circuits for electrical 
engineering students has long been a chal-
lenge, and a number of persons have ad-
dressed themselves to this challenge. The 
result has been a continuous stream of new 
books ill the field. These efforts have usually 
been only partially successful in satisfying 
the "using" public, and I see no reason for 
expecting Prof. Skilling's book to be any 
more satisfying than the many similar books 
which predate his. 

The content and presentation of the 
material of this book are largely traditional, 
with only minor basic differences between 
the content of this book and that by other 
authors. Of course, the choice of material 
may better meet the needs of some schools 
than do other books. If Prof. Skilling had 
really carried out in detail the statement 

made in his preface, that "we wanted a book 
in touch with modern thought," this re-
viewer might have been somewhat en-
thusiastic, but unfortunately the "touch" 
has been much too light. The accepted 
modern text for present-day needs must still 
be written. 

Prof. Skilling's book is generally well-
written, and appears to be a carefully pre-
sented development of a-c circuit theory. 
Many topics are included which often are 
found in somewhat more advanced texts. 
The balance between the order of difficulty 
of the subject matter and the time and space 
devoted to the material is usually good. 
There are a number of cases where new ideas 
are presented, but nothing is really done 
with them; and unfortunately most of the 
"modern" aspects of network theory get 
completely inadequate treatment. Thus the 
treatments of duality, network topology, 
and the complex s-plane, which could have 
distinguished this book from most others, 
are never really carried anywhere. 

There are several specific points with 
which this reviewer disagrees. The use of the 
term phasor (which is a complex number) to 
represent a rotating line, requires that such 
complex numbers be distinguished from the 
complex numbers which represent imped-
ance. This situation is further confused on 
pps. 80 and 253 by the effort to classify the 
phasor as a "transform." In its normal use, 
the phasor is not the "transform" of any-
thing in a mathematical sense; it might con-
ceivably be an heuristic transform, but it is 
not presented as such. The phasor contains 
only amplitude and phase information, and 
this may be related to a sinusoid, but no con-
cept of a rotating line is essential. 

In discussing the number of nodes and 
loops on pg. 285 a method is given for deter-
mining the number of independent loops of a 
network. This is a topological approach, but 
without any topological basis for the de-
velopment. Much more should have been 
done with this topic. 

The introduction to Chap. 17 begins with 
the statement that "The Laplace trans-
formation method turns transients problems 
into steady-state problems." This is a very 
misleading statement, as the Laplace trans-
formation transforms an integrodifferential 
equation into an algebraic equation, thereby 
permitting algebraic methods to be em-
ployed in the solution of the differential 
equation. Furthermore, no mention appears 
to be made that this is not the only trans-
form that accomplishes this. 

Chapters 18 and 19, which discuss two-
terminal pair networks, and electric filters, 
are detailed considerations of rather special 
classes of network problems. Such detail 
almost seems out of place in such a general 
textbook, and these chapters could well have 
been omitted without any damage to the 
continuity of the book. 

In summary, it appears that this book 
will take its place in the literature of a-c 
circuits, as a presentable and teachable 
book. It is a personal disappointment that 
Prof. Skilling chose a very traditional pres-
entation, when he might really have led the 
way with a sorely needed "modern" book on 
a-c circuits. 

SAMUEL SEELY 
Case Inst. of Technology 

Cleveland 6, Ohio 
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Fourth National Symposium on Reliability and 
Quality Control 

HOTEL STATL1 R, W ASHINGTON, D (' , JANUARY 6-7, 1958 

The symposium will consist of 46 speak-
ers and two panel sessions, a banquet, and 
ladies' program. 

The keynote speaker will be Major Gen. 
F. L. Ankenbrandt, U.S.A.F. Rtd., Defense 
Electronic l'roducts, RCA. Lawrence N. 
Hyland, Vice-President and General Man-
ager of Hughes Aircraft Co., will deliver the 
major address at the banquet on Tuesday, 
January 7th at 7:00 p.m. his topic will be 
"The Challenge of Reliability to Manage-
ment." At the sanie time the National Re-
liability Award will be presented by M. M. 
Tall; the I RE-PGRQC Award will be pre-
sented by Dr. Victor Wouk, Chairman of the 
IRE-PGRQC; the American Society for 
Quality Control in Electronics Division 
Award will be presented by I. \V. Schoen-
inger. 

There will be nine tours; one to the Naval 
Ordnance Laboratory, to the Potomac Rail-
road yard at Mc andria, Va., and to the 
NBC radio and TV station at 8 a.m. each 
morning. 

January 6- 10:00 a.m. 

Ageing Effects in Transistors, R. M. 
Ryder, Bell Telephone Co. 

Simplified Reliability Evaluation, C. M. 
Ryerson, RCA. 

Deterioration and Failure as a Stochastic 
Process, M. L. Norden, N YU. 

The Effects of Maintenance on Part Re-
liability, R. L. Madison, Aeronautical Radio 
Inc. 

Current Military Reliability Specifica-
tions, D. W. Pertschuk, American Bosch 
Anna Corp. 

Military Reports on Reliability, T. M. 
Child, U. S. Army; J. L. Miller, U. S. Navy; 
Lt. Col. J. S. Lambert, U.S.A.F. 

2:00 p.m. 

Mathematics and Statistics Used in Re-
liability, N. A. Woodbury, NYU. 

Reliable System Design by Part Engineer-
ing, C. G. \Valance, Hughes Aircraft Co. 

Systematic Methods in Missile Seeker 

System Design, II. V. Cooper, Bendix 
Aviation Corp. 

Reliable Design and Development Tech-
niques, J. E. McGregor, IBM. 

Panel on System Reliability Measure-
ment, G. M. Armour, Moderator, G.E. Co. 

7:30 p.m. 

Reliability Definitions Panel—Open Dis-
cussion, C. M. Ryerson, Moderator, RCA. 

January 7-9:00 a.m. 

Accelerated Life Test in Airframe Manu-
facture, M. H. Simpson, General Dynamics 
Corp. 

Accelerated Life Testing to Predict Failure 
Rate, B. Hecht, Sprague Electric Co. 

Study of Accelerated Life Test Versus 
Field Operation, Joseph Kimmel, RCA. 

Accelerated Light Test of Precision Resis-
tors, H. S. Herrick, Erie Resistor Co. 

Mechanical Airline Equipment Reliabil-
ity Analysis, A. 1\1. Hull, United Airlines, 
I nc. 

Improved Reliability by Stabilizing the 
Transistor, O. R. Baker, IBM. 

Some Reliability Factors of Electrical In-
sulation, N. M. Bashara, Univ. of Nebraska. 

Large Digital Computer Dependability 
Measurements, G. B. McCarter, IBM. 

2:00 p.m. 

Reliability Versus Cost of Failure, G. A. 
Raymond, Remington Rand. 

The Price of Reliability, A. L. Lambert, 
The Martin Co. 

Significances of R & D—Reliability 
Dollars, E. T. Welmers, Bell Aircraft Corp. 

Reliability Costs for Spares at Remote 
Locations, R. J. Herman, Bell Telephone 
Lab. 

Report on Northrop's Tube Surveillance 
Program, Dwight Hawley, Northrop Air-
craft Co. 

Design and Analysis of Comparison Tests 
on l'arts, R. P. Bosley, American Bosch 
Arma Corp. 

Evaluating Component Parts bythe Box 
Technique, R. Glaser, General Electric Co. 

The Mechanisms of Failure of Tantalum 
Capacitors, M. E. Krasnow, Inland Testing 
Lab. 

January 8-9:00 a.m. 

Reason—Reliability and Reality, L. J. 
Jacobson, Electronic Industries Assoc. 

Vendor Certification Program, D. A. Hill, 
Hughes Aircraft Corp. 

Test Program Design far a Missile Guid-
ance System, R. P. Grant. American Bosch 
Arma Corp. 

Commercial Aspects of Guaranteed Re-
liability, W. A. MacCrekin, Bendix Radio 
Co. 

Organization for Reliability, H. Knapp, 
Federal Telephone and Radio. 

Talos Missile Data System Contributes to 
Management, R. R. Wen(lt, Bendix Aviation 
Corp. 

Organizing Reliability in Airborne Equip-
ment Manufacture, J. J. Crowley, General 
1)ynamics Corp. 

Organizing for Reliability at Westing-
house, Trevor Clark, Westinghouse Eke. 
Corp. 

2:00 p.m. 

Techniques & Relationships of Quality 
Control and Reliability, J. J. Riordan, Office 
of Secretary of Defense. 

Controls for Reliability and Quality As-
surance, H. G. Romig, Summers Gyroscope 
Co. 

Propagation of Error Techniques in Elec-
tronic Circuits, M. Racite,• IBM. 

Vendor and Subcontractor Liaison for 
High Reliability, J. A. Rice„ American Bosch 
Arma Corp. 

Talos Reliability and Quality Education 
Program, W. H. Johnson. Bendix Aviation 
Corp. 

Education and Engineering Reliability, 
A. B. Credle, IBM. 

Training Evaluation Engineers for Re-
liability Programs, L. \V.. Ball, Stellardyne 
Lab. 

Training Through Design Reviews, H. C. 
Bryson, Jr., RCA. 

On the management committee of the Fourth Symposium on Reliability and Quality general chairman; M. Raphelson, secretary; J. W. Greer, vice-chairman; J. Kauf Mall. 
Control are tell lo riJlit): C. M. Ryerson. program; R. M. Jacobs, publicity; I. W. arrangements; and P. K. McElroy, Transactions. The symposium will be held at 
Schoeninger, vice-chairman; J. J. Mackey, arrangements vice-chairman; M. M. Tall, the Hotel Statler, Washington, D. C., January 6-8. 
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Abstracts of IRE Transactions  

The following issues of "TRANSACTIONS" have recently been published, and 

are now available from the Institute of Radio Engineers, Inc., 1 East 79th 

Street, New York 21, N. Y. at the following prices. The contents of each issue 

and, where available, abstracts of technical papers are given below. 

Sponsoring Group Publication 
Group IRE Non-

Members Members Members* 

Antennas & 
Propagation Vol. AP-5, No. 3 $2.00 $3.00 $6.00 

Communications 
Systems Vol. CS-5, No. 2 .70 1.05 2.10 

Electron Devices Va. ED-4, No. 3 2.00 

Engineering 
Management Vol. EM-4, No. 3 

3.00 6.00 

.60 .90 1.80 

* Public libraries and colleges may purchase copies at IRE Member rates. 

Antennas & Propagation 

VOL. AP-5, No. 3, Juts, 1957 

News and Views (p. 245) 
Contributions—An Interferometer for Ra-

dio Astronomy with a Single-Lobed Radiation 
Pattern—A. E. Covington and N. W. Broten 
(p. 247) 

The 150-foot slotted wave guide antenna 
for operation on a wavelength of 10 centimeters 
at the National Research Council, Ottawa, 
Canada, is now in operation as one element of 
an interferometer. The other element is itself a 
simple interferometer with element separation 
equal to that of the long array and is placed to 
the west on the common E-W axis. A rotary 
phase shifter in the arm between the array and 
simple interferometer is used, after Ryle, with 
a phase-sensitive detector. The resultant pat-
tern consists of the product of three terms: 
1) the single-lobe pattern of the long array; 
2) the interference pattern of the simple in-
terferometer, and 3) the interference pattern 
between the simple interferometer and array. 
This configuration gives a twofold increase in 
E-W resolving power over a uniformly collect-
ing aperture of equal dimension. The presence 

of two interference patterns suggests the name, 
"compound interferometer," and the new an-
tenna produces a fan-shaped beam 2' E-W X 2° 
N-S. The instrument has been used to obtain 
daily drift curves of the sun. 

Statistical Data for Microwave Propagation 
Measurements on Two Oversea Paths in Den-
mark—P. Gudmandsen and B. F. Larsen (p. 
255) 

Measurements were carried out on 6.4-cm 
and 17-cm wavelength on two optical paths, 
54-km and 82-km long, stretching over sea 
nearly east-west and starting at the saine 
point. For the greater part of the measurements, 
height-spaced receivers were used. The bulk of 
the statistical data comprises distributions of 
field strengths for every day of measurement. 
Curves for single receivers and diversity com-
binations of two receivers have been worked 
out. Distributions for every hour of a day as 
well as distributions of fade durations for a 
few days with special propagation conditions 
were obtained. A study of special fading phe-
nomena with almost coinciding fades on the 
receivers in operation has been made. 

The data reveal that the field strength dis-
tribution for single receivers on days with a 
great number of fades generally approximates 

the Rayleigh distribution irrespective of wave-
length, path, and antenna height within the 
range of height considered. The field strength 
distributions for diversity systems approximate 
the diversity Rayleigh distribution, which is 
derived from two uncorrelated Rayleigh dis-
tributed signals. Deviations from appropriate 
Rayleigh distribution towards more serious fad-
ing conditions seem to be more frequent and 
more pronounced for diversity systems than 
for single receivers. Distributions of fade dura-
tions are found to be log-normal. Measurements 
on three-height-spaced receivers on 17-cm 
wavelength indicate that the simple two-ray 
theory is insufficient to describe the fadings on 
a path over sea. 

Some Observations of Antenna-Beam Dis-
tortion in Trans-Horizon Propagation--A. T. 
Waterman, Jr., N. 11. Bryant, and R. E. Miller 
(p. 260) 

3000-mc signals from a rotating narrow-
beam transmitting antenna have been observed 
at distances from 92 to 177 miles. The manner 
in which the received power builds up and falls 
off as the transmitting beam sweeps past the 
receiver shows a variety of shapes instead of 
merely reflecting the transmitting-antenna pat-
tern, as would he expected on a line-of-sight 
path. From a series of these received-power pat-
terns, mean received power as a function of 
transmitting-antenna azimuth is obtained and, 
from this, an angular scattering function is 
derived. This angular scattering function, 
which is a characteristic of the path only, is 
used to predict the optimum antenna size for 
this path. These observations are also used to 
predict the improvement provided by a diver-
sity system employing two identical receiving 
beams separated in azimuth only. 

Back-Scattering Cross Section of a Thin, 
Dielectric, Spherical Shell—M. G. Andreasen 
(p. 267) 

The back-scattering cross section of a thin, 
dielectric, spherical shell is calculated on the 
basis of simplified boundary conditions at the 
shell. These conditions approximate the correct 
conditions at the shell better, the higher the 
dielectric constant of the shell, and the less the 
variation of the normal component of the elec-
tric field along the surface of the shell. Numeri-
cal results are added for a shell, whose electrical 
radius kri < 5, and whose thickness d and dielec-
tric constant x obey die relation ()co — 1)kd = 0.4. 
A comparison is made, with the results ob-
tained, by applying Rayleigh's scattering law 
to objects that are small as compared to the 
wavelength. 

Serrated Waveguide—Part I: Theory— 
R. S. Elliott ( p. 270) 

A corrugated waveguide in which the cor-
rugations pierce the broad wall, permitting 
leakage, is called a serrated waveguide. Con-
trolling the size and spacing of the serrations 
will permit the design of a practical traveling-
wave antenna. 

In this paper, an analysis is presented for 
the case of serrations which have a transverse 
dimension equal to the width of the broad wall, 
and longitudinal dimension and spacing that 
are small compared to a wavelength. 

The analysis yields an expression for the 
complex propagation constant of the leaky 
hybrid mode in the serrated guide, and com-
putations reveal an adequate range of leakage. 

Serrated Waveguide—Part II: Experiment 
—K. C. Kelly and R. S. Elliott (p. 276) 

Groups of nonresonant closely-spaced slots, 
cut in the broad wall of a rectangular wave-
guide, have been studied in a series of experi-
ments. The name "serrated waveguide" has 
been applied to such structures. The complex 
propagation constant of the fundamental mode 
in a serrated waveguide has been measured as a 
function of slot size and spacing. The results 
have been used in the design of traveling-wave 

antennas with various aperture distributions. 
These antennas can be used fór flush-mounted 
applications. 

A Technique for Controlling the Radiation 
from Dielectric Rod Waveguides—J. W. Dun-
can and R. H. DuHamel (p. 284) 

This paper describes a technique for con-
trolling the radiation from a dielectric rod 
waveguide by placing obstacles or antenna ele-
ments at appropriate points along the wave-
guide. The HE IL mode on a dielectric rod was 
used to excite concentric rings and radial wires. 
The coupling of the obstacles to the HEa mode 
was determined by constructing an image line 
with a slotted section for impedance measure-
ments. This information was used to design 
several antenna arrays with different types of 
patterns. The measured patterns were very 
satisfactory. 

A Circularly-Polarized Corner Reflector 
Antenna—O. M. Woodward, Jr. (p. 290) 

Unidirectional, circularly-polarized radia-
tion may be obtained by tilting a dipole in a 
corner reflector. Inherent advantages of this 
antenna are the simplicity of both the construc-
tion and adjustment. The theory of images is 
employed to develop the basic theory of the 
antenna for the cases of greatest practical in-
terest. An experimental investigation has been 
made on the radiation characteristics of a 
practical-sized antenna as a function of its geo-
metric parameters. From this data, an antenna 
producing unidirectional, circularly-polarized 
radiation has been designed and constructed. 

Corner Reflector Antennas with Arbitrary 
Dipole Orientation and Apex Angle—R. W. 
Klopfenstein (p. 297) 

This paper is concerned with the determina-
tion of corner reflector characteristics for re-
flectors of arbitrary apex angle excited by any 
infinitesimal dipole source which is tangent to a 
circular cylinder having the reflector axis as its 
axis. Use is made of the dyadic Green's func-
tions for the perfectly conducting wedge re-
cently given by Tai, and the results are ob-
tained as infinite series of Bessel functions. 

The quantities of interest are the relative 
phase and magnitude of vertical and horizontal 
components of electric field, the directive gain 
of the antenna, and the radiation resistance of 
the dipole source. These have been computed 
for a continuous range of apex angles from 30° 
to 180° for dipole-to-axis spacings up to about a 
wavelength. 
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The results of this general analysis are use-
ful not only for the determination of reflector 
characteristics for apex angles not subject to 
image analysis, but also for the obtaining of 
certain limiting forms for small apex angles 
which are not readily apparent from the image 
analyses. 

Mutual Impedance of Unequal Length An-
tennas in Echelon—H. E. King (p. 306) 

The expression is developed for the mutual 
impedance between two staggered parallel 
center-fed, infinitely thin antennas of unequal 
lengths. Heretofore unpublished curves are 
presented here which display the mutual im-
pedance characteristics for a variety of unequal 
antenna lengths in echelon. 

Corrections (p. 313) 
Communication—Determination of HF Sky-

wave Absorption—G. L. Pucillo (p. 314) 
A graphical method is employed as a means 

for facilitating the determination of Id skywave 
absorption for any given transmission path at 
any given time. 

Abstracts of Papers From the IRE-URSI 
Symposium Held May 22-25, 1957—Washing-
ton, D. C. (p. 316) 

Contributors (p. 333) 

Communications Systems 

VOL. CS-5, No. 2, SEPTEMBER, 1957 

Growth of Communications—G. T. Royden 
(p. 1) 

A 60 KW Transmitter for Ionospheric Scat-
ter Communications—J. L. Hollis, W. H. 
Collins and A. R. Schmidt (p. 3) 

Some Properties of a Frequency Stabilizing 
Circuit—L. L. Campbell (p. 10) 

J. B. Rudd has described a double-mixing 
circuit which transfers a signal of unstable fre-
quency to a new frequency determined by a 
stable local oscillator. It is shown that the 
signal-to-noise ratio at the output of this cir-
cuit is related to the signal-to-noise ratio at the 
input in about the same way as these ratios are 
related in a square-law detector. The choice of 
one of the circuit parameters for arbitrary in-
put noise spectrum is also discussed. 

Generations of Oscillations with Equally 
Spaced Frequencies in a Given Band—D. 
Makow (p. 13) 

One or two crystal oscillators determine the 
lowest and the highest frequency of the band, 
f,, and fb, respectively. A self-excited oscillator 
is stabilized to the mean frequency, fl, of the 
band by comparison of the difference fre-
quencies ft-f, and lb-fl. A second oscillator 
stage can then be stabilized similarly, either to 
the midfrequency between fi and f. or between 
11 and lb. In each further stage the number of 
frequencies to which the corresponding oscilla-
tors can be stabilized is doubled. Thus, for 
example, ten stages make any of 1047 fre-
quencies available. Further methods are de-
scribed where each stage triples or quadruples 
the capacity of the system. 

Design Considerations in a Wideband 
Microwave Mixer and IF Preamplifier—J. C. 
Rennie (p. 21) 

Practical and Theoretical Design Consider-
ations for Bridge Negative Feedback Ampli-
fiers in Carrier Telephony—M. J. Cotterill and 
J. W. Halina (p. 26) 

The problem of providing proper impedance 
matching for interconnecting circuitry in car-
rier telephony systems is of first-order im-

portance. 
Transmission branches that contain non-

passive elements, such as amplifiers, are of 

particular concern and thus require special 
treatment. Bridge feedback amplifiers employ-
ing a hybrid output transformer offer outstand-
ing advantages as a solution. 

Basic design formulae and a practical ex-
ample with measured results are presented for 
such an amplifier. 

Contributors to This Issue (p. 32) 
Correction Notice (p. 34) 

Electron Devices 

VOL. Ell-4, No. 3, JULY, 1957 

Point Contact Rectifier Theory—Melvin 
Cutler (p. 201) 

Point contact rectifiers have long been re-
puted to be unsusceptible to analysis. Although 
some featutes of their behavior are still poorly 
understood, there are a number of aspects 
which probably can be described quantitatively. 
In these cases, the difficulties are due to the 
complexity of the mathematical analysis rather 
than a lack of basic understanding. 

The approaches used in the theoretical 
analysis of two aspects of point contacts are 
discussed: the forward characteristics at 
moderately high currents, and the breakdown 
in the reverse direction. For the former, a 
theoretical solution is obtained for a hemi-
spherical p-n junction. The computed curves 
agree qualitatively with experimental ones; a 
quantitative check is complicated by the need 
to compute curves for many different param-
eters. The breakdown properties of a point con-
tact diode are compared with the theory for 
avalanche breakdown in a junction where heat-
ing occurs. 

Again, quantitative comparisons have not 
yet been made, but qualitative agreement en-
courages one to use the theory for obtaining 
design criteria in developmental work. 

Junction Capacitance and Related Charac-
teristics Using Graded Impurity Semiconduc-
tors—L. J. Giacoletto (p. 207) 

The transition capacitance of a junction of 
semiconductors with constant impurity density 
is well-known and varies inversely with the 
square root of the bias voltage. This paper 
analyzes the variation of transition capacitance 
with bias voltage of a junction of semiconduc-
tors with graded impurity densities; i.e., 
densities which are an arbitrary function of 
position. It is found that the transition 
capacitance can be simply related to a deple-
tion width and that, in turn, depletion width 
can be related to the bias voltage. An analysis 
is also carried out for the impurity grading to 
produce a specified transition capacitance vari-
ation, as for instance, a linear variation of 
capacitance with bias voltage. It is also possible 
to determine impurity gradings to satisfy cer-
tain special conditions. An example of this type 
that is considered in some detail is the deter-
mination of the impurity grading which will 
produce avalanche breakdown simultaneously 
throughout the semiconductor. An impottant 
result of the analysis is that the capacitance vs 
bias voltage relation can be favorably modified 
by suitable choice of impurity grading. The 
practical realization of the various characteris-
tics considered in this article is contingent upon 
techniques for fabricating semiconductors with 
specified impurity gradings. 

A Three-Dimensional Analytic Solution for 
Alpha of Alloy Junction Transistors—A. J. 
Wahl (p. 216) 

A three-dimensional anal tic solution for 
the alpha of junction transistors with extended 
base region is presented in terms of arbitrary 
volume and surf ace recombination. The method 

also accommodates emitter and collector junc-
tions of different size, as commonly encountered 
in high alpha alloy junction transistors. In 
principle, the solution can be carried to any 
desired degree of accuracy, but the large amount 
of labor involved in numerical evaluation of 
useful examples seriously impairs the practical 
value and for this reason the solution in its 
present form may well be largely of academic 
interest only. 

The Transient Response of Photoconduc-
tive Camera Tubes Employing Low-Velocity 
Scanning—R. W. Redington (p. 220) 

The transient signal which results from the 
characteristics of a low-velocity electron beam 
and the capacitance of the scanned surface has 
been calculated. A very slow transient of the 
hyperbolic type can result the scanned sur-
face is stabilized at a retard rig field potential. 
The calculations have been ‘erified by tests on 
a 6198 Vidicon, which was taken as an example. 
For this tube, the relative contributions of the 
"electronic transient" and the photoconductive 
decay to the observed transient response were 
determined. They make comparable contribu-
tions to the total transient. 

Noise Wave Excitation at the Cathode of a 
Microwave Beam Amplifier —W. R. Beam 
(p. 226) 

General equations are derived, giving the 
amplitudes of noise current and velocity for the 
many modes of space-charge wave propagation 
in an electron beam. The properties of the 
cathode taken into consideration are the cur-
rent density and the emission velocity distribu-
tion as a function of position. Simplified cases 
are considered which show the order of magni-
tude of effects due to cathode nonunifotmity 
and magnetic field strength. From present evi-
dence, it can be shown that high noise figure in 
low noise tubes is almost certainly due to ex-
cess noise velocity, brought about by cathode 
nonuniformities. Suggestions are given for re-
ducing these undesirable effects. 

Design and Calculation Procedures for 
Low-Noise Traveling-Wave Tubes—L. D. 
Buchmiller, R. W. Degrasse, and G. Wade 
(p. 234) 

A step-by-step procedure for designing low-
noise traveling-wave tubes is presented in this 
paper. The procedure permits the rapid cal-
culation of the significant design parameters 
corresponding to the conditons for minimum 
noise figure. The procedure includes the use of 
a special transmission-line type chart which 
facilitates the calculations and aids in under-
standing the principles involved in achieving 
low-noise behavior. 

By using the chart in connection with a 
second procedure, noise figure variation with 
frequency and with the tube parameters can be 
predicted for arbitrary electron gun design. 

Measured noise figures for two X-band low-
noise tubes designed essentially by these pro-
cedures agree with the theoretically predicted 
noise figures to within 1.5 (lb. 

High-Voltage Regulator Tubes for Color 
Television Receivers—K. E. Byrom (p. 243) 

With the advent of color television, it be-
came very important to regulate the high-
voltage supply in the receiver. This paper de-
scribes the RCA-6BD4-A and the RCA-6BK4 
low-current beam triodes of the sharp cutoff 
type designed specifically for this purpose. 
Typical operation of the tubes is described, and 
the results of an analysis of tle regulator circuit 
are given. When the 6BD4-A :s used, the output 
of a regulated 20,000-volt supply does not drop 
more than 300 vas the load current is increased 
from 0 to 1 ma. For the same increase in load 
current, the output of a regulated 27,000-v 
supply does not drop more than 500 v. When 
the 6BK4 is used, the output of a regulated 
25,000-v supply does not drop more than 500 y 
for a similar increase in load current. A feature 
of the regulator circuit is that variations in out-
put voltage may be kept within plus or minus 
1 per cent for input-voltage changes of plus or 
minus 10 per cent, cr the compensation for 
input-voltage changes may be eliminated while 
the above compensation for load-current 
changes is maintained. The requirements of a 
high-voltage supply for use with the RCA 
color kinescopes are outlined, and the 6BD4-A 
and 6BK4 are shown to satisfy the desired 
specifications. 

Traveling-Wave Amplifiers and Backward-
Wave Oscillators for VHF—D. A. Dunn (p. 
246) 

An important aspect of the design of travel-
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ing-wave amplifiers and backward-wave oscil-
lators for frequencies below 500 mc is the prob-
lem of obtaining a tube of reasonably small 
physical dimensions. Hollow beams of greater 
perveance than is obtainable with solid beams 
offer one method of reducing the size of such 
tubes by permitting operation at a lower volt-
age and greater gain per wavelength, for a 
specified beam power, than is possible in a 
solid beam tube. Some aspects of the design of 
minimum size hollow-beam forward-wave 
amplifiers using single helix circuits and back-
ward-wave oscillators using bifilar helix circuits 
are presented. Several tubes of these types for 
operation below 500 me have been built. 
Amplifier bandwidths and oscillator tuning 
ranges in excess of four to one in frequency have 
been obtained experimentally. Amplifier effi-
ciencies in excess of 20 per cent and oscillator 
efficiencies in excess of 10 per cent have been 
achieved. 

Beam Perturbations in Confined Flow 
Electron Beams With Planar Symmetry--
D. A. Dunn and W. R. Luebke (p. 265) 

An analysis of the perturbations in a con-
fined flow beam from a two-anode gun as a 
result of lens effects at the gun apertures is 
presented for the case of parallel flow with 
planar symmetry. The results are presented 
in the form of plots of the amplitude of the 
perturbation as a function of the ratio of the 
final beam voltage at the second anode to the 
voltage of the first anode. The parameters are 
the magnetic field and the ratio of spacings 
between cathode and the first and second 
anodes. For magnetic fields greater than about 
twice the Brillouin field corresponding to the 
first anode voltage, the result is a very broad 
minimum of perturbation extending over a volt-
age ratio of the order of thirty to one up to a 
maximum voltage determined by the spacing 
ratio. The conditions for exact cancellation of 
the perturbation introduced at the first anode 
by the lens action of the second anode are con-
sidered, and a convenient chart for determina-
tion of these conditions is presented. The lens 

effect perturbation amplitude is shown to be 
much greater than that resulting from space 
charge in the absence of lens effects, except at 
or very near the voltage and spacing ratio that 
is correct for cancellation and at relatively low 
voltages and magnetic fields. It is also shown 
how these results can be applied to hollow 
cylindrical beams with and without center con-
ductors. 

The Development of a Tunable CW Magne-
tron in the K-Band Region—Z. Feev Fraenkel 
(p. 271) 

The development of a low field, K-band, 
tunable cw magnetron is described. The major 
characteristics of the device are presented. The 
research leading towards the development of 
the magnetron is outlined. This research pro-
gram had two major objectives: 1) the study 
of cathode back-bombardment in cw magne-
trons, 2) the study of low field operation. The 
cathode back-bombardment was found to be 
closely related to two voltage regions at which 
large anode currents were drawn without any 
connection to magnetron operation. The close 
study of these effects made it possible to elimi-
nate them in cw magnetrons through a particu-
lar choice of magnetron parameters. The re-
search program culminated in the development 
of a low field, K-band, tunable cw magnetron, 
utilizing capacitive crown of thorns tuning. 
At a fixed operating point, an output power 
exceeding 10 watts at an efficiency exceeding 
5 per cent can be obtained over a tuning 
range of 7 per cent. The tuning range can be 
doubled by lowering the output power require-
ments and making use of two operating points. 

On the Performance of High Perveance 
Electron Guns—L. E. S. Mathias and P. G. R. 
King (p. 280) 

A design of high perveance electron gun has 
recently been proposed by Muller. 

An experimental investigation has been 
made of the electron beams produced from: 1) 
a gun designed directly from M tiller's charts, 
and 2) a gun whose design is a modification of 
the Muller design to make it more suitable for 

high-voltage operation. The perveance in each 
case was about 2 X 10-6. The distribution of the 
current density and the profile of the beam 
were examined, either by allowing the beam to 
fall on a plate coated with carbon, or by meas-
uring the current passing through a pinhole in 
a screen which could be moved across the beam 
at a number of axial positions. 

Electrostatic experiments showed that the 
beams were initially annular, but further along 
the axis the current density became highest at 
the center. This is attributed to crossing tra-
jectories resulting from lens aberrations in an 
anode aperture whose diameter is comparable 
with the cathode-anode spacing. 

With magnetic focusing, the current density 
distribution across the beam varied periodically 
along the axis to an extent which depended 
critically on the magnetic field conditions in 
the accelerating region of the gun. 

Experimental Notes and Techniques (p. 
287) 

Contributors (p. 287) 

Engineering Management 

VOL. E\1-4, No. 3, SEPTEMBER, 1957 

Views on Decentralization—E. U. Da-
Parma (p. 85) 

Management of a Navy Laboratory—Capt. 
J. M. Phelps, USN (p. 90) 

Planning of Research Work at Westing-
house Electric—Clarence Zener ( p. 94) 

Management of a Dispersed Research and 
Development Facility—Thomas M cloy (p. 96) 

Research Center in an Institute of Tech-
nology—J. E. Boyd (p. 99) 

Motivating Engineers in a Balanced Mili-
tary-Commercial Industry—R. S. Bell (p. 101) 

The Public Relations Function in an Engi-
neering Organization—T. E. Garrigan ( p. 103) 

The Project Overlay System of Research 
Organization—R. M. Bowie (p. 105) 

Correction (p. 108) 
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ACOUSTICS AND AUDIO FREQUENCIES 

534.133-8 3369 
Excitation of Ultrasonic Oscillations in 

Quartz—K. N. Baranski. (CR. Acad. Sci. 
U.R.S.S., vol. 114, pp. 517-519; May 21, 
1957. In Russian.) A variable frequency oscil-
lator of 5-10-w output was used to drive a 
240-kc X-cut quartz plate to oscillate at fre-
quencies up to 2 ktnc. Diffraction measurements 
on the velocity of longitudinal waves in 
quartz have shown that, in the range of fre-
quencies examined, this remains constant at 
5750 in. 

534.143: 621.317.39 3370 
Measurement of Longitudinal Vibrations in 

the Mc/s Frequency Range by means of Elec-
trostatic Excitation and a F.M. System of De-
tection—I'. G. Bordoni and M. Nuovo. 
(Ricerca sci., vol. 27, pp. 695-706; March, 
1957.) Description of apparatus with results of 
measurements on Al disks resonating at fre-
quencies ranging from 0.5 to 5.5 nic. 

534.2-14 3371 
On the Propagation of Ultrasonic Waves of 

Finite Amplitude in Liquids—V. A. Krassil-
nikov, V. V. Shklovskaya-kordy and L. K. 
Zarembo. (J. Acoust. Soc. Amer., vol. 29, pp. 
642-647; May, 1957.) The dependence of the 
ultrasonic absorption coefficient on intensity 
was measured at 1.5 inc for water, ethyl and 
methyl ethers, toluene, transformer oil and 
glycerine by means of thermocouples. 

534.2-8 3372 
Action of Infrared Radiation on an Ultra-

sonic Stationary-Wave Field—C. Rossetti. 
(CR. Acad. Sci., Paris, vol. 244, pp. 3038-
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3040; June 17, 1957.) Measurements made 
with an interferometer ( 1223 of 1953) show that 
infrared radiation is absorbed by a gas in which 
stationary ultrasonic waves are generated. Two 
different mechanisms are indicated, one purely 
thermal, the other of molecular origin. 

534.232:534.641 3373 
The Electrical and Mechanical Impedance 

of Electroacoustic Transducers-- -R. Bien. 
(Nachr. Tech. Z., vol. 10, pp. 160-167; April, 
1957.) Equivalent electromechanical circuits 
are considered which take account of imped-
ance changes during oscillations. The mechani-
cal impedance of resonators with distributed 
mass and elasticity can be represented approxi-
mately by a combination of single- frequency 
resonators. Theory is confirmed by measure-
ments on an electrodynamic system coupled to 
1) a cylindrical tube, 2) an exponential horn. 

534.232-8 3374 
Research on the Acoustic Air-Jet Genera-

tor: a New Development—E. Brun and 
R. M. G. Boucher. (J. Acoust. Soc. Amer., vol. 
29, pp. 573-583; May, 1957.) Modifications 
winch substantially increase the efficiency and 
available power output of the Hartmann air-
jet ultrasonic generator are described. 

534.232-8:538.652 3375 
Performance of Magnetostrictive Trans-

ducers Made of Aluminium-Iron Alloy or 
Nickel-Copper Ferrite -V. Kikuchi. (J. Acoust. 
Soc. Amer., vol. 29, pp. 569-573; May, 1957.) 
Both Ni and the alloy Alfer ( 13.5 per cent Al) 
have as high a coupling factor as is necessar y 
for transducers operating at resonance. Im-
provements in efficiency can be obtained by 
elimination of eddy currents, e.g., by the use of 
ferrites such as (Ni0)0.0:,(Cu0)0. 10Fe203. Details 
are given of ferrite transducers with electro 
acoustic efficiency 90 per cent suitable for high-
intensity ultrasonic radiation in watet at 
powers up to 3 w/cm2. See also 904 of 1955 
(Thiede). 

534.232.001.4 3376 
A Method for Measuring Solvent Resist-

ance of Crystal-to-Crystal Adhesive Bonds— 
B. J. Faraday and I). J. G. Gregan. (ASTM 
Bull., no. 222, pp. 42 45; May, 1957.) The 
apparatus described is suitable for testing 
bonds in butt-jointed crystals used for lf trans-
ducers. 

534.75 3377 
Effect of Time on Pitch Discrimination 

Thresholds under Several Psychophysical 
Procedures; Comparison with Intensity Dis-
crimination Thresholds--F. Winig. (J. Acoust. 

Soc. Amer., vol. 29, pp. 606-612; May, 1957.) 
See also 1237 of 1955 (Pollack). 

534.75:621.3.108.7 3378 
How Little Distortion Can We Hear?-----

M. Lazenby. (Wireless World, vol. 63, pp. 
435-440; September, 1957.) The smallest 
amount of nonlinear distortion that can be de-
tected by the ear is calculated from known non-
linear hearing effects and compared with exist-
ing measurements. 

534.78 3379 
Word Intelligibility as a Function of Time 

Compression—G. Fairbanky and F. Kodman, 
Jr. (J. Acousi. Soc. Amer., vol. 29, pp. 636 -(>41; 
May, 1957.) "An experiment is described in 
which words were automatically compressed in 
duration and presented to 4servers for identi-
fication. The effects of time ciompression and of 
time sampling are assessed sind compared with 
those of periodic interruptio". The results of an 
analogous nonauditory study of the effects of 
phonemic sampling are prelnted." 

534.79 3380 
Concerning the Form of the Loudness 

Function—S. S. Stevens. Acoust. Soc. 
Amer., vol. 29, pp. 603-06; May, 1957.) 
Results of experiments based on halving and 
doubling the loudness of 1-Ice tone at different 
levels tend to confirm irregularities in the 
loudness function. 

534.79 3381 
Critical Bandwidth in Loudness Summation 

--E. Zwicker, G. Flottorp., and S. S. Stevens. 
(J. Arousl. Soc. Amer., vol. 29, pp. 548-557; 
May, 1957.) The critical bandwidth at which 
loudness summation begins to depend on the 
spread of energy is approxidiately the critical 
bandwidth determined previnusly by methods 
involving thresholds, masking, and riliase. 
See also 2944 of 1956 ( Bauch). 

534.84: 621.395.623.8 3382 
System of Sound Amplification in the 

Congress Hall of the Palace of Culture and 
Science in Warsaw—W. Ws Furdujew (Fur-
duev). (Nadir. Tech., vol. ' 7, pp. 112-- 117; 
March, 1957.) 

534.845 3383 
On Standard Methods of Measurement in 

Architectural Acoustics R. V. Waterhouse. 
(J. Acoust. Soc. Amer., vol. 29, pp. 544 547; 
May, 1957.) The sound absorntion of acoustical 
materials and the sound trdnsmission loss of 
partitions are discussed. 

621.395.623.7 3384 
On the Low-Frequency Radiation Load of a 
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Bass-Reflex Speaker—R. 11. Lyon. (J. Acores!. 
Soc. Amer., vol. 29, p. 654; May, 1957.) The 
radiation load on the port-cone combination of 
a bass-reflex system near the fundamental 
resonance involves a coupling between the 
radiators which is calculated. 

621.395.625.3:681.84.083.84 3385 
Noise in a Magnetic Recording Tape— 

P. A. Mann. (Arch. elekt. Übertragung, vol. 11, 
pp. 97-100; March, 1957.) Magnetic domains 
arranged at random along the tape give rise to 
noise voltages when passing the reproducing 
head. Assuming a statistical distribution of 
domain position and orientation, the relation of 
noise voltage and frequency is expressed in an 
equation and plotted. After erasure a tape is 
noisier than an unused tape because the size of 
the domains cannot be reduced sufficiently. 

ANTENNAS AND TRANSMISSION LINES 

621.372.8 3386 
The Scattering Effect of a Junction between 

Two Circular Waveguides -V. Papadopoulos. 
(Quart. J. Mech. Ape Math., vol. 10, pt. 2, 
pp. 191 -209; May, 1957.) "The exact solution 
is found for the electromagnetic problem of the 
scattering effect of a junction between two 
semi-infinite circular pipes of radius a and b, 
respectively, (a> b) and having the same axis. 
The solution involves constants which satisfy 
an infinite set of equations." 

621.372.8 3387 
Reflection at the Transition from Rec-

tangular Waveguide to Sectoral Horn—G. 
Piefke. (Arch. elekt. Übearagung, vol. 11, pp. 
123-135; March, 1957.) The reflection coeffi-
cient is calculated for a junction of waveguide 
and horn flared in the E plane or 1-1 plane. 
Curves of the coefficient are plotted for flare 
angles up to 90° for the range 1 < 2a/X,,<2, 
where a is the width of the waveguide and X0, 
the free-space wavelength. For horns flared in 
the 11 plane the reflection coefficient is inde-
pendent of waveguide height. An approximate 
formula for very small tiare angles is derived. 

621.372.8:621.3.017.71 3388 
Heat Loss in Grooved Metallic Surface— 

E. A. Nlarcatili. ( Paoc. IRE, vol. 45, pp. 1134-
1139; August, 1957.) A theoretical method of 
evaluating the conduction-current losses in 
certain parallel periodic grooves in waveguide 
walls. 

621.396.67:621.397.62 3389 
Antenna-Multiplex System Design—H. K. 

Schlegelmilch, O. K. Nilssen, and W. V. Pan. 
(Electronics, vol. 30, pp. 148-151; July 1, 
1957.) A description of a distribution network 
giving an average isolation of 25 db between 
256 television receivers connected to a single 
common antenna. 

621.396.67.011 3390 
A Reactance Theorem for Antennas---C. A. 

Levis. ( Puoc. IRE, vol. 45, pp. 1128 - 1134; 
August, 1957.) A rigorous expression for the 
frequency derivative of the input reactance of 
an arbitrary antenna, used to predict band-
width properties. 

621.396.673 3391 
The Measurement of the Efficiency of 

Shoft Unbalanced Metre-Wave Aerials—M. 
Lohr. (Nachr. Tech. Z., vol. 10, pp. 120-124; 
March, 1951.) The method described involves 
only simple impedance measurements and 
accuracy within 2 per cent is obtainable; exam-
ples are given. 

621.396.674.1 3392 
Terminated Circular Loop Aerial—S. B. 

Rao. (Electronic Radio Eng., vol. 34, pp. 347-
350; September, 1957.) An expression is de-
rived for the radiation field of a circular loop 

with a terminating resistance diametrically 
opposite the feeding point. Experimental re-
sults using a small loop at 110 nic are given. 

621.396.674.1 3393 
Insulated Loop Antenna Immersed in a 

Conducting Medium- - J. R. Wait. (J. Res. 
Nat. Bur. Stand., vol. 59, pp. 133-137; August, 
1957.) "A solution is given for the fields of a 
circular loop in a conducting medium. The 
loop is assumed to have a uniform current, and 
it is enclosed by a spherical insulating cavity. 
The impedance of the loop is also considered. 
It is shown that the power radiated from the 
loop varies approximately as the reciprocal of 
the radius of the cavity for a specified loop 
current. Furthermore, if the cavity is electri-
cally small, relative to the external medium, 
the radiation field is not significantly affected 
by the presence of the cavity." See also 39 of 
1953 (Wait). 

621.396.677.43 3394 
The Development of Rhombic Short-Wave 

Aerials for Wide-Band Radiation—M. Jacob. 
(Bull. schweiz. elektrolech. Ver., vol. 48, pp. 
422 -428, 445; April 27, 1957.) Design curves 
and a monogram are given and their use ex-
plained by examples. 

621.396.677.71 3395 
Slotted-Cylinder Antenna with a Dielectric 

Coating—J. R. Wait and W. NI ientka. (J. Res. 
Nat. Bur. Stand., vol. 58, pp. 287 -296; June, 
1957.) "Analysis is presented for the fields pro-
duced by an arbitrary slot on a circular cylinder 
which has a concentric dielectric coating. Ex-
pressions for the far-zone fields are developed 
by evaluating the appropriate integrals using a 
saddle-point method. Numerical results are 
presented for the case ot a narrow axial slot for 
a range of values of cylinder diameters and 
electrical constants of the dielectric coating. 
There is some evidence that the coating pro-
vides a trap or a duct for surface waves, result-
ing in an increase of over-all amplitude of the 
field in the backward direction." 

621.396.677.71 : 621.398: 621.396.934 3396 
Beacon Antennas for Guided Missiles — 

W. E. Barrick and D. L. Brannon. (Electronics, 
vol. 30, pp. 166-168; March 1, 1957.) S-band 
and X-band antenna arrays consisting of three 
elements, equally spaced and circumferentially 
mounted on the missile, are fed in phase with 
polarization parallel to the missile axis. Three 
elements appear to be more satisfactory than 
a higher number. 

621.396.677.8 3397 
Directional Aerials with Apertures of Spe-

cial Shape--G. F. Koch. (Nachr. Tech. Z., vol. 
10, pp. 175 - 186; April, 1957.) Side lobes of 
radiation can be reduced by using apertures 
of special shape (see also 936 of 1955). Rhombic 
reflectors are discussed as an example of uni-
formly illuminated radiator, and radiation pat-
terns for perpendicular and oblique incidence 
are calculated. Nonuniformly illuminated aper-
tures of paraboloidal reflectors bounded by 
cosine curves are also considered. Special re-
flectors of German manufacture are illustrated. 

621.396.677.83 3398 
Influence of a Dielectric Layer on the Re-

flecting Properties of a Nonsolid Reflector— 
V. G. Yampol'ski. (Radiotekhnika, Moscow, 
vol. 12, pp. 59-64; February, 1957.) A theoreti-
cal investigation is made of the field distribu-
tion at a mesh-type or perforated reflector 
showing that the reflecting properties are re-
duced by a covering dielectric layer, such as ice. 

AUTOMATIC COMPUTERS 

681.142 3399 
The Development of a Business Computer 

System--A. S. Johnston and S. L. H. Clarke. 

(J. Brit. IRE, vol. 17, pp. 351-364; July, 
1957.) Describes the Elliott 405 system, in-
corporating a 1.6-m nickel delay line and a new 
type of store using 35-mm film coated with 
magnetic oxide. 

681.142 3400 
LACE (The Luton Automatic Computing 

Engine)—(Elearonic Eng., vol. 29, pp. 306-
312; July, and 380-385; August, 19.57.) Part 1 
—R. J. Gomperts and D. W. Righton. The 
general-purpose analog computer in operation 
at the Guided Weapons Division of the English 
Electric Company was designed to have a high 
utilization and growth factor. Four separate 
units called "bricks" are available which may 
may be operated in combination or separately. 
Part 2—J. C. Jones and D. Readshaw. A (le-
scription of I) an electronic multiplier and 2) 
an electronic general-purpose function genera-
tor developed for use with LACE. 

681.142 3401 
The "Metrovick 950" Digital Computer— 

R. NI. Foulkes. (Metropolitan Vickers Gaz., vol. 
28, pp. 111-117; May, 1957.) The computer is 
a medium-speed general-purpose binary ma-
chine designed for application to mathematical 
and scientific problems. The first model was 
completed in July, 1956. Transistors are used 
in the computing circuits and thermionic tubes 
in the circuits for writing on the magnetic 
storage drum. The method of operation of the 
transistors is that described by Chaplin (see 36 
of 1955). 

681.142 3402 
Electronic Computer Study of English 

Syntax Patterns—( Tech. News Bull. Nat. Bur. 
Stand., vol. 41, pp. 84-86; June, 1957.) Report 
of an exploratory study for data-processing 
purposes. 

681.142 3403 
Typed Figures Translated into Computer 

Code: High-Speed Reading by Electric Auto-
maton—(Engineering, London, vol. 183, pp. 
348-349; March 15, 1957.) Description of a 
pilot model of the electronic reading automaton 
(ERA). A flying-spot scanning system provides 
100 bits for the recognition of each typed figure. 
The use of many redundant bits ensures that 
minor defects in typescript do not affect the ac-
curacy of the information supplied to the com-
puter. 

681.142:537.226/.227:546.431.824-31 3404 
Barium Titanate and its Use as a Memory 

Store--Campbell. (See 3501.) 

681.142:621.039 3405 
The Place of Analogue Computers in Reac-

tor Control—J. Walker. (J. Electronics Control, 
vol. 3, pp. 125-136; July, 1957.) 

681.142: 621.314.7 3406 
Computer Delay Unit Uses Semiconductors 

—W. A. Seism. (Electronics, vol. 30, p. 173; 
July 1, 1957.) Three point-contact-transistor 
multivibrators are cascaded to provide a delay 
of 40 µsec per stage. 

681.142:621.374.32: 621.314.7 3407 
Basic Logic Circuits for Computer Applica-

tions - G. W. Booth and T. P. Bothwell. (Elec-
tronics, vol. 30, pp. 196-200; March 1, 1957. 
"Digital computer circuits, including flip-flop, 
gated pulse amplifier, dc amplifier, power 
amplifier and indicator, use high-frequency 
junction transistors to obtain high reliability 
and performance characteristics. Circuits 
operate over temperature range of — 30° to 
+60°C; their low dissipation imposes minimum 
requirements on power supplies and cooling. 

681.142: 621.394.3 3408 
Morse-to-Teleprinter Code Converter— 

W. R. Smith-Vaniz and E. T. Barrett. (Elec-
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¡Tonics, vol. 30, pp. 154-158; July 1, 1957.) An 
analog-digital computer converting inter-
national Morse-code signals into standard five-
digit teleprinter code. 

681.142: 681.176 3409 
Computer Selects Premium Bond Winners 

--R. K. Hayward, E. L. Bubb, and H. W. 
Fensom. (Electronics, vol. 30, pp. 138-143; 
July 1, 1957.) A description of the electronic 
random number indicating equipment 
(ERNIE) used to print a list of purely random 
bond numbers. See also P.O. Elec. Eng. J., vol. 
50, pp. 1-6; April, 1957 (Hayward and Bubb). 

681.142 3410 
Electronic Computers [Book Review]— 

T. E. Ivall (ed.). Publishers: Iliffe & Sons, 
London, and Philosophical Library, New York, 
167 pp.; 1956. (Nature, London, vol. 179, p. 
1095; June 1, 1957.) A nonmathematical intro-
duction to the principles and applications of 
digital and analog computers. 

CIRCUITS AND CIRCUIT ELEMENTS 

621.3.012: [621.3.015.3 + 621.3.018.4 3411 
Approximate Method for Determining the 

Relation between Frequency- and Transient-
Response Characteristics in Radio Circuits--
S. N. Krize. (Elektrosvyaz, no. 1, pp. 11-16; 
January, 1957.) The analysis is based on an 
approximate evaluation of the Fourier integral. 
Experimental results are given. 

621.318.5: [681.142+621.316.7 3412 
A Method of Synthesis of Computing and 

Control Switching Circuits—G. N. Povarov. 
(Avtomatika i Telemekhanika, vol. 18, pp. 145-
162; February, 1957.) The method described is 
applicable to bridge-type multiple switching 
circuits, and particularly to symmetrical cir-
cuits. Illustrative examples are given. See also 
1351 of 1957. 

621.318.57: 621.3.042 3413 
Multihole Ferrite Core Configurations and 

Applications—H. W. Abbott and J. J. Suran. 
(Paoc. IRE, vol. 45, pp. 1081-1093; August, 
1957.) Describes applications to gating, mem-
ory storage, and miscellaneous switching. With 
suitable equipment, operation over a temper-
ature of - 50°C to -I-200°C is possible. 

621.318.57:621.314.63 3414 
Fast Switching by Use of Avalanche Phe-

nomena in Junction Diodes—Salzburg and 
Sard. (See 3682.) 

621.318.57:621.314.7 3415 
Boosting Transistor Switching Speed— 

R. H. Baker. (Electronics, vol. 30, pp. 190-193; 
March 1, 1957.) The advantages of combining 
p-n-p and n-p-n transistors and other switching 
circuit improvements are briefly outlined. 

621.318.57:621.387 3416 
Counters and Control Circuits with Coinci-

dence Thyratrons— L. I I a rtmutli. ( Nachr. 
Tech. Z., vol. 10, pp. 141-144; March, 1957.) 
The application of the thyratron Type ST8OT 
is briefly discussed. 

621.372.44:621.314.26 3417 
Frequency Conversion with Nonlinear 

Reactance—C. H. Page. (J. Res. Nat. Bur. 
Stand., vol. 58, pp. 227-236; May, 1957.) "A 
lossless nonlinear impedance subject to an 
almost periodic voltage (sum of sinusoids) will 
absorb power at some frequencies and supply 
power at other frequencies. Necessary and suffi-
cient relations among these powers are found. 
It is shown that simple cubic capacitors 
(Q OC V3) are sufficient for producing any pos-
sible conservative modulation or distortion 
process." See also 2978 of 1956. 

621.372.5 3418 
The Ideal Power Transformer—a New 

Element in Electric Circuits—E. V. Zelyakli. 
(Elektrosvyaz, no. 1. pp. 35-47; January, 1957.) 
The quadripole discussed maintains the voltage 
ratio equal to the current ratio irrespective of 
the load. Its application to transistor ampli-
fiers is described. 

621.372.5 3419 
Exact Electronic Integration--H. Wittke. 

(Elektron. Rundschau, vol. 11, pp. 73-74; 
March, 1957.) The improvement of integrating 
RC quadripoles by the addition of a feedback 
amplifier is discussed. See also 3060 of 1957. 

621.372.5.012 3420 
RC Network Analogue—A. K. Choudhury 

and B. R. Nag—(Indian J. Phys., vol. 31, pp. 
121-134; March, 1957.) "An RC analog for 
obtaining the steady state and transient re-
sponse of networks is described. The zeros and 
poles of the network function are realized by a 
system of cascade feedback amplifiers, the input 
and feedback networks of the amplifiers being 
so arranged that the zeros and poles of the 
transfer function of the system are identical 
with those of the network function. The root 
loci of a few basic networks for the feedback 
amplifiers have been studied. A method of 
solving polynomial equations using the analog 
is also described... 

621.372.5.012 3421 
Application of Linear Systems to the Filter-

ing of Complex Oscillations—F. M. Goasman. 
(Bull. Acad. Sci. U.R.S.S., Sir. Géophys., no. 
5, pp. 584-594; May, 1957. In Russian.) A 
method is developed for deriving expressions 
for the frequency characteristics of physically 
realizable linear systems, and examples are 
given of improving the selectivity of the ana-
lytical characteristics of low-pass and high-pass 
filters. The theory of filters for transforming 
signals in a specified way is considered. Practi-
cal details are not discussed. 

621.372.54 3422 
Tables of Frequency Transformation and 

Band-Pass Filters—H. Weber and J. Martony. 
(Tech. Mill. schweiz. Telegr.-Teleph.Verw., vol. 
35, p. 163; April I, 1957.) Correction to 2366 
of 1957: Tables III and V have been reprinted 
and are enclosed with this issue. 

621.372.54:621.317.3 3423 
Filter Circuits for Measurement Purposes 

—C. Moerder. (Arch. tech. Messen, pp. 95--96; 
April, pp. 115-118; May, and pp. 161-164; 
July, 1957.) Survey of methods used for filter 
calculations. Eighteen references. 

621.317.34:621.372.54 3424 
Wide-Range Analyser Traces Precise 

Curves—Feldman. (See 3590.) 

621.372.54:621.375.13 3425 
Feedback Filter with Continuously Variable 

Cut-Off Frequency—K. Posel. (Trans. S. Air. 
Inst. Elec. Eng., vol. 47, pt 12, pp. 373-382; 
December, 1956.) "A feedback filter employing 
a parallel-T network in the forward loop of a 
feedback amplifier is described with a cutoff 
frequency continuously variable over a range 
of 2.3 to 1. Theory of operation and design 
equations are presented." See also 1329 of 1956 
(Thiele). 

621.372.57: 621.314.7 3426 
The Iterative Characteristics of Active 

Quadripoles and their Equivalent Circuit as 
Applied to Transistors—C. Kurth. (Frequenz, 
vol. 11, pp. 107-114; April, 1857.) The repre-
sentation of the general type of active quad-
ripole in the form of two series-connected ideal 
active quadripoles, one reciprocal and the other 
nonreciprocal, is derived by the use of matrix 

methods. The solution is applied to transistor 
circuits where account must be taken of the 
internal coupling between output and input. 

621.373.012.3 3427 
Universal Curves for Electrical Oscillatory 

Circuits in Dimensionless Form—A. Frei and 
M. J. O. Strutt. (Bull. schwez. elektrotech. Ver., 
vol. 48, pp. 233-235; March 16, 1957.) The 
derivation and application of such curves are 
briefly outlined. 

621.373.4:621.385.029.63 3428 
On Multimode Oscillators with Constant 

Time Delay—V. Met. (Prtoc. IRE, vol. 45, pp. 
1119-1128; August, 1957.) A discussion and 
analysis of high-speed switchable bistable oscil-
lators, analogous to multivibrators. Graphical 
methods are used to demonstrate switching and 
threshold phenomena. In an experimental S-
band system incorporating a traveling-wave 
tube, two modes at 2790 and 2985 mc could 
be established, with a switching time of 7 mpsec. 

621.373.42.029.42 3429 
A Very-Low-Frequency Three-Phase Oscil-

lator—M. D. Armitage. (Electronic Eng., vol. 
29, pp. 318-323; July, 1957.) A cathode feed-
back circuit to increase the time constant of the 
RC networks in a phase-shift oscillator is dis-
cussed. A complete oscillator for the frequency 
range 0.01-40 c is described. Nonlinear re-
sistors are incorporated in the anode loads for 
amplitude limiting. A three-phase output of 150 

peak-to-peak per phase is obtainable with 
total distortion about 1 per rent. 

621.373.421:517.43 3430 
The Periodic Solutions of the Differential 

Equation of a Resistance-Capacitance Oscil-
lator—A. W. Gillies. (Quart. J. Mech. Appi. 
Math., vol. 10, pt 1, pp. 101-121; February, 
1957.) "The equation is normalized to the form 

(D+ 1)(D+ -V-6/5) eD31 x- g(D),.-2ce-lx" 
= g(D)2B cos wt, where e and p are small pa-
rameters which in the main part of the discus-
sion are related by e=p2, and g(D) is a particu-
lar polynomial operator of the third degree. The 
procedure, previously applied to a second-order 
equation with unsymmetrical nonlinear damp-
ing, is used to obtain the periodic solutions 
having the period of the forcing term when co is 
near to 1, i.e., for the fundamental resonance." 

621.373.421.11.076.12: 621.316.86 3431 
New Method of Temperature Compensa-

tion for Oscillator Circuits—F. Muller. (Elek-
iron. Rundschau, vol. 11, pp. 68-73; March, 
1957.) The experimental circuit described uses 
a thermistor as temperature-dependent device 
in conjunction with a reactance tube which 
converts resistance changes into compensating 
changes of L or C. Some recorded measure-
ments, possible applications, and modifications 
are discussed. 

621.373.52: 621.314.7 3432 
Transistor Oscillator Performance— 

M. R. E. Bichara. (Nuovo Cim., vol. 5, pp. 
702-706; March 1, 1957.) The frequency 
stability of two crystal-bridge-controlled tran-
sistor oscillators was examined. One, operating 
at 350 kc (see also 3203 of 1955) had its sta-
bility improved tenfold to within 0.00057 per 
cent by stabilizing its input voltage; the other, 
using different types of transistor and crystal, 
had a stability within +0.00107 per cent at 
100 kc. 

621.373.52:621.314.7 3433 
Transistor Oscillator Stability—M. G. 

Scroggie. (Wireless World, voL 63, pp. 443-444; 
September, 1957.) Describes simple drift tests 
against the London Light Programme (1214 
kc). The superiority of the Gouriet circuit is 
demonstrated, a temperature coefficient of 
-50 in i0/°C being obtained. 
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621.374.32:53.087 3434 
Automatic Counting Techniques Applied to 

Comparison Measurement—C. C. H. Washtell. 
(J. Brit. IRE, vol. 17, pp. 397-402; July, 1957.) 
A gated dekatron chain and associated equip-
ment print the ratio of counts of two independ-
ent pulse sources. 

621.374.32:621.387.4 3435 
A Fast Kicksorter Channel—R. D. Amado 

and R. Wilson. (J. Sci. Instr., vol. 34, pp. 205-
206; May, 1957.) A single-channel instrument 
which responds to pulses of 10-8-seconds dura-
tion. 

621.374.32: 621.387.4 3436 
A Multichannel Analyser using a Rectifier 

Matrix for Channel Selection—P. K. Pat-
wardhan. (J. Sci. Ind. Res., vol. 15A, pp. 439-
443; October, 1956.) Description of a pulse-
height analyzer using Type-5687 high-current-
capacity tubes as buffer amplifiers, which gives 
a 1:3 voltage discrimination between the 
selected and the nonselected signal. 

621.374.32:621.387.4 3437 
Improvements on a Multichannel Pulse 

Analyser—S. Colombo, C. Cottini, and E. 
Gatti. (Nuovo Cim., vol. 5, pp. 748-750; 
March 1, 1957. In English.) For the description 
of the original analyzer see 2016 of 1954 (Gatti). 

621.375.4:621.314.7: 546.28 3438 
Compensating Silicon Transistor Amplifiers 

—S. H. Gordon. (Electronics, vol. 30, pp. 184-
185; July 1, 1957.) Methods of temperature 
compensation in IF amplifiers using impedance 
mismatch, feedback, and thermistors. 

621.375.9:538.569.4.029.6 3439 
Inherent Noise in Quantum-Mechanical 

Amplifiers—Strandberg. (See 3460.) 

GENERAL PHYSICS 

535.13:531.51 3440 
Influence of the Force of Gravity on the 

Propagation of Light—G. V. Skrotski. (C.R. 
Acad. Sci. U.R.S.S., vol. 114, pp. 73-76; May 
1, 1957. In Russan.) 

537/538 3441 
A New Formulation on the Electromagnetic 

Field—T. Ohmura. (Pro gr. theoret. Phys., vol. 
16, pp. 684-685; December, 1956.) By intro-
ducing new scalar and pseudo-scalar fields and 
a pseudo-vector magnetic current, a set of 
equations for an em field is combined into a 
single equation of form similar to the Dirac 
equation for the electron. 

537/538 3442 
Stability of the Electron—T. Ohmura. 

(Progr. theoret. Phys., vol. 16, pp. 685-686; 
December, 1956.) 

537.212: 621.38.032.24 3443 
Electrostatic Field of a Conducting Grid 

with Square Mesh—B. Ya. Molzhes. (Zh. 
Tekh. Fiz., vol. 27, pp. 147-155; January, 
1957.) An approximate solution for the electro-
static problem of a mesh of thin cylindrical 
wires is given. The cylinders are replaced by 
charged wires and an integral equation for the 
charge density is derived. The equipotential 
surface of the approximate solution coincides 
nearly everywhere with the cylinder surface. 

537.228:538.63 3444 
Behaviour of an Electron in a Periodic 

Electric and Uniform Magnetic Field: Part 1— 
G. E. Zil'berman. (Zh. Eksp. Teor. Fiz., vol. 
32, pp. 296-304; February, 1957.) The equa-
tion of motion of an electron in a weak mag-
netic field is determined. The broadening of the 
discrete electron energy levels in a crystal in a 
magnetic field is considered. 

537.523 3445 
Glow-Arc Transition in Current-Stabilized 

Electrical Discharges—J. Jenkins and T. B. 
Jones. (..r. Appt. Phys., vol. 28, pp. 663-668; 
June, 1957.) Accurate measurements in the 
unstable transition region were made possible 
by the use of a current-stabilized power supply 
and instrumentation for making voltage meas-
urements in 0.02 µsec. Transitions can occur in 
argon at atmospheric pressure for currents 
between 0.002 a and at least 1 a. At low currents 
an oxide film must be present on the cathode. 

537.525: 535.61-15 3446 
Infrared Emission from High-Frequency 

Discharges in CO2— D. Cohen, R. Lowe, and 
J. Hampson. (J. Appt. Phys., vol. 28, pp. 737-
741; June, 1957.) The radiation was measured 
near 2.7µ and 4.3p in a discharge driven by 
external electrodes at 10 mc at a pulse recur-
rence frequency of 5-30 c. The dependence of 
the emission on pressure and power were stud-
ied together with other characteristics of the 
discharges. 

537.525.08:538.566.029.6 3447 
Microwave Measurements of the Proper-

ties of a D.C. Hydrogen Discharge— B. J. 
Udelson, J. E. Creedon and J. C. French. (J. 
Appt. Phys., vol. 28, pp. 717-723; June, 1957.) 
The measurements were made by exposing thin 
cross-sectional elements of the discharge in the 
gap between the cones of an S-band re-entrant 
cavity magnetron operating in the TM 010 mode. 
The variation of electron density with tube 
current and gas pressure and electron collision 
frequencies are discussed. 

537.533:061.3 3448 
Exo-electrons--(Acta Phys. austriaca, vol. 

10, pp. 313-480; March, 1957.) Texts of seven-
teen papers presented at the conference of the 
Austrian Physical Society held in Innsbruck on 
September 10 and 11, 1956. 

537.533.8 3449 
On the Theory of Secondary Emission of 

Metals—J. L. H. Jonker. (Philips Res. Rep., 
vol. 12, pp. 249-258; June, 1957.) The angular 
distribution of secondary emission of Ni has 
been measured for small energy intervals. An 
explanation is given for this distribution follow-
ing a cosine law. 

537.56:538.56 3450 
Plasma Acceleration by a Magnetic Field— 

A. I. Morozov. (Zh. Eksp. Teor. Fiz., vol. 32, 
pp. 305-310; February, 1957.) The motion of 
ions and electrons is investigated assuming 
collisions, magnetic interaction of the particles, 
and wave excitation to be negligible. A critical 
charge density appears to exist in this case. 

537.56:538.56 3451 
Pulsations of String-Like Plasma—A. G. 

Kulikovski. (C.R. Acad. Sci. U.R.S.S., vol. 
114, pp. 984-987; June 11, 1957. In Russian.) 
The uniform axially symmetric movements of 
an unbounded gas with infinite conductivity 
are examined and equations are derived. A 
cylinder of finite length and radius is consid-
ered with ends in conducting material and with 
a pressure on its side equal to its internal pres-
sure. 

537.56: 538.6 3452 
Experimental Study of Plasmoids—W. H. 

Bostick. (Phys. Rev., vol. 106, pp. 404-412; 
May 1, 1957.) By firing several plasmoids 
simultaneously across a magnetic field, it is 
possible to simulate in geometrical form the 
production of spiral galaxies and barred spirals. 

537.56:538.63 3453 
Conditions of Discharge in an Electromag-

netic Cavity and Progressive Waves in 
Lorentz-Type Plasmas -R. Jancel and T. 

Kahan. (C.R. Acad. Sci., Paris, vol. 244, pp. 
2894-2896; June 24, 1957.) Application of 
theory developed previously (3104 of 1957 and 
back references). 

538.24 3454 
Calculation of the Magnetization of a Prism 

at Constant Susceptibility—E. N. Mokhova. 
(Bull. Acad. Sci. U.R.S.S., Sir Géophys., no. 
5, pp. 680-682;. May, 1957. In Russian.) The 
demagnetization coefficient for an inductively 
magnetized prism is calculated making simpli-
fying assumptions for the measurement of the 
intensity of magnetization by the ballistic 
method. 

538.3 3455 
Nonlinear Electromagnetism and Photons 

—F. Destouches-Aeschlimann. (C.R. Acad. 
Sci., Paris, vol. 244, pp. 3034-3036; June 17, 
1957.) 

538.566:535.42 3456 
The Diffraction of a Dipole Field by a Half-

Plane—B. D. Woods. (Quart. J. Me(h. Ape 
Math., vol. 10, pt 1, pp. 90-100; February, 
1957.) A perfectly conducting half-plane is 
assumed. Solutions for arbitrary orientations of 
the dipole are determined by extending a 
method due to Bromwich, which was based on 
the solution of a scalar problem and valid only 
when the axis of the dipole is parallel to the 
edge of the screen. Results are given for an 
electric dipole with its axis normal to a screen 
and for an electric dipole with its axis normal 
to the edge of the screen and lying in a plane 
parallel to the screen. 

538.566: 535.42 3457 
A Note on the Diffraction of a Dipole Field 

by a Hall-Plane—W. F. Williams.. (Quart. J. 
Mech. Appt. Math., vol. 10, pt 2, pp. 210-213; 
May, 1957.) "A simple compact solution is 
given for the diffraction of the field of a dipole 
by a perfectly conducting hall-plane." See also 
3456 above. 

538.569.4 3458 
High-Stability Nuclear Magnetic Resonance 

Spectrograph—E. B. Baker and L. W. Burd. 
(Rev. Sci. ¡asir., vol. 28, pp. 313-321; May, 
1957.) Feedback of the error signal from a 
secondary nuclear resonance probe controls the 
oscillator driving frequency. 

538.569.4.029.6: 535.33 3459 
Submillimetre-Wave Spectroscopy:Rota-

tion—Inversion Transitions in ND—G. Er-
landsson and W. Gordy. (Phys. Rev., vol. 106, 
pp. 513-515; May 1, 1957.) Measurement of 
the J=0-->1 rotational transition of uND, at 
a wavelength of 0.97 mm. 

538.569.4.029.6: 621.375.9 3460 
Inherent Noise of Quantum-Mechanical 

Amplifiers—M. W. P. Strandberg. (Phys. Rev., 
vol. 106, pp. 617-620; May 15, 1957.) The 
noise figure or limiting sensitivity is derived. 
See also 1036 of 1957. 

538.6 3461 
Radiation in Anisotropic Media—F. V. 

Bunkin. (Zh. Eksp. Teor. Fiz., vol. 32, pp. 338-
346; February, 1957.) A general solution is de-
rived for the problem of a field produced by a 
given current distribution in an infinite ho-
mogeneous medium of arbitrary anisotropy. 
The radiation field is expanded into multipoles 
and the radiation of a dipole in a magneto-
active medium is also examined. 

538.65 3462 
Oscillations of an Infinite Self-Gravitating 

Cylinder of Gas in a Magnetic Field—I. M. 
Yavorskaya. (C.R. Acad. Sci. U.R.S.S., vol. 
114, pp. 988-990; June 11, 1957. In Russian.) 
The problem of radial movements of a gas of 
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cylindrical shape under a strong gravitational 
force and an internal magnetic field is consid-
ered. 

GEOPHYSICAL AND EXTRATER-
RESTRIAL PHENOMENA 

523.16 3463 
New Observation of Cosmic Radiation at a 

Wavelength of 33 cm—J. F. Denisse, J. 
Lequeux, and É. Le Roux. (C.R. Acad. Sci., 
Paris, vol. 244, pp. 3030 -3033; June 17, 1957.) 
Continuation of previous work ( 1635 of 1955). 
Some further localized sources are mentioned. 
One of these is thought to correspond with the 
supernova of 1572. Outside the galactic-plane 
regions no detectable variation in radiation was 
observed. 

523.165:550.385 3464 
27-Day Recurrence Tendency in the Daily 

Variation of Cosmic Ray Meson Intensity— 
R. P. Kane. (Proc. Not. Inst. Sci. India, A, 
vol. 22, pp. 398-407; November 26, 1956.) 
Analysis of data for Huancayo for the period 
1937-1945. 

523.745:550.385 3465 
On the Origin of the Long-Lived Solar 

Corpuscular Streams which Appeared Last 
Solar Cycle, 1950 to 1953 —K. Sinno. (J. Radio 
Res. Labs., Japan, vol. 4, pp. 25-35; January, 
1957.) A statistical study of the recurrence 
tendency of geomagnetic activity and coronal 
intensity. 

523.75: 621.396.822 : 523.16 3466 
Solar-Flare Detection for I.G.Y.—R. H. 

Lee. (Electronics, vol. 30, pp. 162-165; March 
1, 1957.) A 27-kc receiver records the sudden 
enhancements of atmospheric radio noise which 
accompany flares, while an 18-inc receiver 
records the simultaneous decrease in cosmic 
noise due to D-layer absorption. Both receivers 
have special circuits designed to reject un-
wanted signals of different kinds. Time-sharing 
between the two receivers is used and the out-
puts appear on a pen recorder. 

550.3 3467 
A Transient Magnetic Dipole Source above 

a Two-Layer Earth --J. S. Lowndes. (Quart. J. 
Mech. Appl. Math., vol. 10, pt 1, pp. 79-89; 
February, 19.57.) "The problem of a magnetic 
dipole acting as a transient current source 
when situated over a two-layer earth is con-
sidered by using the methods of integral trans-
forms. The general expressions have been ap-
plied to deduce the induced field at the surface 
of the earth when the dipole is located on the 
surface, in the cases when the earth has ho-
mogeneous conductivity, and when the con-
ductivities of the two layers are nearly equal." 
See also 413 of 1956 (Bliattacharyyzi). 

550.38 3468 
Electromagnetic Induction in Rotating 

Conductors—A. Herzenberg and F. J. Lowes. 
(Phil. Trans., A., vol. 249, pp. 507-584; May 
16, 1957.) An experimental and theoretical in-
vestigation of induction in a rotating conductor 
surrounded by a rigid conductor of finite or 
infinite extent. The results are applied to a 
discussion of induction in rotating eddies in 
the fluid core of the earth as a possible origin 
of the geomagnetic nondipole field. 

551.510.52: [621.396.11 -1- 535.325 3469 
Relation of Radio Measurements to the 

Spectrum of Tropospheric Dielectric Fluctua-
tions—A. D. Wheelon. (J. Appl. Phys., vol. 28, 
pp. 684-693; June, 1957.) The size spectrum 
of isotropic fluctuations is related to quantities 
which can be directly measured by radio tech-
niques. Two types of experiment are analyzed: 
1) line-of-sight phase and amplitude instability, 

2) refractometer measurements of dielectric 
fluctuations. 

551.510.535 3470 
A Statistical Distribution Arising in the 

Study of the Ionosphere—M. S. Longuet-
Higgins. (Proc. Phys. Soc., vol. 70, pp. 559--
565; June 1, 1957.) "An approximate distribu-
tion is deduced for the directions of the "lines 
of maxima" on a random surface. The theoreti-
cal distribution is found to be in good agree-
ment with some experimental results obtained 
previously by Briggs and Page [755 of 1956j." 

551.510.535 3471 

Sporadic Ionization in the E Region of the 
Ionosphere at Medium Latitudes--W. Becker. 
(Arch. elekt. bertragung, vol. 11, pp. 101-104; 
March, 1957.) With reference to the recom-
mendations made by the Special Committee of 
U.R.S.I. on World-Wide Ionospheric Sound-
ings, the more detailed classification of P.:„ lay-
ers by type and height is proposed. An analysis 
of records taken at Lindau shows at least five 
different causes for sporadic ionization. 

551.510.535 3472 
Effect of the Sq Current System on the 

Ionospheric E and F1 Regions-- r. Shimazaki. 
(J. Radio Res. Labs., Japan, vol. 4, pp. 37-48; 
January, 1957.) Departures from the diurnal 
variation in electron density predicted from 
Chapman's theory are discussed. They are clue 
to vertical motion caused by a combination of 
the Sq current and the geomagnetic field. 
Gradients in scale-height and recombination 
coefficient are considered. 

551.510.535 3473 
A New Theory of Formation of the F2 Layer: 

Part 2—The Effect of the Vertical Movement of 
Electrons and Ions on the Electron Density 
Distribution—T. Yonezawa. (J. Radio Res. 
Labs., Japan, vol. 4, pp. 1-14; January, 1957.) 
The vertical velocity is assumed to increase 
with height in inverse proportion to the 
molecular density. Solutions of the resulting 
equation are considered and typical data 
given for the height and electron density of the 
F2 layer. Part I: 3049 of 1956. 

551.510.535 3474 
On Differences of 1-0F2 between June and 

December Viewed from a Worldwide Stand-
point--M. Mambo. (J. Radio Res. Labs., 
Japan, vol. 4, pp. 59-71; January, 1957.) 

551.510.535:523.745 3475 
Relationship between the Semi-thickness 

of F2 Layer at Tokyo and Solar Activity—I. 
Kasuya. (J. Radio Res. Labs., Japan, vol. 4, 
pp. 49--57; January, 1957.) 

551.510.535:621.395.11 3476 
The Proceedings of the International Con-

vention on Radio Propagation in the Ionosphere 
—(See 3628.) 

551.571 3477 
Heterogeneity in the Measurements of 

Humidity Made by the Radiosonde Network 
of Europe—A. H. Hooper. (Met. Mag., London, 
vol. 86, pp. 13-21; January, 1957.) Discrepan-
cies in the observations made by stations of the 
network are examined in respect of magnitude 
and speed of response to low-level moisture 
discontinuities of large magnitude. The likely 
causes are differences in the instruments and 
techniques used. 

551.594: 621.375.13 3478 
Measuring Corona from Radioactive Point 

—R. W. Hendrick, Jr., F. C. Martin, and S. 
Chapman. (Electronics, vol. 30, pp. 172-173; 
March 1, 1957.) The amplifier described has 
logarithmic response and is used in conjunction 
with a radioactive corona point for atmospheric 
measurements in fair or disturbed weather. 

551.594.21 3479 
Leader Stroke Current in a Lightning Dis-

charge According to the Streamer Theory— 
S. R. Kliastgir. (Phys. Rev, vol. 106, pp. 616-
617; May 15, 1957.) A value is derived for the 
pilot leader current which is consistent with the 
observed electrostatic field change. 

551.594.6:621.317.3 3480 
Amplitude Probability Distribution of At-

mospheric Noise on 10 Mc/s--- -T. Ishida and 
M. Iligashimura. (J. Radio Res. Labs., Japan, 
vol. 4, pp. 73-75; January, 1957.) See also 3135 
of 1956 (Yullara, et al.). 

LOCATION AND AIDS TO NAVIGATION 

621.396.932 3481 
One Year's Trials of a Surveillance Radar 

Installation for Marine Traffic Control at 

Bremerhaven—G. Wiedemann, II. Schellhoss, 
and II. Bruckmann. (Nadir. Tech. Z., vol. 10, 
pp. 125-134; March, 1957.) 

621.396.933.2 3482 
Correlation and Phase Methods of Direc-

tion Finding—N. F. Barber. (N. Z. J. Sci. 
Tech. B), vol. 38, pp. 416-424; March, 1957.) 
A comparison of the two methods shows that 
their resolving powers are equal and their 
relative merits depend on the conditions of their 
application. 

621.396.96:621.318.57 3483 
Problems in Protection of Radar Receivers 

—G. D. Speake. (Electronic Eng., vol. 29, pp. 
313-317; July, 1957.) "The protection of a radio 
receiver from damage caus.?d either by the as-
sociated system transmitter or from external 
sources is discussed. The main emphasis is 
placed on tr devices based on a gas discharge, 
and the advantages and 1;mitations of these 
components are outlined. The use of other 
forms of protection, based for example on 
ferrites, and of traveling wave tubes as re-
ceiver components capable of withstanding 
relatively high pulse powers is briefly de-
scribed." 

621.396.963.3:621.318.57 3484 
A Precision Electronic Switch for Fixed 

Coil Radar Displays A. P. Young and D. H. 
Chandler. (Marconi Rev., vol. 20, pp. 94-103; 
3rd (huart., 1957.) In desigring a switching cir-
cuit to maintain an accunate correlation be-
tween operator-controlled marker positions and 
radar timebase, residual current in the tubes 
causes imperfections in switching action and 
limits the performance of a •zipacitor store used 
to counteract dc (Irift. These effects are over-
come 1) by modifying the basic switching cir-
cuit so that an alternative source supplies the 
residual current, and 2) by using a nonlinear 
SiC resistor in an improved type of storage 
circuit. 

621.396.969.3 3485 
Helical Scan Nomograph—C. W. Wood. 

(Electronics, vol. 30, p. 186; July 1, 1957.) 

MATERIALS AND SUBSIDIARY 
TECHNIQUES 

535.215 -1- 535.3761: 537.311.33 3486 
Theory of Dynamic Quenching of Photo-

conductivity and Luminescence F. Matossi. 
(J. Electrochem. Soc., vol. 103, pp. 662-667; 
December, 1956.) A mathematical description 
of the dependence of quenching effects on time 
in terms of a simplified model of the energy 
levels and transitions in a semiconductor. Good 
agreement with experimental results for con-
ductivity quenching in CdS is shown. 

535.215:546.321.51 3487 
Photoelectric Emission from Single-Crystal 

KI—H. R. Philipp and E. A. Taft. (Phys. Rev. 
vol. 106, pp. 671 673; May 15, 1957.) 
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535.215:546.47 -31 3488 
Influence of Impurities on the Photocon-

ductance of Zinc Oxide—II. A. Papazian, 
P. A. Flinn, and I). Trivich. (J. Elearochem. 
Soc., vol. 104, pp. 84-92; February, 1957.) 
"The photoconductanee of pure ZnO and ZnO 
with known impurities, both in powder form, 
has been measured using a capacitor method. 
When irradiated by light, Zn() undergoes a 
'memory mechanism' which depends on the 
past irradiation history. It is suggested that 
the memory is caused by formation of traps 
independent of charge-carrier formation. The 
concentration of traps is a function of impurity 
concentration and temperature." 

535.215:546.482.21 3489 
Hydrothermal Synthesis of Photoconduc-

tive Cadmium Sulphide--A. Kreinheller and 
A. K. Levine. (J. Ape Phys., vol. 28, pp. 
746-747; June, 1957.) 

535.215: 546.482.21 3490 
Primary Photocurrent in Cadmium Sul-

phide—P. J. van 11 eerden. (Phys. Rev., vol. 
106, pp. 468--473; May 1, 1957.) Excitation by 
light flashes and by S particles produced pri-
mary photocur rent of both electrons and holes. 

535.215:546.482.21 3491 
Absorption of Light by CdS Crystals—V. L. 

Broude, V. V. Ermenko, and E. I. Rashba.— 
(C.R. Acad. Sci. U.R.S.S., vol. 114, pp. 520-
523; May 21, 1957. In Russain.) The lumi-
nescence of CdS at 20.4° K was investigated 
on samples 1-100 µ thick and with differing 
surface finishes; 10 absorption lines were found 
in the range 4875-4920 À. 

535.215:546.482.21:539.166 3492 
Preparation of High-Sensitivity Cadmium 

Sulphide Cells for Gamma-Ray Detection— 
L. E. Hollamh•r, Jr. ( Rev. Sci. Mar., vol. 28, 
pp. 322-323; May, 1957.) 

535.243: 546.482.21 3493 
Line Spectrum of the Absorption Edge and 

Structure of Cadmium Sulphide Crystals— 
E. F. Gross, B. S. Razbyrin, and M. A. 
Vakobson. (Zh. Tekh. Fiz., vol. 27, pp. 207-
209; January, 1957.) Measurements were made 
at 4° K and lines of X=4817, 4816, and 4815 A 
were found. See also 3270 of 1955 (Gross and 
Vakobson). 

535.37:539.234 3494 
Formation of Luminescent Films by Evapo-

ration -- -C. Feldman and M. O'Hara. (J. opt. 
Soc. Amer., vol. 47, pp. 300 - 305; April, 1957.) 
Luminescent films of ZnS-Mn, Zn2Si0,-Mn, 
Zn2(PO4)3-Mn, CaF9-Mn, and CaNVOI-W have 
been formed by evaporation in vacuum and 
subsequent heat treatment. The luminescence 
brightness of fogged films, under cathode-ray 
excitation, approaches that of the powdered 
phosphors. Zn2Si02-Mn filins show most prom-
ise in respect of brightness and transparency. 
See also 444 of 1956 (Studer and Cusano). 

535.37: 546.791 3495 
The Luminescence of Trivalent Uranium— 

L. N. Galkin and P. P. Feofilov. (CR. Acad. 
Sri. U.R.S.S., vol. 114, pp. 745-747; June 1, 
1957. In Russian.) An investigation of CaF2-U, 
SrF2-U, and BaF2-U with a uranium content 
of 0.1- 0.3 per cent showed that these sub-
stances exhibit strong luminescence in the infra-
red region. 

535.376 3496 
Contact Electroluminescence—W. Lehman. 

(J. Elearochem. Soc., vol. 104, pp. 45-50; 
January, 1957.) "Many powdered crystal phos-
phors which are normally nonelectrolumines-
cent become electroluminescent if they are 
simply mechanically mixed with suitable pow-
dere(l metals, or with some nonmetals of good 

electrical conductivity. The conclusion is 
drawn, and supported by many facts, that ordi-
dinary electroluminescence in powdered phos-
phors excited by an alternating electric field 
(Destriau effect) is also due to substances of 
relatively high conductivity incorporated as 
small segregations within the essentially insu-
lating phosphor particles." 

535.376 3497 
The Light Output of some Phosphors Ex-

cited with Electrons of High Current Density- - 
P. A. Einstein. (Bra. J. Appt. Phys., vol. 8, pp. 
190-194; May, 1957.) Equipment is described 
for observing the light output with pulse 
lengths from 30 to 6000 µsec and current 
densities from 10-5 to 2.7 a/cm2. The rise and 
decay time constants generally increase with 
current density and empirical laws relating 
these parameters are given. 

535.376: 546.47.273 3498 
Zinc Borate Phosphors and their Lumines-

cent Properties —Vu. S. Leonov. (CR. Acad. 
Sci. U.R.S.S., vol. 114, pp. 976 979; June 11, 
1957. In Russian.) Results of tests on the 
luminescence of ZnO. B203-Mn 3Zn0. 13203-Mn 
and ZnO.B203 with light of X= 2537 A and at 
temperatures ranging from about 170° to 
500°K are summarized in graphical form. 

535.376: 546.472.21 3499 
Voltage Dependence of Electrolumines-

cence of Powdered Phosphors—W. Lehmann. 
(J• Elearochem. Soc., vol. 103, pp. 667-672; 
December, 1956.) Report of measurements 
made on ZnS phosphors 1) with applied sinu-
soidal voltage v up to 600 y at frequencies 
between about 20 c and 50 kc, and 2) with 
voltages up to 3000 y at 60 c. The time-
average electroluminescent intensity L is found 
to be in accordance with the equation L= 
A exp [— B/( V + Vo)I, where A, B, and Vo are 
constants. 

535.376: 546.472.21 3500 
Effect of Crystal Disorder on the Electro-

luminescence of Zinc Sulphide Phosphors --
A. II. McKeag and E. G. Steward. (J. Electro-
chem. Soc., vol. 104, pp. 41 -45; January, 1957.) 
"A blue electroluminescent ZnS phosphor was 
prepared by prefiring precipitated ZnS at a 
high temperature, activating with Cu, and 
refiring at about 700° C. The material was 
characterized by strong pale blue electrolumi-
nescence throughout the body of the crystal. 
The Cu entered most effectively at that tem-
perature of refiring where the transformation 
from hexagonal to cubic structure occurred 
most readily." See also 1736 of 1956 (Short, 
el al). 

537.226/.227:546.431.824 31:681.142 3501 
Barium Titanate and its Use as a Memory 

Store—D. S. Campbell. (J. Bra. IRE, vol. 17, 
pp. 385-395; July, 1957.) A practical 10X 10 
unit can be constructed in a square inch. 
Properties of the material limit the minimum 
access time to 10 µsec, but transistor drive 
circuits can be used since large currents are not 
required. 

537.226/.227: 546.48.882.5 3502 
Dielectric Studies in the System CdO-Nb20z, 

—A. DeBretteville, Jr., F. A. Halden, T. 
'asilos, and L. Reed. (J. Amer. Ceram. Soc., 

vol. 40, pp. 86-89; March, 1957.) Room-
temperature measurements in the paraelectric 
phase at 21 kmc indicate a dielectric con-
stant of 150 with a dissipation factor of less 
than 0.002 as compared with the high losses of 
BaTiO3 in this frequency range. 

537.226 3503 
Electrical Conductivity of Ceramic Materi-

als in Strong Electric Fields— I. E. Balygin and 
H. T. Plas:ic:rinski. (Zh. Fi:., val. 27, 

pp. 138-146; January, 1957.) The conductivi-
ties of spinel and other ceramic materials for 
use at radio frequencies were measured and are 
plotted against temperature. 

537.226: 537.534.9 3504 
Etching of Dielectrics by Ionic Bombard-

ment—G. V. Spivak, A. I. Krokliina, T. V. 
Vavorskaya, and Yu. A. Durasova. (CR. 
Acad. Sci. U.R.S.S., vol. 114, pp. 1001-1003; 
June 11, 1957. In Russian.) The ionic bombard-
ment of the surface of quartz, NaC1, CaCO3 and 
Rochelle salt is described and photographs of 
the resultant etching are shown. 

537.226.8 3505 
Dependence of the Dielectric Strength of 

Ionic Crystals on Temperature—\'. D. Kuchin. 
(CR. Acad. Sci. U.R.S.S., vol. 114, pp. 301-
303; May 11, 1957. In Russian.) The dielectric 
strength of NaCI, KB', KCl and KI was meas-
ured by an oscillographic method over the range 
— 130° to + 150°C for constant applied voltage 
and for pulses of 10-4-10-8 sec. 

537.227: 546.431.811.824 -31 3506 
Research on the Electrostriction of Ferro-

electric Ceramics—T. N. Verbitskaya. (C. R. 
Acad. Sci. U.R.S.S., vol. 114, pp. 533-536; 
May 21, 1957. In Russian.) Four solid solutions 
of Ba (Ti, Sn)03 with differing Sn content were 
investigated. For the samples examined it was 
found that an increase in Sn content lowered 
the Curie point from + 80° to + 25° C. Graphs 
show the effect of temperature, with and with-
out a de field, on the coefficient of linear expan-
sion and on capac:tance. 

537.227: 621.318.57 3507 
Polarization Reversal and Switching in 

Guanidinium Aluminium Sulphate Hexahy-
drate Single Crystals—II. II. Wieder. (Pitoc. 
IRE, vol. 45, pp. 1094-1099; August, 1957.) 
The substance has lower hysteresis losses and 
electromechanical activity than barium 
titanate and is easier to grow, but at present 
its use must be limited to low-speed (< 1-kc) 
switching circuits. 

537.228.1:548.0 3508 
Piezoelectric Crystal Techniques—II. O. 

Koch. (Frequenz, vol. 10, pp. 373 -383; De-
cember, 1956; vol. 11, pp. 53-57; February, 
72-82; March, 1957.) After a general discus-
sion of piezoelectric properties, methods of 
measuring piezoelectric constants and of de-
termining flows in natural crystals and their 
relation to the aging characteristics of a crystal 
resonator are surveyed. Details and results of 
the method of etching in an electric field are 
given and its application in artificially reducing 
flaws in quartz crystals is indicated. 

537.311.1 + 538.63+537.32+ 536.2 3509 
Electrical Conductivity, Thermal Conduc-

tivity, Thermo-e.m.f., Hall Constant and 
Nernst Constant in Amorphous Bodies with 
n-Type Conductivity--A. I. Gubanov. (Zh. 
Tekh. Fiz., vol. 27, pp. 3-11; January, 1957.) 
The temperature dependence of kinetic coeffi-
cients is calculated for amorphous conductors, 
taking into account the spherical scattering of 
electrons. 

537.311.31:537.311.8 3510 
Explosion of a Metal Due to an Electric 

Current—S. V. Lebedev. (Zh. Eksp. Teor. Fiz., 
vol. 32, pp. 199-207; February, 1957.) The 
behavior of metal wires at currents of 5X 105-
5X 106 a/cm2 was investigated. 

537.311.33 3511 
Some Contributions to the Theory of Elec-

trical Conductivity, Thermal Conductivity and 
Thermoelectric Power in Semiconductors— 
J. E. Parrott. (Proc. Phys. Soc., vol. 70, pp 
590-607; June 1, 1957.) It is shown theoreti-
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cally that the effects of phonon disequilibrium 
on electron transport phenomena and of elec-
tron disequilibrium on phonon transport phe-
nomena are most noticeable in thermoelectric 
effects, but they may also be important in 
electrical and thermal conduction. The theoreti-
cal results show general agreement with ex-
perimental data. 

537.311.33 3512 
Radiative Transitions in Semiconductors— 

H. J. Bowlden. (Phys. Rev., vol. 106, pp. 427-
431; May I, 1957.) Matrix elements are ob-
tained for radiative intraband, and for allowed 
and forbidden interband transitions. 

537.311.33 3513 
Field Dependence of Mobility in Semicon-

ductors—B. V. Paranjape. (Proc. Phys. Soc., 
vol. 70, pp. 628-629; June I, 1957.) 

537.311.33 3514 
Electrical Properties of Some Complex 

Oxide Semi-conductors—B. T. Kolomiets, 
I. T. Sliefter, and E. V. Kurlina. (Zh. Tekh. 
Fiz., vol. 27, pp. 51-72; January, 1957.) Two 
main types of semiconductors, CuO-MnO-02 
and CoO-MnO-02, are considered. The influ-
ence of composition, microstructure, or crystal 
lattice structure on the conductivity of the 
material is investigated. The conductivity in 
vacuum, air, or oxygen is also examined. 

537.311.33 3515 
Preparation and Investigation of Inter-

metallic Compounds in Thin Layers—V. A. 
Presnov and V. F. Synorov. (Zh. Tekh. Fiz., 
vol. 27, pp. 123-126; January, 1957.) The elec-
trical properties of Al-Sb, In-Sb, Ga-Sb com-
pounds in the form of strips about 10-6 cm 
thick were investigated at pressures down to 
10-6 mm IIg and the Hall constant was meas-
ured in an electromagnetic field of up to 7000 
oersteds. Results are given in graphical form. 

537.311.33 : 537.226.2/.3 3516 
Investigation of Permittivity of Semicon-

ductors —Z. I. Kieyaslikina, F. M. Popov, 
D. I. Bilenko, and V. I. Kir'yashkin. (Zh. 
Tekh. Fiz., vol. 27, pp. 85-89; January, 1957.) 
The permittivity at cm X was measured by two 
different methods. The free-wave method was 
used for materials such as W03, Pb0, CuO, 
Sn02, Ni203, ZnO, V205, Cu2O, Na2W04 of re-
sistivity above 103 lt cm, and semiconductors 
of lower resistivity, such as ZnS, CdS, ZnSe, 
ZnTe, CdSe, CdTe, HgS, HgSe, HgTe were 
tested in powder form in a paraffin dielectric. 
The results obtained are tabulated. 

537.311.33:537.32:621.362 3517 
Conversion [Efficiency] of Semiconductor 

Thermocouples—L. S. Stil'bans. (Zh. Tekh. 
Fiz., vol. 27, pp. 212-213; January, 1957.) A 
simple expression is derived for the efficiency of 
semiconductor devices used for heat generation 
or refrigeration. 

537.311.33: 538.63 3518 
Nernst-Ettingshausen Effect in Strong Mag-

netic Fields—I. M. Tsidil'kovski. (Zh. Tekh. 
Fiz., vol. 27, pp. 12-22; January, 1957.) An 
experimental investigation on n-type HgSe 
specimens in fields up to about 104 oersted at 
temperatures between about 120 and 440° K is 
reported. The carrier mobility, u, in the vari-
ous specimens could be calculated from the 
relation (u H/c) -= 1, where c is the velocity of 
light and 11 is the magnetic field at which the 
maximum of the Ey ( H) curve occurs at the 
given temperature. These values, calculated 
from measurements of the transverse Nernst-
Ettingshausen effect, were found to be in good 
agreement with those obtained from Hall-effect 
measurements. The longitudinal-transverse 
thermomagnetic effect, predicted by theory, 

and the longitudinal Nernst-Ettingshausen 
effect were also investigated. 

537.311.33:538.63 3519 
Investigation of the Influence of Recombi-

nation Processes on Galvanomagnetic Effects 
—S. A. Poltinnikov and L. S. Stil'bans. (Zh. 
Tekh. Fiz., vol. 27, pp. 30-34; January, 1957.) 
Two effects were investigated experimentally 
in a single crystal of Ge with a resistivity of 
2711 cm: 1) the change in charge carrier con-
centration at two opposite surfaces of the speci-
men, and 2) change of resistance in a magnetic 
field in a specimen with different recombination 
velocities on opposite surfaces. Results are pre-
sented graphically. 

537.311.33:538.639 3520 
Influence of the Transfer of Electrons by 

Phonons on the Thermomagnetic Effect in 
Semiconductors—V. L. Gurevich and Yu. N. 
Obraztsov. (Zh. Eksp. Teor. Fiz., vol. 32, pp. 
390-392; February, 1957.) The influence of 
electron transfer by phonons on the Nernst-
Ettingshausen effect in semiconductors is dis-
cussed. 

537.311.33: 546.23 3521 
Equilibrium and Non-Equilibrium Electri-

cal Properties of Polycrystalline Selenium— 
P. T. Kozyrev. (Zh. Tekh. Fiz., vol. 27, pp. 
35-44; January, 1957.) The temperature de-
pendence of the electrical conductivity, thermo-
emf, hole concentration, and mobility in the 
temperature range 40-200° C, the effect of pres-
sure, and the relation between the equilibrium 
hole concentration, and the mobility at high 
temperatures were investigated in Se speci-
mens containing 0.001 per cent Te, 0.0008 per 
cent S and 0.006 per cent other impurities. 
Results are presented graphically. 

537.311.33:546.23 3522 
The Influence of Iodine on the Thermal 

Conductivity of Selenium—G. B. Abdullaev 
and M. I. Aliev. (CR. Acad. Sci. U.R.S.S., 
vol. 114, pp. 995-996; June 11, 1957. In Rus-
sian.) Experiments show that the specific 
heat is independent of I content and is higher 
in amorphous than in crystalline Se samples: 

0.118 cal/g° and 0.0701 cal/g°, respectively. 
The thermal conductivity decreases with in-
creasing I and passes through a minimum for 
about 0.2 per cent I. 

537.311.33 : 546.24: 538.63 3523 
Galvanomagnetic Properties of Tellurium 

at Low Temperatures: Part 1—S. S. Shalyt. 
(Zh. Tekh. Fiz., vol. 27, pp. 189-204; January, 
1957.) The conductivity and Hall constant of 
pure single-crystal Te were measured on speci-
mens of differing purity in the temperature 
range 100°C-1.3° K. At 4.2° K an increase in the 
field strength produced a decrease of resistance 
much higher than that predicted by theory. 
This is explained by assuming that two groups 
of holes exist with mobilities of about 535 
cm2/v sec and 9500 cm2/v sec, respectively. 

537.311.33: 546.26 -1 3524 
Magnetoresistance of a p-Type Semicon-

ducting Diamond- -E. W. J. Mitchell and P. T. 
Wedepohl. (Proc. Phys. Soc., vol. 70, pp. 527-
530; May 1, 1957.) The measured constants of 
the specimen are related to an equation derived 
from Seitz's theory. The results are similar to 
those obtained using p-type Ge and p-type Si. 

537.311.33 : [546.28 + 546.289 3525 
Surface States on Silicon and Germanium 

Surfaces—H. Statz, G. deMars, L. Davis, Jr, 
and A. Adams, Jr. (Phys. Rev., vol. 106, pp. 
455-464; May 1, 1957.) On weakly oxidized 
surfaces these lie 0.42 and 0.13 ev above the 
Fermi level for intrinsic material, with ap-
proximate densities of 1022-1012 crn-2 and 
10,0-101, cm-2 for Si and Ge, respectively. Cor-

responding figures for well oxidized surfaces are 
0.44-0.48 and 0.18 ev, and 10,2 and 10,1-10 12 
cm-2. See also 2434 of 1956. 

537.311.33:546.28 3526 
The Drift Mobility of Carriers in High-

Purity Silicon—M. Zerbst and W. Heywang. 
(Z. Naturf., vol. I la, pp. 608-609; July, 1956.) 
Brief report of tests on p- and n-type speci-
mens derived from p-type Si of 200- to 2000-f/ 
cm resitivity. Results are compared with 

those of Prince (2421 of 1954). The tempera-
ture dependence of drift mobility for p and n 
type was found to be proportional to T-2-2, 
electron mobility being about 1400-1450 
cm2/v sec and hole mobility about 500 cm2/v sec 

537.311.33:546.28 3527 
Internal Field Emission in Silicon p-n 

Junctions—A. G. Chynoweth and K. G. Mc-
Kay. (Phys. Rev., vol. 106, pp. 418-426; May 1, 
1957.) The forward and reverse dc characteris-
tics of narrow p-n junctions, formed by solid-
phase diffusion, have been studied. The inter-
pretation of these involves internal field emis-
sion (Zener effect) rather than local avalanche 
breakdown. 

537.311.33:546.28 3528 
Thermal and Thermoelectric Properties of 

Alloys of Silicon with Transition Metals— 
P. V. Gel'd. (Zh. Tekh. Fiz., vol. 27, pp. 113-
118; January, 1957.) The results of investiga-
tions on Fe-Si, Cr-Si, and Mn-Si alloys are 
given in the form of graphs and tables. 

537.311.33 : 546.28:621.314.63 3529 
Silicon Diffused-Junction "Avalanche" 

Diodes—Veloric and Smith. (See 3680.) 

537.311.33:546.28:621.314.64 3530 

Anodic Formation of Oxide Films on Silicon 
—P. F. Schmidt and W. Michel. J. Elearo-
chem. Soc., vol. 104, pp. 230-236; April, 1957.) 
Dense oxide films can be formed anodically on 
p- and n-type single crystal Si using a solution 
of KNO3 in N methylacetamide and voltages 
up to 560 v. 

537.311.33: 546.28: 621.793 3531 
Electroless Nickel Plating for Making 

Ohmic Contacts to Silicoa—M. V. Sullivan and 
J. H. Eigler. (J. Electrocliem. Soc., vcl. 104, pp. 
226-230; April, 1957.) The contact may be 
used on either n- or p-type Si. 

537.311.33:546.289 3532 
Field Effect in Germanium at High Fre-

quencies—H. C. Montgomery. (Phys. Rev., 
vol. 106, pp. 441-445; May 7, 1957.) Changes 
in conductivity near the surface have been 
investigated at frequencies up to 50 Inc for 
both n- and p-type material, and in wet air, 
dry oxygen, and ozone ambients. 

537.311.33:546.289 3533 
Excess Noise in n-type Germanium—J. J. 

Brophy. (Phys. Rev., vol. 106, pp. 675-678; 
May 15, 1957.) Experimental examination for 
single crystal Ge shows that the phenomena 
appears as a conductivity modulation caused by 
fluctuations in carrier density. 

537.311.33:546.289 3534 
Junctions Induced in Germanium Surfaces 

by Transverse Electric Fields--J. 1). Nixon 
and P. C. Banbury (Proc. Phys. Soc., vol. 70, 
pp. 481-485; May 1, 1957.) The surface con-
ductance of Ge may be modulated by an exter-
nal field produced by electrodes. A boundary 
effect appears between the field-free and field-
applied surfaces near the edge of the electrodes. 
The transition region acts as a junction and the 
properties of such junctions are discussed. 

537.311.33:546.289 3535 
Influence of External Electrostatic Field on 

the Surface Recombination Velocity in Ger-
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manium—V. P. Zhuze, G. E. Pikus, and O. V. 
Sorokin. (Zh. Tekh. Fiz., vol. 27, pp. 23-29; 
January, 1957.) Experimental results on single 
crystals of n-type Ge with a resistivity of 30(.1 
cm and on p-type Ge with 50-9 cm resistivity 
indicate that the influence is negligible. This 
result is discussed. 

537.311.33:546.289 3536 
Influence of Heating Germanium by an 

Electric Current on the Thermal Acceptor Con-
centration—V. G. Alekseeva, B. N. Zobnina, 
and I. V. Karpova. (Zh. Tekh. Fiz., vol. 27, 
pp. 215-217; January, 1957.) Specimens heated 
for 25-30 hours by dc showed no noticeable dim-
inution in the concentration of thermal accep-
tors below 700°C but above this temperature 
a change in concentration occurs. The samples 
changed from n type into p type with increase 
in resistance. Graphs show that with ac heating 
the concentration of acceptors is higher. 

537.311.33:546.289 3537 
Diffusion and Solubility of Iron in Ger-

manium—A. A. Bugai, V. E. Kosenko, and 
E. G. Miselyuk. (Zh. Tekh. Fiz., vol. 27, pp. 
210-211; January, 1957.) The radioactive 
isotope "Fe was used for investigations in the 
temperature range 750-950°C. The maximum 
diffusion of 1.5 = 10 15 atoms/cm , occurred near 
850°C. 

537.311.33:546.289 3538 
The Oxidation of Germanium—O. Rósner. 

(Z. Metallkunde, vol. 48, pp. 137-141; March, 
1957.) The oxidation of single-crystal and poly-
crystalline Ge of various degrees of purity sub-
jected to six different oxidizing agents, includ-
ing air, water, and CO2 was investigated. Single 
crystals are less oxidized than polycrystalline 
Ge of equal purity; oxidation decreases with 
increasing purity. See also 3001 of 1955. 

537.311.33:546.289 3539 
Rates of Oxidation of Germanium—J. T. 

Law and P. S. Nleigs. (J. Electrochem. Soc., 
vol. 104, pp. 154-159; March, 1957.) "Oxida-
tion rates of the ( 110), ( 111), and ( 100) faces 
of a Ge crystal have been measured between 
450° and 700°C and at various oxygen pres-
sures." 

537.311.33 : 546.289: 539.433 3540 
Internal Friction and Defect Interaction in 

Germanium: Experimental—J. O. Kessler. 
(Phys. Rev., vol. 106, pp. 646-653; May 15, 
1957.) The logarithmic decrement of ger-
manium crystals undergoing small-amplitude 
longitudinal forced vibrations was measured 
as a function oh temperature, frequency and 
concentration of impurities, and edge disloca-
tions. Results are tentatively interpreted in 
terms of the stress-induced migration of lattice 
vacancies. 

537.311.33: 546.289: 539.433 3541 
Internal Friction and Defect Interaction in 

Germanium: Theoretical—J. O. Kessler. (Phys. 
Rev., vol. 106, pp. 654-658; May 15, 1957.) A 
model is proposed for the energy dissipation 
caused by the stress-induced change in the 
equilibrium distribution of relatively mobile 
impurities around dislocations and used to de-
rive numerical results corresponding to those 
derived from experiment. For details of the ex-
perimental work, see 3540 above. 

537.311.33: [546.3 -1.92 + 546.3-1.59 3542 
Intermetallic Compounds of Platinum and 

Gold with Alkali and Alkaline-Earth Metals— 
I. L. Sokol'skaya. (Zh. Tekh. Fiz., vol. 27, pp. 
127-129; January, 1957.) The electrical propel-
ties of Na-Au, Na-Pt, and Ba-Pt were investi-
gated in vacuum. 

537.311.33:546.48.86 3543 
Electrical Properties of the Intermetallic 

Compound CdSb—I. M. Pilat. (Zh. Tekh. Fiz., 
vol. 27, pp. 119-122; January, 1957.) Experi-
mental results based on the investigations of 
Justi and Lautz (1099 of 1954) show the influ-
ence of impurities and temperature changes 
from — 180° to + 250°C on the electrical prop-
erties of CdSb. Rectifying properties of CdSb 
produced by the addition of Al, Te, Pb, or Sn 
impurities are also considered; additions of Al 
gave the best results. 

537.311.33: [546.682.19 + 546.681.19 
+546.682.18 3544 
The P-T-x Phase Diagrams of the Systems 

In-As, Ga-As and In-P—J, van den Boom-
gaard and K. Schol. (Philips Res. Rep., vol. 12, 
pp. 127-140; April, 1957.) The maximum 
melting point for InAs is 943 ± 3°C at an ar-
senic vapor pressure of 0.33 atm, and for 
GaAs 1237 + 3°C at 0.9 atm; that estimated for 
InP is 1062 ± 7°C at phosphorous vapor pres-
sure of 60 atm. 

537.311.33:546.682.86 3545 
Diffusion of Indium, Antimony and Tellu-

rium in Indium Antimonide—B. I. Boltaks and 
G. S. Kulikov. (Zh. Tekh. Fiz., vol. 27, pp. 82-
84; January, 1957.) The influence of tempera-
ture on the diffusion coefficient in InSb was 
investigated by means of radioactive isotopes 
1141n, 12,Sb, and 127Te. The coefficients were 
found to vary exponentially with temperature, 
the coefficient for In being highest and that for 
Sb lowest at any given temperature. 

537.311.33:546.682.86 3546 
The Kinetics and Mechanism of Formation 

of Anode Films on Single-Crystal InSb—J. F. 
Dewald. (J. Electrochem. Soc., vol. 104, pp. 
244-251; April, 1957.) 

537.311.33: 546.78 -3 3547 
Electrical Properties of Some Complex 

Tungsten Oxides—Z. I. Ornatskaya. (Zh. 
Tekh. Fiz., vol. 27, pp. 130-137; January, 
1957.) The coefficient of specific conductivity 
and the thermo-emf of specimens of Na2W04 
and Li2W04 heated in air and in vacuo were 
investigated. Their dissociation energies were 
found to be about 0.94 and 1.43 ev, respec-
tively. The conductivity and mechanical prop-
erties of samples stored in air did not alter. 
Na-\V and Li-\V bronzes were also examined. 

537.311.33: 546.817.221 3548 
Lifetime of Carriers in Lead Sulphide Crys-

tals—NV. W. Scanlon. (Phys. Rev., vol. 106, 
pp. 718 -720; May 15, 1957.) Experiments show 
that the lifetime is determined mainly by the 
density of dislocations in the crystals and is 
independent of crystal resistivity for a high 
dislocation density. 

537.311.33: [546.817.23 + 546.817.2411:537.32 
3549 

Investigation of Thermoelectric Properties 
of Lead Telluride and Selenide—N. V. 
Kolomoets, T. S. Stavitskaya, and L. S. Stil'-
bans. (Zh. Tekh. Fiz., vol. 27, pp. 73-81; Janu-
ary, 1957.) The properties of PbTe and PbSe 
were investigated between 0 and 450°C, and 
between 100 and 700°K. The effect of tempera-
ture and carrier concentration on the thermo-
emf was observed. At temperatures below 
200°K the thermo-emf deviated from the 
theoretical characteristics. The influence of dif-
ferent compositions and temperatures on the 
carrier mobility were also examined. 

537.311.33:666.2:546.881.5-31 3550 
Semiconducting Properties of some Vans-

date Glasses—P. L. Baynton, H. Rawson, and 
J. E. Stanworth. (J. Electrochem. Soc., vol. 104, 
pp. 237-240; April, 1957.) "Glasses llave been 
made in the systems BaO-V206-P206 and 
Na2O-BaO-V206-P206 with V206 contents rang-
ing between 50 and 87 mole per cent. The 

glasses were found to be semiconductors, 
those with the highest V206 contents having a 
specific conductivity of the order of 10-b 
cm-, at room temperature." 

537.311.33.002.2: 338.45 3551 
Semiconductor Manufacture—(Elec. Rev., 

London, vol. 160, pp. 969-970; May 24, 1957.) 
A new 1\1 ullard plant at Southampton is to 
employ between 1500 and 2000 people. About a 
third is completed. Details of the production of 
Ge transistors are given. 

537.311.33.07 3552 
A Miniature Dry-Box for Semiconductor 

Work —P. R. Rowland and G. W. Whiting. 
(J. Sci. ¡asir., vol. 34, p. 207; May, 1957.) 
Brief descriptive note of arrangement in which 
the micromanipulator is mounted outside the 
dry box. 

538.22 3553 
On a Higher Approximation of the Critical 

Field Strength for an Antiferromagnetic—K. F. 
Niessen. (Phillips Res. Rep., vol. 12, pp. 259-
269; June, 1957.) "The critical magnetic field 
strength is derived for an antiferro-magnetic 
with different anisetropy constants for the two 
sublattices, account being taken of the field-
strength dependence of the parallel and per-
pendicular susceptibilities and a higher ap-
proximation of the anisotropy energy." See also 
3015 of 1955. 

538.22:546.65 3554 
The Magnetic Susceptibilities of Lantha-

num, Cerium, Praseodymium, Neodymium and 
Samarium, from 1.5°K to 300°K—J. M. Lock. 
(Proc. Phys. Soc., vol. 70, pp. 566-576; June I, 
1957.) At the lowest temperatures cerium, 
neodymium, and samarium appear to become 
antiferromagnetic. 

538.22:546.657 3555 
Magnetic Properties of Neodymium Single 

Crystals—D. R. Behrendt, S. Legvold, and 
F. II. Spedding. (Phys. Rev., vol. 106, pp. 
723-725; May 15, 1957.) 

538.22:546.668 3556 
The Magnetic Susceptibility of Ytterbium 

from 1.3°K to 300°K—J. M. Lock. (Proc 
Phys. Soc., vol. 70, pp. 476-480; May 1, 1957.) 
Conclusions regarding the distribution of elec-
trons are given. 

538.22:621.385.833 3557 
A New Method of Observing Magnetic 

Transformations—M. Blackman, G. Haigh, 
and N. D. Lisgarten. (Nature, London, vol. 
179, pp. 1288-1290; June 22, 1957.) The focus 
of an electron diffraction cantera was deflected 
by the use of coils carrying ac near which a 
specimen of a magnetic material was placed. 
Solid haematite, magnetite, and pyrrhotite, 
and powdered maghaemite (^yFe20)), magnetite 
and haematite, and a reversing spinet were 
examined. 

538.221 3558 
Critical Size and Nucleation Field of Ideal 

Ferromagnetic Particles —E. H. Frei, S. 
SIttrikman, and D. Treves. (Phys. Rev., vol. 
106, pp. 446-455; May 1, 1957.) The nucleation 
field is calculated for an infinite cylinder and a 
sphete, while the critical size for single-domain 
behavior is calculated for a prolate ellipsoid. 

538.221 3559 
Minimum Saturating Fields for Ferromag-

netic Crystals—J. S. Kouvel. (J. App!. Phys., 
vol. 28, pp. 704-706; June, 1957.) The condi-
tions for magnetic saturation are investigated 
analytically for a very thin single-crystal disk 
or spheroid. The applicability of the calculated 
minimum saturating fields to torque measure-
ments is discussed. 
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538.221 3560 
On the Width and Energy of Domain Walls 

in Small Multi-Domain Particles—H. Amar. 
App!. Phys., vol. 28, pp. 732-733; June, 

1957.) It is shown that the inclusion of the 
magnetostatic energy in the derivation of the 
wall characteristics in two-domain ferromag-
netic particles yields values of these character-
istics which differ considerably from those in 
bulk material. 

538.221 3561 
On the Mechanism of Magnetite Oxidation 

—W. I. Arklutrov and B. S. Borisov. (CR. 
Acad. Sci. U.R.S.S., vol. 114, pp. 293-296; 
May 11, 1957. In Russian.) 

538.221:621.318.134 3562 
The Dependence of Coercive Force on 

Particle Size in Ferrites— MT. Holzinüller and 
G. Rüger. (Nachr. Tech., vol. 7, pp. 118-121; 
March, 1957.) The coercivity of sintered Ni-
Zn and Mn-Zn ferrites was measured before 
and after grinding. In the resulting powders 
increases in coercive force by factors up to 60 
were noted; after subsequent reheating the 
coercive force decreased. An interpretation of 
these results is given. 

538.221:621.318.134 3563 
The Magnetoresistance of the Nickel-

Zinc Ferrite System--R. l'arker. (Proc. Phys. 
Soc., vol. 70, pp. 531-533; May 1, 1957.) Smit's 
model (Physica, vol. 17, pp. 612-627; June, 
1951.) is inadequate to account for the observed 
effects. 

538.221:621.318.134 3564 
Microwave Properties of some Chromite-

Ferrites of Nickel-Zinc—C. Guillaud, R. 
Vautier, and W. Kagan. (CR. Acad. Sci., 
Paris, vol. 244, pp. 2781-2784; June 3, 1957.) 
X-band measurements made at constant static 
field of Faraday rotation O and attenuation a on 
cylindrical specimens of chromite-substituted 
Ni-Zn ferrites show the ratio Oa to increase 
with Cr20, content for percentages up to 15 or 
20 per cent. 

538.221:621.318.134 3565 
Variation of the Resonance Field in Chro-

mite-Ferrites of Nickel-Zinc--R. Vautier and 
\V. Kagan. (C. R. Acad. Sci., Paris, vol. 244, 
pp. 3040-3043;, June 17, 1957.) See 3564 above. 
Further measurements show that the reso-
nance field strength decreases with increasing 
percentage Cr203 contrary to theory. 

538.221:621.318.134 3566 
Controlled Crystal Anisotropy and Con-

trolled Temperature Dependence of the Perme-
ability and Elasticity of Various Cobalt-Substi-
tuted Ferrites— C. M. van der Burgt. (Philips 
Res. Rep., vol. 12, pp. 97-122; April, 1957.) 
"Dynamic elasticity at remanence, piezomag-
netic coupling at retnanence, and initial perme-
ability of polycrystalline toroids of various 
cobalt-substituted ferrites are determined in 
temperatures range from — 196°C to 1205C 
at least. The compositions are represented ap-
proximately by (M,,Zn,) i_,Co.rIze20.1, where 
M stands for one of the divalent metal ions 
Lii ,+Fe;e1", Nie, and M te." Forty-eight refer-
ences. 

538.221: 621.318.134 3567 
Oxidation of Manganese Ferrite—R. S. 

Weisz. (J. Amer. Ceram. Soc., vol. 40, pp. 139-
142; April 1, 1957.) 

538.221 : 621.318.134: 538.569.4 3568 
Temperature Dependence of the 9-Factor 

and Relaxation Time in Ferromagnetic Reso-
nance of Some Ferrites— A. P. Komar and 
N. I. Krivko. (C.R. Acad. Sci. U.R.S.S., vol. 
114, pp. 64-66; May 1, 1957. In Russian.) 
The magnitude of the observed decrease of the 

g factor, in some ferrites, with a decrease in 
temperature cannot be explained on the basis 
of existing microscopic theories. The experi-
mental results are tabulated. 

538.221: 621.318.134: 538.66 3569 
The Effect of Grain Size on the Magneto-

thermal Properties of Ferrites— D. A. Chris-
toffel. (Proc. Phys. Soc., vol. 70, pp. 623 625; 
June 1, 1957.) Measurements on two samples 
of Ni ferrite show differences which are at-
tributed to different particle sizes in the two 
cases. 

538.652 3570 
Magnetostriction of Aluminum-Iron Single 

Crystals in the Region of 6 to 30 Atomic Per 
cent Aluminum—R. C. Hall. (J. Ape Phys., 
vol. 28, pp. 707-713; June, 1957.) The spon-
taneous saturation magnetostriction and the 
forced magnetostriction were measured on 
slowly cooled single crystals. The results are 
shown in graphical and tabular form. 

539.16/.18: [537.311.3 + 549.514.51 3571 
The Effect of Radiation Damage on the 

Electronic Properties of Solids—E. W. J. 
Mitchell. (Brit. J. Appt. Phys., vol. 8, pp. 179-
189; May, 1957.) A discussion of the effects of 
atomic displacements produced by elastic 
collisions between the nuclei and the incident 
high-energy radiation, with special reference 
to electron mobility in metals, carrier concen-
tration in Ge, and optical absorption in quartz 
and diamond. Fifty references. 

539.23 : 537.311.33: 546.492.31.46 3572 
Some Peculiarities of the Electrical Proper-

ties of ElgSe-HgTe Films-0. Elpat'ev-
skaya and A. R. Regel'. (Zh. Tekh. Fiz., vol. 27, 
pp. 45-50; January, 1957.) Investigations on 
transparent and opaque film show that carrier 
mobility increases with the thickness of the 
film. Tables showing the variation of specific 
conductivity, hall constant, carrier mobility, 
and concentration with film thickness are given. 

539.23:546.571 3573 
Oxide Films on Silver at High Tempera-

tures—D. E. Davies. (Nature, London, vol. 
179, pp. 1293-1294; June 22, 1957.) It is shown 
that Ag2O may exist at temperatures up to 
800°C. 

548.0: 537 3574 
Relation between the Electrical Properties 

of Crystals and the Crystal Lattice Parameters 
—V. A. Presnov and V. I. Gaman. (CR. Acad. 
Sci. U.R.S.S., vol. 114, pp. 67-69; May 1, 
1957. In Russian.) A preliminary calculation 
of the relation for alkalihalide crystals is re-
ported. 

621.357.8 3575 
Electrolytic Surface Phenomenon and its 

Application in Precision Engineering—M. 
Naruse and A. Nannichi. (Technol. Rep. 
Tohoku Univ., vol. 21, no. 2, pp. 63-69; 1957.) 
The surface of an anode partially immersed in 
an electrolyte is more deeply corroded near the 
liquid/air boundary. Electrolytic polishing, in 
which this phenomenon is used, can be applied 
to the production of thin wires and of fine 
pivots. 

666.1.037.5 3576 
Fundamentals of Glass-to-Metal Bonding: 

Part 2—Reactions of Tantalum and Sodium 
Silicate Glass—S. P. NI itoff. (J. Amer. Ceram. 
Soc., vol. 4(1, pp. 118-120; April 1, 1957.) Part 
1: 2712 of 1953 (Zackay, et al.). 

MATHEMATICS 

517.43: 621.373.421 3577 
The Periodic Solutions of the Differential 

Equation of a Resistance-Capacitance Oscil-
lator—Gillies. (See 3430.) 

517.63 3578 
A New Method of Inversion of the Laplace 

Transform—A. Papoul is. (Quart. Appt. Math., 
vol. 14, pp. 405-414; January, 1957.) 

517.9:621-52 3579 
On the Solution of a Differential Equation 

with Nonlinearity appearing in the Second 
Derivative of Combined Linear and Cubic 
Terms —Clii-Neng Shen. f((htarl. App!. Math., 
vol. 15, pp. 11 -30; April, 1957.) Physical appli-
cations include a feedback control system for a 
two-capacity process with nonlinear elements. 

517.942.82 3580 
Connection between Time Function A(t) 

and Spectral Function e(p)—U. Kirschner. 
(Elektron. Rundschau, vol. 11, pp. 87-92; 
March, 1957.) Amplification of earlier theoreti-
cal investigations of transient phenomena (see 
3360 of 1952 and 764 of 1953). 

517.946.9+1536+537 3581 
The General Solution of Boundary-Valve 

Problems of the Transmission of Heat or 
Electrical Energy --L. van Szalay and K. H. 
Lücherer. (Frequenz, vol. 11, pp. 97-106; April, 
1957.) Solutions are tabulated for the case of a 
parallelepiped, a cylinder, and a sphere. 

519 3582 
Diakoptics—the Piecewise Solution of 

Large-Scale Systems—G. Kron. (Elec. J., vol. 
158, pp. 1673-1677; June 7, 1957.) One of a 
series of articles dealing with a systematic 
method of analyzing and solving ccmplicated 
network problems by the method of "tearing." 
See also 2164 of 1954. 

519.2 3583 
Stochastic Processes Associated with In-

tegrals of a Class of Random Functions—P. M. 
Mathews and S. K. Srinivasan. (Proc. Nat. 
Inst. Sci. India, A., vol. 22, pp. 369-376; 
November 26, 1956.) Laplace-transform treat-
ment of a random process involving a Poisson 
distribution with application to shot-effect 
fluctuations. 

MEASUREMENTS AND TEST GEAR 

53.087:621.374.32 3584 
Automatic Counting Techniques applied to 

Comparison Measurement — WasIttell. (See 
3434.) 

536.5: 621.316.825 3585 
Thermistor Thermometer Bridge: Linearity 

and Sensitivity for a Range of Temperature--
K. S. Cole. (Rev. Sci. lnstr., vol. 28, pp. 326-
328; May, 1957.) Analys and construction of 
a measuring circuit inccn-porating a slide-wire 
Wheatstone bridge. Linearity of scale and con-
stant sensitivity over a wide temperature range 
are achieved. 

621.3.018.41(083.74): 621.396.712 3586 
Experimental Standard-Frequency Broad-

cast on 60 Kilocycles—( Tech. News Bull. Nat. 
Bur. Stand., vol. 41, pp. 99-100; July, 1957.) A 
note on the transmission from Boulder under 
the call sign KK2XEI, which started July I, 
1956, on low power. Comparisons have been 
made with other standard frequencies including 
GBR and WWV transmissions, and figures are 
quoted for most days of January, 1957. 

621.317.087.6: 681.62 3587 
A Printing Method for Measuring Instru-

ments with Digital Indication—J. hacks and 
M. Klose. (Elektron. Rzindschau, vol. 11, pp. 
97-99; April, 1957.) Eléctronic equipment is 
described which in conjunction with a conven-
tional electric calculating machine prints the 
results of measurements in digital form. The 
generation of the requisite step voltages is 
discussed. 
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621.317.32:621.396.61.029.62 3588 
Intercomparison of the Various Methods of 

Measuring Spurious Emissions—S. Kuro-
kawa, T. Takahashi, and M. Arai. (J. Radio 
Res. Labs., Japan, vol. 4, pp. 89 -93; January, 
1957.) Experimental data are quoted for half, 
twice, and three times the fundamental trans-
tnitted frequency in the vhf band. 

621.317.328:621.373.421.14 3589 
Electrical Field Strength Measurements in 

Endovibrators (Cavity Resonators] by the 
Method of Changing the Resonance Frequency 
with a Dielectric Probe —G. N. Rapoport. 
(Radiolekhnika, Moscow, vol. 12, pp. 51 58; 
February, 1957.) The field distribution within 
the cavity is perturbed by the insertion of a 
small sitherical, spheroidal or needle-shaped 
dielectric probe. Field measurements are simpli-
fied as the dielectric probe only reacts to the 
electric field. See also 2265 of 1952 ( Maier and 
Slater). 

621.317.34:621.372.54 3590 
Wide-Range Analyser Traces Precise 

Curves -E. F. Feldman. (Electronics, vol. 30, 
pp. 184-187; March 1, 1957.) The attenuation 
characteristics of frequency-selective networks 
may be measured by means of equipment con-
sisting of a swept heterodyne spectrum analyzer 
used as an indicator for a sweep generator. 
Stop-hand attenuations of 100 (lb within the 
range 20 c-20 kc may be measured. 

621.317.422 3591 
The Rapid and Accurate Measurement of 

Coercive Force —F. Fiirster. (Arch. tech. 
Messen, no. 254, pp. 65 -66; March and no. 255, 
pp. 87-90; April, 1957.) The astatic instrument 
described is insensitive to the effects of the 
earth's field and other disturbing fields; rapid 
and accurate coercivity measurements can be 
carried out in the range 10-2 -103 oersteds. 

621.317.44:538.614:539.23 3592 
A New Method of Measuring the Magnetic 

Properties of Thin Films by Means of the 
Faraday Effect ---L. Reimer. (Z. Nalur I., vol. 
I la, p. 611; July, 1956.) The method briefly 
described uses a magnetizing field parallel to 
the film and a beam of polarized light incident 
at 45° to the film. Thus low field strengths suf-
fice to achieve saturation. The magnetization 
curve obtained for a Ni film 450 A thick is 
shown. 

621.317.6:621.314.7 3593 
A Simple Transistor Beta Tester for Rapid 

Determination of Transistor Gain---( Tech. 
News Bull. Nat. Bur. Stand., vol. 41, p. 93; 
June, 1957.) The circuit diagram is shown of a 
device designed by G. F. Montgomery for 
measuring the common-emitter short-circuit 
current gain of p-n-p or n- p-n transistors at 
low af. 

621.317.6:621.314.7 3594 
Sweeper determines Power-Gain Parame-

ter —W. N. Coffey. (Electronics, vol. 30, pp. 
201-203; March 1, 1957.) A comparison circuit 
using a sweep frequency generator, cro, and 
reference network for determining the gain of 
junction transistors is described. 

621.317.7.029.64 : 621.396.822 : 537.54 3595 
A Thermal Noise Staniard for Microwaves 

—K. S. Knol. (Philips Res. Rep., vol. 12, pp. 
123-126; April, 1957.) A thermal noise source 
for the 3-cm waveband, consisting of a heated 
platinum waveguide, terminated with a ceramic 
wedge, is described. The temperature of the 
wedge is fixed at the melting point of gold. 
Using this as a standard, a figure of 21700°K 
was obtained for the noise temperature of a 
noise diode Type K50A. 

621.317.725.029.52:621.385 3596 
A Selective Valve Voltmeter for the 

V.H.F. Range—H. Mack. (Eleklron. Rand-
schau, vol. 11, pp. 102-105; April, 1957.) De-
scription of commercial instrument covering 
30 300 mc with a range of 80 (lb (3µv-30 Inv) 
and a bandwidth of 45 kc. 

621.317.729.1:621.317.755 3597 
A High-Speed Electronic Analogue Field 

Mapper—R. B. Bum and J. Willis. (J. Sci. 
Instr., vol. 34, pp. 177 182; May, 1957.) A cr 
tube, the screen of which it trms the base of an 
analog tank, is scanned in 40 msec by using a 
100-line raster. The variations in the secondary 
emission from the screen operate trigger cir-
cuits, corresponding to tr series of field poten-
tials, which modulate the brilliance of a second 
cr tube scanned simultaneously. 

621.317.73.011.3:621.3.029.65 3598 
Measuring Instrument for Very Low In-

ductances --H. Brand and E. Schuon. (E/eh-
Iron. Rundschau, vol. 11, pp. 65 - 67; March, 
1957.) The instrument described uses a method 
of impedance transformation. It covers the 
range 1-500 midi at X= 80 cm. 

621.317.733 3599 
Bridge Sorts Capacitors to Tolerance— 

S. I). Breskend, J. I. Cooperman, and P. J. 
Franklin. (Electronics, vol. 30, pp. 177 - 179; 
July 1, 1957.) A description of production test 
equipment using a Schering bridge to measure 
loss factor and capacitance deviation from a 
standard value. 

621.317.75 3600 
Undistorted Reproduction of Waveforms of 

Very Large Bandwidth by Means of Display 
Units with Narrow Bandwidth: Bandwidth 
Compression-11. Riedle. (Nachr. Tech. Z., 
vol. 10, pp. 135 - 140; March, 1957.) An adaptor 
circuit is described which by means of a pulse 
scanning method compresses a frequency spec-
trum ot up to 200 mc of a periodic waveform 
so that it can be displayed on a cro of about 
25-.,c bandwidth. Some illustrative oscillo-
grams are shown. 

621.317.755 3601 
Magnetically Deflected 21-Inch Oscillo-

scope-- II. E. O'Kelley and W. H. Todd. 
(Electronics, vol. 30, pp. 159-161; July 1, 1957.) 
The deflection-coil waveform is proportional to 
the input signal voltage. A deflection of 10 
inches is achieved at 18.5 kc, falling to 4 
inches at 50 kc. 

621.317.755:621.385.832 3602 
A Precision Electron-Beam Oscillograph 

with a Spot Diameter of a few Microns -M. 
von Ardenne. (J. Sci. Instr., vol. 34, pp. 206-
207; May, 1957.) Brief description of instru-
ment detailed in 1495 of 1956. 

621.317.76 3603 
A Modified Periodmeter—V. N. Rao and 

K. Achyuthan. (Electronic Eng., vol. 29, pp. 
338--339; July, 1957.) Modified version of an 
instrument described by Barker and Cannon 
(221 of 1954) for observing small changes in the 
frequency of an af signal of short duration. 

621.317.784.029.64: 621.316.825 3604 
A New Thermistor Power-Measuring Head 

for X=9-20 cm—II. Rieck and F. Panniger. 
(Nachr. Tech., vol. 7, pp. 101 - 104; March, 
1957.) The device described uses a single 
thermistor mounted close to an adjustable 
X/4 stub line. By selection two thermistors 
were found to cover the ranges 9-17 cm or 
12-20 cm, respectively, with a vswr ≤ 1.1 

621.317.794: 537.311.33: 546.289 3605 
Low-Inertia Germanium Bolometers--

V. N. Bogomolov, Yu. V. Ilisayski, M. 
Kornfel'd, L. S. Sochava, and R. I. Strunin. 
(Zh. Tekh. Fiz., vol. 27, pp. 213 -215; January, 

1957.) The bolometer described consists of a 
vacuum-deposited Ge film about 1µ thick, pro-
tected by a layer of polystyrene. The sensi-
tivitv of this instrument for a modulation fre-
quency of 30 c was 60-70 v/w. The tempera-
ture coefficient of resistance of the sensitive 
layer was estimated to be 25 X 10-, degrees-1. 
A section drawing of the bolometer is shown. 

621.317.794.029.64: 621.317.733 3606 
A Self-Balancing Direct-Current Bridge for 

Accurate Bolometric Power Measurements - 
G. F. Engen. (J. Res. Nat. Bur..Sland., vol. 
59, pp. 101-105; August, 1957.) "A self-
balancing dc bridge has been developed that 
preserves the inherent accuracy of the manual 
bridge, extends the dynamic range of operation, 
and greatly simplifies the operating procedure. 
A general description of the equipment and 
operating techniques is given, followed by a 
comprehensive survey of the sources of error 
accompanying the method and the accuracy 
achieved." 

OTHER APPLICATIONS OF RADIO 
AND ELECTRONICS 

534.1-8:61 3607 
Ultrasonics in Medicine and Dentistry — 

\V. Welkowitz. (PRoc. IRE, vol. 45, pp. 1059-
1069; August, 1957.) 

534.1 -8: 663.4 3608 
Ultrasonics Bubbles Beer in Brewery--

A. S. Davis. (Electronics, vol. 30, pp. 162 - 164; 
July 1, 1957.) Unwanted air is expelled from 
bottles through loon formation resulting &on) 
vibration caused by a magnetostrictive trans-
ducer. 

535.24: 621.397.6 3609 
Television-Optical Method of Obtaining 

Equal-Density Contours—A. Lohmann. (optik, 
Stuttgart, vol. 14, pp. 178-182; April, 1957.) 
The easily variable nonlinear characteristics of 
a television system, such as that used for mi-
croscopy by Kiihler (3837 of 1956), can be 
used for photometric applications in place of 
pliotographic methods. 

621-.52:621.397.611.2 3610 
Television Technique Applied to Observa-

tion and Control— McGee. (See 3668.) 

621.3.083.7:621.314.7:616 3611 
Endoradiosonde ---R. S. Mackay and B. 

Jacobson. (Nature, London, vol. 179, pp. 1239-
1240; June 15, 1957.) A capsule 2.8 cm long and 
0.9 cm in diameter contains a junction transis-
tor and battery for transmitting data such as 
temperature, pressure, and pll value from 
within the gastro-intestinal tract of a human 
body. The frequency used is about 100 kc. 

621.316.7.078:616 3612 
Muscles control Iron-Lung Operation--

L. II. Montgomery. (Electronics, vol. 30, pp. 
180 - 181; July 1, 1957.) Potentials picked up 
front the patient's muszles trigger a control 
circuit for an artificial respirator. 

621.317.39: 531.77: 621.396.322 3613 
Tachometer Noise Reduction --J. C. West. 

(Electronic Radio Eng., vol. 34, pp. 342 344; 
September, 1957.) A discussion of the improve-
ments obtainable using a brushless low-noise 
accelerometer. 

621.365.521:621.387 3614 
Thyratrons Stabilize Induction Heaters— 

H. J. Fraser and E. G. Hopkins. (Electronics, 
vol. 30, pp. 152-153; July 1, 1957.) A closed-
loop regulator which stabilizes high-power 
oscillators used for heating receiving tube elec-
trodes during an automatic exhaust process. 

621.365.54 3615 
Radio-Frequency Energy Transfer Switch 

—L. E. Bollinger. (Rev. St Insir., vol. 28, pp. 
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383-384; May, 1957.) The switch can be used 
at frequencies of 500 kc and higher and has 
been tested at ri currents of 140 a. 

621.374.3: 795 3616 
Electronic Fruit Machine—G. L. Swaffield. 

(Wireless World, vol. 63, pp. 447-451; Septem-
ber, 1957.) Description of a slot machine in 
which coincidence in the flashing of neon lamps 
is controlled by pulse circuits. 

621.383.27:621.3.083.722 3617 
A Photoelectric Particle Counter for Use in 

the Sieve Range—T. Beirne and J. M. Hutch-
eon. (J. Sci. Instr., vol. 34, pp. 196-200; May, 
1957.) A suspension of the particles is passed 
through a capillary tube and the image pro-
jected onto a photcmultiplier and analyzed by 
a rate-meter. The size distribution is obtained 
by plotting count rates against discriminator 
threshold voltage. 

621.383.4: 531.787.4 3618 
Precise Automatic Manometer Reader—J. 

Farquharson and H. A. Kermicle. (Rev. Sci. 
Instr., vol. 28, pp. 324-325; May, 1957.) 
Electronic and mechanical device registering 
mercury surface level with a maximum error of 
± 0.05 nun. 

621.384.612 3619 
Nonlinear Theory of Betatron Oscillations 

in a Strong-Focusing Synchrotron—Yu. F. 
Orlov. (Zh. Eksp. Teor. Faz., vol. 32, pp. 316-
322; February, 1957.) 

621.385.3: 531.787: 616 3620 
Movable-Anode Tube—(Electronics, vol. 

30, pp. 232-238; March 1, 1957.) The RCA 
Type-5734 transducer consists of a miniature 
triode having a movable anode with a small 
extension shaft protruding through the center 
of a thin air-tight metal diaphragm. Abstract 
from "Research on Mechano-electronic Trans-
ducer Blood Pressure Manometers" read at the 
1956 I.S.A. Conference. 

621.385.833 3621 
Magnetic Electron Lenses —P. Durandeatt 

and C. Fert. (Rev. Opt., vol. 36, pp. 205-234; 
May, 1957.) A description of design principles 
with constructional data based on experimental 
results from the Laboratoire d'Optique élec-
tionique, Toulouse. Twenty-one references. 

621.385.833 3622 
Combination of Emission-Type [Electron] 

Microscope and Reflection-Type Diffracto-
graph—R. Arnal and C. Gonçalves. (CR. 
Acad. Sci., Paris, vol. 24, pp. 3139-3141; June 
24, 1957.) The diffraction microscope is verti-
cal, the emission-type microscope horizontal. A 
single sample can be viewed simultaneously by 
the two instruments. 

621.385.833 3623 
Condensation of Iron and Platinum on 

Tungsten Single-Crystal Surfaces in the Field-
Emission Electron Microscope at Elevated 
Temperatures—K. Neubeck. (Z. Naturf., vol. 
lia, pp 587-589; July, 1956.) 

621.385.833:621.385.032.213.2 3624 
The Bolt Cathode as Object in the Electron-

Emission Microscope—E. B. Bas. (Z. angew. 
Math. Phys., vol. 8, pp. 203-213; May 25, 
1957.) The use of this type of cathode (see also 
3793 of 1955) in electron microscopes and the 
method of its preparation are described. 

621.396.969:533.6.011.7 3625 
A Radio Method of Determining the Ve-

locity of a Shock Wave—J. S. Hey, J. T. 
Pinson, and P. G. Smith. (Nature, London, 
vol. 179, pp. 1184-1185; June 8, 1957.) The 
change of frequency caused by the Doppler 
effect on continuous radio waves reflected from 

the shock discontinuity in a shock tube is 
measured. 

PROPAGATION OF WAVES 

621.396.11 3626 
On the Relationship between the Scatter-

ing of Radio Waves and the Statistical Theory 
of Turbulence—K. Tao. (J. Radio Res. Labs., 
Japan, vol. 4, pp. 15-24; January, 1957.) The 
scattering cross section derived by Villars and 
Weisskopf (see 244 of 1956) is discussed in terms 
of a mathematical model of a turbulent ele-
ment. The cross section can be expressed in 
terms of the energy spectrum of the turbulence. 

621.396.11:551.510.52 3627 
The Concept of the Equivalent Radius of the 

Earth in Tropospheric Propagation—G. Mill-
ington. (Marconi Rev., vol. 20, pp. 79-93; 
3rd quart.; 1957.) "The concept of the equiva-
lent radius of the earth to take account of a 
linear variation of refractive index with height 
in tropospheric refraction is re-examined. It 
is shown that the transformation is not limited 
to nearly horizontal rays, but that essentially 
it reduces the curvature of the earth by that of 
a ray traveling horizontally and the curvature 
of the rays by the amount required to 
straighten them at whatever angle to the hori-
zontal they may be going. The results were ob-
tained geometrically in a previous paper ( 1637 
of 1946) for the angle of elevation at the reflec-
tion point; the optical path difference between 
the direct and indirect rays and the divergence 
factor are derived by simple analysis, affording 
a useful check on the method." 

621.396.11:551.510.535 3628 
The Proceedings of the International Con-

vention on Radio Propagation in the Iono-
sphere—( Nuovo Cim., vol. 4, supplement no 4, 
pp. 1343-1608; 1956.) The text is given of the 
introductory speeches and the following papers 
presented at the convention held in Venice 
August 18-21 1955. 

Ionospheric Turbulence and Electromag-
netic Wave Propagation—T. Kahan (pp. 1352-
1383, discussion, p. 1384. In French.) 

The Electrical Conductivity of the Iono-
sphere (a Review)—S. Chapman. (pp. 1385-
1412. In English.) 

Some Properties of the Meteoric E Layer 
Used in Radio Wave Propagation—R. Nai-
smith (pp. 1413-1420, discussion, pp. 1420-
1421. In English.) 

Some Remarks on the Theory of Self-
Demodulation—M. Carlevaro (pp. 1422-1429. 
In English.) 

On the Interaction of Radio Waves—V. A. 
Bailey (pp. 1430-1448, discussion, pp. 1448-
1449. In English.) 

Ionospheric Self-Demodulation of Radio 
Waves—M. Cutolo, G. C. Bonghi, F. Immirzi, 
and P. Cachon (pp. 1450-1458, discussion, pp. 
1458-1459; In English.) 

The Blanketing of Paths: an Important 
Phenomenon of Ionospheric Propagation—K. 
Rawer (pp. 1460 - 1476, discussion pp. 1476-
1477. In French.) 

The Absorption of Short Waves in an 
Isotropically Ionized Medium—E. Argence (PP. 
1478-1510, discussion, p. 1510. In French.) 

The Determination of the Number of Col-
lisions Relative to the F2 Region of the Iono-
sphere—E. Argence and K. Rawer (pp. 1511-
1531. In French.) 

Echo Sounding Experiments with Variable 
Frequency at Oblique Incidence—W. Die-
minger and H. G. M6Iler (pp. 1532-1544, dis-
cussion, pp. 1544-1545. In English.) 

On a Correlation between the Electronic 
Density of the E Layer and the 500-mb Surface 
Position—A. Napoletano (pp. 1546-1551. In 
English.) 

Remarks on the Connection between Mode 

Theory and Ray Theory—H. Bremmer (PO. 
1552-1558. In English.) 

On Some Characteristics of the F2 Region 
in South America—I. Ranzi (pp. 1559-1560, 
discussion, p. 1561. In English.) 

The Ionized Aurora—N. C. Gerson (pp. 
1562-1571. In English.) 

Some Observations en the Influence of a 
Solar Eclipse upon the Ionosphere—P. Domi-
nici (pp. 1572-1578. In English.) 

Some Considerations on Temperature 
Effects in the Upper Atmosphere—F. Mariani 
(pp. 1579-1585. In English.) 

Diffusion in a Not Isothermal Ionosphere 
F. Mariani (pp. 1586-1588. In English.) 

Some Critical Considerations on the Pa-
rameters h' and fo of the Ionospheric Layers 
P. Dominici and F. Mmiani (pp. 1589-1592, 
discussion, p. 1592. In English.) 

Molecular Spectroscopy of Oxygen by 
Means of Microwaves. The Form of the Ab-
sorption Lines—N. Carrara (pp. 1593-1608. 
In Italian.) 

621.396.11:551.510.535 362e 
Propagation of a Plane Electromagnetic 

Wave Across an Ionospheric Layer—P. Poince-
lot. (C.R. Acad. Sci., Paris, vol. 244, pp. 3045 
3047; June 17, 1957.) Short mathematical 
treatment of propagation of a plane wave inci-
dent vertically on a parabolic layer, consider-
ing electrons subject to tiwo forces only, due to 
1) the em field and 2) viscous resistance. See 
also 3275 of 1957. 

621.396.11:621.396.933 3630 
The Application of Radio Frequency Pre-

dictions to Aeronautical Communications - 
Foxcrof t. (See 3654.) 

621.396.11.029.45/.51 36.31 
Mixed-Path Ground-Wave Propagation: 

Part 2—Larger Distances—J. R. Wait and J. 
Householder. (J. Res. Nat. Bur. Stand., vol. 59, 
pp. 19-26; July, 1957.) "The theoretical results 
given in Part 1 [ibid., vol. 57, pp. 1-15; July, 
1956. (Wait)] for ground-wave propagation 
over a mixed path on a fiat earth are generalized 
to a spherical earth. The problem is formulated 
in terms of the mutual impedance between two 
vertical dipoles which are located on either side 
of the boundary of separation. Extensive 
numerical results are given in graphical form 
for a mixed land-sea path at frequencies of 10, 
20, 50, 100, and 200 kc." See also 3516 of 1956 
(Wait and Howe). 

621.396.11.029.51 3632 
Amplitude and Phase of the Low-Frequency 

Ground Wave Near a Coastline—J. R. Wait. 
(J. Res. Not. Bur. Stand., vol. 58, pp. 237-242; 
May, 1957.) "A theoretical analysis is given 
for the amplitude and the phase change of the 
ground wave, originating from a distant trans-
mitter on land, as it crosses a coastline. The 
land and sea are assumed to be smooth and 
homogeneous with a sharp boundary of separa-
tion. Attention is focused on the effects that 
take place near the coastline when it is not 
permissible to employ arguments based on the 
principle of stationary phase. A limited com-
parison is made with the recent experimental 
work of Pressey, Ashwell, and Fowler (3194 of 
1956)." 

621.396.11.029.55 3633 
Characteristics of H. F. Signals —A. F. 

Wilkins and F. Kif t. (Electronic Radio Eng., 
vol. 34, pp. 335-341; September, 1957.) Meas-
urements made between 1952 and 1954 of the 
angles of elevation of bcith pulsed and cw sig-
nals arriving at Slough frbm India and Ceylon 
on frequencies between 15 and 19 mc showed 
that 70+ 2° was the predominant angular 
range. Back-scatter data from Ceylon and 
Slough were used to interpret the propagation 
modes concerned. 
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621.396.812 3634 
Variation of the Polarization of Ultra Short 

Waves due to the Heterogeneity of the Tropo-
sphere—G. Eckart. (CR. Acad. Sci., Paris, 
vol. 244, pp. 3044-3045; June 17, 1957.) A 
mathematical note explaining the fact that the 
field radiated from a vertical antenna is often 
no longer vertically polarized at the receiver. 
See 1218 of 1957. 

RECEPTION 

621.376.232:621.396.822 3635 
Influence of Fluctuations on a Phase De-

tector—V. I. Tikhonov and I. N. Arniantov. 
(Radiolekhnika, Moscow, vol. 12, pp. 39-50; 
February, 1957.) Imperfections of the phase 
detector are examined and statistical charac-
teristics of output voltage given. Approximate 
formulas for the average voltage and also a 
correlation function of voltage fluctuations 
and phase-detector load are derived. 

621.376.33 3636 
A New Approach to the Nonlinear Problems 

of F.M. Circuits—M. A. Biot. (Quart. Appl. 
Math., vol. 15, pp. 1-10; April, 1957.) "Closed 
form expressions are developed for the output 
of a frequency modulation receiver for an 
arbitrary number of superposed input signals. 
This corresponds to problems of interferehce or 
disturbance due to scatter and multiple re-
flexions. It is also shown how the Fourier com-
ponents of the output may be evaluated by 
methods more direct than the usual Fourier 
analysis." 

621.396.62: 621.314.7 3637 
Further Notes on the Portable Transistor 

Receiver—S. W. Amos. (Wireless World, vol. 
63, pp. 452-453; September, 1957.) Details of 
practical layout. See 2895 of 1957.) 

621.396.621:621.396.822 3638 
Method of Increasing the Interference Sta-

bility of an Autocorrelated Reception of Pulse 
Signals—M. I. Karnovski and V. I. Choi-
kovski. (Radiotekhnika, Moscow, vol. 12, pp. 
22-27; February, 1957.) Better interference 
stability is obtained by the addition of a syn-
chronized switching unit in one of the channels 
thus increasing the selectivity of the system. 
See also 562 of 1957 (Chaikovski). 

621.396.621.54 3639 
An All-Electronic Signal-Seeking Broad-

cast Receiver—C. W. II argens, III. (IRE 
TRANS. vol. BTR-1, pp. 5 9; October, 1955. 
Abstract, PROC. IRE, vol. 44, p. 434; March, 
1956.) See also 555 of 1956 (Chili Chi Hsu). 

621.396.81:621.396.621 3640 
Probability of Detection of a Signal by a 

Receiver Having a Finite Recovery Time— 
A. M. Vasil'ev. (Radiotekhnika, Moscow, vol. 
12, pp. 28-38; February, 1957.) A general 
equation is derived for the probability density 
of signal detection by the receiver. Some illus-
trative examples and results are given. 

621.396.812.3 3641 
Characteristics of Fading in H.F. and M.F. 

Waves at Middle Distances—R. I noue, M. Ose, 
and N. Wakai. (J. Radio Res. Labs., Japan, vol. 
4, pp. 77-87; January, 1957.) The fading char-
acteristics depend on whether pulsed or con-
tinuous-wave signals are used and on time of 
day. The amplitude distribution is presented 
by automatic equipment. 

621.396.82.029.62.63 3642 
V.H.F.-U.H.F. Radiation Measurements— 

A. B. Glenn. (IRE TRANS., vol. BTR-1, pp. 
15-19; October, 1955. PRoC. IRE, Australia, 
vol. 18, pp. 15-19; January, 1957. Abstract, 
PRoc. IRE, vol. 44, p. 435; March. 1956.) 

STATIONS AND COMMUNICATION 
SYSTEMS 

621.39.001.11 3643 
A System of Signal Reception—A. A. 

Kharkeviell. (Elektrosvyaz, no. 2, pp. 5-9;Febru-
ary, 1957.) In the system described the whole of 
the binary coded signal received is compared, for 
purposes of error detection, with signals pre-
recorded in a magnetic-tape memory store. In 
the case discussed the result of the comparison 
is displayed on a cr tube screen subdivided into 
64 squares for a 32-letter telegraphy code. 
Half the number of the squares are blank and 
correspond to an error signal. 

621.394/.395:621.396.933 3644 
Line Communication Equipment for Air 

Traffic Control within the German Federal 
Republic—K. Heidelauf. (Nachr. Tech. Z., vol. 
10, pp. 187-194; April, 1957.) 

621.394.3:681.142 3645 
Morse-to-Teleprinter Code Converter— 

Smith-Vaniz and Barrett. (See 3408.) 

621.396.24.029.62(494) 3646 
The Basis, Tasks and Aims of U.S.W. 

Broadcasting—E. Metzler. (Tech. Milt. schweiz. 
Telegr.-Teleph. Verw., vol. 35, pp. 138-148; 
April 1, 1957.) Particular reference is made to 
the planned expansion of the Swiss network of 
vhf stations. 

621.396.3 3647 
The Correction of Synchronization in Start-

Stop Radio Teleprinter Systems—W. Kron-
jager, B. Lenhart, and K. Vogt. ( Nachr. Tech. 
Z., vol. 10, pp. 167-174; April, 1957.) Examples 
illustrate the improvement in transmission 
quality achieved by generating the synchro-
nizing pulses locally. 

621.396.3:621.396.933 3648 
An Experimental Airborne Teleprinter Ser-

vice for North Atlantic Airlines—A. Bickers. 
(Marconi Rev., vol. 20, pp. 104-112; 3rd quart., 
1957.) A ground-to-air teleprinter service for 
the transmission of weather information in the 
1-f band would relieve the existing congestion in 
m-f and h-f bands. Details are given of an air-
borne teleprinter receiver Type-X2779 which 
has been designed to test the feasibility of such 
a service. It is crystal-controlled and is de-
signed for frequency-shift keying in any one of 
four channels in the range 90-130 kc. 

621.396.4:621.376.3:621.3.018.78 3649 
Distortion Produced in a Noise-Modulated 

F.M. Signal by Nonlinear Attenuation and 
Phase Shift—S. O. Rice. (Bell Sys. Tech. J., 
vol. 36, pp. 879-884; July, 1957.) An expression 
derived for the power spectrum of the distor-
tion yields useful approximations for the second-
and third-order modulation terms. 

621.396.41:534.78 3650 
The Use of Speech Clipping in Single-Side-

band Communications Systems—L. R. Kahn. 
(PRoc. IRE, vol. 45, pp. 1148-1149; August, 
1957.) An analysis of the output waveform pro-
duced by a perfect SSS suppressed-carrier 
transmitter, when fed by a severely clipped af 
wave, and a discussion of advantages of the 
system. 

621.396.65:621.396.4.029.64 3651 
Microwave Remotes Aid Air Traffic Control 

—E. K. Peterson, H. R. Ulander, R. N. Hargis, 
and E. Haile. (Electrcnics, vol. 30, pp. 144-147; 
July 1, 1957.) Information obtained from a 
search radar, height-finding radar, and if 
equipment is transmitted by a microwave relay 
system to the control center 250 miles away. 

621.396.72:621.396.61/.62 3652 
Radiotelephony—Prerequisites-and Appli-

cations—F. Kruse. (Telefunken Zig., vol. 30, 

pp. 5-8, English summary, p. 71; March, 1957.) 
The use of mobile radiotelephony installations, 
particularly in Germany, is briefly surveyed 
with twenty-seven references which include the 
papers on portable sets discussed earlier [see 
1550 of 1956 (Muth and Ulbricht)]. Details of 
the development, design, and application of 
some of these installations are given in the fol-
lowing papers. 

FuG7—from the Single-Channel to the 
Multichannel U.S.W. Radiotelephone Set—A. 
Hagen (pp. 9-20, English summary, p. 71.) 

Radiotelephony Antennas with Broad-Band 
Characteristics—R. Becker (pp. 21-26; English 
summary, p. 72.) 

The Development of the 100-Channel 
Radiotelephone Set FuG7—H. J. Friindt and 
F. Sobott (pp. 27-36, English summary, pp. 72-
73.) 

Automatic Operation for U.S.W. F.M. 
Radiotelephone Services with Mobile Sub-
scribers—W. Kuehl and J. Schon (pp. 36-43, 
English summary, p. 73.) 

Fortuna Mine—an Example of Fully Auto-
matic Through-Dialling in Both Directions in 
a Radiotelephony System (pp. 44-46, English 
summary, p. 74.) 

Helicopter with Radiotelephone Communi-
cation System for Use by the Police—(pp. 47-
49, English summary, p. 74.) 

U.S.W. Radiotelephony Installations for the 
Repair and Maintenance Services of Electric 
Railway Power Supplies—A. Schepp. (pp. 50-
54, English summary, pp. 74-75.) 

621.396.91:621.3.018.41(083.74) 3653 
Time-Signal Broadcast Sets Electric Clock 

—R. L. Ives. (Electronics, vol. 30, pp. 174-176; 
July 1, 1957.) A method of setting an electric 
clock by time signals from WWV. 

621.396.933:621.396.11 3654 
The Application of Radio Frequency Predic-

tions to Aeronautical Communications -A. 
Foxcroft. (Prot. IRE, Australia, vol. 18, pp. 
7-12; January, 1957.) Prediction data available 
in Australia are reviewed and application of 
long-term and short-term forecasts to the 
planning and operation of aviation communica-
tion systems is discussed. An example of the use 
of predictions for a flight from Sydney to Nadi 
(about 2000 miles) is given. 

SUBSIDIARY APPARATUS 

621.311.6:621.363 3655 
The Problem of Efficiency of Thermoelec-

tric Generators—A. Kâch. (Elektrotech. Z., 
Edn. A, vol. 78, pp. 182-187; March 1, 1957.) 
Thermoelectric transducers of considerably 
greater efficiency than those based on present-
day low output thermoelements appear feasible 
on theoretical grounds. For pure metals about 
80-90 per cent of the Carnot efficiency could 
be achieved with thermoelectric forces of 2-5 
mv/°K. 

621.311.62:621.316.722.1 3656 
Low-Noise Stabilized D.C. Supplies--

D. W. W. Rogers. (Electronic Radio Eng., vol. 
34, pp. 320-326; September, 1957.) Sources of 
hum and low-level noise in power supply units 
are described, together with methods for 
greatly reducing their effects. One of the cir-
cuits shown (with component values) gives: 
hum content less than 20 pv mis drift within 
±0.15 per cent over eight hours, and stability 
within + 0.1 per cent for + 6 per cent mains 
variation. 

621.314.634: 537.311.33 3657 
Structure of the Upper Layer Adjacent to 

the Electrode of a Selenium Rectifier—V. A. 
Dorin and D. N. Nasledov. (Zh. Tekh. Fiz., 
vol. 27, pp. 90-94; January, 1957.) An X-ray 
investigation of the diffusion in the contact 
boundaries Sn-S and Sn-Se is described. The 
products of_reactive diffusion of S and Sn were 
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examined in samples heated to 220°C. When S 
comes into contact with the electrode contain-
ing Cd and Sn hole migration takes place in the 
Se, which results in rectification. 

621.316.722.1:621.385.2 3658 
Some Characteristics of Saturated Diodes 

with A.C. Heating -Benson and Seaman. ( See 
3716.) 

621.318.57: 621.396.662.6 3659 
A Variable Slow-Speed Uniselector Drive-

K• Selby. (Electronic Eng., vol. 29, pp. 326-
327; July, 1957.) "A circuit is described which 
employs a small thyratron to drive a uniselec-
tor without the use of relays or auxiliary power 

suPOlies. " 

TELEVISION AND PHOTOTELEGRAPHY 

621.397.2 3660 
U.S.S.R. Television Standard G.O.S.T. 

[Government Standard] 7845-55-S. V. Nova-
kovski and I). I. Ermakov. (Elektrosryaz, no. 1, 
pp. 24-34; January, 1957.) Details of the mono-
chrome 625-line system in use since 1944 are 
given. 

621.397.335:621.314.7 3661 
Transistors Synchronize Portable TV Cam-

era K. Kinoshita, Yasushi, Fujimura, Ki-
tara, and N. Mii. (Electronics, vol. 30, pp. 168 - 
169; July 1, 1957.) The sync generator de-
scribetl is of modular design and contains 26 
transistors on a chassis 12X 3'X 11 inches. 

621.397.5:535.623 3662 
Monochrome Slides broadcast Colour --

E. L. ( ovington. (Electronics, vol. 30, pp. 16.)-
171; March 1, 1957.) "Two complementary 
colors can be broadcast from a television 
transmitter using monochrione slides having 
well-defined transitions. In addition, special 
circuits permit continuous transmission of a 
yellow-green color stripe for color receiver ad-
justment during monochrome broadcasts." 

621.397.5:535.623 3663 
Sequential Colour Again--( Wireless World, 

vol. 63, pp. 426 429; September, 1957.) De-
scription of a new French compatible 819-line 
system demonstrated at the Paris symposium. 
It incorporates a delay line and has the advan-
tage that receivers can be simpler and less 
critical in operation. 

621.397.61 3664 
The Optimum Ratio between Sound and 

Vision Transmitter Powers-L. Kedzierski and 
S. Ogniewicz. (Nachr. Tech., vol. 7, pp. 109-
112; March, 1957.) Measurements on several 
Polish and Russian television receivers show 
that a vision/sound ¡towel ratio of at least 5 is 
acceptable and that a much higher ratio can be 
used for some types of receiver. This is in 
agreement with the 1953 recommendations of 
the CC I R. 

621.397.611 3665 
High-Fidelity Frame-Scanning Method - 

L. L. Santo. (Radioiekhnika, Moscow, vol. 12, 
pp. 18 -24; March, 1957.) Report of experimen-
tal investigations and discussion of the condi-
tions necessary to ensure the exact overlapping 
of frames. 

621.397.611:621.385.833 3666 
Electron-Optical Method of Varying the 

Scale of a Television Image- 1. I. Tsukkerman. 
(Radiotekhnika, Moscow, vol. 12, pp. 4 -9; 
Nlarcli, 1957.) The electron-optical system 
described produces variable magnification 
without image reversal. See also 1598 of 1956. 

621.397.611.2 3667 
Automatic Level Control for TV Slide 

Chains---E. \V. Lanibourn.... (Electronics, vol. 
30, pp. 182 183; July 1, 1957.) A simple three-

tube circuit which maintains the peak-to-peak 
video signal from the iconoscope slide chain at a 
constant predetermined level. 

621.397.611.2:621.-52 3668 
Television Technique Applied to Observa-

tion and Control J. D. McGee. (Trans. Soc. 
¡asir. Technol., pp. 26--40, discussion pp. 40 - 
43; March, 1957.) Description of some modern 
pick-up tubes (see also 3418 of 1955) and Out-
line of suitable equipment for some specialized 
applications. Twenty-five references. 

621.397.62 3669 
Ultrasonic Gong Controls TV Sets- - R. 

Adler. P. Desmares and J. Spracklen. (Elec-
tronics, vol. 30, pp. 156 - 161; March 1, 1957.) 
A device for remote control of a set by the 
viewer. 

621.397.62 3670 
Interesting Details of the Circuitry of This 

Year's Television Receivers \V. Taeger. 
(Frequen ..., i.01. 11, pp. 114 123; April, 1957.) 
Some improvements and novel features of 
receivers, mainly of German manufacture, are 
described. 

621.397.62 : 621.385 : 621.375 3671 
Operating Point and Modulation Range of 

Video End Stages -W. Sparbier. (Flek!ron. 
Rundschau, vol. 11, pp. 118 - 121; April, and 
151 153; May, (957.) General rules are estab-
lished regarding the operation of video output 
stages in receivers. The advantages of black-
level clamping are discussed and some typeal 
tube operating data are given. 

621.397.621:621.318.4 3672 
Yoke Development for Standardization of 

70° and 90° Deflection Angle C. E. TorsAi. 
( IRE TRANS., vol. BTR-1, pp. 10-15; October, 
19.55. Abstract, PRoc. IRE, vol. 44, pp. 434-
435; March, 1956.) 

621.397.621:621.318.4 3673 
Overcoming Line-Scan Ringing -K. G. 

Beauchamp. (Wireless World, Nocl. 63, pp. 441 - 
443; September, 1957.) The niethod described 
consists in ensuring that the line-scan trans-
former can resonate simultaneously at several 
frequencies in a definite relation. This is 
achieved in a specially designed transformer 
with the leakage inductance tuned. See also 
Tele-Tech., vol. 12, pp. 108-110; June, 1953. 
(Torsch). 

621.397.621.2 3674 
Improvements in Television Receivers--

(Electronic .4 ppli. Bun., vii. 17, no. 2, pp. 
41-63; 1956 and 64 71; 1957.) Part 2-The PL 
36 Line Output Pentode -Three phenomena 
(the effects of Barkhausen oscillations, " fray-
ing- effect and envelope cracks) which are fre-
quently experienced in line output tubes are 
treated and methods of elimination given. 
Part 3-Stabilization of the Frame Deflection 
Circuit - Efficient stabilization is obtained 
without increasing the conventional tube com-
plement as described earlier (Part 1: 3316 of 

October). 

621.397.8:535.61 3675 
The Distortion of Television Image Grada-

tion by Illumination of the Screen- R. Suhr-
mann. (Elektron. Rundschau, vol. 11., pp. 75-
77; March, 1957.) The influence of room light-
ing is investigated and simple circuits for cor-
recting gradation distortion are outlined. See 
also 3323 of 1957. 

TRANSMISSION 

621.396.61-71:621.396.933 3676 
Fluid Cooling an Airborne Transmitter--

J. B. lIumfeld. ( Electronics, vol. 30, pp. 170 - 
172; July 1, 1957.) A 1-kw power amplifier for 
the range 4 30 is described which employs self-

rectification and silicone-oü cooling. The total 
volume occupied is 500 inches,. 

621.396.61.029.62:621.317.32 3677 
Intercomparison of the Various Methods of 

Measuring Spurious Emissions -Kurokawa, 
Takahashi, and Arai. (See 3588.) 

621.396.712:621.3.018.41(0/33.74) 3678 
Experimental Standard-Frequency Broad-

cast on 60 Kilocycles --(See 3586.) 

TUBES AND THERMIONICS 

621.314.63:537.311.33 3679 
Surface Discharges at p-n Junctions - 

B. NI. Vul and A. P. Shotov. (Zh. Tekh. F  
vol. 27, pp. 211 212; Jannary, 1957.) Experi-
ments show that the performance of high-
voltage diodes may be limited by breakdown 
of the air across the p-n jum•tion at reverse volt-
ages greater than 40(1 y at normal pressure. 

621.314.63:537.311.33:5415.28 3680 
Silicon Diffused- Junction "Avalanche" Di-

odes-- - II. S. Veloric and K. 1). Smith. (J. Eler-
trochent. Soc., vol. 104, pp. 222-226; April, 
1957.) The diffusion technique is described and 
the characteristics of a series of "avalanche" or 
voltage-limiting diodes made by this method 
are discussed. The range ot bi eakdown voltages 
is from 6 it to > 200 it, with areas SX Ur' 
cm2- Scat,. 

621.314.63:546.289 3681 
Design Theory and Experiments for Abrupt 

Hemispherical P-N Junction Diodes-H. L. 
Armstrong, E. I). Metz,:Kul I. Weiman. (IRE 
TRANS., vol. ED-3, pp. 86 92; April, 1956. Ab-
stract, PROC. IRE, vol. 44, p. 9.55; July, 1956.) 

621.314.63:621.318.57 3682 
Fast Switching by Use of Avalanche Phe-

nomena in Junction Diodes- B. Salzburg and 
E. W. Sard. (PRoc. IRE, vol. 45, pp. 1149 - 
1150; August, 1957.) Reduced transients are 
obtained when switching through avalanche 
breakdown from low to hi glu current. 

621.314.632 3683 
Study of Rectifying Characteristics of FeS, 

and Germanium Point-Contact Rectifiers - 
J. N. Das. (Indian. J. Phys., vol. 31, pp. 172 
174; March, 1957.) Results of measurements of 
contact potential difference, spreading resist-
ance, current amplification factor, and the 
effect of photo-injection on the reverse current 
with and without bias are given for commer-
cially available Ge diodes and EeS2 crystals 
with tungsten-wire contact, the crystals being 
embedded in Wood's metal to establish a large-
area base contact. Observations can be ex-
plained by considering the effect of trapped 
electrons in the surface states. 

621.314.632: 546.28 3684 
The Silicon "Zener" Diode P. Dobrinski, 

II. Knabe and II. \ Hiller. (Nachr. Tech. Z., 
vol. 10, pp. 195-199; April, 1957.) Description 
of the characteristics of commercial types of Si 

reference diode with Zener voltages between 6 
and 9 v. A number of applications are discussed. 
See also 923 of 1956 (Wnifsberg). 

621.314.632:546.289 3685 
Current/Voltage Characteristic and Hole 

Injection Factor of Point-Contact Rectifiers in 
the Forward Direction -K. Lehovec, A. Mar-
cus, and K. Schoeni. (TRANS. IRE, vol. ED-3, 
pp. 1 6; January, 1956. Abstract, PROC. IRE, 
vol. 44, p. 716; May, 1956.) 

621.314.7 3686 
An Approximation to Alpha of a Junction 

Transistor-R. I). Middlebrook and R. M. 
Scarlett. (TRANS. IRE, vol. ED-3, pp. 25 29; 
January, 1956.) Abstract, PROC. IRE, vol. 44, 
p. 716; May, 1956.) 
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621.314.7 3687 
A Method of Determining Impurity Diffu-

sion Coefficients and Surface Concentrations of 
Drift Transistors—L. S. Greenberg, Z. A. 
Martowska, and W. W. Happ. (TRANS. IRE, 
vol. ED-3, pp. 97-99; April, 1956. Abstract, 
PROC. IRE, vol. 44, p. 955; July, 1956.) 

621.314.7:546.28 3688 
High-Frequency Silicon Alloy Transistor— 

A. D. Rittmann and T. J. Miles. (TRANS. IRE, 
vol. ED-3, pp. 78-82; April, 1956. Abstract, 
PROC. IRE, vol. 44, p. 955; July, 1956.) 

621.314.7:621.317.6 3689 
A Simple Transistor Beta Tester for Rapid 

Determination of Transistor Gain—(See 3593.) 

621.314.7:621.317.6 3690 
Sweeper determines Power-Gain Parame-

ter—Coffey. (See 3594.) 

621.383.5:546.289 3691 
Photocell Measures Light Direction—J. T. 

Wallmark. (Electronics, vol. 30, pp. 165-167; 
July I, 1957.) The lateral voltage produced on 
a germanium-indium junction varies with the 
angle between the photocell axis and the direc-
tion of the incident light. Several applications 
are discussed. 

621.384.5: 621.385.5: 621.387 3692 
An Improved Circuit for Reliable Operation 

of Nomotron Counter Tubes—T. M. Jackson. 
(Electronic Eng., vol. 29, pp. 324-326; July, 
1957.) New operating conditions are given for 
the nomotron G10/241E cold-cathode multi-
electrode counter tube originally described by 
Hough and Ridler (2933 of 1952). 

621.385:621.374.3 3693 
A Search for a Pulser of High Output Re-

quiring Small Grid Drive—S. C. Nath and 
B. M. Banerjee. (J. Sci. Ind. Res., vol. 15A, pp. 
444-449; October, 1956.) The pulse character-
istics of various receiving-type tubes have been 
investigated to select a suitable pulse ampli-
fier for frequency-sweep ionospheric sounding 
equipment. Figures for some 20 types are listed. 
The performance of a line pentode Type EL81 
is superior to any other tube tested. Other types 
with useful characteristics for fast pulse appli-
cations are the Type 6AH6 and Type EFP60. 

621.385.029.6 3694 
A Small-Amplitude Theory for Magnetrons 

—O. Bunemann. (J. Electronics Control, vol. 3, 
pp. 1-50; July, 1957.) First publication of a 
1944 classified report on magnetron work at 
the Nlanchester University CVD group. The 
impedance of a magnetron electron cloud, de-
fined as the ratio of rf electric and magnetic 
field components at the surface of the cloud, 
is calculated. This impedance can exhibit a 
negative resistance component, or a pure 
reactance which decreases with frequency. This 
latter property is shown to be a sufficient con-
dition for the spontaneous start-up of oscilla-
tions. Calculated operating conditions as a 
function of load agree closely with experiment. 

621.385.029.6 3695 
Space Charge in the Relativistic Magnetron 

—L. Gold. (J. Electronics Control, vol. 3, pp. 
87-96; July, 1957.) Three relativistic solutions 
for the space-charge behavior in a magnetron 
at high energies are calculated. These corre-
spond to the border of the classical region, the 
intermediate and the extreme relativistic do-
main. 

621.385.029.6 3696 
Kinetic Theory of Space Charge: Part 1— 

Cut-Off Character of the Static Magnetron— 
L. Gold. (J. Electronics Control, vol. 3, pp. 97-
102; July, 1957.) The effect of damping in the 

magnetron space charge by electron-electron 
collisions is shown to account for departures 
from Child's law, and also for the previously 
unexplained lack of a sharp cutoff. 

621.385.029.6 3697 
Straight-Field Permanent Magnets of 

Minimum Weight for TWT Focusing—Design 
and Graphic Aids in Design—M. S. Class. 
(PROC. IRE, vol. 45, pp. 1100-1105; August, 
1957.) The validity of the method has been 
confirmed by tests upon a series of traveling-
wave-tube magnets varying in weight from 3 to 
20 pounds. 

621.385.029.6 3698 
Some New Circuits for High-Power Travel-

ing-Wave Tubes—M. Chodorow and R. A. 
Craig. (PRoc. IRE., vol. 45, pp. 1106-1118; 
August, 1957.) A discussion and description of a 
new class of propagating circuits for use in 
pulsed high-power traveling-wave tubes in 
which the electrons interact with the funda-
mental space component of the propagating 
wave, and which are suitable for bandwidths of 
10-20 per cent. Operation at 100 kv is en-
visaged, but greater bandwidths at lower volt-
ages should be possible. The structures con-
sist of sets of magnetically coupled cavities 
leading to negative mutual impedances in the 
pass band and a fundamental space wave of 
forward phase velocity; the lower impedance of 
this wave enables greater energy storage to be 
obtained than with the more usual space 
harmonic mode resulting from conventional 
circuits. 

621.385.029.6 3699 
Large Signal Behavior of High-Power 

Traveling-Wave Amplifiers—J. J. Caldwell, Jr., 
and O. L. Hoch. (IRE TRANS., vol. ED-3, pp. 
6-17; January, 1956. Abstract, PROC. IRE, 
vol. 44, p. 716; May, 1956.) 

621.385.029.6 3700 
A Large-Signal Analysis of the Traveling-

Wave Amplifier: Theory and General Results 
—J. E. Rowe. (IRE TRANS., vol. ED-3, pp. 
39-56; January, 1956.) Abstract, PROC. IRE, 
vol. 44, p. 717; May, 1956.) See also 1270 of 
1957 (Tien and Rowe). 

621.385.029.6 3701 
Small-Signal Power Theorem for Electron 

Beams—H. A. Haus and D. L. Bobroff. (J. 
Appt. Phys., vol. 28, pp. 694-704; June, 1957.) 
The analysis deals with a filament beam in 
arbitrary dc electric and magnetic fields. The 
electromagnetic power delivered by the beam 
is balanced by a decrease of the "generalized 
ac power" in the beam which involves products 
of the small-signal beam-excitation amplitudes. 
The theorem can also be extended to thick 
beams. 

621.385.029.6:537.533 3702 
Ion Oscillations in Electron Beam Tubes; 

Ion Motion and Energy Transfer—R. L. Jep-
sen. (PROC. IRE, vol. 45, pp. 1069-1080; Aug-
gust, 1957.) A plausible physical picture of some 
possible positive-ion motions is obtained, and 
shows that the electric field inside the gridded 
drift tube may undergo one or more space re-
versals, leading to a mechanism for transfer of 
energy between beam and oscillating ions. The 
occurrence of fluctuating ion oscillations is not 
predicted. 

621.385.029.6:537.533 3703 
Effects of Space Charge in Crossed-Field 

Valves—B. Epsztein. (C.R. Acad. Sci., Paris, 
vol. 244, pp. 2902-2905; June 24, 1957.) 
Application of previous analysis (2568 of 
1956) to the M-type carcinotron and the 
traveling-wave magnetron, and comparison 
with experimental results. 

621.385.029.6:537.533 3704 
Space-Charge Neutralization by Ions in 

Linear-Flow Electron Beams—N. C. Barford. 
(J. Electronics Control, vol. 3, pp. 63-86; July, 
1957.) A theoretical analysis shows that the 
influence of ions may be represented by a single 
parameter which is a function of gas pressure, 
current, and collector potential. The analysis is 
used to find the effect of gas on the operation 
of a low-voltage reflection oscillator and a high-
voltage klystron amplifier. 

621.385.029.6: 537.533 : 538.691 3705 
Nonlaminar Flow in Cylindrical Electron 

Beams—K. J. Harker. (J. Appt. Phys., vol. 
28, pp. 645-650; June, 1957.) Experiments 
show that the flow from magnetically shielded 
cathodes is very nonlaminar. Many electrons 
pass periodically very near the axis of the 
beam and, when the focusing field is strong, at 
well-defined angles. This results in the distri-
bution of transverse velocities near the axis 
being composed of discrete classes. 

621.385.029.6: 537.533 : 621.396.822 3706 
Noise Spectrum of Electron Beam in Longi-

tudinal Magnetic Field—W. W. Rigrod. (Bell 
Sys. Tech. J., vol. 36, pp. 831-878; July, 1957.) 
Experimental measurements show that the 
growing noise pattern results from rippled-
beam amplification of noise fluctuations over a 
wide band of microwave frequencies, due to 
intermodulation and other nonlinear processes 
within the gain band. Measurements in the 
uhf region reveal additional forms of insta-
bility. 

621.385.029.6:621.3.032 3707 
Wave Propagation on Multifilar Helices— 

H. R. Johnson, T. E. Everhart, and A. E. Sieg-
man. (IRE TRANS., vol. ED-3, pp. 18-24; 
January, 1956. Abstract, PROC. IRE, vol. 44, 
p. 716; May, 1956.) 

621.385.029.63 3708 
A UHF Traveling-Wave Amplifier Tube 

Employing an Electrostatically Focused Hollow 
Beam—C. B. Crumly. (IRE TRANS., vol. ED-3, 
pp. 62-66; January, 1956. Abstract, PROC. 
IRE, vol. 44, p. 717; May, 1956.) 

621.385.029.63:621.375 3709 
Scalloped Beam Amplification—T. G. 

Mihran. (IRE TRANS., vol. ED-3, pp. 32-39; 
January, 1956. Abstract, PROC. IRE, vol. 44, 
p._717; May, 1956.) See also 891 of 1955. 

621.385.032.213 3710 
Calculation of the Anode Current from a 

Hollow Cathode—T. N. Chin. (J. Ape 
Phys., vol. 28, pp. 744-745; June, 1957.) 

621.385.032.213 3711 
The Dynamic Characteristics of Tungsten 

Cathodes—W. Ruppel and H. Seifert. (Nachr. 
Tech. Z., vol. 10, pp. 115-119; March, 1957.) 
The directly heated diode is treated as a If 
amplifier of heater current fluctuations. Its 
characteristics and life expectancy are investi-
gated in relation to filament dimensions and 
operating temperature. The theoretical curves 
are verified by means of measurements on ex-
perimental tubes. 

621.385.032.213.2:621.385.833 3712 
The Bolt Cathode as Object in the Electron-

Emission Microscope—Bas. (See 3624.) 

621.385.032.216 3713 
Secondary Electron Emission from Barium 

Dispenser Cathodes—I. Brodie and R. O. 
Jenkins. (Brit. J. Appt. Phys., vol. 8, pp. 202-
204; May, 1957.) A description of measure-
ments of the total secondary electron emission 
coefficient, under electron bombardment, of 
various dispenser cathodes. Typical results are 
given and discussed in detail. 
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621.385.032.216 3714 
Computer Valves and Cathode Interface 

Impedance—J. Seymour. (J. Electronics Con-
trol, vol. 3, pp. ( 107-125; July, 1957.) The meas-
urement of cathode interface impedance in 
standard tubes and its reduction in special 
high-quality tubes by the use of improved 
sleeve materials are described. 

621.385.032.24 3715 
Studies on Grid Emission—G. A. Espersen 

and J. W. Rogers. (IRE TRANS., vol. ED-3, pp. 
100-107; April, 1956. Abstract, Paoc. IRE, vol. 
44, p. 955; July, 1956.) 

621.385.2:621.316.722.1 3716 

Some Characteristics of Saturated Diodes 

with A.C. Heating—F. A. Benson and M. S. 
Seaman. (Electronic Eng., vol. 29, pp. 343-347; 
July, 1957.) "Some characteristics of saturated 
diodes types 29CI, AV33, and A2087, when 
operating with ac filament supplies, have been 
examined. The investigations have been con-
cerned with the shapes of anode-current/anode-
voltage curves, the variations of mean emission 
currents with the filament supply frequency 
and the way in which ripples superimposed on 
the emission currents vary with frequency and 
emission current. Some information is also in-
cluded about the variation of response time 
with emission current." See also 3447 of 1955. 

621.385.3:531.787:616 3717 
Movable-Anode Tube—(See 3620.) 

CYD 

621.387:621.318.57 3718 
Counters and Control Circuits with Coinci-

dence Thyratrons—Hartrauth. (See 3416.) 

MISCELLANEOUS 

621.3(083.7) 3719 
IRE Standards on Letter Symbols and 

Mathematical Signs, 1948 (Reprinted 1957)— 
(Paoc. IRE, vol. 45, pp. 1140-1147; August, 
1957.) Standard 57 IRE 21.S1. 

413.164:153+621.3 3720 
The International Dictionary of Physics and 

Electronics [Book Reviewl—W. C. Michels 
(ed.). Publishers: Macmillan and Co., London. 
(Engineering, London, vol. 183, p. 371; March 
22, 1957.) 




