
VOLUME 46, NUMBER 4 

April, 1958 

published monthly by The Institute of Radio Engineers, Inc. 

Proceedings of the IRE ® 
contents 

Poles and Zeros   689 
John D. Ryder, Editor, 1958   690 
Scanning the Issue   691 
A Short Survey of Radio and Electronics in Colombia, T. J. Meek   692 

PAPERS A Transistorized 150-MC FM Receiver, Winfield J. Giguere   693 
A Traveling-Wave Ferromagnetic Amplifier, P. K. Tien and H. Suhl   700 
Parametric Amplification of Space Charge Waves, W. H. Louise!! and C. F. Quote   707 
A Gallium Arsenide Microwave Diode, D. A. Jenny   717 
Some Applications of Ferrites to Microwave Switches, Phasers, and Isolators, 

A. C. Brown, R. S. Cole, and W. N. Honeyman   722 
Theory of Stronger-Signal Capture in FM Reception, Elie J. Baghdady   728 
Exact Ladder Network Design Using Low-Q Coils, Louis Weinberg   739 
Minimum Energy Triggering Signals, L. A. Beattie   751 
Some Studies on Delayed Feedback Circuits, Hideo Seki   758 
IRE Standards on Piezoelectric Crystals: Determination of the Elastic, Piezoelectric, 

and Dielectric Constants—The Electromechanical Coupling Factor, 1958   764 
Correction to "Radio Inter ferometry of Discrete Sources" and "Restoration in the Presence of Errors," 

R. N. Bracewell   778 

CORRESPONDENCE Bridge Method of Measuring Noise in Low-Noise Devices at Radio Frequencies, Keith S. Champlin  779 
A Reactance Theorem for Antennas, L. Solymar   779 
Extension of Boolean Algebra for Analysis of Mixed-Switch Diode Circuits, B. Beizer   779 
The Switching Time of the Cryotron, A. Aharoni, E. H. Frei, and S. Shtrikman   780 
A History of Some Foundations of Modern Radio-Electronic Technology, S. M. Aisenstein   780 
Aperture Correction for Instrumentation Systems, Joseph Otterman   781 
Transistor Cutoff Frequency Measurement, L. G. Cripps   781 
Spectral Analysis, Robert C. Moody   782 
Satellite Doppler Measurements, M. Bernstein, G. H. Gougoulis, 

O. P. Layden, W. T. Scott, and H. D. Tanzman   782 
Invention and Insight, Robert E. Mueller   783 
Germanium N-P-I-N Junction Transistor Triodes, D. M. Unger and A. Avakian   783 
High-Frequency Magnetic Permeability Measurements Using Toroidal Coils, 

R. D. Harrington and R. C. Powell .   784 
Passive Repeater Using Double Flat Reflectors, F. Cappuccini and F. Gasparini   784 
Observations of Magneto-Ionic Duct Propagation Using Man-Made Signals of Very Low Frequency, 

R. A. Helliwell and E. Gehrels   785 
Tuning a Probe in a Slotted Line, Jose I. Caicoya   787 
Cutoff Phenomena in Transversely Magnetized Ferrites, Ronald F. Soohoo   788 

REVIEWS Scanning the TRANSACTIONS   792 
Books: 

"Stereophonic Sound," by N. H. Crowhurst, Reviewed by B. B. Bauer  794 
"Progress in Semiconductors, Volume Two," ed. by A. F. Gibson, 

P. Aigrain, and R. E. Burgess, Reviewed by L. T. DeVore  794 



published monthly by The Institute of Radio Engineers, Inc. 

Proceedings of the IRE® 

continued 

"The Ionosphere," by Karl Rawer, Reviewed by Wolfgang Pfister   795 

"Digital Computer Components and Circuits," by R. K. Richards, Reviewed by 11 ..13. Cagle   796 
"Elektronenriihren," by M. J. O. Strutt, Reviewed by W. H. von Aulock   796 
"Notes on Analog-Digital Conversion Techniques," ed. by A. K. Susskind, Reviewed by 

C. T. Leondes   796 

"Scientific and Technical Translating and Other Aspects of the Language Problem," by UNESCO, 
Reviewed by W. N. Locke   

Recent Books 
797 
797 

ABSTRACTS Abstracts of IRE TRANSACTIONS   798 

Abstracts and References   806 

INDEX 1957 IRE TRANSACTIONS Index  Follows page 8 1 8 

IRE NEWS IRE Awards, 1958   14A 

AND NOTES WESCON Papers Deadline Set for May 1   34A 
Calendar of Coming Events and Authors' Deadlines   34A 
Obituaries   3 8A 
Symposium on Electronic Waveguides   40A 
Tenth Southwestern IRE Conference and Electronics Show   40A 
1958 PGMTT National Symposium   42A 
1958 IRE NATIONAL CONVENTION RECORD   46A 

DEPARTMENTS Contributors   
Meetings with Exhibits   

News—New Products   
IRE People   
Industrial Engineering Notes   
Professional Group Meetings   
Section Meetings   
Membership   
Positions Open   
Positions Wanted   
Advertising Index   

790 
8A 

48A 
50A 
62A 
68A 
70A 
90A 
114A 
122A 
149A 

COVER: A piezoelectric crystal plate, when excited by an electric field, may exhibit one of several modes of motion. These modes may be 
used to determine important electric and strain properties of crystals as described in the IRE Standards on page 764. 

BOARD OF DIRECTORS, 1958 
*D. G. Fink, President 
C. E. Granqvist, Vice-President 
*W. R. G. Baker, Treasurer 
*Haraden Pratt, Secretary 
*J. D. Ryder, Editor 
A. V. Loughren, 
Senior Past-President 
*J. T. Henderson, 
Junior Past President 

1958 

A. N. Goldsmith 
H. R. Hegbar (R4) 
E. W. Herold 
K. V. Newton (R6) 
A. B. Oxley (R8) 

F. A. Polkinghorn (R2) 
D. B. Sinclair 
*Ernst Weber 
J. R. Whinnery 

1958-1959 
R. I. Cole (R3) 
G. A. Fowler (R7) 
*R. L. McFarlan (RI) 
D. E. Noble 
E. H. Schulz (R5) 
Samuel Seely 

1958-1960 
G. S. Brown 
W. H. Doherty 

*Members of Executive Committee 

EXECUTIVE SECRETARY 
George W. Bailey 

Evelyn Benson, Assistant to the Execu-
tive Secretary 

John B. Buckley, Chief Accountant 

Laurence G. Cumming, Technical Sec-
retary 

Emily Sirjane, Office Manager 

ADVERTISING DEPARTMENT 
William C. Copp, Advertising Manager 

Lillian Petranek, Assistant Advertising 
Manager 

EDITORIAL DEPARTMENT 
Alfred N. Goldsmith, Editor Emeritus 
J. D. Ryder, Editor 
E. K. Gannett, Managing Editor 
Helene Frischauer, Associate Editor 

EDITORIAL BOARD 
J. D. Ryder, Chairman 
F. Hamburger, Jr., Vice-Chairman 
E. K. Gannett 
Keith Henney 
E. W. Herold 
T. A. Hunter 
G. K. Teal 
W. N. Tuttle 

PROCEEDINGS OF THE IRE, published monthly by The Institute of Radio Engineers, Inc., at I East 79 Street, New York 21, N. Y. Manuscripts should be submitted 
in triplicate to the Editorial Department. Responsibility for contents of papers published rests upon the authors, and not the IRE or its members. All republica-
tion rights. including translations, are reserved by the IRE and granted only on request. Abstracting is permitted with mention of source. 

Fifteen days advance notice is required for change of address. Price per copy: members of the Institute of Radio Engineers, one additional copy $1.25; non-members 
$2.25. Yearly subscription price: to members $9.00, one additional subscription $13.50; to non-members in United States, Canada, and U. S. Possessions ;18.00; to 
non-members in foreign countries $19.00. Entered as second class matter, October 26, 1927, at the post office at Menasha, Wisconsin. under the act of March 3, 1879. 
Acceptance for mailing at a special rate of postage is provided for in the act of February 28. 1925. embodied in Paragraph 4, Section 412, P. L. and R.. authorized 
October 26, 1927. Copyright @ 1958 by The Institute of Radio Engineers, Inc. 



689 

April, 1958 

Vol. 46 No. 4 

Proceedings of the IRE 

Poles and Zeros 

/Iiii a ine e me 
to% Ho% me 
iii0 MO JO 'ft6 *et /Jeer eel, -e% •irill' 

dfillith.. diifilbh. ...ifilliih. 

New Format. Readers will 
notice that the table of con-
tents has been expanded and 
moved to the first two pages of 

the magazine so that it may be found more easily. In addi-
tion, we have moved the nontechnical portion of IRE News 
and Radio Notes, covering general news matters of no 
permanent reference value, to the front portion of the ad-
vertising section. These changes will be discussed in further 
detail next month. 

Travel Is Broadening. As this is written in Hong Kong 
we are reminded that the world is indeed small, and that 
travel to far-off places is now almost routine to many— 
although not to us. 

The airplane and electronics have made such travel possi-
ble, and the coming of the jet transport will further reduce 
the time involved. Have many yet considered the manage-
ment economics involved in a ten-hour crossing of the 
Pacific? What changes in business and engineering pro-
cedures will become feasible? What will this mean in terms 
of information exchange? 

Some indication of what more rapid transportation will 
mean can be found in the present-day Japanese electronic 
industry. The large electrical manufacturing companies of 
that country were largely built in the old days upon techni-
cal information received from foreign cooperators and affili-
ates. This transfer of information by sea-mail of drawings 
and infrequent exchange of engineers was slow and far from 
efficient. As a result, much equipment so built before World 
War II was thought to be of uncertain quality, and Japanese 
electronic equipment did not find a U. S. market 

Speedy travel and rapid transfer of information has al-
ready changed this situation, and the electronic equipment 
seen in Japan within the last fortnight was absolutely first 
class. The U. S. ancestry of much is still apparent, but now 
and then there is evidence of original thinking. One example 
is a really portable analogue computer, in which switching 
of coefficient resistors and integrating capacitors is by push 
button. Another example is that of the high-frequency net-
work analyzer or power-system analogue computer, with the 
U. S. birth of which the editor aided in 1944-46. This has 
been recognized as an instrument well adapted to the abili-
ties of Japanese labor, and engineered into a beautiful in-
strument of capabilities beyond those of the lower-frequency 
U. S. counterparts. This computer certainly has market 

possibilities for foreign areas where such computers are yet 
rarities, markets which U. S. equipment cannot touch be-
cause of the high cost of the low-frequency designs. 

The Japanese have also recognized the transistor as a 
device particularly suited to production by their numerous 
and hard-working female labor force. The transistor is, of 
course, a high-value low-weight item, well suited to export, 
and ambitious plans are obviously under way for large-scale 
production. One need not spend much time in thought to 
name the major export market on which their sights are set. 

Japan and other eastern countries have a large and able 
supply of workers who are really willing to work. No four or 
five-day week for them; competition is such that one must 
work six or six and one-half days a week to exist. Such a 
labor supply and attitude we do not have; our automatic 
machines must indeed be efficient and fast to match such 
numerous and nimble fingers. 
Our thanks to Dr. Yasujiro Niwa, IRE vice-president in 

1957, and the Tokyo IRE Section, for a broadening and 
stimulating view of Japanese electronics and education. Of 
the latter—more later. 

Student Awards. At this season of the year the annual 
college crop of engineers is sifting job offers, balancing 
salary against opportunity, palm trees against four seasons, 
and reflecting upon how little they have really learned in 
their four or more years. It is fitting at this time for a pro-
fessional society to point out and honor those students who 
have done exceedingly well, both within and without the 
books, and the IRE has made provision for so honoring out-
standing students with the IRE Student Award. 

One such award, consisting of a certificate from Head-
quarters and a year as Member or Associate, is available for 
presentation to the outstanding senior EE student at each 
school having an IRE Student Branch or Joint Branch. Fre-
quently the local Section stages the presentation before its 
members, and sweetens the prize. Both scholarship and all-
around activity for the benefit of the school and the Student 
Branch are to be considered in selection of the student to be 
rewarded. 

The rules provide that the initiative for selection lies 
with the Section Chairman or his Education chairman, but 
the IRE Representative on each school's faculty may be 
excused if he politely or vigorously, as the need may arise, 
nudges such gentlemen into action when action is needed. 
Is more than a word to the wise required?—J.D.R. 
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John D. Ryder 
Editor, 1958 

John D. Ryder was born on May 8, 1907, in Columbus, 
Ohio. He received the Bachelor's degree in Electrical En-
gineering in 1928 and the Master of Science degree in 1929 
from Ohio State University. He won his Ph.D. degree in elec-
trical engineering in 1944 from Iowa State University. 

From 1929 to 1933 he was employed by the General Elec-
tric Company on vacuum tube development. In 1931 he be-
came supervisor of the electrical and electronic section of the 
Research Laboratory, Bailey Meter Company, Cleveland, 
Ohio. As a result of this work he obtained twenty-four patents 
covering temperature recording and automatic control ap-
plications of electronics. 

In 1941 he joined Iowa State College as Assistant Pro-
fessor in Electrical Engineering. He rose to Professor in 1944, 
and in 1947 he assumed the Assistant Directorship of the 
Iowa Engineering Experiment Station. In September, 1949, 
he was named Head of the Department of Electrical En-
gineering at the University of Illinois. He left this post in 
July, 1954 to take up his present position as Dean of the Col-
lege of Engineering at Michigan State University, East Lans-
ing, Michigan. 

Dr. Ryder has been active in the development and con-
struction of two electronic-type 10,000-cycle network an-

alyzers for power transmission studies, one at Iowa State 
College and the other at the University of Illinois. 

He is the author of four textbooks, Electronic Engineering 
Principles, Networks, Lines and Fields, Electronic Funda-
mentals and Applications, and Engineering Electronics with 
Industrial Applications and Control, in addition to numerous 
technical papers. 

He was president of Eta Kappa Nu in 1956-57, and presi-
dent of the National Electronics Conference for 1953. He is a 
fellow of the American Institute of Electrical Engineers, and 
the American Association for the Advancement of Science. 
He also holds membership in Tau Beta Pi, Eta Kappa Nu, 
Sigma Xi, Phi Kappa Phi, and Pi Mu Epsilon. 

Dr. Ryder served as IRE President in 1955, and as an 
IRE Director since 1952. He joined the IRE in 1929 as an 
Associate, became a Senior Member in 1945, and a Fellow in 
1952. He headed the following IRE committees: Appoint-
ments, 1957; Education, 1953-54; Policy Advisory, 1953; 
Nominations, 1957. He also was a member of the following 
committees: Editorial Review, Finance, Membership Rela-
tions Coordinator, Papers Review, Editorial Board, and Pro-
fessional Groups. He was Vice-Chairman of the Des Moines-
Ames Section in 1948. 
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Scanning the Issue 
A Transistorized 150-MC Receiver (Giguere, p. 693)— 

Thanks to the development of the diffused base transistor two 
years ago, important advances are now being made in the ap-
plication of transistors at frequencies well above 100 mega-
cycles. An especially noteworthy example is provided by this 
all-transistor receiver, designed to operate as part of a two-
way mobile radio system in the 152 to 174 mc band. Its princi-
pal asset is the low amount of power it draws, only 130 milli-
watts as compared to the several watts required by vacuum 
tube receivers. This is an especially important consideration 
in two-way mobile units, which must operate from batteries 
and be turned on nearly all the time for incoming calls. 
A Traveling-Wave Ferromagnetic Amplifier (Tien and 

Suhl, p. 700)—One of the major developments of 1957 was 
Suhl's proposal for an entirely new kind of solid-state micro-
wave amplifier involving ferromagnetic materials. This pro-
posal has since stimulated a great deal of interest in a general 
class of amplifier, called "parametric," which has been the 
subject of theoretical speculation for more than two decades. 
In its simplest form a parametric amplifier consists of a resonant 
circuit tuned to the signal to be amplified, a local source of 
power (called the pump) at twice the signal frequency, and a 
mechanism that varies the reactance of the tuned circuit at a 
rate equal to the pump frequency. The power supplied by the 
pump can be utilized, by means of the nonlinear effects pro-
duced by the variations in reactance, to amplify the signal. 

The ferromagnetic amplifier mentioned above used a reso-
nant cavity containing a ferrite sample. Ferromagnetic reso-
nance effects in the ferrite provided the necessary mechanism 
for varying the reactance of the cavity. Two months ago it 
was shown in a letter to the editor that an electron beam can 
be used instead of a ferrite to vary the reactance of a cavity. 

This paper and the one that follows present important 
new proposals of fundamental significance to the art of para-
metric amplification of microwave signals, in which the reso-
nant cavity is thrown away altogether and replaced by a dis-
tributed transmission line, or its equivalent, along which 
traveling waves are propagated. In this first paper a circular 
waveguide is filled with a ferromagnetic material (in this case 
yttrium garnet), in which transmission lines are embedded. 
Here the ferromagnetic medium, instead of producing a vary-
ing reactance in a resonant cavity, provides a time-varying 
coupling between the transmission lines when energized by a 
travelling wave supplied to the waveguide by the pump. The 
signal is fed to one of the transmission lines, and proceeds to 
grow as it travels down the line as a result of this varying-
coupling effect. The result is an important new type of low-
noise amplifier that, because it employs traveling waves, will 
likely provide greater bandwidth than earlier proposals men-
tioned above. 

Parametric Amplification of Space Charge Waves (Louise11 
and Quate, p. 707)—In this paper we are again concerned with 
parametric amplification and traveling waves. Here, however, 
we are dealing with an electron beam and the "fast" and 
"slow" space charge waves normally associated with it. If the 
beam is modulated with a pumping frequency equal to twice 
the signal frequency, the slow and fast space charge waves at 
the signal frequency can each be made to grow exponentially 
with distance. Thus, either the slow wave or fast wave can be 
amplified. In conventional microwave amplifiers, only the 
slow wave is amplified. These amplifiers have been built with 
noise figures less than 4 db, as reported here last month. 
However, the noise theorems pertaining to slow wave ampli-
fiers do not apply for fast waves. Now a way has been found 
to amplify fast waves, and this may open up an important new 
class of microwave beam tubes in which the noise figure is 
even further reduced. 
A Gallium Arsenide Microwave Diode (Jenny, p. 717)— 

Gallium arsenide, one of the new compound semiconductor 
materials, has been found to be superior to the old standbys, 
germanium and silicon, in point contact diodes. Not only does 
the new compound show a lower mixer conversion loss, but 
promises to be operable at appreciably higher temperatures. 
In addition to important applications as a microwave mixer, 
the new device can be used to good advantage as a fast-
switching diode. 

Some Applications of Ferrites to Microwave Switches, 
Phasers, and Isolators (Brown, el al., p. 722)—This paper 
presents an account of a number of interesting ferrite devices, 
the nature of which are indicated by the title. While these 
developments are of primary interest to microwave engineers, 
the highly descriptive, yet brief, form of the paper recom-
mends it as a very readable summary for others. 

Theory of Stronger-Signal Capture in FM Reception 
(Baghdady, p. 728)—Earlier studies have indicated that when 
an FM signal is disturbed by a lesser interfering signal, both 
should be demodulated as faithfully as possible, and only 
then should steps be taken to minimize the interference. This 
would call for a broad-band demodulator. The present study 
indicates a radically different approach would be better. The 
author finds the amplitude limiter of an FM receiver performs 
the added function of spreading out the spectrum of the inter-
fering signal so that substantial portions can be filtered with-
out disturbing the wanted signal significantly. Further inter-
ference reduction can be achieved by cascading a number of 
limiter-filter combinations. Thus the disturbance can be mini-
mized before detecting it rather than after, and narrow-band, 
instead of broad-band, circuitry is called for. 

Exact Ladder Network Design Using Low-Q Coils (Wein-
berg, p. 739)—Tables of circuit element values are presented 
which give the designer a simple and exact way of designing 
various dissipative ladder networks so as to take into account 
the usually neglected resistance associated with the reactive 
components (especially the coils) of the filter, thus avoiding 
previous discrepancies between the desired and the actual 
characteristics of the network. These tables will be very useful, 
especially to those engineers who are not circuit theorists but 
do need filter networks. 

Minimum Energy Triggering Signals (Beattie, p. 751)— 
We usually worry about designing a system to give an opti-
mum output from a given input. In this paper the tables are 
turned by considering what form of input signal will produce 
at the output a given voltage at a predetermined instant with 
a minimum of input energy. This analysis gives a novel and 
previously overlooked approach for designing a wide variety 
of triggering and switching systems to operate more efficiently. 
The theory may also be useful in the field of signal detection 
by defining, for example, the optimum shaped radar pulse that 
would produce the greatest deflection on the viewing screen. 

Some Studies of Delayed-Feedback Circuits (Seki, p. 758) 
—An attractively simple method for improving the signal-to-
noise ratio of a periodic signal is achieved by means of a de-
layed feedback circuit that superimposes one signal on a fol-
lowing signal. This reinforces the signal more than the noise 
because one is periodic and the other is random. The scheme 
is applicable to any system that uses a repetitive signal, such 
as radar or some types of telegraphy, and in addition suggests 
a method of producing artificial reverberation. 

IRE Standards on Piezoelectric Crystals (p. 764)—This 
Standard specifies a method for determining the basic elastic, 
piezoelectric, and dielectric constants of crystals, and their 
relation to the electromechanical coupling factor. 
1957 Index to IRE TRANSACTIONS (follows p. 818)—The 796 
papers produced by 24 IRE Groups in their TRANSACTIONS 
in 1957 are indexed by subject and author. 
Scanning the Transactions appears on page 792. 
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A Short Survey of Radio and Electronics in Colombia 
T. J. MEEKt, SENIOR MEMBER, IRE 

This year the IRE established a new IRE Section in Colombia, making the third 
Section to be formed in South America and the sixth outside the U. S. and Canada. The 
following survey was prepared by the organizer of the Colombia Section.—The Editor. 

Colombia, at the northern tip of South America just west 
of Venezuela, is perhaps not as well known as it should be. 
Bordering on both the Atlantic and Pacific Oceans, it covers 
an area roughly twice that of Texas. For the most part the 
main industrial cities are located inland in the high altoplanos 
where the climate is forever spring. Before the advent of the 
airplane the chief means of communications was the burro, 
but with air travel, the cities of Bogota, Medellin, and Cali 
are in the mainstream of progress and their growth in the last 
thirty years can be equaled by few North American cities. 

Since 1847, when the first concession was granted for a 
Morse telegraph line, all the governments of Colombia have 
realized the importance of up-to-date communication facili-
ties. Long-distance public telephone and telegraph services 
are operated by the government. Because of the mountainous 
terrain the country is ideal for the application of very long 
radio links, and surveys indicated that the most economical 
method of providing the main trunk routes would be by vhf 
radio in the three-hundred megacycle range. Contracts were 
therefore placed which will provide a semiautomatic tele-
phone system linking all the principal cities of the republic. 
This will be expanded into a fully automatic system within a 
few years. Giant parabolic antennas are now a common sight 
and many of the paths are well over a hundred miles long with 
unobstructed line-of-sight conditions applying. 

An automatic Telex system has been installed within the 
last year and now connects Barranquilla on the Caribbean to 
the port of Buenaventura on the Pacific, in addition to many 
more cities. An international Telex service is planned in the 
near future. 

Broadcasting, both of television and sound, has been ac-
cepted as a way of life by all Colombians. Bogota, the capital, 
has eighteen private broadcasting stations and it is a rare sta-
tion that cannot boast of a short-wave or FM transmitter. A 
total of some one hundred and twenty radio broadcasting sta-
tions are operating throughout Colombia with some providing 
exclusively cultural and educational programs. It has been 
claimed that this was the first country in the world to use 
radio for educational purposes. 

Television broadcasting was started in 1954 as a govern-

i• Telephone Transmission Consultant, Empresa Nacional de Telecomunica-
ciones, Bogota, Colombia. 

ment monopoly and there are now seven transmitters in opera-
tion in the principal areas of population with about nine 
others planned. All are linked together in a national network. 
Recently it has been suggested that private stations will 
shortly be allowed to enter this field. 

While coffee represents the principal export, oil is also 
very important: Colombian production is third in Latin 
America. Because of the remoteness of the oil fields many 
radio networks have been established to provide communica-
tions. For the location of petroleum some of the most modern 
electronic apparatus is in use. Most of the eleven oil pipe lines 
in the country are served by communications provided by the 
Colombian and international companies operating them. 

Until the arrival of the airplane it required eight to twelve 
days to travel from the coast to Bogota. In proportion to its 
territory and population it appears that Colombia is a world 
leader in civil aviation, carrying over a million passengers a 
year or about 10 per cent of the population. Modern facilities 
have been established at Barranquilla and Bogota for main-
tenance of the increasingly complicated electronic equipment 
of the airlines. 

Up to now, most of the radio and electronic equipment has 
been imported, but the development of manufacturing facili-
ties is progressing at an increasing rate. At present, assembly 
plants have been established and projected for processing 
many consumer items such as radio sets, phonographs, and 
other similar equipment. 

There are many universities with excellent engineering 
faculties. The National University in Bogota has some four 
hundred students enrolled in engineering courses. The number 
of engineers specializing in radio and electronics is limited, but 
with many universities starting electronic engineering courses, 
it will only be a matter of time before creative engineering can 
be firmly established in Colombia. Some universities have an 
arrangement with certain American universities for students 
to complete the final two years of their course in the United 
States. Financial assistance is provided. Many other students 
who can afford it have studied abroad. 

The outlook for the future development of radio and elec-
tronics is excellent. For a country so dependent on its means 
of communications it cannot fail to give full support to all 
these endeavors. We, who form part of the new IRE Section, 
all share in this feeling of optimism. 
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A Transistorized 150-MC FM Receiver* 
WINFIELD J. GIGUEREt, MEMBER, IRE 

Summary—A completely transistorized experimental 150-mc FM 
communication receiver utilizing diffused base transistors is de-
scribed. It is a crystal controlled double conversion receiver designed 
for 60-kc adjacent channel spacing at any channel frequency between 
152 and 174 mc. Performance curves for the receiver are provided. 
For experimental evaluation, the experimental receiver is used with 
a vacuum tube transmitter to provide a complete transceiver unit. 

INTRODUCTION 

O
PERATION of portable two-way communica-
tion equipment requires the receiver to monitor 
continuously the channel for efficient usage. It 

is, therefore, important that the receiver draw as little 
power as possible if the portable battery supply is to 
have a long life. Portable vhf vacuum tube receivers 
draw several watts of power, whereas the transistorized 
receiver described in this paper draws 130 mw. This 
power saving is a result of the elimination of the power 
loss required by the cathode heaters and the decreased 
power consumption caused by the inherent low current, 
low voltage operation of the transistors. 
The vacuum tube receiver suffers from the additional 

disadvantage of operating from the same power supply 
as the transmitter. This type of operation does not allow 
the battery to depolarize between heavy current trans-
mit periods and, therefore, reduces its life.' Since the 
power supply requirements of a transistorized receiver 
and a vacuum tube transmitter are very different, it is 
natural to use two different power supplies to achieve 
the full advantage of transmitter battery depolariza-

tion. 
Additional power saving could be accomplished by 

complete or partial transistorizing of the transmitter. 
At present, complete transistorization of the transmitter 
would result in less power output at frequencies above 
100 mc than is required. Partial transistorizing would 
give a 25 per cent power saving in the transmitter. The 
battery saving based on a 17 per cent duty cycle was 
not considered commensurate with the effort involved 
in design at the time the project was started. 

Until the recent development of the diffused based 
transistor,2 transistor amplifiers at frequencies above 
100 mc were impractical. This has resulted in transis-
torized vhf receivers in which rf gain has been avoided 
in attempts to fully transistorize the receiver or in 
which vacuum tubes have been employed in the rf por-

* Original manuscript received by the IRE, July 11, 1957; revised 
manuscript received, January 29, 1958. 

1" Bell Telephone Labs., Inc., Murray Hill, N. J. 
W. H. Timbie, "Industrial Electricity," John Wiley and Sons, 

Inc., New York, N. Y., 2nd ed., vol. I, p. 485; March, 1949. 
2 C. A. Lee, "A high frequency diffused base germanium transis-

tor," Bell Sys. Tech. J., vol. 35, pp. 23-34; January, 1956. 

tions of the receiver. Commendable attempts to provide 
rf gain and selectivity in vhf receivers have been made 
using transistors whose upper limits are in this fre-
quency region. The most successful effort has been with 
the tetrode transistor.3 Design with these units, how-
ever, has been dependent on selection from the best 

available tetrodes. 
This paper describes an experimental vhf FM re-

ceiver which employs the diffused base transistor. It 
operates between 152 mc and 174 mc with a total power 
drain of 130 mw. This receiver is comparable in per-
formance to existing mobile radio equipment in this fre-
quency range. 

GENERAL RECEIVER DESIGN 

A block diagram of the transistorized FM receiver 
described herein is shown in Fig. 1. It is a double con-
version superheterodyne receiver' tunable for single-
frequency crystal-controlled operation over a band from 
152 to 174 mc. It has a sensitivity of 1.0 iv (open circuit) 
for 20 db of noise quieting as shown in Fig. 2. Adjacent 
channel selectivity for 60-kc channel spacing is greater 
than 70 db and spurious response rejection at the first 
oscillator image frequency is greater than 90 db. Double 
conversion is desirable at this frequency with standard 
tuning elements, in order to achieve required adjacent 
channel selectivity and also to meet image rejection 
requirements with a reasonable number of components.2 
The receiver employs a total of eleven diffused base 

transistors in the rf and IF stages. Although IF gain 
at 20.4 mc and 2 mc could reasonably be provided by 
several different available transistor types, the diffused 
base transistor was used because of the simplicity of 
design due to its high-frequency characteristics. The 
units used in the receiver have a collector capacitance 
of approximately 0.5 µIll at 4.5 volts. The low-frequency 
alpha of the units range from 0.93 to 0.995. The alpha 
cutoff (grounded base) frequency is over 600 mc for all 
of the units with many units above 1000 mc. Noise 
figure measurements at 150 mc indicate some units 
with a noise figure as low as 8 db. 
The receiver operates on a — 6-volt collector supply 

voltage and a +1.5-volt bias supply. The total power 
drain is 130 mw. It will operate for over 100 hours on 
an 8-hour day duty cycle powered by a single battery 

3 R. L. Wallace, L. G. Schimpf, and E. Dickton, "Junction tran-
sistor tetrode for high-frequency use," PROC. IRE, vol. 40, pp. 1395-
1400; November, 1952. 

4 D. E. Foster and J. A. Rankin, "IF values of FM wave re-
ceivers," PROC. IRE, vol. 29, p. 546; October, 1941. 

6 F. E. Terman, "Radio Engineers Handbook," McGraw-Hill 
Book Co., Inc., New York, N. Y., pp. 658-659; 1943. 
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Fig. 1—Transistorized 150-mc FM receiver block diagram. 
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Fig. 2—Receiver sensitivity. 

100 

it X it X2 inches. Fig. 3 is a view of the complete re-
ceiver as a result of packaging to incorporate it in an 
experimental portable communications set. 

RF TUNER DESIGN 

The rf tuner is composed of two stages of rf gain, 
a crystal controlled oscillator, a frequency doubler, and 
a mixer. RF selectivity is obtained by a single-tuned 
antenna circuit and two capacitance-coupled double-
tuned interstage coils. RF amplification is provided by 
two diffused base transistors in the circuit shown in 
Fig. 4 (opposite). 

The basic rf amplifier is emitter biased at 1.5 ma from 
a 1.5-volt bias battery. At this bias current the input 
impedance at 150 mc is approximately 35 ohms. The 
collector voltage at this bias current is 4.5 volts. This 
results in a collector capacitance of less than 0.5 gpf 
in the diffused base transistor which is low enough to 
prevent excessive feedback to the 35-ohm input im-
pedance of the transistor without neutralizing. The 

output resistance of the grounded base amplifier is 1500 
ohms at 150 mc. 

To meet spurious frequency rejection requirements, 
a total of five tuned circuits with a loaded Q of 25 each 
is necessary. The rf amplifier coils are impregnated and 
are wound on a shielded coil form.6 They provide a 

Cambridge Thermionic Corp. Type LS9-3R. 

Fig. 3-150-mc FM experimental receiver with 
battery supply. 

RECE I VER 
AUD 10 
OUTPUT 

tunable inductance range from 0.06 to 0.08 IA with an 
unloaded Q of 90. The interstage tuned circuits are ap-
proximately critically coupled by capacitance. The pri-
mary circuit is driven from the collector of the preceding 
transistor and the secondary inductor is tapped to pro-
vide efficient coupling to the following stage. The coup-
ling results in an effective loaded Q of 25 for each tuned 
circuit. 

Bias voltage is prevented from appearing on the an-
tenna by capacitive coupling to the amplifier. The an-
tenna inductor is identical to the secondary coil in the 
interstage circuit, and since the antenna is approxi-
mately the same impedance as the input to the transis-
tor, the antenna inductor functions only as a tuned 
selective element. 

Diffused base transistors of average characteristics 
(ao = 0.95, fa„„= 600 mc, and Cc =0.5 gi.tf) give an 
over-all two-stage rf gain at 150 mc of 22 db. Fig. 5 is 
the corresponding selectivity of the two-stage amplifier. 
The noise figure of the tuner is approximately 10 db 
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30 

which is better than most vacuum tube equipment in 
this frequency range. 
The change in amplifier gain with supply voltage 

variation of ±20 per cent standard voltage is shown in 
Fig. 6. The use of emitter bias sufficient to maintain 
alpha over the variation is the main factor which makes 
the change in gain small. 
The high-frequency local oscillator circuit is shown 

in Fig. 7. It is designed to operate at half the injection 
frequency in orde- to provide the desired frequency 

25 

20 

10 
Cr 

5 

0.5 UUF 

15 
UUF 

J 

100 011 

10 20 
SUPPLY VOLTAGE IN PERCENT 

FROM STANDARD 

Fig. 6-150-mc rf amplifier gain change with 
supply voltage variation. 

INPUT 
TO 1ST 
MIXER 

o 6 V 

o+I.5 V 

stability with available crystals. The frequency is 
doubled by over-driving an amplifier stage following 
the oscillator and tuning its output to twice the 
oscillator frequency. The frequency doubler provides 
adequate drive to the first mixer with decreasing bat-
tery voltage to assure good modulation efficiency until 
the oscillator fails at approximately 3-volt collector 
supply. 
The frequency stability of the oscillator with battery 

supply voltage variation is shown in Fig. 8. Fig. 9 shows 
the variation of frequency of the oscillator with respect 
to temperature change. This corresponds to a + 0.001 
per cent change in frequency for an 80°C temperature 
variation. 
The mixer is biased similarly to the frequency doubler 

and the drive necessary for nonlinear operation is ap-
plied to the emitter by the frequency doubler. The rf 
signal is applied to the base of the same transistor and 
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Fig. 8—High-frequency oscillator frequency deviation 
with supply voltage change. 

the IF output at the collector is applied to the input 
tuned stage of the 20.4-mc IF amplifier as indicated in 
Fig. 10. The conversion gain is approximately 6 db. 

20.4-MC IF AMPLIFIER 

The primary function of the 20.4-mc IF is to allow 
the first oscillator to operate far enough from the carrier 
frequency so that its image can be rejected by the rf 
selectivity characteristic. Since 60-kc adjacent channel 
selectivity cannot be easily accomplished at this IF, 
a second lower IF is also required. The function of the 
20.4-mc IF amplifier is to provide attenuation of the 
low-frequency oscillator image so that it will not create 
a spurious response. 

The 70-db attenuation required at this image fre-
quency is provided by a single diffused base transistor 
with double-tuned capacitively coupled input and out-
put transformers. Inductors in this unit are wound 
on the same coil forms as the rf inductors with the ex-
ception that the adjustable powdered iron cores are 
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Fig. 10—High-frequency mixer and 20.4-mc IF amplifier. 

designed for 20-mc operation. Their nominal inductance 
is 0.6 gh. Fig. 10 is the schematic diagram of this stage 
and Fig. 11 is the selectivity characteristic. The am-
plifier is emitter biased at 0.5 ma and has a gain of 20 db. 

18.4-MC OSCILLATOR AND LOW-FREQUENCY MIXER 

The modulating frequency to produce the 2-mc IF is 
provided by a crystal controlled 18.4-mc oscillator. The 
output from this circuit is sufficient to produce non-
linear operation in the mixer over the complete range 
of operating supply voltage. No external bias is needed 
in this mixer because of the large signal output of the 
local oscillator at low power supply voltages. 
The schematic diagram of the low-frequency mixer 

and the 18.4-mc oscillator is shown in Fig. 12. 

2-MC IF AMPLIFIER 

The low-frequency IF stages provide more than 70-db 
gain and the adjacent channel selectivity for the re-
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18 20 22 24 26 
FREQUENCY IN MC 

Fig. 11-20.4-mc amplifier selectivity. 

ceiver. The transistors are biased at 0.5 ma and the total 
drain of three stages at full battery voltage is only 
11 mw. Neutralization is not required to prevent regen-
eration in the 2-mc stages because of the low collector 
capacitance of the diffused base units. The interstages 
are double-tuned inductively coupled inductors.' The 
primary inductors are driven by the collector of the 
transistor. The secondary inductor is tapped to provide 
a match into the base of the following grounded emitter 
stage. 

Although regenerative effects were not noticed on 
small signal voltages, the combination of low collector 
supply voltage and high quality interstage circuits 
was found to allow a sustaining oscillation to be pro-
Fluced if signal voltages sufficient to drive the collector 
voltage into a forward bias region were applied. This 
problem was eliminated by the insertion of a small un-
biased load resistance in series with the tuned output. 
A value of 200 ohms was sufficient to stabilize the cir-
cuit and has a negligible effect on the gain of the stage 
since it is in series with a tuned circuit of 200-kilohms 
impedance at resonance. 

Fig. 13 is a schematic diagram of a 2-mc IF stage. 
The complete IF consists of four inductively coupled 
double tuned interstage transformers and three diffused 
base transistors connected as indicated in the schematic. 
The input primary provides the tuned circuit output 
of the first mixer. The IF output drives the voltage 
limiter. 

7 Automatic Manufacturing Co. EXO 5772. 
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The limiter stage is a single-tuned low-Q amplifier 
designed around a 20-mc fab alloy junction transistor.8 
Neutralizing8 of this stage is necessary because of the 
high collector capacitance of these transistors. Limiting 
is accomplished by the action of two silicon diodes" 

Raytheon 2N114. 
7 T. O. Stanley and D. D. Holmes, "Stability Considerations in 

Transistor IF Amplifiers," RCA Labs., Camden, N. J., Rep. No. 
LB1014, pp. 1-15; December 20, 1955. 

10 Hughes Diode HD-6005. 
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duction direction. By tuning the capacitance of the 
diodes with the primary inductance of the output trans-
former, the limiter functions as a single-tuned IF ampli-
fier until the voltage across the primary inductor 
reaches the forward breakdown voltage of the diodes. 
When this signal amplitude is reached, the diode con-
ducts and limits the voltage swing to 1 volt peak to 
peak. This provides sharp limiting due to the diode 
characteristic and yet does not require a low impedance 
reference voltage to achieve it. 

DISCRIMINATOR, AUDIO, AND SQUELCH 

A Foster-Seeley discriminator is employed in the re-
ceiver. The design problems encountered in this stage 
were similar to vacuum tube problems with the excep-
tion of neutralizing and the impedance levels involved. 
These problems were overcome by the careful design of 
the discriminator transformer. The discriminator is 
more linear than required to meet standard mobile 
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Fig. 15—Discriminator, squelch, and audio amplifier schematic diagram. 

placed back to back across the output tuned primary 
inductor. Fig. 14 shows the schematic diagram of this 
stage. Use of silicon diodes for limiting is possible be-
cause of the voltage characteristic of these diodes. The 
sharp break between high conductivity and low conduc-
tivity occurs approximately 0.5 volt in the forward con-

radio requirements of less than 10 per cent nonlinearity 
for maximum frequency deviation. It provides an ade-
quate signal level to the audio and squelch stages for 
the operation. 
The audio amplifier provides standard de-emphasis 

for the receiver and amplifies the signal to provide 6 mw 
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at the handset. It utilizes General Electric 4J D1A42 
transistors as the gain elements. 
The squelch circuit disables the audio amplifier in 

the absence of received carrier by removing the bias 
from the audio stages. The squelch functions by measur-
ing noise in a frequency band centered at 10 kc by 
means of a tuned series input circuit to the squelch 
amplifier. A partially by-passed emitter in this stage 
aids the low-frequency attenuation characteristic of this 
circuit. In the absence of carrier, the noise in this band 
is sufficient to cause the squelch circuit to control the 
bias to the audio amplifier by means of a transistor 
gate. When carrier is received, the quieting character-
istic of the receiver reduces the power in this band to a 
value that cannot cause the squelch to cut off the audio 
bias. The loss in receiver sensitivity with the squelch 
control completely enabled is less than 5 db. Fig. 15 is 
the schematic diagram of the discriminator, audio, and 
squelch circuitry of the receiver. 

PORTABLE 150-MC FM RADIO TELEPHONE 

The transistorized receiver was packaged with a con-
ventional 1-watt vacuum tube transmitter to provide a 
portable radio telephone as a demonstration aid. Pack-
aging design was aimed at providing a unit that would 
be easy to handle and comfortable to use. Items that 
help to provide these features include a lightweight 
handset that can be worn on a head band for hands-
free operation of the equipment. Also, convenient bat-
tery packs were packaged to power the equipment. One 
of these power packs is a rechargeable transistorized 
convertor supply that contains its own charging cir-
cuitry for 115-volt ac operation. 

Fig. 16 is a photograph of the demonstration radio 
telephone. The unit as shown weighs 7 pounds and 14 
ounces. It has a battery life of over 80 hours based on a 
10 per cent transmitter duty cycle. The transmitter 
power supply requires two 67.5-volt B batteries and 
three 1.5-volt D cells to maintain a battery life com-
parable to the receiver and is therefore responsible for 
over 30 per cent of the total weight. 

CONCLUSION 

The electrical performance of the experimental 
transistorized receiver is comparable to existing vacuum 
tube equipment in the 150-mc frequency range. This is 
possible because of the low noise figure of the diffused 
based transistor and because of its ability to provide 
useful gain at 150 mc. The real advantage of the transis-
torized receiver is the long battery life possible due to 
the low power drain. In portable communication 
equipment, this is important since the receiver must 
monitor the channel continuously and, therefore, per-
forms on nearly a 100 per cent duty cycle. 

In providing a two-way communication unit for 
demonstrating the experimental receiver, miniaturiza-
tion techniques and human engineering were used to 

Fig. 16—Portable experimental 150-mc FM radio telephone 
containing a completely transistorized receiver. 

provide a comfortable, efficient package. Because elec-
trical design, using single- and double-tuned selectivity 
elements, was applied, and because the chass:s mounting 
area of miniature vacuum tubes is approximately the 
same as that required for transistors, the receiver size 
is only slightly smaller than miniaturized vacuum tube 
models of this type. There is, however, a considerable 
size and weight saving in the receiver battery pack be-
cause of the lower power supply requirements of the 
transistorized receiver. 
The value of a vhf receiver employing the diffused 

base transistor lies, therefore, in its ability to give equal 
and sometimes better performance than vacuum tubes 
while using an order of magnitude less power. This can 
make vhf mobile and portable equipment, where power 
drain is important, easier and cheaper to install and 
maintain. 
The diffused base transistor used in this receiver is 

confined to model shop production for experimental 
purposes at present. 
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A Traveling-Wave Ferromagnetic Amplifier* 
P. K. TIENt, MEMBER, IRE, AND H. SUHLÍ 

Summary—A theory of a ferromagnetic traveling-wave amplifier 
of parametric type is presented here. Amplification of signal power in 
the form of growing waves is obtained in a propagating structure 
which is partially or totally embedded in a ferromagnetic medium. 
The structure, in one of its possible forms, possesses two propagating 
modes: one of the modes is excited by a signal at the input end, and 
the other is used as an idling circuit. The structure should also sup-
port a traveling wave supplied by a local oscillator which provides, 
through the motion of the magnetization, a time-varying coupling be-
tween the two propagating modes. The problem is essentially that of 
two coupled transmission lines with a time-dependent coupling co-
efficient. Optimum conditions for amplification are derived. A struc-
ture consisting of two pairs of parallel wires is calculated to illustrate 
the general principles. 

I. INTRODUCTION 

AFERROMAGNETIC amplifier in the micro-
wave range has been recently proposed' by one 
of the authors and experimentally demonstrated 

by Weiss.2 The amplifier may be described briefly as fol-
lows: microwave power of angular frequency co is sup-
plied by a local oscillator to a cavity which contains a 
ferrite sample. The cavity can support two resonant 
modes of angular frequencies co, and co2, respectively. 
The signal is fed into one of these modes. The cavity 
should also be resonant to the frequency of the local 
oscillator which drives the magnetization of the ferrite 
sample to precess uniformly. It is shown' that the uni-
form precession of the magnetization constitutes a 
time-varying coupling between the two cavity modes. 
If the frequency relation col -Eco2 =co exists, the power 
supplied by the local oscillator is diverted through non-
linear effects to amplify the signal power. The physical 
principles of the amplifier can be understood from a 
simple low-frequency analogy: a pair of resonant cir-
cuits coupled through a time-varying reactance. The 
instability in circuits containing time-varying param-
eters is well known and was studied earlier by Manley 
and Rowe,* and also by many others.4—° 

It is conceivable that propagating structures may pro 
vide more bandwidth and more stability than resonant 

* Original manuscript received by the IRE, January 9,1958. 
t Bell Telephone Labs., Inc., Murray Hill, N. J. 
1 H. Suhl, "A proposal for a ferromagnetic amplifier in the micra 

wave range," Phys. Rev., vol. 106, pp. 384-385; April, 1957. 
2 M. T. Weiss, "Solid state microwave amplifier and oscillator 

using ferrites," Phys. Rev., vol. 107, p. 317; July, 1957. 
3 J. M. Manley and H. E. Rowe, "Some general properties of non-

linear elements—Part I. General energy relations," PROC. IRE, vol. 
44, pp. 904-913; July, 1956. 

R. V. L. Hartley, "Oscillation in systems with nonlinear reac-
tance," Bell. Sys. Tech. J., vol. 15, pp. 424-440; July, 1936. 

5 L. W. Hussey and L. R. Wrathall, "Oscillations in an electro-
magnetical system," Bell Sys. Tech. J., vol. 15, pp. 441,-445; July, 
1936. 

V. D. Landon, "The use of ferrite-cored coils as converters, 
amplifiers and oscillators," RCA Rev., vol. 10, pp. 387-396; Septem-
ber, 1949. 

circuits. It is the purpose of this paper to propose a 
traveling-wave amplifier which, in one of its possible 
forms, consists of two transmission lines (or two propa-
gating modes of a transmission line) embedded in a 
ferromagnetic medium. The medium, in this case, is 
energized by a traveling wave supplied by a local oscil-
lator and provides between the two transmission lines a 
coupling which varies in time and in distance. The 
signal is applied to the input end of one transmission 
line. Because of the time-varying coupling provided by 
the ferromagnetic medium, a wave known as the idling 
wave is induced in the other line, and both the signal 
and the idling waves grow with distance at the expense 
of the energizing power. Optimum conditions for ampli-
fication will be derived using transmission-line equations 
with proper coupling terms. A ferromagnetic amplifier, 
having a propagating structure in the form of two pairs 
of parallel wires, will then be calculated to illustrate the 
general principles. It should be pointed out here that the 
energizing power required from the local oscillator gen-
erally increases with the bandwidth of the circuit. The 
use of a ferromagnetic crystal of narrow line width to 
reduce necessary energizing power may be essential in 
this type of traveling-wave amplifier. 

II. A TRANSMISSION-LINE SYSTEM 

Before analyzing a microwave structure, complicated 
by the fact that the medium is no longer isotropic in the 
presence of the ferromagnetic material, a simpler low-
frequency model will be studied which, as shown in 
Fig. 1, consists of two lossless transmission lines em-

Fig. 1—A traveling-wave parametric amplifier. 

bedded in an idealized nonlinear medium. The medium 
is energized by a traveling wave supplied by a local 
oscillator and is assumed to provide a variable coupling 
between the two transmission lines. For convenience, 
let us divide the transmission lines into small sections 
and represent each section by a filter circuit. The corre-
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sponding sections of the two lines are coupled through a 
mutual inductance which varies in time and in distance 
and may be denoted as L(z, t). Line no. 1 has a phase 
constant th and a characteristic impedance Zoi at an 
angular frequency col, and line no. 2 has a phase con-
stant f32 and a characteristic impedance Z02 at an angular 
frequency co2. We have 

el = coivLici; 

(32 =(021/L2C2; 

Z01 -- it—C-1 

4/712 

Zo2 = 

(1) 

(2) 

Line no. 1 is excited at the input end by a signal. The 
function of line no. 2 will be understood later. It acts 
essentially as an idling circuit and for simplification 
should be open at the input end and terminated at the 
output end by its characteristic impedance. In the pres-
ence of the nonlinear medium, the equations of the 
coupled system are 

aVi(z, az1(z, t) a 
  = [L(z, t)I2(z, t)] (3) 

az at at 

al 1(z, t) av i(z, 0 
  = CI (4) 

az at 

Here V1 and .1.1 

a 12(z, 0 a 
L2 [L(z, i)/j(Z, t)] (5) 

at at 

av2(z,  
C2  (6) 

at 

are, respectively, the voltage and the 
current on line no. 1, and V2 and 12 are those on line 
no. 2. z is the distance along the direction of propaga-
tion and t is the time. The terms involving L(z, t) are 
coupling terms which, as shown in Section VI, are in 
fact induced by the uniform precession of the magneti-
zation. Here it is only assumed that L(z, t) is in the form 

L(z, t) -4-[L(z)eic." L*(z)e-iwg] 

= e-mwt--8.)] 

(7) 

(8) 

when the nonlinear medium is energized by a traveling 
wave of a phase constant i3 at an angular frequency co. 
Here * denotes the complex conjugate. 
We shall only consider waves of the frequency col on 

line no. 1 and waves of the frequency co2 on line no. 2. 
such that 

col + co2 (9) 

It may be seen from (3) and (5) that nonlinear terms 
given by waves of other frequencies appear to be out of 
synchronism with other terms in the equation and 
therefore cannot contribute substantial effects. Com-
bining (3) and (4), and (5) and (6), we have, respec-
tively, 

a2z1(z, t) a2i1(z, 0 a2 
= CIL, + c 1 — [L(z, 012(z, 0] (10) 

az2 at2 at' 

a2.12(z, 0 a2.12(z, t) a2 
= c2L2 + C2 — [L(z, 011(z, 0]. (11) 

az2 at' at' 

Put 

I i(z, t) = Ii(z)eiwit li*(z)e-mi 

I2(z, t) = I2(z)eiont I2*(z)e-iwo (12) 

then (10) and (11) may be reduced to 

a2/1(z) 1 
- coi2LiCiii(z) - — col2L(z)C1/2*(z) (13) 

az2 2 

82/2*(z) 1 
- co22L2C2/2*(z) - — co22L*(z)C2/1(z). (14) 

az2 2 

Similar equations may be obtained for /1*(z, t) and 
/2(z, t) by simply interchanging the subscripts 1 and 2 
in (13) and (14). 
We shall first consider a simple case in which 

± 132 = (15) 

The general case which leads to a more complicated 
solution is discussed in the Appendix. Put 

/1(z) = A 1(z)6.-013 

= Al* (z) col' 

I2(z) = A2(z)e-it'21 

I2*(z) = A2*(z)eio2z. (16) 

We have also from (7) and (8), 

L(z) = Le-1h 

L*(z) = Leos. 

Denote 

L = E1L, = e2L, (17) 

where e, and E2 are the ratios of the variable inductance 
to the fixed inductance of line no. 1 and line no. 2, re-
spectively. ei and E2 and so the coupling terms in (3) and 
(4) are assumed to be small, as is generally true in actual 
applications. A (z)'s in (16) are then slowly varying 
functions and the terms involving a2A(z)/aes may be 
neglected. Substituting (16) and (17) into (13) and (14), 
we have, respectively, 

aA1(z) 
-2:7132 lii2A1(z) = - wi2LICIA1(z) 

az 

- 1042ZiLiCiA2*(z) 

a A 2*(z)  
45'2 s22A,*(z) = — .22L2c2A,*(z) 

az 

(18) 

- w 22E2L2C2A1(z) (19) 

Since ec=coi2LICI and 022=co22L2C2, as given in (1) and 
(2), the above equations may be reduced to 
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aA,(z) 1 
= itie,A2*(2) 

aZ 4 

A2*(z) 1 
az = —4 it2/32A i(z)• 

Combining (20) and (21), we have 

a2A,(z) 1 
tie2m2Ai(z) = 0. (22) 

az2 16 

The solution of (22) is 

2,11(z) = aieaz bie-az 

a = (t2E113032)"2. (23) 

Here al and b1 are arbitrary complex constants which 
should be determined by the boundary conditions. 
From (12), (16), and (23) we have finally 

1 1(z) = 

I2(z, 1) = 

eaz[olei(.it--eiz) _F 

e-az[biei('Ig-0") bi*e-i(ele-thz)] 

— j 
il/e2,32 r — eaztal*ei(o21-02.) — ale—t((.2i-132z)] eel 

(24) 

- bie-i(wzg-ozz)]. (25) 

III. BOUNDARY CONDITIONS AND 
GENERAL DISCUSSIONS 

It has been shown in (24) and (25) that for the case 
=f31 -02, both growing and decreasing waves may 

exist in the coupled transmission-line system. Since the 
growing wave is always dominant at the output end, the 
energy has to be transferred from the local oscillator to 
the growing waves. As mentioned earlier, line no. 1 is 
excited by a signal, and line no. 2 is open at the in-

put end. The boundary conditions at the input end 
z=0 are therefore 

= a cos (wit + 4)) 

/2 = 0. 

Eqs. (24) and (25) then become 

1 r 
/1(z, t) — a[eaz cos (wit — 1.91z ± et)) 

2 
e—az cos (cuit 

1 0 2a2 o = — a — [e /2(z, az sin 
2 eel 

(26) 

- (1))] (27) 

(wit - fizz - (k) 

-e-az sin (we - I32z - (kg (28) 

We notice from the above quations that at the input 
end the growing and the decreasing waves are equal and 
in phase on line no. 1 and are equal and in opposite 
phases on line no. 2. At a few wavelengths from the 
input end, the decreasing wave becomes negligible as 

compared with the growing wave and may be generally 
ignored in the analysis. 

( 20 For the general case, t3=131-1-132±e, the solution 
)  given in the Appendix indicates that gain is generally 

reduced when 43 deviates from zero. We may thus sum-
(21) marize the optimum conditions for amplification as fol-

lows: 

1) w = (01 + (02 

2) /3 = /31 + 132 

3) r) (Al T(o- 2= 
It is obvious that in the propagating circuits, condition 
1) is always satisfied. Condition 2) can be easily ful-
filled by properly selecting the structures. Condition 3) 
is necessary in order that condition 2) can hold for a 
band of frequencies. It indicates that the group veloci-
ties of the two lines must be equal in the frequency 
band of amplification. It may be seen here that for ex-
tremely wide bandwidth, we may use the transmission-
line type of structures ("TEM" modes) in which the 
group and the phase velocities are constant for all the 
frequencies. We may also use helices at the frequencies 
above their dispersive regions. With these structures, 
the bandwidth of the amplifier may extend from a very 
low frequency up to the energizing frequency. 

IV. POWER RELATIONS 

For simplicity we shall ignore the decreasing waves 
in (27) and (28). From (27), the power carried by line 
no. 1 is 

1 Li 
Pl(Z) = [il(Z, 1) 2Z011Ave• a2e2az4/___. (29) 

8 CI 

Similarly from (28), the power carried by line no. 2 is 

1 (02 4/Li 
P2(z) = [/2(z, )2Z02]Avg. =  -- a2e-, a2 (30) 

8 wi 

The total power transferred from the local oscillator 
must be the sum of (29) and (30), which is 

1 L1 
Pi ± P2 = a2e2az V—(1. + —(d2). 

8 (31) CI col 

Comparing (29), (30), and (31), we find 

Pi P2 P1 ± P2 
= =   

(01 (02 w (02 
(32) 

This, of course, is one of Manley's' relations extended 
to the transmission-line system. 

V. A SINGLE TRANSMISSION-LINE 
PARAMETRIC AMPLIFIER 

We assumed earlier, for convenience, that the signal 
and the idling waves are carried by two separate 
transmission lines. We can easily show, however, that 
the signal, idling, and the energizing waves may be 
carried by a single transmission line or a propagating 
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mode. Amplification again is optimum when the three 
conditions shown in Section III are satisfied. The trans-
mission line must contain a time-varying parameter 
which may be a distributed inductance, capacitance, or 
both. For example, in Fig. 2 we have a transmission line 
on which the three waves, signal, idling, and energizing 
all propagate. If the capacitance varies as 

C(z, t) Co(1 ¡Zei(wi-sz) 4te-i("-02)) 

the gain per unit distance is 

i(E2p02)112 

which is in the same form of (23) with E =Ei =E2. 

C(z,t) = C (+ jee i(4°t-13z) + ee 7-nwt-ez)) 

Fig. 2—A single transmission line parametric amplifier. 

Later in Maxwell's equations, it will be found that in 
a ferrite medium the idling wave must have a com-
ponent of the magnetic field parallel to the dc field and 
the signal wave, a component normal to the dc field, or 
vice versa. In the case of a single transmission line, we 
may place the line 45° from the dc field such that its 
magnetic field contains the components both parallel 
and normal to the de field. 

VI. A FERRITE TRAVELING-WAVE AMPLIFIER 

Growing waves in a transmission line system con-
taining time-varying parameters have been demon-
strated. The calculation was made based on a low-fre-
quency model. Ncxt, a theory for an actual ferrite 
traveling-wave amplifier is worked out. In the presence 
of the ferromagnetic material, Maxwell's equations are 
necessarily complicated by the gyromagnetic character 
of the medium. Therefore it is important, for the present 
purpose, to select a simple propagating structure so that 
calculation can be carried out without using numerical 
methods. 

Let us consider a structure shown in Fig. 3. It con-
sists essentially of two pairs of parallel wires which are 
the two transmission lines described in Section II. Here 
we choose y axis as the direction of propagation. A dc 
field Ho, uniform over the entire structure, is applied in 
the z direction. Line no. 1 has its two wires in the y-z 
plane, and line no. 2 has the wires in the x-y plane. All 
the wires are parallel to the direction of propagation and 
are totally embedded in a ferrite medium. The entire 
structure is surrounded by a circular waveguide which 
carries the energizing wave supplied by the local oscil-
lator. To use the energizing power efficiently, the local 
oscillator must be operated at the frequency of the ferro-

magnetic resonance. We have therefore 

= 7-‘/Ho(Ho — 2rM) 

where 7 is the gyromagnetic ratio, Ho is the dc applied 
magnetic field, and M is the total magnetization of the 
medium. 
The magnetic fields associated with the two trans-

mission lines are sketched in Fig. 3. It seems proper to 
assume for simplification that line no. 1 contains only 
Ee, He, and Ho, and line no. 2 contains only .Ez2 and 
Ha. These fields are also assumed to be uniform in the 
x and z directions. Again, we only consider waves of 
the frequency coi on line no. 1, and waves of the fre-
quency co2 on line no. 2 such that 

H FIELDS 

r y-T 

91-44-4-1719 
1*,r-

CI)1 + CO2. 

LINE NQ I 

4 \ 

FERROMAGNETIC 
MEDIUM 

Put 

LIN È NQ2 

DIRECTION OF 
PROPAGATION 

Fig. 3—A ferromagnetic traveling-wave amplifier 
with parallel-wire structure. 

1-1.,e(y, = H5.51(y)el"" + H..0.*(y)e-i""t 

= Ezi(y)iw" + Ese(y)e-iwit 

A I »,y.xi(y, = f +111.,v,:i*(y)e—iw't 

H.2(Y, = Hz2(Y)eiw' H.2*(y)e—mt 

Ex2(y, t) = E.2(Y)etwe Ex2*(y)e—i.2i 

t) = M e.v..2(Y)eme 

  X 

(33) 

We further assume that the local oscillator supplies an 
energizing wave of a phase constant e at an angular fre-
quency co which induces in the ferrite medium a circular 
polarized magnetization 

1 
Mz(Y, = —2 (Mo(Y)eiwt Me(y)et) 

1 
= — mo(ei(.t-i3y) 
2 

1 
t) = o(Y)eiwi — M0*(Y)e—il 

21 

1 
= — Mo(em.t—tild — 

2j 
(34) 
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Define the precession angle as 

O(y) = Mo(y)/M; 0* (y) = m 0* (y) / m; 

= Mo/M. 

The propagating structure can be considered to be 
embedded in an infinite ferrite medium so that demag-
netizing effects for the rf fields may be ignored. Since coi 
and co2 are far from the ferromagnetic resonance, we may 
calculate the col and co2 components of magnetization 
from 

—4 
= — •y[M X 11]. 

PROCEEDINGS OF riT(yH)E Eeu, April 

a::a E(y) = co 

co „ 

— j— [11.1(y) + 47r/k1.1(Y)] 
ay 

(35) 
where 

Here H includes the dc and rf magnetic fields in the fer-
rite medium. We have thus after considerable algebraic 
work, 

Here 

Mz1(y) = X Hxi(y) + jerivi(Y) 

— 0(y) 
Wm ( ± 

H 2* (y) 
87A 

my (y) = — je" (y) + x11,, i(y) 

coe(co col)  
j0(Y) H.2* (Y) 

8rA 

Mi(y) = 

31.2(y) = m.2 (y) = 

0(y) 
M.2(Y) = — [M.1*(Y) ikívi*(Y)]. 

2 

Wm 47r-yM 

= (012 

X = 

= 
47(w2 — (012) 

COCO,. 

47(w2 — C012) 

COicoe 

cox 
= — iKH,a(y) 

0(Y) co 
— '22 (co + (001 I.2*(Y)] 

2 

O = Pull_o:(Y0)-/K (0 ± H:1(Y) (y::) ze(y) 

2 cum à 

ii = 1 ± 4rX 

K = 47re 

(38) 

and c is the velocity of light. Eliminating E 1 and 141, 
we get 

2Li(y) W22E — K2 

ay2 C2 
Hi(y) 

— K 0 (y) C°7ft(CO + Hz2*(y). (39) 

et 2 à 

Similarly, Maxwell's equations for line no. 2 are 

a H .2* (y) woo 
_ E.2*(y) 

ay 

a E.2* (y)  
ay 

co2 
j [H,2*(y) 4rM,2*(Y)] 

(36) (02 0* (Y) 
= — j — [H.2*(Y) K — 1] 

2 

(37) 

If 0(y) =0, we recognize immediately that (36) is the 
usual Polder relations between the magnetization and 
the magnetic fields. It may be seen that the uniform pre-
cession of the magnetization induced by the local oscil-
lator, coupled through Ha*, excites additional fields on 
line no. 1. Through this type of couplings, the energy 
of the local oscillator is transferred to the signal and the 
idling waves. If e is the dielectric constant of the ferro-
magnetic medium, Maxwell's equations of line no. 1 are 

Eliminating E.2*, we get 

a2 H.2* (y) 
ay2 

W22E 

Hz2* (y) 
e2 

AL K 

(40) 

w22€ 0*(y) K — 1)01 K) 
e 2  He(y). (41) 

Comparing (39) and (41) to (13) and (14), we find that 
the terms 

W126 ei 2 — K2 

z 1 
C2 

and Hz2* 
C2 

correspond to the terms —(012.LI Ci/i( = —pl2L) and 
co22L2C2/2*( = —022/2)• Put 

Li(y) = el" A i(y) 
,2* (y) = co" A 2* (y) (42) 
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where 
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or 

01 = 
1.1 

e, = 

i (.ê _ K2) 

ca)21/€ 

If Al(y) and A2*(y) vary at a rate, slow compared to 
Pi or 02, we may neglect 8,4 1/ay by comparison with 
e1A, and a2Aday2 by comparison with ei(8441/8y). A 
similar situation also applies to A2's. Consider again the 

case 

13 = 01+ 02. 

We have from (39) and (40), 

aA i(y) 0 (3222(iz —  ( 
l)  — 2j151  A (y) (43) 

ay 2 

49442*(Y) 2 (ei K —  1) (et ±  K) A  1(y) (44) 
— 402  — 

ay 2 

where 

cdr\ 
= 

Combining (43) and (44), we get 

02A '(y) 
85,2 

02 $102,92 (g2 — K2) (II K 1)Wm (CO + 01)  

Al(y)= 0. 
16 al 

0 02 Wm (01.2Wm2 

—4 Oio 1   w - _ ,12)2 

- -Vala2 nepers/cm. (47) 

In a particular case, 

01 —, el°, /1/1 

(47) is reduced to 

O Wm 

CO12Wm2 

( ± cow. 

1/131/32 

042)2 
1, al -= a 2 = a 

neper/cm (48) 
4 co — col 

which should be compared to (23). 

VII. ENERGIZING POWER AND GENERAL 
CONSIDERATIONS 

From (48), the power gain of the amplifier may be put 

in the form 

0 
8.686a( — 1) 8.686a ( P — 1) db/cm. 

Out Pert 

Here Ocrt, and P.rt are, respectively, the precession angle 
and the energizing power at which the net gain of the 
amplifier is equal to zero. Gain increases with the ener-
gizing power as is expected. In selecting the frequency 
of the local oscillator, it is important to avoid the insta-
bility due to the magnetostatic modes (Walker's 

(45) modes),I.7 It is also important to keep the precession 
angle smaller than the value 

Eq:' (45) should be compared to (22). The solutions of 
(45) are obviously in the exponential forms 

exp (0 1/132 (eL2 — K2)01 K — 1) m(CO + (01)\ 
±— eioy j• 
4 Pi 122à 

If the two transmission lines contain losses, we 
should add 2a1(aHxday) to the left hand of (39) and 
2a2(81/2,28/8y) to the left hand of (41). Eq. (45) then 

becomes 

(Tyd + (-¡;,41 -I- al) A 160 

02 13102132 (.42 — K2)( 1 K 1 )WIn(W  411) 

16 ai iL2à, 

The net gain of the amplifier is therefore 

o /132 (u2 — K2)(!2 K — 1)Win(W col) 
—  
4 02 

A 160 • 

0 = i/'àH 
27M 

where AH is the line width of the ferromagnetic ma-
terial. When O is above the indicated value, an instabil-
ity results from two quanta of the uniform precession 
going into two very short wavelengths spin-wave 
quanta. This has also been discussed previously.8 
As a numerical example, we have 

4rIf =2000 (yttrium iron garnet). 

E= 10. 

AH=3 oersteds. 

(46) Ho = 3750 oersteds. 

=7-‘/Ho(Ho- 27/1/) = 2r X 9 kmc. 

co„, = 4eyM = 2r X 5.6 kmc. 

— NA21(22 nepers/cm 

7 L. R. Walker, "Magnetostatic modes in ferromagnetic reso-
nance," Phys. Rev., vol. 105, pp. 390-399; January, 1957. 

8 H. Suhl, "Theory of the ferromagnetic amplifier,» J. Appt. 
Phys., vol. 28, pp. 1225-1236; November, 1957. 
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The lower limit of the magnetostatic mode is 

7(Ho — 27rM) = 27r X 7.7 kmc. 

Instability will not therefore occur by choosing 

col = 2T X 6.5 kmc 

w2 = 27r X 2.5 kmc 

1 
0 = — • 

20 

CO120.42 
=, 0.914. (.02 cm. _ ,12)2 

The gain per unit distance calculated from (47) is 
0.551 db/cm (ignoring copper loss of the circuit). Since 
AH is 3 oersteds, the energizing field is 

henergising «=.  AH X 0 = 0.15 oersted. (49) 

To maintain this field, power must be supplied by the 
local oscillator mainly because of the ferromagnetic loss 
of the sample. If the volume of the sample is V, in cm8, 
the ferromagnetic loss at the energizing frequency is 

w 4TM 
P. = — — (henergi.ing)2V. X 10-7 watts 

AH 

= 3.375 X 10317. watts. (50) 

We notice from (49) and (50) that for a certain preces-
sion angle 0, the ferromagnetic loss is proportional to V, 
and AH. The energizing power may be reduced by using 

a crystal of narrow line width and by keeping the vol- Combining (54) and (55), we find 

where k1 and k2 are constants which satisfy the relation 

k1 k2 = 1. 

Eqs. (18) and (19) then become 

8A 1(z) 
—2i (el + kià,0)   cal + k àfi)2 Al(z) az 

(51) 

— im i(z) — itei2A2*(z) (52) 

aAe(z) 
4(32+ ke113)   632+ k2m2A2*(z) 

as 

Put 

= — 1322,42*(z) — 4e2/322A,(z). 

SI "1- klAS = 01' 

02 ± k20 = f 

and we have from (52) and (53), 

a Al(z) — kiMAi(z) 

as 201' 

1 

= 

(53) 

012 
A2*(z) (54) 

01' 

aA2*(z) k2,à0(2i32' — k2A0) A 2* (Z) 
 + j  (55) 

äz 2,62' 

1 1922 
= Te2 —, A 1(z) 

(82 . AO (k1(201' — kite) k2(262' — k2A/3)\ a 
— 2 
az' 2 01' /32' ) az 

kik202(2131' — kie(2/32' — k2e) 1 
+ lt2 

4$1'02' 16 

urne of the sample or the size of propagating structure 
small. We also notice from (23) and (47) that gain is 
proportional to es. A slow wave structure such as a 
helix, a loaded waveguide, or a filter type of circuit, may 
therefore be important for high gain amplifiers. 

If 

we put 

APPENDIX 

= ± $2 ± à$, 

1.1(Z) = A 1(z)e—i coi+kite), 

I 1*(z) = Al* (z) ei ol+kiato 

2(5) = A 2(z) e—i (te2+ket3) 

/2* (Z) = A 2* (z) ei (02-1-k2A8) z 

= 0. (56) 

For forward waves 02, 02', 01, and /32 are positive and so 
the quantities 

(20i — k1.6,13) and (2e2, — keim• 

It is therefore always possible to find k1 and k2 so that 
the term involving a/az in (52) vanishes. We have 
finally 

82A1(z) 1 012022 
  — 

az' 16 02'02' 

kik2A02(2131' — k14$)(202' — k2A0) 

4/3.'092' 
(57) 

It is obvious that the last two terms in (57) are of oppo-
site signs. The gain of the amplifier therefore reduces as 
e deviates from zero. 
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Parametric Amplification of Space Charge Waves* 
W . H. LOUISELLt AND C. F. QUATEt, MEMBER, IRE 

Summary—The principle of using a variable reactance in a circuit 
to produce gain can be applied to an electron beam. The beam is 
strongly modulated by an rf wave at a frequency equal to twice the 
signal frequency. In such a beam the two normal space charge waves 
at the signal frequency break into two parts—one grows exponen-
tially with distance and the second is attenuated. Either the "slow" 
or the "fast" space charge wave can be amplified. When this beam, 
which has been previously modulated at the double frequency, is 
coupled to a slow wave circuit, growing waves are found and again 
the "fast" space charge wave can be amplified. We stress the amplifi-
cation of the fast wave since the noise theorems which apply to 
previous microwave amplifiers and establish a lower limit to the noise 
figure do not apply. Thus, in principle, we should be able to obtain 
lower values for the noise figure. 

I. INTRODUCTION 

I
r 1HE devices which amplify at microwave fre-

quencies have in general used de power as their 
source of energy, but it is now recognized that the 

required power can equally well come from a continuous 
wave (cw) frequency which is related to the signal in a 
particular way. In one form of amplifier this cw source, 
denoted by the term "pump," functions to vary the 
reactance of a circuit; this variable reactance converts 
power from the pumping frequency into the signal fre-
quency. The term "parametric amplifier" has been used 
to describe these devices. Suhll has illustrated this prin-
ciple with his discussion of the ferrite model. He has 
shown that if a ferromagnetic sample is placed in a 
cavity resonant at frequencies co, col, and co2 where 
co =col-F-co2 oscillation or amplification may occur at fre-
quencies col or W. This is true provided that power is 
supplied at co which is the frequency of uniform preces-
sion of the magnetization in a magnetic field H. Bridges2 
has shown that an electron beam can be used to vary 
the reactance of a microwave cavity and thereby 
achieve "parametric" gain. In this paper we will de-
scribe a distributed "parametric amplifier" which uses 
an electron beam and derives its power from a cw source 
oscillating at a frequency equal to twice the signal fre-
quency. 

Several early articles2-8 have described this method 
of using a variable reactance to amplify signals and the 

* Original manuscript received by the IRE, November 26, 1957; 
revised manuscript received, January 14, 1958. 
t Bell Telephone Labs., Inc., Murray Hill, N. J. 
1 H. Suhl, "A proposal for a ferromagnetic amplifier in the micro-

wave range," Phys. Rev., vol. 106, pp. 384-385; April, 1957. 
2 T. J. Bridges, "An electron beam parametric amplifier,» PROC. 

IRE, vol. 46, pp. 494-495; February, 1958. 
8 W. L. Barrow, D. B. Smith, and F. W. Baumann, "A further 

study of oscillatory circuits having periodically varying parameters," 
J. Franklin Inst., vol. 221, pt. I, pp. 403-416, pt. II, pp. 509-529; 
March, 1936. 

4 R. V. L. Hartley, "Oscillations in electromechanical systems," 
Bell Sys. Tech. J., vol. 15, pp. 441-445; July, 1936. 

5 N. W. McLachlan, "Theory and Applications of Mathieu Func-

current interest has been stimulated by the realization 
that, in principle, one can conceive of a parametric am-
plifier with a very low noise content. In turn this idea 
has come from the recent work on masers'," which is a 
form of amplifier that uses the cw "pump" frequency to 
invert the normal distribution of energy levels in the 
active material rather than to vary a reactance. 
An amplifier of the most simple form is shown in 

Fig. 1(a). Here we have a single resonant circuit with a 
capacitance which is varied at a rate equal to twice the 
signal frequency. When the depth of modulation is such 
that" 

AC 2 

the power delivered to the circuit from the pump is 
equal to the losses in the circuit, and the circuit will 
oscillate at co. Below this value we can use the circuit as 
a regenerative amplifier, exhibiting negative resistance 
type of gain. A natural descendant of this circuit is 
shown in Fig. 1(b). In this distributed transmission line 
we modulate the shunt capacity with a traveling wave 

tions," Oxford University Press, New York, N. Y., pp. 69-70, 274-
275; 1947. 

J. D. Laudon, "The use of ferrite-cored coils as converters, 
amplifiers, and oscillators," RCA Rev., vol. 10, pp. 387-396; Septem-
ber, 1949. 

7 E. Goto, "On the application of parametrically excited non-
linear resonators," J. Elec. Commun. Engrs. Japan, vol. 38, pp. 770-
775; June, 1955. 

8 C. F. Edwards, "Frequency conversion by means of a nonlinear 
admittance," Bell Sys. Tech. J., vol. 35, pp. 1403-1416; November, 
1956. 

9 J. P. Gordon, H. J. Zeiger, and C. H. Townes, "The maser—new 
type of microwave amplifier, frequency-standard, and spectrometer," 
Phys. Rev., vol. 99, pp. 1264-1274; August 15, 1955. 

79 J. P. Wittke, "Molecular amplification and generation of micro-
waves," PROC. IRE, vol. 45, pp. 291-316; March, 1957. 

11 From Fig. 1(a), C= Co +A Ccos loot, the equation for the charge, 
y, is 

1 (. AC 
= — — — cos icool) y = O. 
L LCo Co 

If 

R 
y = v(1) exp [g(LCo)-

112 ¡LA 
v(t) is periodic. From the theory of Mathieu equations (McLachlan, 
op. cit.), since 

AC 
—« 1, 

we find 

AC 
Re (p) — • 

4C0 
Thus, oscillation occurs when 

AC 2R 2 = . 
Co cooL Q 
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at the "pump" frequency. Tien has shown that growing 
waves appear on this circuit provided that the phase 
(1111, q, • • • , 44, are properly chosen. Suhl and Tien" 
have discussed the case of two transmission lines 
coupled with reactive elements. Exponentially growing 
waves are obtained when the coupling is modulated 
with the proper traveling wave. Kompfner has con-
sidered the system of an electron beam coupled to a 
helix and modulated at twice the signal frequency. An 
analysis of this problem shows that waves, which grow 
with distance, occur; in a later section we will evaluate 
the various waves in such a system. 

First, however, we will treat the problem of a single 
electron stream which is modulated at twice the signal 
frequency. 

C = C o + àC cos 2 co t 

(a) 

= AT OSCILLATION 
Co Q 

co co Co 

t‘C SIN (2cat+9S,) + tàC SIN (2tut+562) +AC SIN (2 Get+ ON) 

(b) 

Fig. 1—Simple form of parametric amplifier. The single resonant cir-
cuit of (a) will exhibit negative resistance gain below the thresh-
old of oscillation while the distributed circuit of (b) will exhibit 
exponential gain with distance along the circuit. 

The two normal space charge waves on such a beam 
each divide into a wave which grows and a wave which 
attenuates with distance. Amplification of the "slow" 
space charge wave is of no interest since it can more 
easily be amplified by coupling the stream to such ele-
ments as a slow wave circuit to form a conventional 
twt" or to a resistive wall amplifier." These amplifiers 
have a minimum noise figure which is determined by 
the noise parameters near the cathode potential mini-
mum. At present, these amplifiers have been built with 
noise figures less than 4 db." The growing wave as-
sociated with the "fast" space charge wave is important 
since the theorems" pertaining to the minimum noise 
figure of a "slow" wave amplifier do not apply and much 
lower noise figures should be possible. 

u P. K. Tien and H. Suhl, "A ferromagnetic traveling wave am-
plifier," this issue, p 700. 

Is J. R. Pierce, "Traveling Wave Tubes,» D. Van Nostrand. Co, 
Inc., New York, N. Y.; 1949. 
" C. K. Birdsall, G. R. Brewer, and A. V. Haeff, "The resistive 

wall amplifier,» Pxoc. IRE, vol. 41, pp. 865-875; July, 1953. 
" M. R. Currie and D. C. Forster, "New results in noise reduction 

in electron beams," presented at Conference on Electron Tube Re-
search, Berkeley, Calif., June, 1957. 
" H. A. Haus and F. N. H. Robinson, "The minimum noise figure 

of microwave beam amplifiers," PRoc. IRE, vol. 43, pp. 981-991; 
August, 1955. 

Adler" has discussed this principle and suggested 
methods of amplifying the "fast" wave with deflection 
type circuits. Also, the work of Wade and Degrasse" in 
which they obtain frequency division with feedback 
around two separate helices is quite likely related to the 
"parametric" gain of the slow wave as described in 
Section IV. 

I I. SINGLE ELECTRON STREAM MODULATED AT 
TWICE THE SIGNAL FREQUENCY 

We will consider the waves on an electron beam which 
is modulated with a fast or slow wave at twice the signal 
frequency. The modulation will be assumed large as 
compared to the signal but still small enough so that it 
can be described with the linear theory. The beam will 
be assumed to be confined by a very large magnetic 
field. 
We start from the three fundamental equations— 

namely Poisson's equation 

1 
V • E = — p, 

E 0 

the equation of continuity 

ai ap = 
az at 

and the equation of motion 

dv av , 
di — az 

(1) 

(2) 

(3) 

where n = elm is the ratio of charge to mass of the elec-
tron and E is the electric field acting on the electron 
which is the gradient of the voltage as defined by 

av 
az 

= the dielectric constant of free space, 
v =- velocity of the electron beam, 
p =charge per unit length in the stream, 
i= current in the stream and is given by i=pv. 

We define as usual 

o.,52 = 

Et) 

(4) 

(5) 

(6) 

Here cop is the plasma frequency for a one-dimensional 
beam of infinite cross section. cog is the plasma frequency 
for the cylindrical beam and is related to cop by the rela-
tion 

Rcu (7) 

17 R. Adler, "A new principle of signal amplification," presented 
at Conference on Electron Tube Research, Berkeley, Calif., June, 
1957. 

18 R. W. DeGrasse and G. Wade, "Microwave mixing and fre-
quency dividing," PROC. IRE, vol. 45, pp. 1013-1015; July, 1957. 
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R is the plasma frequency reduction factor for a beam 
of finite cross section." Hereafter, we shall use wq in 
place of cop. Eq. (3) can be written in the form 

02y + 32 = n 82v 

812 ataz 2 f azat 

and (1), (2), (4), and (6) can be combined to give 

8217 

azat 

The equation of motion (8) is then 

a2y 02 j 021 

812 azat 2 f 

140 
— — COq2 t. 

/1:1 

Similarly, if we combine (2) and (5) we can write 

ai ai ay 
V — — • 

aZ at at 

(8) 

(9) 

(10) 

(11) 

Eqs. (10) and (11) are the familiar equations which 
relate the velocity and current in an electron stream. 
The normal space charge waves on the stream come di-
rectly from (10) and (11) and are of the form 

i = — Io+ exp [ cog (1 z , (12) 

P),1 Up 
= UP T-- — — exP r_iee (1 T- Cilq z jr.oti, (13) 

CO /0 L_ CO 

where 

0.= co/uo, 
/0= dc current, 
uo = dc velocity. 

These solutions were originally described by Hahn" 
and Ramo" and we will briefly review their character-
istics for they are the waves which we propose to am-
plify. The upper sign in (12) and (13) indicates a wave 
that travels faster than the dc beam velocity. This is the 
fast wave which will attract most of our attention. We 
see that the current and velocity are 180° out of phase 
as we move down the stream. With our particular defini-
tions, a positive value of current indicates a reduction in 
the number of electrons below the average value. This 
antiphase condition means that the electron density is 
largest at the point of highest velocity. Therefore, in 
the presence of the fast wave the energy of the beam 
is increased over and above the dc energy. The second 
space charge wave associated with the lower sign in (12) 
and (13) has a phase velocity less than the dc velocity, 
and the rf current and velocity are in phase. The highest 

19 G. M. Branch and T. G. Mihran, "Plasma reduction factors in 
electron beams," IRE TRANS. ON ELECTRON DEVICES, vol. 2, pp. 
3-11; April, 1955. 

20 W. C. Hahn, "Small signal theory of velocity modulated elec-
tron beams," Gen. Elec. Rev., vol. 42, pp. 258-270; June, 1939. 

21 S. Ramo, "Space charge and field waves in an electron beam," 
Phys. Rev., vol. 56, pp. 276-283; August, 1939. 

electron density now occurs at the point of minimum 
velocity and the energy of the beam is reduced in the 
presence of this wave. These two waves are quite 
analogous to the forward and backward waves on an 
ordinary transmission line. There the current and 
voltage are in phase for the forward wave and the power 
flow is in the positive direction. The backward wave has 
a current and voltage which are out of phase and the 
power flow is in the negative direction. Chu" has 
pointed out this similarity with the fast space charge 
wave corresponding to the forward wave and the slow 
space charge wave corresponding to the backward wave. 

In a klystron, for example, both waves are equally 
excited at the input gap. Thus the beam energy is un-
changed and it is commonly known that it requires no 
rf power to bunch a beam. After the beam passes 
through the output cavity the slow wave is much larger 
than the fast wave and the total beam energy is de-
creased by the energy flow through the output cavity. 
In a traveling-wave tube, amplification occurs at the 
point where the circuit phase velocity is equal to the 
velocity of the slow space charge wave. In this tube the 
slow wave grows exponentially with a continual de-
crease in beam energy. We will now consider the para-
metric amplifier and show that either the fast or the 
slow wave can be amplified independently of each other. 

For the parametric amplifier we use a modulation at 
2co which is impressed on the beam in the form of a 
space charge wave 

Wq 2 

= 1m exp [— j2/3, (1 —   1 z 2jcoti, 
2co 

Ci)q2 U0 Wq2 
= — — — 1m exp [— j2(3. (1 — 2 z j2cut], (14) 

2cu lo cu 

where cod is the reduced plasma frequency at the pump-
ing frequency. If we take coos as positive we have modu-
lation in the form of a fast wave, whereas if we use a 
negative value for co 02 we have modulation in the form of 
a slow wave. In general, cod is not equal to to., the re-
duced plasma frequency at the signal frequency, and it 
is necessary to introduce a new parameter, a', which 
relates these two as 

C0q2 
= — • 

lot 
(15) 

The value of a' as calculated" is plotted in Fig. 2. We 
see that it can range in value from +1 for a thin beam 
to a value of for an infinitely thick beam. 

I. is the peak ac current at the modulation frequency 
and we relate it to the dc current by 

/m = m/o (16) 

" L. J. Chu, "A kinetic power theorem," presented at IRE Con-
ference on Electron Devices, Durham, N. H.; June, 1951. 
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Fig. 2—A plot of a' vs ib. -yb is the ratio of the circumference of 
the beam to the rf wavelength on the beam at the signal frequency. 
a' is equal to one-half of the ratio of the reduced plasma frequency 
at the pump frequency to the reduced plasma frequency at the 
signal frequency. It is thus a measure of the relative velocity of 
the space charge waves at the pump and signal frequencies. 

16 18 20 

where m expresses the depth of modulation. It is a com-
plex number since the modulation can have any phase 
with respect to the signal frequency. We assume /„,>>i 
and therefore /„, can be considered constant with dis-
tance along the beam. 
We can then write 

i — /0 + —2 /0 exp [ —208(1 

and 

  z 2jcot] -I- cc 

1 
— ii(z) exp [—fit (1 — z +pit] + cc, (17) 
2 

a'coq m a'co« 
uo — exp [ — 2j5„ (1 — z + 2joit] + cc 

co 2 co 

1 
+ — vi(z) exp [—jit (1 — z + jodi+ cc (18) 
2 co 

where cc indicates the complex conjugate. We must add 
the complex conjugates because of the quadratic terms 
which appear in the equations and represent coupling 
between the pump and signal frequencies. The form of 
these equations is convenient since it will turn out later 
that in the region of gain, i(z) and v1(z) are real ex-
ponentials which means that the velocity of the signal 
frequency waves has shifted to become equal to the 
velocity of the pumping wave. 

If we substitute (17) and (18) into (10) and (11), we 
obtain for the coefficients of the signal frequency terms 

dvi m 145. 
—+idsqvi+ jd fig —2 vi* = — j dz — — /0 

and 

dii ma' fie 
— + jdfiqii + j — + j — 161 
dz 2 uo 

where 

130 = — • 
Us 

m fie  
— /0 v1* = 0 (20) 
2 ito 

We will first consider the case for a thin beam where 
a' is unity. This indicates that the modulation is in the 
form of a fast wave which travels at the same velocity 
as the fast space charge wave at the signal frequency. 
We use (19) and (20) to write 

d2vi dvi I m1 2 3m 
—  2jfiq — — 13q2   vi i3,22vi* = O. (21) 

dz 4 2 

Eliminating y1 or th* between (21) and its cc; and as-
suming solutions of the form 

VI = Voel4 gz, (22) 

we obtain the secular equation for 

144 + 4 (1 —  Im 12 1,2 91m 12 m 12 \2 0. 

(23) 
8 ) 4 4 ) 

In (23) 1m1 is always less than unity and we find ap-
proximate roots of the form 

31m1 
PI —  7 

4 

31m1 
ii2 (24) 

4 

µ3 = — 

µ4 = j2. 

We can see from (18) that the first two roots (µ1, µ2) 
represent waves traveling at the velocity of the fast 
wave at the pump frequency, one of which grows ex-
ponentially and the other of which attenuates exponen-
tially. The third root (µ3) is the slow wave and the 
fourth root (14) is a new wave which travels faster than 
the fast wave. We will show later that this wave cannot 
be excited when the pump frequency modulation is re-
moved. 

For the case where a'01 we can combine (19) and 
(20) in the form 

d2vi dvi I ml 2 

2idfiq [a'2 (1 4 
dz2 dz  

(19) —  (2a'2 1)vi* = 0. 
2 

(25) 

(26) 
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Fig. 3-The real part of the propagation constant for the two-fre-
quency parametric beam. On such a beam waves propagate as 

exp j13a - -eg) z + ‘39(x +./Y)z +.:/col• 
co 

Note that for a' I <1, which means that the space charge waves 
at the pump and signal frequencies do not travel at the same ve-
locity, there is a minimum value of ImI which will produce gain. 

If we again eliminate 7.4* from (26) and its cc and 

assume that 

vi voleage, (27) 

we obtain 

µ4± 2 [an (1 I en 12) 11£2 + a" ) 
(1 Inti2v 

4 4  

31 mi2 IMI 2  - --- 0. (28)  a" 2a'2 ± 1 
2 4 

The real roots of (28) are plotted in Fig. 3. As the 
velocity of the pump and signal waves become unequal, 
the gain per unit length decreases and there is a thresh-
old value of modulation, m, below which no gain occurs. 
The imaginary parts of 1.6 are shown in Fig. 4. This 
threshold value is plotted in Fig. 5. The straight line for 
p3 indicates a wave with a velocity 

140 

CO9 

1 + - 

CO 

which is the slow wave and for µ4 a wave with a velocity 

U0 

co, 
1 - - (1 + 2a') 

Un 

20 
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Fig. 4-The imaginary part of the propagation constant for the two-
frequency parametric beam. On such a beam the waves propagate 
as 

which is the mirror of the slow wave about the pump 
velocity and travels faster than the fast wave. 
We see that in (28) only even powers of a' occur. This 

means that we obtain the same roots for a' positive 
(fast wave modulation) or a' negative (slow wave mod u-

cog\ 
exP -O. (1 - -) z + /Mx +./.Y)z +ice co 

For a' positive ya represents the normal slow space charge wave 
and ya is a wave which travels faster than the fast wave. 
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Fig. 5-The value of the minimum depth of modulation which will 
produce gain vs a'. We see that for a' equal to unity which 
represents a very thin beam there is no threshold value-whereas 
for a' equal to one-half which represents a beam of infinite cross 
section the threshold modulation is near unity. 

lation). Of course, the way in which these waves are 
excited as determined by an examination of the bound-
ary condition will depend upon the sign of a'. In Section 
III this will be illustrated by considering the boundary 
conditions for a beam which is modulated with a fast 
wave at the pump frequency which travels at the same 
velocity as the fast signal wave-(a' = +1). 

III . BOUNDARY CONDITIONS 

At the input (z = 0) we can impress an ac current and 
velocity with an arbitrary amplitude and arbitrary 
phase. The phase of the signal with respect to the pump 
frequency modulation is a new and critical factor. 
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We can write at z =0, 

VI -E V2 1- V3 -E V4 

V1* -E V2* -E V3* V4* 

il -E i2 1- i3 -E i4 

il* i3* -E i4* 

== Vin, 

Vin 

iin, 

where again vi is the gaining wave, vs is the attenuated 
wave, v3 is the ordinary slow wave, and v4 is the new 
wave with the very fast velocity. 

For the case of fast wave modulation or a' = +1 we 
use (19), (20), (24), and (25) and write (29) in terms of 
the four velocity components as follows 

—(vi + v2) 

vs HF v2 -E vs HF v4 == vin 

31 in 
2 '   (7,1— y2) — 8v4  

- (V1 V2) + V2 --- V4 = lin 
CO /0 2 3 

(*)q(VI -- V2) 8114 =  

CO ./0 

Eq. (30) can now be solved to give 

1 wa no m 
VI -E V2 == iin -77 Din* 

2 i 

(Wq 240 

VI V2 tin* Vin* 
21MI W /0 

1 COQ UP 

(Vin tin 
2 .ro 
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where m=Iml elo. We can see that either the amplified 
wave or the attenuated wave can be set up depending 
on the phase of the pump. The critical phase required 
between the pump and signal frequencies would, of 
course, hinder the operation of a practical amplifier. 
This can be avoided by using a pump frequency 

(29) which is not quite equal to twice the signal frequency. 
In this case, a third frequency is generated within 
the beam which is equal to the difference between 
the pump and signal frequencies. In this more gen-
eral three-frequency type of operation the amplified 
and attenuated waves are set up equal in amplitude and 
the phase of the pump frequency is not important. 

Returning to (36), we have for the condition 0=3r/2 

Vi == Vin (37) 

and from (17) and (18) we can write 

= — 31 m1  GAIN ig,,L = 41N,db, 

() = 8.68 31 ml 
vivieuxt p2 4 — L jcul, 

co 

(38) 
vi. 4 

Vont, = 

(30) where N is the number of plasma wavelengths along the 
beam of length L. Eq. (38) represents the maximum 
amount of gain; in an actual case the gain will be some-
what reduced since the velocity of the fast wave at the 
pump frequency is not in general equal to the velocity 

(31) of the fast wave at the signal frequency. 
With the slow wave as the input we have the relation 

from (13) 
(32) 

Wq lip . 
1- --- 3 --- tin 32 * -- (33) 

w /0 

3m ( Ceti UP 

V4  -  V in* * • (34) 
32 w /0 

Now we can consider two different input conditions 
at the signal frequency—either the fast wave or the 
slow wave. With the fast wave as an input we have the 
relation from (13). 

q U3 

Vin " iin 
W In 

and 

Vint = vin and iin* = 

From (31)-(35) inclusive, we have 

vi = El + je"o)v in 

v2 r= -1(1 — jeie)vir, 

(35) 

and therefore: 

which gives 

CO,/ UP 
Vin = -7 iin) 

CO 10 

rn 
VI -I- V2 " Vin ) 

8 

vi -- V2 = 0, 

va =. Vin, 

31 MI 
V4 == 

16 

lee l 
Vi " 

16 

(39) 

(40) 

If we compare (40) with (37) we see that the ratio of 
the growing wave excited by the fast signal wave to 
that excited by the slow signal wave is greater than 
23 db. Thus, we conclude that we can amplify the fast 
wave at the signal frequency alone for the slow wave 
will excite a growing wave of negligible amplitude. This 
is accomplished by properly modulating the beam 

(36) again in the form of a fast wave at the pump frequency. 
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IV. PARAMETRIC BEAM COUPLED TO A 
SLOW WAVE CIRCUIT 

We shall use a model in which a lossless transmission 
line is capacitively coupled to the electron beam. Let 
L1 and CI be the inductance and capacitance per unit 
length of the transmission line, respectively, and let V. 
and Ic be the voltage and current of the line, and i, the 
current in the electron beam. Then" 

avc arc 
— = — Li — 
az at 
arc avc ai 
— = — Cl —  — 
äz at az 

Let 

K = absence of the beam and, 

PI = N/LiCi = line propagation constant in beam absence. 

If we write (41) in terms of the circuit voltage and 
stream current it becomes 

= 

(41) 

Vci LI characteristic impedance of the line in the 

a2vc r,2 awc a2i 
— — — — Kr,— = 0. 

äz' ,2 812 aZat 

(42) 

This is the equation which describes the coupling of 
the beam to the circuit. The equation of motion (10) 
must be modified for in addition to the space charge 
fields the circuit fields act on the beam and we can write 
as is done for the voltage, VB," which acts on the beam 

VB = Ve Vie (43) 

where V„c is due to the space charge fields and is given 
by (9). With this (10) becomes 

_2) n  
a2z a2 (v 2i2 8217, 

812 azat 2 /0 azat 
(44) 

The equation of continuity (11) remains unchanged 
with the new coupling. We must now introduce normal-
izing parameters which allow us to simplify the problem. 
We define 

10 

= K —4170 
(45) 

which is familiar in the twt theory. Here however we 
must be careful to note that K is the circuit impedance 
at the signal frequency. 
The space charge parameter at the signal frequency 

which has been denoted by -V4QC we will denote by ao; 

coot 
— = CV4QC = aoC. (46) 

We see immediately that the plasma frequency at the 
pump is given by 

w oo 
= a'a0C. 

2co 
(47) 

Here again, as in the previous discussion, a' can range 
from +1 to if we modulate the beam at the pump 
frequency in the form of a fast wave and —1 to if 
we modulate in the form of a slow wave. 
We need the parameter which relates the circuit ve-

locity to the beam velocity and we can use b as is con-
ventional. Thus 

— = — (1 + Cb). 
uo 

(48) 

Here again if b is negative the circuit velocity is greater 
than uo and if b is positive the circuit velocity is less 
than the beam velocity. 
We now assume 

V,, = 1 V el(Z) eXp[ —  j13.(1 — a' z + jcot] + cc (49) 
2 co 

and take the currents and velocity in the form of (17) 
and (18). Substituting for Vc and i in the circuit equa-
tion (42) and expanding in powers of C we have for the 
signal frequency term 

dV„ 
ji3,,C(b dao) V., = jeleC — i. (50) 

dz 2 

Similarly the equation of motion (44) becomes 

dvi m IV 240 
— il 

dz 2 13. /0 
— ja'60 — V1* 

uo = 
2 Vo 

VC, (51) 

and the equation of continuity remains (20). 
Eqs. (50), (51), and (20) together with their complex 

conjugates, constitute a set of six equations in th, 
11, and V„, V„*. After decoupling we can look for 
solutions of the form 

V„ = Vol exp [Cade — ja'ao]s] (52) 

where 8' =x'±jy'. 
We are forced to use the prime notation since it is not 

possible to use the same numbering of the roots as is 
used in the twt equations. With this background we can 
now find the secular equation for 3', from the set of six 
equations represented by (50), (51), and (20) as follows 

(3' — ja'ao)e [2a02(1 + a'20) (b aoa')2}(8' — ja'ao)4 

▪ 12(b + 5a'ao) 2ao2[(b aoa')2 — 4002a1 

▪ O[ao4(1 6(1'2) — 4a0a' + 2/302a"(b + a'ao)2] 
ao4d402} _ idaor 

+ { 1 + (b a'ao)a02} _8(1020,2(b age) 

+ 0[1+ ao2(b aoa') (1 + 6a")] } 

▪ 02d4a04(b 0,0)2 = 0 (53) 
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Fig. 6—The propagation constants for the two-frequency parametric 
beam which is coupled to a slow wave circuit. In this case waves 
propagate as 

exp I — jtie + ft.C(x' -F jy')2 

This is the case for a thin beam with moderate space charge and 
no modulation. It is presented so as to clearly bring out the feature 
wherein the three new waves which appear are mirror images of 
the familiar twt waves about the value of y which represents the 
pump velocity—i.e., in this case the mirroring occurs about the 
line y= +1. 
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Fig. 7—The propagation constants for a two-frequency parametric 
beam which is coupled to a slow wave circuit. In Figs. 7 through 
14 the pumping modulation is assumed to be in the form of the 
fast wave (a' >0). For large values of b which indicates that the 
beam is decoupled from the circuit we get values of x3' and xe 
identical with those of the single beam as in Fig. 3. As b becomes 
smaller these roots are suppressed except in the vicinity of b= ± 1 
where islands of gain appear. At b= +1 the velocity of the slow 
space charge wave is equal to the circuit wave and we obtain 
values of x1' and x2' which do not differ from those of Fig. 6 with 
no modulation. At b= —1 the velocity of the fast space charge 
wave is equal to the circuit wave and nearby we find another 
island of gain which is dependent upon the depth of modulation. 
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Fig. 8—The propagation constants for a two-frequency beam which 
is coupled to a slow wave circuit. In this case of moderate space 
charge the velocity of the modulating wave at the pump fre-
quency is taken equal to the velocity of the space charge waves at 
the signal frequency. The beam is fully modulated by the pump 
and we note that the maximum value of x for the fast wave gain 
(b= —1.4) is slightly less than the largest value of x for the slow 
wave gain b= +1. 
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Fig. 9—The propagation constants in this case are similar to Fig. 8. 
Here the velocity of the wave on the beam at the pumping fre-
quency is not equal to the velocity of the space charge waves at 
the signal frequency. This would represent a beam with 7b near 1. 

where 

= 1 — 
tn12 

4 

The roots of this equation are plotted in Figs. 6 
through 16 (pp. 714-716). We see in these figures the so-
lutions of the single beam alone appear as the circuit is 
decoupled from the beam by making b large. The effect 
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Fig. 10—The propagation constants for this case should be compared 
to those of Fig. 7. The increased values of space charge, or QC, re-
sults in a larger maximum value of x near the fast wave inter-
section. 
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Fig. 11—The propagation constants for a case where the velocity of 
the waves at the pump frequency and signal frequency are not 
equal. Note the asymmetry of the roots about the point where the 
island of gain for the fast wave occurs. 

of the double frequency modulation is to split the three 
normal waves—i.e., circuit wave, slow space charge 
wave, and fast space charge wave—into two parts and 
we see that the three new waves are obtained as mirror 
images of the three original waves about the velocity of 
the pumping wave. In the single stream case the charac-
ter of the roots was independent of the sign of a' whereas 
in the present case the sign of a' influences the roots. 
When the fast wave (a' <0) at the pump frequency is 
used to modulate the beam, the real part of the roots for 
the beam alone are suppressed as the circuit velocity 
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Fig. 12—The propagation constants for a thin beam with a large 
value of space charge and a moderate value of modulation. The 
character of the roots is similar to those in the previous figures. 
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Fig. 13—Here we have the propagation constants for a thin beam 
with large space charge and heavy modulation at the pump fre-
quency. The character of the roots is quite different for the gain-
ing waves of the beam alone are so strong that coupling to the 
circuit does not suppress them. The islands of gain near the point 
where the circuit wave intersects the fast space charge wave and 
the slow space charge wave still appear. 

approaches the beam velocity. The islands of complex 
roots occur at the signal frequency in the vicinity of the 
crossing of the fast space charge wave with the circuit 
wave and again where the slow wave crosses the circuit 
velocity. When the pumping modulation is in the form 
of the slow wave (a' >0) we see that the real part of the 
roots for the beam alone can either be enhanced by the 
circuit coupling as in Fig. 15 or suppressed as in Fig. 16. 
It depends to a large extent on the value of a' or the 
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Fig. 14—The propagation constants for a case of large space charge 
and unequal velocities between the modulating wave and signal 
wave. The character of the roots is not greatly different from 
Fig. 12 where the two velocities are equal. 

relative velocity of the pump wave as compared to the 
signal space charge wave and the depth of modulation. 

V. CONCLUSION 

It has been found that the normal space charge waves 
found in a drifting electron beam will convert to ex-
ponentially growing waves provided that one modulates 
the beam with a pumping frequency equal to twice the 
signal frequency. It is important to note that either the 
fast space charge wave or the slow space charge wave 
can be made to grow quite independently of each other. 
These new waves are of the parametric type and anal-
ogous to the growing exponential waves which are found 
on a transmission line whose distributed reactance is 
varied with a traveling wave at the pump frequency. 
The character of the growing waves on the electron 
beam are such that optimum growth occurs when the 
velocity of the pumping wave and the signal wave are 
equal. As the velocities become unequal a greater depth 
of modulation is required before the onset of exponential 
gain. These factors dictate the use of a thin beam not 
unlike the beams presently used in present klystrons 
and twt's. 
A premodulated beam of this type can also be 

coupled to a circuit such as a helix whose phase velocity 
is reduced below that of free space. In this case we find 
six waves rather than three as in the normal twt. The 
nature of the roots depends on the form of the pumping 
modulation but in general there is more than one grow-
ing wave which occurs in the vicinity of the point where 
the fast space charge wave becomes equal to the circuit 
wave, and secondly, where the slow space charge wave is 
equal to the circuit wave. 
The significance of this type of gain lies in the fact 
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Fig. 15—The propagation constants for a case where the modulation 
is in the form of a slow wave (a' <0) the gain in the region of the 
circuit wave equal to the slow space charge wave is enhanced. 
In the vicinity of the circuit wave velocity equal to the fast wave 
the roots seem to be very little affected by the presence of the 
circuit. 
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Fig. 16—A second case for the modulation wave in the form of a slow 
wave. The two complex roots for the uncoupled beam are not 
suppressed at all in this case. The roots are somewhat enhanced 
near the slow wave interaction point. 

that the energy required for building up the signal 
waves comes from the pumping oscillator and not the 
dc beam. This allows for amplification of the fast 
space charge waves. Previous microwave amplifiers 
have amplified only the slow wave and the theorems 
which describe the minimum noise figure of such tubes 
are based directly on this fact. However, these theorems 
are not valid for a "fast" wave amplifier and in principle 
this form should prove to be less noisy than the slow 
wave amplifier. 
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A Gallium Arsenide Microwave Diode* 
D. A. JENNYt, MEMBER, IRE 

Summary—The semiconductor properties of gallium arsenide, 

particularly the high electron mobility and forbidden band gap, be-
sides favorable point contact rectification characteristics, are of in-
terest for microwave diode applications. The device feasibility evalu-
ation described in this paper indicates that, both theoretically and 
experimentally, gallium arsenide is potentially superior to germanium 
and silicon in point contact diodes. Besides an improvement in mixer 
conversion loss, gallium arsenide diodes promise to be operable at 
appreciably higher temperatures than germanium and silicon units. 
The noise temperature values for the three materials are comparable. 
There are indications that gallium arsenide can be used advanta-

geously in fast switching diodes. 

INTRODUCTION 

S
ILICON and germanium have been used exten-
sively as semiconductor materials in point contact 
microwave diodes during and since World War II. 

Gallium arsenide is one of the new compound semi-
conductors of the II I—V type, whose properties, com-
pared with those of germanium and silicon, are most 
promising for microwave mixer applications. In addi-
tion to higher operating temperatures, a reduction in 
conversion loss can be expected from this material. 
These improvements are a consequence of the high 
forbidden energy gap of 1.35 ev, the high electron 
mobility of over 4500 crevolt/sec and the relatively 
low dielectric constant of about 11. The potential ad-
vantages of gallium arsenide led to this device feasibility 
investigation. 
An exact theory of the high-frequency behavior of 

semiconductor point contact or small area mixers has 
not yet been developed. However, a linear approxima-
tion based on a simple passive equivalent network was 
used by Torrey and Whitmerl to analyze the conversion 
loss of point contact semiconductor diodes. This method 
was also used by Messenger and McCoy2 in a compari-
son of silicon and germanium for microwave mixers. The 
noise of these diodes is so dependent upon such im-
ponderables as processing, surface conditions, and con-
tact homogeneity that one must resort to empirical 
methods for an evaluation of the various factors in-
volved. 

For the purpose of the following discussion, it is as-
sumed that point contact rectifiers are essentially small-
area metal-semiconductor contacts according to the 
well-known model introduced by Schottky. 

* Original manuscript received by the IRE, October 23, 1957; re-
vised manuscript received, December 20, 1957. 
t RCA Laboratories, Princeton, N. J. 
1 H. C. Torrey and C. A. Whitmer, "Crystal Rectifiers," McGraw-

Hill Book Co., Inc., New York, N. Y.; 1948. 
2 G. C. Messenger and C. T. McCoy, "Theory and operation of 

crystal diodes as mixers," PROC. IRE, vol. 45, pp. 1269-1283; Sep-
tember, 1957. 

POINT CONTACT RECTIFIER CHARACTERISTICS AND 
FUNDAMENTAL PROPERTIES OF 

GALLIUM ARSENIDE 

Gallium arsenide research has progressed to the point 
where a meaningful device feasibility evaluation on a 
comparative basis with germanium and silicon can be 
made for certain device applications. For this purpose, 
the pertinent semiconductor properties of gallium ar-
senide and the material dependent point contact recti-
fier characteristics are discussed briefly. 

Experience has shown that p-type and n-type speci-
mens of a particular semiconductor material behave 
very differently with respect to their point contact 
rectification characteristics. For instance, p-type silicon 
and n-type germanium readily yield point contact recti-
fiers which are relatively resistant to burn out and have 
high rectification ratios. On the other hand, n-type sili-
con and p-type germanium are very sensitive to burn-
out and exhibit lower point contact rectification ratios. 
For this reason the preferred conductivity types for 
point contact devices are p type for silicon and n type 
for germanium. Gallium arsenide behaves similarly to 
germanium, namely n-type material exhibits far supe-
rior point contact rectification ratios and burn-out re-
sistance than p-type material. Therefore, in a compara-
tive evaluation of point-contact diodes, the properties 
of p-type silicon and n-type ge -manium on one hand 
must be compared with those of n-type gallium ar-
senide. As is well known, p-type silicon and n-type 
germanium are the preferred semiconductor materials 
in commercial point-contact diodes. The burn-out 
mechanism is still rather obscure and one is dependent 
on purely empirical observations for a comparison. 
As will be shown in the Appendix, an optimum ma-

jority carrier concentration for a given operating tem-
perature can be found for a specific semiconductor 
material to be used in microwave diodes. The optimum 
majority carrier concentrations are about 10 18 cm-4 for 
germanium, about 5 X10'8 cm-4 for silicon, and about 
2 X10" for gallium arsenide. A realistic comparison be-
tween different semiconductors must, therefore, be 
based on the properties of material with the respective 
optimum carrier concentration. This concerns partic-
ularly the majority carrier mobility which is carrier 
concentration dependent. The dielectric constant of the 
semiconductor enters into the barrier capacitance and 
should, therefore, be relatively low for good high-
frequency performance. 
The upper operating temperature limit of metal-

semiconductor rectifiers, in contrast to p-n junction 
rectifiers, is not determined simply by the forbidden 
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energy band gap, but rather by the interface barrier 
height. Therefore, for a comparison of materials, it is 
necessary to use empirically obtained values of barrier 
height instead of the band gap. Table I gives several 

TABLE I 

SELECTED PROPERTIES OF GERMANIUM, SILICON, 
AND GALLIUM ARSENIDE 

Material 

Ge (n type) 
Si (p type) 
GaAs (n type) 

Barrier 
Height 
(ev) 

Dielectric 
Constant 

Majority Carriers 

Optimum 
Concentra-
tion (cm-3) 

0.3 to 0.4 
0.3 to 0.4 
0.6 to 0.8 

16 
11 
11 

1018 
5 X1018 
2 X1017 

Optimum 
Mobility 
(cm'/volt/ 

sec) 

1500 
150 

4500 

properties of the three semiconductor materials under 
investigation. The high metal-semiconductor interface 
barrier, the low dielectric constant, and the high elec-
tron mobility of gallium arsenide, as compared to ger-
manium and silicon, make this the most promising semi-
conductor material for microwave diodes and other 
point contact devices. 

EXPERIMENTAL RESULTS 

Laboratory samples of gallium arsenide point contact 
diodes were prepared to check the predictions of the pre-
ceding section. For purposes of comparison, noise tem-
perature measurements, comparative burn-out checks, 
and conversion loss determinations were made with 
germanium and silicon diodes similar to the gallium 
arsenide units. Technological problems, such as the 
choice of the point contact whisker material, surface 
treatment, and forming procedure were solved by an 
empirical approach to attain best performance. 

Gallium arsenide is somewhat more brittle than sili-
con and germanium, so that tungsten whiskers under 
the necessary pressure caused crushing of the contact 
area. This manifested itself in high noise temperatures 
and electrical instabilities. Hardened beryllium copper 
and phosphor bronze gave more satisfactory results. 
The sharp point, necessary for small contact areas, was 
produced by electroforming. Various etching solutions, 
purely chemical as well as electrolytic, were investigated 
as surface treatments. However, sand blasting with very 
fine aluminum oxide powder before the application of 
the point contact yielded the best results. This may be 

partially due to a high surface recombination velocity 
which reduced minority carrier storage effects, although 
no evidence of minority carrier injection was found. 

Forming of the point contact was accomplished by re-
peated 60-cps current pulses or occasionally by dc 

pulses. The duration of the pulses was of the order of a 
second, or less, at various amplitudes until the most 
favorable dc rectification characteristic was attained. 
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Fig. 1—Current-voltage characteristics of 
a gallium arsenide diode. 

The criterion for this condition was derived from cor-
relation of empirical results. Emphasis was necessarily 
placed on obtaining a steep forward current slope, in-
dicating a low series or spreading resistance, without 
undue increase of the barrier capacitance. The reverse 
current and breakdown have to be kept within certain 
limits to maintain a minimum required rectification 
ratio. The units were mounted in the standard ceramic 
cartridges used for commercial microwave diodes, such 
as the 1N21. The gallium arsenide pellets were cut from 
single crystal material with an electron concentration of 
about 10" cm--8 at room temperature and soft soldered 
to the brass support plug. Before soldering, a thin layer 
of copper was electrolytically deposited on the area of 
the gallium arsenide pellet to be soldered in order to 
insure a good mechanical joint as well as an ohmic con-
tact. 

Since this was a feasibility investigation to establish 
the attainable characteristics of gallium arsenide in 
comparison with germanium and silicon as a diode mate-
rial, only the best results are reported. The following 
data represent the most favorable performance of gal-
lium arsenide point contact diodes attained in the 
laboratory to date. Some improvement can be expected 
in the course of further development. 

The dc current-voltage characteristics at room tem-
perature and at 170°C are shown in Fig. 1. The upper 
temperature limit was imposed by the melting point of 
the solder rather than by an excessive reverse current. 
Recent work on high temperature devices with gallium 
arsenide indicates that much higher operating tempera-
tures can ultimately be expected. The lower operating 
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Fig. 2—Forward log / vs V of a gallium arsenide 
diode at different temperatures. 

8 1.0 

temperature limit is probably below —200°C as esti-
mated from low temperature Hall and resistivity meas-
urements. The spreading resistance as derived from the 
slope of the linear portion of the forward current is 
about 9 ohms. Somewhat lower spreading resistances 
have been observed. The semilogarithmic plot of the 
forward current vs forward voltage, shown in Fig. 2, 
allows the determination of the voltage factor X in the 
exponent of the rectification equation / = /0(exe— 1). 
The experimental value is 27 v.-1 at room temperature, 
as compared with the theoretical 39 v-'. Discrepancies 
of this type are regularly observed in silicon, and often 
in germanium, and a number of explanations have 
been proposed in the literature.' The height E of the 
interface barrier can be determined from a log /0 vs 
1/T plot, where /0 is the extrapolated value of the 
linear portion of Fig. 2 to zero volts, according to the 
relation /0= const eEttr. This plot is shown in Fig. 3 
where the slope of the straight line gives a barrier height, 
E, of about 0.8 ev. This is an appreciably higher barrier 
than generally observed in germanium and silicon 

3 M. Cutler and H. Bath, "Surface leakage current in silicon fused 
junction diodes," PROC. IRE, vol. 45, pp. 39-43; January, 1957. 

C. T. Sah, R. N. Noyce, and W. Shockley, Carrier generation 
and recombination in p-n junctions and p-n junction characteristics," 
PROC. IRE, vol. 45, pp. 1228-1243; September, 1957. 
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Fig. 3—Log /0 vs LIT of a g,lliuni arsynidu diode. 

diodes. A direct manifestation of this is the low reverse 
current at elevated temperatures, as shown in Fig. 1, 
which in turn allows higher operating temperatures 
than with silicon and germanium. 

Burn-out sensitivity was checked on a comparative 
basis by applying pulses of increasing amplitude simul-
taneously to commercial silicon and germanium diodes, 
as well as representative gallium arsenide diodes, until 
burn-out occurred. Several runs with different pulse 
durations were made. The gallium arsenide diodes were, 
in general, more resistant to burn out than 1N21, 1N23, 
or 1N263 types. 

Minority carrier (holes) injection into the gallium 
arsenide could not be detected by several methods. This 
may be due either to extremely short hole lifetimes, 
which are too small to be detected with the equipment 
used, or to negligible hole injection. Whatever the reason, 
minority carrier storage effects should not interfere with 
operation except, perhaps, at very high frequencies. A 
few tests with gallium arsenide diodes in switching cir-
cuits tend to verify this conclusion, as the observed 
switching times were less than 10-' seconds. These ob-
servations show also that gallium arsenide diodes of the 
type described are of interest for fast switching applica-
tions, particularly where high operating temperatures 
are anticipated, such as in compact computers and 
similar equipment. 
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Conversion loss and noise temperature measurements 
were made at 6000 mc. The measuring procedure was 
conventional. The results of comparative measurements 
with the best available silicon diodes of the 1N23B type 
and germanium diodes of the 1N263 type are shown 
in Table II. The characteristics for the gallium arsenide 
diode, presented in Table II, are the best over-all results 
among a number of laboratory samples. 

TABLE II 

M EASURED DIODE CHARACTERISTICS AT 6000 MC 

Diode 

Experi-
mental 
Unit 
1N263 
1N23C 

Material 
Conver-
sion Loss 

(db) 

Noise 
Tempera-
ture Ratio 

IF Im-
pedance 
(ohms) 

Receiver 
Noise Fac-
tor (IF 

Noise Fac-
tor= 1.5 

db) 

GaAs 
Ge 
Si 

4.8 
4.9 
6 

1.25 
1.14 
1.23 

420 
445 
380 

6.97 
6.8 
8.15 

These diodes require a forward dc bias of a few tenths 
of a volt for optimum performance conditions. The noise 
temperature of 1.25 can be taken as an indication that 
gallium arsenide does not seem to present any unusual 
noise problems. Somewhat lower noise temperatures 
were observed in some diodes with higher conversion 
losses. 

APPENDIX 

A HIGH-FREQUENCY FIGURE OF MERIT FOR THE 
CONVERSION Loss OF MICROWAVE DIODES 

The following analysis is intended to give a semi-
quantitative picture of the relation between the funda-
mental properties of the three semiconductors, ger-
manium, silicon, and gallium arsenide, and the conver-
sion loss of microwave diodes made from these mate-
rials. 

Messenger and McCoy' carried out essentially the 
same analysis, though in less detail, to compare silicon 
and germanium for microwave mixer applications. 
More recent mobility values for silicon and germanium, 
used in the following, give better agreement between 
theory and experiment, thus lending further support 
to the usefulness of this simplified treatment. It must 
be borne in mind that several simplifying assumptions 
are made in this approach, such as a voltage-independent 
barrier capacitance and a voltage-independent forward 
resistance which, a priori, preclude a fully quantitative 
agreement with the experimental results. It is all the 
more surprising how well an agreement in optimum 
majority carrier concentration is obtained, so that the 
use of the theoretical results as a device design target 
is justified. 
A point contact diode consists of the essential ele-

ments shown schematically in Fig. 4 and in the form of 

Fig. 4—Schematic of a small area metal-semiconductor contact. 

1 

Fig. 5—Equivalent network of a small area 
metal-semiconductor contact. 

an equivalent network in Fig. 5. The passive elements 
are the barrier resistance R', the barrier capacitance C, 
and the spreading resistance R. For a circular contact 
area the latter can be expressed in terms of the contact 
radius a and the conductivity, o•=eng, of the semicon-
ductor material. 

1 1 
R = — =  

4ao. 4aeng 
(1) 

where e is the electronic charge, the majority carrier 
mobility, and n the majority carrier concentration. The 
barrier resistance is a nonlinear function of the applied 
voltage and the barrier capacitance varies approxi-
mately as the square root of the voltage. However, the 
spreading resistance is essentially constant, if one neg-
lects conductivity modulation in the forward direction. 
To apply the linear approximation used by Torrey and 
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Whitmer,' the voltage dependence of the barrier ca-
pacitance is neglected, and C is a constant. In the 
majority of practical mixer applications the oscillator 
amplitude is sufficiently high, so that the spreading re-
sistance, R, dominates the barrier resistance, R', in the 
forward direction, and the frequency, co, is sufficiently 
high, so that 1/coC is much smaller than the barrier re-
sistance R' in the reverse direction. With these two ap-
proximations, a dimensionless figure of merit for a 
microwave diode can be given as follows: 

1 
M =  

coRC 
(2) 

The only independent variable in a given semicon-
ductor material, which can be adjusted at will, is the 
majority carrier concentration, n. This can be accom-
plished by appropriate doping with impurities. There-
fore, it is necessary to express R and C in terms of n. 
The concentration dependence of R is not only as shown 
explicitly in (1), but an additional concentration term 
enters through the mobility. The actual charge carrier 
mobility is composed of two terms, namely the im-
purity scattering mobility gi and the lattice or thermal 
scattering mobility mt. The following first-order ap-
proximation is sufficiently accurate for this analysis: 

1 1 1 ;Li • At 

—=—+—, or p=   
g gt Pi ± gt 

(3) 

The impurity mobility is given by the Conwell-Weiss-
kopf4 equation 

m* 112n log (1 ± 

KiK2T312 
(4) 

k¿K2T 2\ 

n 213 

where tn* is the effective majority carrier mass, K is the 
dielectric constant, T is the absolute temperature, and 
Ki and ki are constants. The more accurate Brooks-
Herring' expression for pi coincides, for all practical 
purposes, with (4) in the carrier concentration range 
we are concerned with here. Therefore, the latter, 
analytically more convenient form, can be used. At low 
carrier concentrations the mobility is independent of n 
and follows the well known thermal or lattice scattering 
relation: 

KtS 
— m*5/2/3/2 (5) 

where Kt is a constant and S is a lattice scattering factor 
characteristic of the particular semiconductor material 
but independent of the impurity and/or carrier con-
centration. Without going into the details of the mecha-

4 E. Conwell and V. F. Weisskopf, "Theory of impurity scattering 
in semiconductors," Phys. Rev., vol. 77, pp. 388-390; February, 1950. 

6 H. Brooks, "Scattering by ionized impurities in semiconductors," 
Phys. Rev., vol. 83, p. 879; August, 1951. 

nism determining the lattice scattering factor, it shall 
suffice to mention that S can be found with the help of 
available mobility data. Although the experimentally 
determined temperature dependence of 11, and pg, in 
general, does not exactly follow the 7/2 and T -812 law, 
the deviations do not affect the qualitative result of this 
analysis. 
The dependence of the barrier capacitance, C, on the 

carrier concentration, n, is obtained from the Schottky 
theory of metal-semiconductor contacts, where the 
bending of the energy bands near the interface assumes 
a parabolic form which follows from the solution of 
Poisson's equation. The width of the barrier and the 
dielectric constant, K, enter into this solution, yielding 

C oc Vnk. (6) 

Combining (1) through (6), an explicit relation be-
tween the figure of merit and the majority carrier con-
centration is obtained 

, 1/2 

K II2 

M oc  T3 (7) 

1 
Kj•S K 0(2 In í 1 ± én 213 
m *5/2 m *1/2 kio 
 1-  

It is not necessary to determine the proportionality 
factor in (7) to demonstrate certain temperature and 
carrier concentration effects, since M is a function of the 
variable n/P. The numerical values of Ki, lei, and Kt in 
(7) and the effective mass for silicon and germanium can 
be found from the literature.8 The constants are in-
dependent of the material used and are the same for 
gallium arsenide, silicon, and germanium. The effec-
tive mass of electrons, m*, and the lattice scattering 
factor, S, for gallium arsenide can be obtained from the 
lattice scattering mobility of 7000 cm2/v per second, as 
estimated by Folberth and Weiss,7 and the measured 
mobility values at the carrier concentration of 2 X10'7 
cm-8. The experimental mobility values are shown in 
Table I. Consequently, (7) becomes fully determined, 
except for the proportionality factor, and M can be 
plotted against n/P, in arbitrary units, for n-type ger-
manium, p-type silicon, and n-type gallium arsenide as 
shown in Fig. 6. The abscissa at the top gives the carrier 
concentration, n, at room temperature (T = 300°K). The 
optimum room temperature carrier concentrations are, 
accordingly, 2 X10 17 cm-8 in gallium arsenide, 1018 cm-3 
for germanium, and 5 X10 18 cm-8 for silicon as pre-

6 M. B. Prince, "Drift mobilities in semiconductors. I. Ger-
manium," Phys. Rev., vol. 92, pp. 681-687; November, 1953. 
—, "Drift mobilities in semiconductors. II. Silicon,"Phys. Rev., 

vol. 93, pp. 1204-1206; March, 1954. 
F. J. Morin and J. P. Maita, "Electrical properties of silicon con-

taining arsenic and boron," Phys. Rev., vol. 96, pp. 28-35; October, 
1954. 

7 O. G. Folberth and H. Weiss, "Herstellung und elektrische 
Eigenschaften von InP und GaAs," Z. Naturf., vol. 10a, pp. 615-619; 
July, 1955. 
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Fig. 6—Theoretical ligure of merit for conversion loss M vs 
(n/T') for gallium arsenide, germanium, and silicon. 

viously shown in Table I. The highest values of M are 
reached by gallium arsenide which indicates that this 
semiconductor material ought to yield lower conversion 
losses than germanium and silicon. It may be of interest 
to point out that gallium arsenide gives higher values 
of M in the n/T3 range from about 2 X10" to about 
3 X10" cm-3(°K) -3 than the maximum M for ger-

manium. This encompasses a temperature range, as-
suming constant n, of about 2.5:1 such as from 0°C to 
400°C. The optimum electron concentration for this 
temperature range would, therefore, be 5 X10" cm-3. 
This example demonstrates how an optimum carrier 
concentration, introduced by proper doping, can be de-
termined, for a certain temperature range and a certain 
semiconductor material, simply by making the values of 
M the same at the two temperature extremes. 

Messenger and McCoy2 found that M does not reach 
a maximum for silicon. This was due to the fact that 
they used a lattice scattering mobility for holes of 250 
cm'/volt/sec. More recent mobility data have, how-
ever, established a value of about 500 cm2/volt/sec. 
The maximum shown in Fig. 6 is based on this value for 
the lattice scattering mobility. The experimental results 
of Messenger and McCoy, on the other hand, indicate a 
conversion loss minimum at a carrier concentration of 
about 5 X 10" cm-3, which coincides exactly with the 
optimum n at room temperature for maximum M in 
silicon as shown in Fig. 6. Therefore, it is not necessary 
to resort to the onsetting degeneracy at high carrier 
concentrations as an explanation for their results. 
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Some Applications of Ferrites to Microwave Switches, 
Phasers, and Isolators* 

A. C. BROWNt, MEMBER, IRE, R. S. COLEt, AND W . N. HONEYMANt 

Summary—Two types of switch are described, one which is 
matched in both "on" and "off" positions, and the other is a very 
short, wide-frequency band, reactive switch suitable for switching 
at high repetition rates. A phaser is presented which is a reciprocal 

device and uses an unusual ferrite configuration. Although no par-
ticular isolator design has been included since this has been the 
subject of many previous articles, the effects of variations of tem-
perature and dimensional parameters have been investigated and the 
results are presented here, together with some observations on scal-
ing isolator designs into different frequency bands. 

* Original manuscript received by the IRE, September 24, 1957; 
revised manuscript received, January 20, 1958. 
t EMI Electronics Ltd., Middlesex, England. 

INTRODUCTION 

IN THE past decade a vast amount of research has been carried out on ferrites and their properties, 
thus opening an exciting new field of microwave 

components. The possibility of a one-way transmission 
system has now become a reality due to the non-
reciprocal microwave properties of ferrites, while certain 
functions, for example phase or amplitude modulating, 
can now be performed electronically rather than me-
chanically. Many articles have been written describing 
these devices and, although those presented here per-
form the usual functions, such as switching and phasing, 
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Fig. 1—Matched ferrite switch in upper X band. 

they have certain novel features which make them of 
interest to the microwave engineer. 

A MATCHED FERRITE SWITCH 

The majority of ferrite switches which have been 
described' rely for their operation on a 90° rotation of 
the electric field vector which is then either reflected 
from a reactive mismatch or absorbed in a resistive 
card. Since they depend upon exactly 90° rotation for 
maximum attenuation, the variation of Faraday rota-
tion with frequency in waveguide makes them narrow-
banded. The switch, shown in Fig. 1, uses two pieces 
of resistive card which are placed alongside, instead of 
after, the ferrite. Using the configuration of Fig. 1, any 
rotation of the electric field vector over 90° results in 
absorption in the card as it rotates through 90°, giving 
rise to a broad-band matched switch. The performance 
of a switch, using a Vi inch long, I inch diameter rod 
of Ferramic R1 ferrite, is shown in Fig. 2(a) and 2(b), 
where two values of resistive card have been used. 
It can be seen that as the value of the resistive card is 
decreased, the switch becomes less sensitive due to the 
first insertion loss peak being suppressed. 

The vswr of the switch is a function of the position 
of both the ferrite and the dielectric support of poly-
tetrafluorethylene (ptfe) relative to the flange, and best 
positions were found by a method which effectively 
isolates one end of the switch. A tapered cylinder of 
iron loaded Araldite was used to absorb energy trans-
mitted through the matching transition of the switch 
and the two parameters were then varied for the best 
match. The positions found were kept, but extra washers 
of ptfe were used to move the position of the iron 
Araldite load. The resulting points on a Smith chart 
formed a circle, the center of which gave the approxi-

mate vswr of the junction, its diameter being due to 
the mismatch of the load. This method of matching 
gave a vswr of less than 1.11 in both "on" and "off" 

1 J. N. Barry and W. W. M. Clarke, "Microwave modulator uses 
ferrite gyrator," Electronics, vol. 28, pp. 139-141; May, 1955. 
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Fig. 2—Insertion loss—current characteristics of 
matched ferrite switch in upper X band. 

20 2.5 

positions over 5 per cent of upper X band, when butted 
directly onto waveguide 16 (0.900 inch X0.400 inch in-
ternal dimensions). 

A BROAD-BAND REACTIVE FERRITE SWITCH 

A reactive switch which rotates the plane of the elec-
tric field vector through 90° has been designed to have 
broad-band properties. It was pointed out above that a 
simple Faraday rotation device would be expected to be 
narrow banded. To overcome this, the Faraday rotation 
must be broad banded by means of dielectric sleeving in 
the guide' or by making use of the anomalous effects 
which arise when a short length is combined with a 
large ferrite to waveguide diameter ratio. This has 
been carried out quite successfully in the device de-
scribed here. It was found that the shorter the switch 
the larger the bandwidth obtained. For example, a 
switch 2 inches long had a 2 per cent bandwidth greater 
than 20 db; 2 inches long, 5 per cent bandwidth; and 

2 E. A. Ohm, "A broad-band microwave circulator," IRE TRANS. 
ON MICROWAVE THEORY AND TECHNIQUES, vol. 4, pp. 210-217; Octo-
ber, 1956. 
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Fig. 4—Longitudinal magnetic field phaser characteristics. 

t inch long, 9 per cent bandwidth (Fig. 3). This large 
bandwidth is not yet fully understood but it would seem 
that the large peaks produced indicate anomalous re-
flections. 
The switch inch long uses a i-inch diameter rod of 

Ferramic R1 in i-inch diameter ptfe filled waveguide. 
The matching technique and construction are similar to 
the matched switch already described but are without 
the resistive card. This switch was intended primarily 
for pulsing and had the waveguide constructed of 
Perspex (Lucite), the conducting wall being formed by 
evaporating a thin film of aluminum onto the inside 
surfaces of the Perspex. 
The attenuation of this switch in its off position was 

better than 20 db and the insertion loss was less than 
0.6 db over a 9 per cent frequency band at upper X 
band. Pulses of 0.4 µsec long with rise times of 0.1 
µsec were applied and in all cases the microwave at-
tenuation pulse appeared to follow the current pulse 
almost exactly. 
Over a 1 per cent frequency band 30-db insertion 

loss could be achieved so two switches in series would 
provide the necessary receiver protection for a medium 
power radar. The advantage of ferrites over gas switches 
lies in the rapid recovery time and long life. 

COIL 

SLOT 

HYCAR 

Fig. 5-2400-cps phaser. 

WG 15 

ANODISED 
ALUMINIUM 

PLATE 

A FERRITE PHASE SHIFTER 

Several different types of microwave phase shifters 
based on the use of transversely magnetized slabs of 
ferrite either along the center or in a region of circular 
polarization in rectangular guide have been described 
in the literature. Phasers, employing a longitudinal 
magnetic field along a rod of ferrite in circular guide, 
preceded and followed by quarter-wave plates, have 
also been described.' 
The phaser presented here employs a longitudinal 

magnetic field in rectangular waveguide using cen-
trally disposed rods of ferrite supported in expanded 
acrylonitrile onazote (Hycar). It has been found that 
the variation of phase with frequency in this type of 
phaser is very much greater than the transverse field 
type where the ferrite is located near the side of the 
waveguide. For example, a transverse field phaser over 
10 per cent of X band only gave a variation of + 20° 
at 200° phase change, whereas the variation using the 
longitudinal magnetic field was +100° as shown in 
Fig. 4. However, this type of phaser has the advantage 
in some applications in that it is a reciprocal device and 
can be used in a two-way transmission path giving an 
equal phase shift in either direction of propagation. It 
can be seen from the characteristics (Fig. 4) that if a 
sinusoidal magnetic field is applied, any phase shift will 
occur at twice the applied frequency. 

This device was required to sweep the phase by 180° 
over a 10 per cent frequency band at a modulation fre-
quency of 2400 cps. This made it impossible to use 
normal waveguide because of eddy current losses in the 
waveguide walls. To overcome this difficulty, the wave-
guide was slotted along its length at the center of a 
broad face, but under these conditions the slot radiated 
power, probably due to field distortion. To prevent this, 
an anodized aluminum plate was placed over the slot 

3 A. G. Fox, S. E. Miller, and M. T. Weiss, "Behavior and applica-
tions of ferrites in the microwave region," Bell Sys. Tech. J., vol. 34, 
pp. 5-103; January, 1955. 
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Fig. 6—Performance of R1 resonance isolator vs temperature. 
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Fig. 7—Performance of RI field displacement single-slab isolator. 

(Fig. 5). This prevented leakage of microwave power, 
the microwave wall currents flowing through the capac-
ity across the anodized surface. At the same time it pre-
vented any large eddy current losses. Of course, in this 
instance, thin walled waveguide formed by evaporating 
aluminum onto a dielectric could have been used, but 
the method described is cheaper, easier to manufacture, 
and more robust. 

An attempt was made to design a high-speed 350-kc 
sinusoidal phase modulator, but the temperature of the 
ferrite rose rapidly due to hysteresis losses in the ferrite 
itself. The best method of overcoming this effect would 
be the development of a ferrite with a narrow hysteresis 
loop, but a partial solution of the problem would be 
achieved by cooling or perhaps by using larger quan-
tities of ferrite and much smaller fields. 

ISOLATORS 

Temperature Effects on Isolators 

Many articles have been published on isolators,' 4 but 
little information is available on their temperature char-

4 S. Weisbaum and H. Seidel, "The field displacement isolator," 
Bell Sys. Tech. J., vol. 35, pp. 877-898; July, 1956. 
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25 

f. 

REVERSE 

-2 et 

20.0 

.75.0 

+120t 

FORWARD 

-2eC 

fo 
FREQUENCY IN X-BAND 

20 

-o 

o 

o 

10 
o 

4,2 

Fig. 9—Performance of RI field displacement single-slab isolator. 

acteristics.5.6 Two isolators of comparable performance, 
one utilizing ferromagnetic resonance absorption and 
the other relying for its operation on field displacement, 
and both one inch long, were compared over a tempera-
ture range of —25°C to +100°C (Figs. 6 and 7), both of 
these isolators using Ferramic R 1. It can be seen from 
the curves that the resonance type isolator has a better 
performance than the field displacement type over this 
temperature range. A curve published by Duncan and 
Swern6 shows practically no variation of resonance ab-
sorption in the temperature region 25°C to 100°C for 
Ferramic R 1. This is in agreement with Fig. 6. The 
temperature dependence of the field displacement isola-
tor employing different ferrites and using the same fer-
rite configuration is shown in Figs. 8 and 9. The per-
formance of the Ferramic R1 is very similar to that 
of F3, an experimental nickel aluminum ferrite of ap-

6 S. Boronski, "Some properties and applications of ferrites at 
3-cm wavelength," Proc. IEE, pt. B, vol. 104, supplement no. 6, pp. 
331-337; 1957. 

6 B. J. Duncan and L. Swern, "Temperature behavior of fern-
magnetic resonance in ferrites located in waveguide," J. App!. Phys., 
vol. 27, pp. 209-215; March, 1956. 
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Fig. 10—Performance of R1 field displacement 
double-slab isolator vs temperature. 

100 

proximately the same saturation magnetization, but 
having a Curie temperature around 500°C. This ferrite 
was produced by Derry and Wills of Admiralty Re-

search Laboratories, Teddington, England.' 
Since the F3 ferrite has a higher Curie temperature 

than Ferramic R1, which is generally accepted to be in 
the region of 300°C, it was thought that an isolator con-
structed with F3 ferrite would have a superior per-
formance. However, in the temperature range concerned 
this was not so, and it would seem that the Curie tem-

perature has little effect. 
Generally, as the temperature increases, it can be 

seen that the center frequency of the isolator bandwidth 
is lowered. The performance at the center frequency can 
be recovered at any temperature by changing the di-
mensions of the ferrite. 

Fig. 10 shows the temperature characteristic of a 
double slab isolator using Ferramic Rl. The perform-
ance is inferior to the single slab case, and it would seem 
that the geometry of the ferrite configuration plays an 
important part in its temperature properties. 

VARIATION OF ISOLATOR PARAMETERS 

Besides the temperature characteristics of isolators, 

a thorough investigation has been carried out using 
Ferramic R1 on the variation of different parameters in 

the design of field displacement isolators. The work 
which has been done has concentrated mainly on design-
ing very short isolators where the tolerances for an 
optimum performance are very critical compared to an 
isolator four or five times the length. 
The following parameters, as shown in Fig. 11, were 

varied: 

R. Derry and M. S. Wills, "Microwave Faraday effect and con-
ductivity in nickel ferrite and ferrite aluminates," Froc. IEE, pt. B, 
vol. 104, supplement no. 6, pp. 324-330; 1957. 
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Fig. 11—Field displacement isolator. 

A) Spacing of the ferrite from the sidewall of the 

guide (Fig. 12). 
B) Thickness of the ferrite (Fig. 13). 

C) Height of the ferrite (Fig. 14). 
D) Breadth of the resistance card (Fig. 15). 
E) Length of the resistance card (Fig. 16). 

For very short isolators the first two parameters 
mentioned are very critical and tolerances of ± 0.001 
inch have to be kept, in order to obtain a good perform-
ance at the frequencies required. It can be seen from 
the curves that the parameters A), B), and C) de-
crease with increasing frequency. The vswr of the de-

vice can be improved by reducing the height of the 
ferrite, the best vswr coinciding with maximum band-
width. Further decrease in the height results in a nar-
row-banded, but very high back-to-front ratio isolator. 
The isolation depends very critically on parameter D), 

but remains fairly constant over a comparatively large 
change in length E). This is in disagreement with a 
curve published by Weisbaum and Seidel' for an isola-
tor 5 inches long which showed that the isolation rises 
to a single peak. This disagreement is probably due to 
the fact that fringing fields and evanescent modes at 
the ends of the ferrite in a very short isolator are rela-
tively more important than in a long one. 

It should be realized that all the parameters indicated 
are interdependent, and in the graphs where the isola-
tion has deteriorated it can be recovered by altering 

another variable. 

SCALING OF FERRITE ISOLATORS 

The design of a field displacement isolator in any fre-
quency band is basically empirical since the number of 
variables is so large. When a suitable isolator has been 
designed in one frequency band, the ability to scale into 

another band reduces the development time. This scal-
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Fig. 14—Reverse loss—frequency characteristic for 
various ferrite heights C at lower X band. 
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ing technique has been carried out successfully from 
a short isolator with an optimum performance at X 
band to one of similar performance using a different 
ferrite at KU band (British designation: J band). 
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Fig. 15—Forward and reverse loss vs breadth of resistive card. 
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Fig. 16—Forward and reverse loss vs length E 
of resistive card at lower X band. 

The following parameters were scaled as indicated: 

1) A), B), and C) were scaled inversely with fre-
quency. 

2) The magnetic field was scaled proportionally with 
frequency. 

3) If a different ferrite is to be used, the dimensions 
must be scaled in proportion to the two saturation 
magnetizations. 

If the ferrite is larger than the guide size after scaling, 
another ferrite with a different saturation magnetiza-
tion must be used. It has been found that the dimen-
sions are critical to within 0.001 inch, whereas the mag-
netic field may be varied by +10 per cent without un-
due effect on the performance. These results are in 
agreement with those obtained by Weisbaum and 
Seidel.' 
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Theory of Stronger-Signal Capture in FM Reception* 
ELIE J. BAGHDADYt, MEMBER, IRE 

Summary—The characteristics of the FM disturbance that is 
caused by two-signal interference are pointed out and compared 
with the characteristics of message modulation. The comparison sug-
gests a new role for the amplitude limiter in FM receivers. The 
limiter spreads out the spectrum which carries the FM disturbance 
over a frequency range that often exceeds many times the band-
width requirements of the message modulation. This makes it possi-
ble to reject important parts of the interference spectrum by proper 
filtering in the output of the limiter without substantially affecting 
the spectrum of the message modulation. A repeated cycle of ampli-
tude limiting and spectrum filtering is found to be an effective scheme 
for suppressing the disturbance ahead of the discriminator stage, 
and for improving the capture capabilities of an FM receiver. 

I. INTRODUCTION 

rr HE basis for the pronounced capture capabilities 
of a wide-band FM system lies in the properties of 

  FM disturbances as compared with message modu-
lation. Similar considerations account for the inherent 
vulnerability of AM systems to cochannel disturbances. 
In this paper we discuss the characteristic features of 
FM disturbances caused by high-level interference be-
tween two signals. Then, after a re-examination of an 
earlier suggestion for improving the capture ability of 
an FM receiver, we present a new approach that is 
based on the effect of a repeated process of amplitude 
limiting followed by narrow-band filtering upon the 
instantaneous frequency of the resultant of two carriers 
that differ in both frequency and amplitude. 

In contrast to the work of previous investigators, we 
should like to emphasize that our philosophy is not 
merely guided by the desire to specify the requirements 
that would lead to the realization of an ideal frequency 
demodulator. For such a demodulator (in addition to 
being insensitive to amplitude changes) has been in-
terpreted as producing a rectified output that varies 
linearly with the instantaneous-frequency variations 
caused by message and by disturbance under all possible 
disturbance conditions. Therefore, such a demodulator 
has been divorced of any contribution to the inherent 
capture capabilities of the FM receiver. We shall demon-
strate that the realization of this demodulator as a 
limiter-discriminator combination (or some other ampli-
tude-insensitive device) that will reproduce the instan-
taneous-frequency variations caused by high-level inter-
ference and convert them into an undistorted, rectified, 
voltage output is not only undesirable, but often im-

* Original manuscript received by the IRE. March 14, 1957; 
revised manuscript received, November 18, 1957; second revised 
manuscript received, January 9. 1958. This work was supported in 
Dart by the U. S. Army (Signal Corps), the U. S. Air Force (Office of 
Sci. Res., Air Res. and Dey. Com.), and the U. S. Navy (Office of 
Naval Res.). 

Dept. of Elec. Eng. and Res. Lab. Electronics, Mass. Inst. 
Tech., Cambridge, Mass. 

practicable. Our results will also show that it is possible 
to minimize the FM disturbance (in the limiter section) 
before detecting it. Consequently, the only necessary 
properties for the ideal FM demodulator, which will ade-
quately meet the requirements for interference rejec-
tion, are the amplitude insensitivity and the linear 
variation of the detected output with only the message 
modulation—and not the disturbance. 

II . CHARACTERISTICS OF FM INTERFERENCE 

Consider that two carriers of relative strengths 1 and 
a (a < 1) and of frequencies p and (p+r) radians per 
second (r<<p) fall within the linear pass band of a fre-
quency-modulation receiver. For simplicity, assume 
that the signals are either momentarily unmodulated in 
amplitude and frequency or, at worst, have a frequency 
modulation that is so slow relative to the frequency 
difference, r, that the signal frequencies are not appre-
ciably changed during several periods of 27r/r second. 
The terms "interference ratio" and "weaker-to-stronger-
signal amplitude ratio" will be used synonymously. 
The resultant signal at the input of the first limiter is 

e(t) --A(t) cos [pt-1-0(t)]. The instantaneous frequency 
of this signal is 

cl0 
wi(1) = P + 

1 1 — a2 
= p+—r[1.   (1) 

2 1 2a cos rt a21 • 

Clearly, dO/dt represents the instantaneous deviation of 
the frequency of the resultant signal from that of the 
stronger signal. It therefore represents the extraneous 
instantaneous-frequency perturbations caused by the 
superposition of the weaker signal upon the desired 
stronger signal. Plots of dO/dt are shown in Fig. 1, for 
a =0.8 (solid curve) and a = 1/0.8 (dashed curve). The 
spike pattern will reverse polarities if r--, — r, or if a be-
comes greater than 1. 

It is important to observe that the average frequency 
of the resultant signal over a period of 27r/r second is 
precisely the frequency of the stronger signal. Thus, if 
the FM demodulator can eliminate the amplitude 
changes and deliver a rectified output voltage that is 
linearly related to the instantaneous-frequency varia-
tions of the input signal, the output of this demodulator, 
before any audio (or video) filtering, is equal to some 
constant multiplied by [E0(p)--Ede/dt], where E0(p) is a 
direct-voltage level dictated by the frequency p. Since 
(10/dt averages to zero over a period of 27r/r second, the 
average value of the detected voltage will correspond 
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Fig. 1—FM disturbance pattern caused by two-carrier inter-
ference, plotted for a =0.8 and a=1/0.8. 

TIME 

to the direct-voltage level dictated by the frequency 
p of the stronger signal. A slow message modulation 
carried by p will be delivered by the direct-voltage 
level corresponding to p at the output. The rectified 
output voltage will also contain sinusoidal components 
at frequency r radians per second and at harmonics of r. 
From the viewpoint of audio filtering after proper de-

modulation, if a disturbance of the type shown in Fig. 1 
is delivered at the output of the discriminator, the 
amplitudes of its Fourier components, as well as the 
number of these components that go through the low-
pass filter, will vary with r. The rate, r, at which the 
disturbance pattern recurs is, therefore, an important 
distinguishing feature of the disturbance. For, if r/ 27r 
lies outside the expected audio (or video) band, the dis-
turbance will be completely wiped out by the low-fre-
quency filtering after the discriminator. If r/ 27r lies 
within the audio band, then several factors combine to 
reduce the effectiveness of the disturbance that leaks 
through to a small fraction of full message modulation. 
These factors relate to the dependence of the ampli-
tudes of the Fourier components of the disturbance 
waveform upon r, the properties of wide-band FM sys-
tems, and the possible use of a de-emphasis filter. 

Let us now determine the requirements for reproduc-
ing a reasonable approximation to the disturbance pat-
tern of (1) in the response of a filter (that follows an 
ideal limiter) and for converting the FM to AM by 
a discriminator circuit. 

In general, if a frequency-modulated wave is im-
pressed upon a band-pass filter, the frequency modula-
tion of the filter response will be a reasonable approxi-
mation to the frequency modulation of the excitation 
only to the extent that the filter can be said to follow 
the excitation through quasi-stationary states. For, if 
the filter is able to respond in a quasi-static manner, its 
response can be computed by the instantaneous-fre-
quency method. This method assumes that the response 
of the filter at, let us say, time t =ti is essentially given 
by its steady-state response to a sinusoid whose fre-
quency is given by coi(t1), the value of the instantaneous 
frequency at that time. If a given filter is able to re-

.-..pond in this manner to a specified FM excitation, then, 
henceforth, the filter will be referred to as "wide-band" 
relative to that excitation. If the filter is unable to fol-
low the excitation in a quasi-stationary manner, we 
shall refer to it as a "narrow-band," or "sluggish," filter 
relative to the specified excitation. 
We have shown' that for purposes of quasi-stationary 

analysis a filter that is characterized by a system func-
tion with poles entirely in the left-half of the corn plex-
frequency plane may be characterized by an index of 
sluggishness k and by its bandwidth (BW) between half-
power points. (For a single-tuned circuit, k 8; for a 
pair of critically coupled tuned circuits, k= 20.) If the 
given excitation has a phase-modulation function, 0(t), 
then an upper bound on the error incurred in assuming 
that the complex amplitude of the filter response is 
given by the quasi-stationary solution, is given by 

E = 

1 k 

2 (BW)2 

Tolerable engineering errors in the complex amplitude 
of the response will result if e <1/10. 
Thus the most important feature of an FM disturb-

ance, as far as the reproduction of this disturbance is 
concerned, is the maximum slope of its waveform. In 
our problem this is 

2 

°"(1) Imax = B2lim (1 + a 
(  1 — a r) 

where Bum is as plotted in Fig. 2. This value should be 
compared with 

0"(i) max = Ico„,(BW) if 

which holds for a sine-wave modulation given by 

0'(/) = EBW) jf sin co„,t. 

The ratio of the maximum (rate of frequency sweep) for 
interference and the maximum for a sine-wave modula-
tion is 

1 + 012 (BW)ir 
I Om" I../ I Os" inia. = 2 [Bum  

1 — w„, 

If co,,,/ 27r = 15 kc, (BW),f/ 27r =150 kc, and a is in the 
range 0.4 <a <1, this ratio is 

(1 + 

— 

If we combine (2) and (3), we find that the filter that 
follows the first ideal limiter [if r is given its maximum 
value of one (BW) if] must have a bandwidth given by 

1 + a 
(BW) 11. = KB'. (BW)u, (4) 

1 — a 

3.2 

O"(t) Imax. (2) 

(3) 

1 E. J. Baghdady, "Theory of Low-Distortion Transmission of 
FM Signals Through Linear Systems," M.I.T., Res. Lab. Electronics, 
Cambridge, Mass. Tech. Rep. 332; July 30, 1957. (To be published.) 



730 PROCEEDINGS OF THE IRE April 

08 

07 

0.6 

0.5 

0.3 

0.2 

0.1 

where 

I . I  
o I 0.8 03 0.4 03 q.e 0.7 0.9 0.9 P.O 

Fig. 2—Variation of Blim , of (3) and (4), with a. 

VK = l2ee and e < 1/10, 

in order to follow the amplitude-limited resultant of the 
two input carriers through quasi-stationary states. 
Otherwise the limiter filter will be too sluggish. For a 
between 0.4 and 1, Biim0.4, and if e ≤ 1/10, we have 

2.5 for a single-tuned circuit 
KB lio, ≥ 

4 for a maximally flat double-tuned circuit. 

For a value of a =0.95, (4) indicates that a single-tuned 
circuit will reproduce an acceptable approximation to 
the disturbance pattern if (BW) iin, 100(BW) u! For a 
maximally flat double-tuned circuit, 

(BW) uo, ≥ 160(B W) u !! 

Next, let us assume that the discriminator FM-to-AM 
conversion filter is excited by the amplitude-limited re-
sultant of the two signal carriers. Such a filter is best 
represented by a pair of high-Q, stagger-tuned, parallel-
resonant circuits. The rectified output of the discrimina-
tor often is (or is equivalent to) a superposition of the 
envelope of one tank-circuit response upon the envelope 
of the other tank-circuit response reversed in polarity. 
If the bandwidth of each circuit is taken as 2a radians 
per second, then best linearity in the discriminator 
characteristic is achieved if the resonant frequencies of 
the circuits are 2.45a radians per second apart. With 
this separation, the extent of the linearity of the dis-
criminator characteristic will be (nearly) a radians per 
second centered about the center frequency of operation. 
A prerequisite for proper operation is quasi-static re-
sponse by each of the parallel-resonant circuits. Since 
the resonant frequencies are not normally swept by the 
FM excitation, we can show that a must satisfy the re-
quirement 

a 23V I 0"(1) 

For a between 0.4 and 1, this means that 

1 + a 
a > (BW) u. 

1 — a 

This condition states that a, which also equals the ex-
tent of the discriminator linearity, must be equal to the 
frequency range that the largest spikes can cover. Con-
sequently, the peak-to-peak separation of the discrimi-
nator characteristic must be approximately 

1 + a 
2.5  (BW) u. 
1 — a 

For a= 0.95, this separation is of the order of 100 (BW) u. 
Since 100 per cent message modulation is only 
+ 4(BW) u, a discriminator characteristic of this width 
represents no tangible sensitivity and is, indeed, useless, 
not to mention the prospect of its construction. 

Finally, we need to consider the properties of the 
spectrum that is required for the reproduction of the 
FM disturbance depicted in Fig. 1. This spectrum makes 
up the amplitude-limited resultant of the two input 
signals which is given by 

e(t) = cos [pi ± 0(1)] 

= E An(a) cos (p — nr)l. (5) 

Ten-place tables of the spectral amplitudes A ±„(a) were 
computed by Granlund.2 The detailed properties of this 
spectrum have been explored by the author." Only the 
characteristics that are pertinent to the present discus-
sion are summarized here. 

We note that the amplitude of the spectral component 
that has the frequency of the stronger of the two input 
signals is A0. The component with amplitude A_1 has 
the frequency of the weaker signal. The amplitudes of 
the side-frequency components are not symmetrically 
distributed about the center-frequency component A0. 
This lack of symmetry conforms to our physical ex-
pectations. On an instantaneous-frequency basis, the 
instantaneous frequency of the resultant signal (see 
Fig. 1) keeps this signal much longer on one side of the 
center frequency than on the other. This means that 
the power in the composite signal will not be equally 
shared by the two sidebands. Since the instantaneous 
frequency of the composite signal lingers in the vicinity 
of the mean of the two carrier frequencies (that is, 
p +(I/2)r radians per second) during the greater part of 

2 J. Granlund, "Interference in Frequency-Modulation Recep-
tion," M.I.T., Res. Lab. Electronics, Cambridge, Mass., Tech. Rep. 
42; January 20, 1949. 

3 E. J. Baghdady, "Frequency-modulation interference rejection 
with narrow-band limiters, PROC. IRE, vol. 43, p. 51; January, 1955. 

4 E. J. Baghdady, "Interference Rejection in FM Receivers," 
M.I.T., Res. Lab. Electronics, Cambridge, Mass., Tech. Rep. 252; 
September 24, 1956. 
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the frequency-difference cycle, more signal power should 
reside in each of the two components that have fre-
quencies closest to the average frequency (namely, A 0 
and A_1) than in any of the other components. This is 
confirmed by the computed values for the amplitudes. 
The magnitude of A o is larger than that of A_1, and 
this may be appreciated by noting that the instantane-
ous frequency of the composite signal always puts it on 
the A o side of the mean frequency (p (1/2)r) radians 
per second. Inasmuch as the spectral components are 
basically the "building blocks" of the resultant signal, 
the components that tend to pull the instantaneous fre-
quency of the resultant signal toward the frequency of 
the weaker signal must logically be those that lie on the 
same side relative to the frequency p (of the stronger 
signal) as the frequency of the weaker signal. The com-
ponents in the opposite sideband provide the necessary 
balancing for preserving the desired average value, p, of 
the frequency of the resultant signal. 
The extent of the significant spectrum of the ampli-

tude-limited resultant of the two input carriers can be 
determined from Fig. 3. In a process whereby the am-
plitude-limited resultant of the two signals is resynthe-
sized from its Fourier components, AS in Fig. 3 gives the 
fractional amount by which the original spike magnitude 
has been decreased by rejecting those portions of the 
spectrum that fall outside a bandwidth of 

Sno, (1 -F a)   (BW) if, 
1 — a 

when the various components are spaced r=(BW)is 
radians per second apart. The value of 011,„ that will re-
sult in a 10 per cent decrease in the spike magnitude is 
approximately 2.6. For a decrease of 1 per cent, 

(31lioe'-5.5. 

III. AN EARLY PROPOSAL: THE 
"WIDE-BANDING" THEORY 

The first important proposal aimed at specifying the 
design conditions for ensuring suppression of two-path 
interference at arbitrarily high levels was made by 
Arguimbau and Granlund.5-8 Their proposal pre-
scribes that the FM demodulator (limiter-discriminator 
section) approach the ideal in the sense of being ampli-
tude insensitive and of delivering a rectified voltage 
output that is linearly related to the instantaneous-fre-
quency variations of the resultant of the two input sig-
nals over the entire range covered by the spike pattern 
described by (1). The FM disturbance could then be 
suppressed or minimized after it is detected. 

L. B. Arguimbau and J. Granlund, U. S. Patent 2,674,690; 
April, 1954. 

O L. B. Arguimbau, "Vacuum-Tube Circuits and Transistors," 
John Wiley and Sons, Inc., New York, N. Y.; 1956. 

7 L. B. Arguimbau and J. Granlund, "Transatlantic FM trans-
mission," Proc. Natl. Electronics Conf., vol. 3, p. 644; November, 1947. 

8 L. B. Arguimbau and J. Granlund, "Sky-wave FM receiver," 
Electronics, vol. 22, pp. 101-103; December, 1949. 
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Fig. 3—Degree of reduction in intensity of FM disturbance as a func-
tion of the normalized bandwidth of the ideal narrow-band 
limiter. 100 àS represents the percentage of reduction in the mag-
nitude of the FM disturbance spike. 

At the basis of the "wide-banding" theory lies the 
argument that if the instantaneous-frequency variations 
caused by the interference can be kept substantially 
undistorted in going through the nonlinear sections 
(limiter and discriminator), then it can be guaranteed 
that their average over one cycle of the frequency dif-
ference between the two carriers will always be zero. 
We have demonstrated" that it is possible to distort 
this instantaneous-frequency pattern by proper filtering 
without in any way affecting the desired zero average 
deviation from the desired frequency. This proves that 
although this first fundamental assumption of the 
"wide-banding" theory is a safficient condition for sup-
pressing the interference, it certainly is not necessary. 

Next, in attempting to provide limiter-bandwidth 
design criteria that ensure the absence of harmful dis-
tortion of the instantaneous-frequency pattern, the 
"wide-banding" theory makes the (unjustified)9 as-
sumption that if this filter bandwidth is designed on the 
basis of the extent of the frequency spikes, then a quasi-
stationary analysis is permissible. Consequently, it can 
safely be said that the instantaneous-frequency dis-
turbance pattern of the filter response will be substan-
tially identical with that of the excitation. This assump-
tion proves to be completely invalid, except for values 
of a that are close to zero. For, if account is taken of the 
situation in which the stronger signal has the higher 
frequency, then, from Fig. 1, the instantaneous fre-
quency of the resultant signal can range over a band-
width given by 

Granlund, op. cit., pp. 39-53. Granlund performed the Fourier 
analysis indicated in (5), "with the idea of determining whether 
the . . . range covered by the instantaneous-frequency spikes . . . is 
a reasonable estimate of the extent of the spectrum after limiting. 
Thus, the result was to be used as a guide in determining limiter 
and discriminator bandwidths." He concludes: "Further study is 
indicated before a receiver can be properly designed with narrow-
bandi ng. 
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process of amplitude-limiting followed by narrow-band 
filtering. In this method the limiter does more than just 
eliminate undesirable variations in the amplitude—it 
also contributes to the abatement of the FM disturbance. 

Before we present the quantitative justification for 
this method, a heuristic argument can be made. We 
recall (from Section II) that under conditions of high-
level interference [a> 0.4 and r--,(BW) if] the maximum 
slope of the disturbance waveform is many orders of 
magnitude greater than the greatest slope that can be 
expected in the message waveform. This should make it 
possible to insert filters at appropriate places in the sig-
nal path that would be too sluggish to follow the dis-
turbance without distorting the message modulation. 
The appropriate places for these filters in the high-fre-
quency sections of the receiver are not in the linear 
stages, because in these stages the desired carrier and 
the interference combine linearly and their resultant 
spectrum is fully accommodated within the IF pass 
band. This concentration of the spectrum within the 
IF pass band makes it impossible to separate the two 
signals, or to improve the predominance of the stronger 
one, purely by linear filtering. But a process of ampli-
tude limiting will spread out the significant spectrum 
(which is necessary for the reproduction of the FM dis-
turbance) over a frequency range that exceeds many 
times the IF bandwidth. Since the instantaneous fre-
quency of the desired signal will always place it within 
the extent of one IF bandwidth, it should be possible, 
by filtering after the limiting process, to exclude sizable 
portions of the interference spectrum without affecting 
the message-bearing spectrum. The minimum require-
ment of one IF bandwidth for the limiter filter is calcu-
lated to meet the prerequisites of undistorted reproduc-
tion of the expected message modulation. 

One stage of limiting and filtering, however, can be 
expected to retain at its output a spectrum with a sig-
nificant amount of the interference in the form of com-
ponents that could not be rejected without impairing 
the message or upsetting the desired average instantane-
ous frequency. Therefore, several repetitions of the 
narrow-band limiting process may be necessary in order 
to reduce the maximum disturbance to some desired 
level. 

The results that we now present will uphold the fol-
lowing important statement. 

(6) 

where r has been assigned its maximum permissible 
value of one IF bandwidth. Eq. (4) shows that this 
bandwidth is only 1/KB iin, (or less than 1) of the value 
that a physical filter must have in order for its response 
to be satisfactorily approximated by a quasi-stationary 
solution. This can also be established from a considera-
tion of the extent of the significant spectrum of the 
amplitude-limited resultant signal. 
We must therefore conclude that the bandwidths 

prescribed by the "wide-banding" theory are not suf-
ficiently wide: that is to say, the "wide band" of the 
"wide-banding" theory is less than one third as wide 
band as the "wide-banding" theory fundamentally in-
tended it to be. Indeed, wide as these bandwidths were 
believed to be, they still fall safely within the classifica-
tion of narrow-band filters. The extent of the maximum 
instantaneous-frequency deviation is not always a re-
liable basis for estimating the necessary bandwidth for 
the validity of an instantaneous-frequency approach.' 
The only reliable basis is the maximum rate of change 
that the instantaneous frequency of the excitation will 
experience. 

Finally, basing the argument on a quasi-stationary 
approach to the limiter-filter response problem, the 
"wide-banding" theory draws the conclusion that if the 
limiter bandwidth is given by (6), then the FM detection 
characteristic must be linear over the same range, if the 
worst situation in which r = (BW) if is to be successfully 
handled. This conclusion is, of course, invalidated by 
the invalidity of the quasi-stationary argument. Our 
results indicate that the bandwidth requirement in the 
discriminator can only be stated after the number of 
limiter stages and the bandwidth of each have been 
specified. If only one such stage with the bandwidth 
specified by (6) is used, the discriminator-characteristic 
linearity need only extend over two thirds of the range 
specified by (6). Lower figures follow the use of narrower 
limiter bandwidths and of more than one narrow-band 
limiter stage, as the results of this paper will show. 

Before concluding this section, we would like to 
point out that upon a re-examination of the receiver 
whose performance is discussed by Arguimbau and 
Granlund in their publications, this author became con-
vinced that their observations should be reinterpreted 
in the light of the results presented in this paper. 

IV. A NEW APPROACH TO THE PROBLEM 

In view of the difficulty of meeting the FM demodula-
tor design requirements for faithful reproduction of the 
FM disturbance, we propose to suppress, or at least 
minimize, this disturbance before (rather than after) it is 
detected. Various methods could be used to achieve this 
end. We propose to discuss a method that is based upon 
subjecting the two-carrier resultant signal to a repeated 

Theorem 1 

The only necessary properties for an ideal FM de-
modulator that will properly handle and suppress inter-
ference are: 1) insensitivity to amplitude variations of 
the resultant impressed signal; 2) the detected output 
must vary linearly with the instantaneous frequency of 
the input signal over a minimum permissible range 
which need only be slightly greater than twice the fre-
quency deviation of the expected message modulation. 

Evidently, in order for these properties to be also 
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sufficient to realize proper suppression of interference, 
the disturbance must be substantially suppressed before 
it reaches the FM-to-AM converter (or discriminator) 
part of the demodulator. The cascading of narrow-band 
limiters ahead of the discriminator is only one important 
means for achieving this result. Various interesting 
schemes have resulted from other arrangements that 
involve narrow-band limiters." 

V. EFFECT OF ONE IDEAL NARROW-
BAND LIMITER 

The first step in the development of the new scheme 
for interference suppression is to determine the mini-
mum permissible limiter bandwidths. This has been 
done in terms of an ideal limiter followed by an ideal 
filter.' In brief, the limiter bandwidth must be so chosen 
that it will always pass configurations of sideband com-
ponents that will add up to a resultant signal whose 
average frequency is equal to the frequency of the 
stronger of the two input carriers. A bandwidth equal 
to one IF bandwidth is sufficient for all a <0.863, while 
a bandwidth equal to three IF bandwidths will be suf-
ficient for all a <0.98. 
The necessary minimum extent of the linearity of the 

frequency-detection characteristic is dictated by the 
maximum instantaneous-frequency deviation of the re-
sultant signal that drives the discriminator circuit. It is, 
therefore, of practical importance to describe the in-
tensity of the interference in terms of the necessary 
minimum extent of the linearity of the discriminator 
characteristic as dictated by the most adverse inter-
ference condition. For simplicity, we shall, henceforth, 
use the term "discriminator bandwidth" [or (BW)di„„] 
to refer to the extent of the linear range of the fre-
quency-detection characteristic. 
The degree of reduction in the intensity of the inter-

ference that is achieved by a limiter with a specified 
bandwidth will vary with the limiter bandwidth. One 
way to gauge the amount of improvement in the capture 
conditions as a function of the limiter bandwidth is pro-
vided by the variation in the necessary minimum ex-
tent of the linearity in the discriminator characteristic 
with (BW) Iim. This variation is described' by 

Odieo = 1 — ewe-omit,. (7) 

where alim = (BW)limi(BW)S1 Odiec -=' (BW)diso/(BW)s, 
(BW)s is defined in (6), and e(a) = 0.30a +0.44. In quot-
ing this formula we have used the expression 

(1_a 
1 a) 

which appears to fit the computed values of k(a). A plot 
of ad ism VS enm appears in Fig. 4. It is important to ob-
serve that when = 1, indicating that 

k(a) = 0.791 

10 E. J. Baghdady, "Theory of feedback around the limiter," 
1957 IRE NATIONAL CONVENTION RECORD, pt. 8; pp. 176-202. 
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Fig. 4—Variation of the required normalized minimum extent of dis-
criminator linearity with the normalized bandwidth of the limiter. 
Plot shows the amount of reduction in the required minimum 
value of Omho caused by one stage of ideal narrow-band limiting. 
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Fig. 5—Block diagram of a two-stage cascading scheme. 

(BW)iio, -= (1 ± (BW)if, 
— a 

&is° is only equal to f. 

VI. EFFECT OF CASCADING NARROW-
BAND LIMITERS 

Consider the block diagram shown in Fig. 5. The 
first-limiter stage is assumed to have a bandwidth of 
Wm times the IF bandwidth. Our immediate task is to 
study the disturbance carried by ea when the worst 
spectral composition of ei2 that corresponds to an as-
sumed value of Wm is impressed at the input of the 
second limiter. We first need to probe the restrictions 
(if any) on the permissible bandwidths after the second 
limiter. 

Theorem 2 

The minimum permissible bandwidth for the idealized 
filter associated with an amplitude limiter is, theoreti-
cally, one IF bandwidth for all values of a <0.863. This 
requirement on the bandwidth of any limiter stage is 
independent of the number and of the bandwidths of 
the limiter-filter units in a cascaded chain which may 
precede that stage. 

If the chosen limiter is the first in the chain, then the 
theorem states a fact that has already been established.' 
If it is the second in the chain, then two situations are 
possible: the bandwidth of the first limiter is either 
equal to or greater than the IF bandwidth. If the band-
width of the first limiter is equal to (BW) ff, then this 
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value of bandwidth imposes an a priori restriction upon 
the usefulness of the combined cascade of limiters to 
interference ratios (at the input of the first limiter in 
the chain) that are less than 0.863. The bandwidths of 
the limiters following the first may, therefore, be 
>(BW) if. Next, let the first-limiter bandwidth be 
greater than (BW)if. A consideration of the most ad-
verse spectral configuration that can arise at the output 
of the second-limiter filter when its bandwidth equals 
(BW)if will show that the criterion for the permissibility 
of only one IF bandwidth for the second-limiter filter is 
identical to the criterion for the first-limiter filter 
This means that the minimum permissible bandwidth 
for the idealized second-limiter filter is one (BW)if for 
all a <0.863. The argument that will establish this con-
clusion for the nth limiter in a chain is now obvious, 
and Theorem 1 is proved. 
The actual computation of the minimum bandwidths 

permissible after the second limiter for a>0.863 is possi-
ble, but too laborious. Moreover, the significance of the 
numerical results does not justify the effort. For the 
purposes of the ensuing discussion, it suffices to know 
that any desired values of idealized-filter bandwidth 
that are equal to or greater than the minimum per-
missible value after the first limiter' can be safely as-
sumed for any limiter filter in a chain. 
The first "cascading" theorem that we shall demon-

strate follows. 

Theorem 3 

If a system of cascaded ideal narrow-band limiters, 
each of bandwidth (BW)if, is incorporated in an FM re-
ceiver, then the most adverse condition of two-signal 
interference will occur at both input and output of the 
scheme when the two signals differ in frequency by one 
(BW) jf, provided that the input interference ratio, a, is 
less than 0.84. The spectrum at the output of the 
scheme will then consist of only two sinusoids which cor-
respond to the input sinusoids, with the ratio of weaker-
to-stronger signal amplitude reduced from its input 
value of a <0.84 to a value that can be made as small 
as desired by cascading the necessary number of narrow-
band limiters. 
The first part of this theorem is demonstrated by the 

plots of Fig. 6. In this figure, N represents the number 
of upper sideband components passed along with the 
desired component A o(a) [see (5)] by an idealized 
limiter filter whose bandwidth equals one (BW),f. In 
this analysis the upper sideband components will tend 
to upset the desired average frequency in favor of the 
interference, because the frequency of the interference 
is above the desired frequency. Fig. 6 clearly shows that 
the situation in which only the components A o(a) at 
p radians per second and A_1(a) at p±r radians per 
second are passed represents the most adverse disturb-

ance condition for all a <0.84, when the idealized 
limiter-filter pass bind is one (BW)if radians per second 
wide. Under this condition of interference, the output 
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Fig. 6—Variation of the required minimum discriminator bandwidth 
with the upper sideband components passed by the ideal-limiter 
filter when the filter bandwidth equals the IF bandwidth. 

of the first narrow-band limiter (like its input) consists 
of the sum of one sinusoid at p radians per second and 
another at p+ (BW),f radians per second with a ratio of 
weaker-to-stronger signal amplitude that is given by 
A _1(a)/ A o(a) <a. This indicates a reduction in the am-
plitude of the interference relative to the desired 
stronger signal. The amount of reduction is illustrated 
by the plot (first made by Granlund)' of A-1(a)/A0(a) 
against a shown in Fig. 7. The greatest reduction arises 
when a is less than and the reduction then amounts to 
halving the interference ratio. It turns out that this 
represents the greatest interference reduction that can 
be achieved with one stage of narrow-band limiting 
unaided by additional unconventional schemes, such as, 
for example, feedback.'" 

The effectiveness of the scheme in which idealized 
narrow-band limiters, each of which has one IF band-
width, are cascaded ahead of the amplitude-insensitive 
discriminator is illustrated in Fig. 8 by a plot of the 
required minimum discriminator bandwidth against the 
number of cascaded stages for values of a given by 
a = 0.8 and a = 0.7. If we denote by ao the ratio of 
weaker-to-stronger signal amplitude at the input of the 
first limiter and by an the corresponding ratio at the 
output of the nth stage, then 

ao = a, al = A....1(a)/ A 0(a), and an+i — 
A o(a.) 

A_1(a) 

The plot of Fig. 7, therefore, describes the mathematical 
law which relates a,i+1 to an, where n=0, 1, 2, • • • . 

When the interference ratio a exceeds 0.84, the spec-
trum that will carry the greatest disturbance at the out-
put of the first limiter will consist of more than two 
components whether or not W1.1> 1. We shall now es-
tablish quantitative evidence for the effectiveness of 
the cascading scheme in suppressing the interference for 
values of a> 0.84 and W m > 1. For simplicity, we shall 
consider only two specific values of W L1, namely 
W LI --- 3 and Wm= 7. The spectrum that carries the 
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Fig. 7—Effect of the ideal amplitude-limiting process upon the am-
plitude, A _1(a), of the component that has the frequency of the 
weaker signal relative to the amplitude, A o(a), of the component 
that has the frequency of the stronger signal. 

NUMBER OF CASCADED IDEAL SANDPASS LIMITERS 

Fig. 8—Variation of the required minimum discriminator bandwidth 
with the number of cascaded narrow-band limiters. 

most severe disturbance, when WLI =3, is specified by 
M=1, N=2 with r = (BW)u for all a <0.91. The corre-
sponding spectrum, when Wm = 7, is specified by M=3, 
N=4 with r = (BW)u for values of a that include 0.95. 
The method of treatment is independent of the specific 
spectral configurations that are considered and of the 
values of first-limiter bandwidth that are assumed. 
A Fourier analysis4 of the amplitude-limited resultant 

of each of the two aforementioned spectral configura-
tions reveals that the components of the troublesome 
sideband are all decreased in magnitude relative to the 
desired component (at p radians per second) while the 
relative amplitude of at least the leading component in 
the helpful sideband is increased. These observations 

are brought out by Fig. 9. The amplitude-limiting proc-
ess will thus spread out the significant spectrum of the 
resultant signal, again, largely at the expense of the 
troublesome components of the input signal. 

Let us first assume that the first-limiter filter has a 
bandwidth of 3(BW) u. Let Be(a) denote the amplitude 
of the component at p-nr radians per second in the 
spectrum of ea (in Fig. 5) when ea is described by M =1, 
N=2. If the bandwidth of the second limiter is re-
stricted to one (BW) u, the spectrum that appears at its 
output is made up of Bo(a) at p radians per second and 
B_1(a) at p±r radians per second. These components 
correspond to the two signals delivered by the IF am-
plifier. Under the worst condition of interference, there-
fore, a scheme composed of two limiters in cascade, the 
first of which has a bandwidth of 3(BW) u and the sec-
ond of (BW)“, will deliver at its output only two 
sinusoids with the ratio of weaker-to-stronger signal 
amplitude (or interference ratio) reduced from its input 
value of a to the value B.. 1(a)/Bo(a) at the output. If 
a =0.85, B_1(a)/B0(a) =0.49, a significant reduction. 
Therefore, the indicated scheme demonstrates an inter-
ference suppression effect for all a <0.863, which is 
analogous to the effect that a single stage with one IF 
bandwidth will exhibit for all a <0.84. The output inter-
ference may be operated upon by additional cascaded 
limiter-filter units, each of which has a bandwidth of 
one (BW)u, to produce farther reductions in the inter-
ference. The speed with which this will decrease the 
minimum permissible discriminator bandwidth, 
(BW)dise, is illustrated by one of the plots in Fig. 8. 
Let us next assume that the second limiter, as well as 

the first, has a bandwidth of 3(BW)“. The present case 
is illustrated by the plots of Fig. 10. In this figure, the 
undistorted FM disturbance 90(t) is transformed into 
£21(t) by the first narrow-band limiter. S21(t) is, in turn, 
transformed to 122(t) by the second narrow-band limiter. 
The corresponding values of required minimum dis-
criminator bandwidth are shown in Fig. 8. 
As a final illustration, let W LI = 7 and let Ce(a) denote 

the amplitude of the component at p —nr radians per 
second in the spectrum of ea (in Fig. 5) when ea is de-
scribed by M=3, N=4. The worst condition of inter-
ference will arise at the input of the scheme, as well as 
at the output of each stage and of the whole scheme, 
when r= (BW)u. Therefore, when WL2= 3, the mini-
mum required (BW)disc will be dictated by the spec-
trum M=1, N=2 at the output of the second limiter. 
The values dictated when a = 0.85, 0.9, and 0.95 are 
plotted in Fig. 8. The corresponding values for WL2 = 7 
are also plotted in this figure. 
The decrease in the required value of (BW)dis., 

brought about by each scheme, suggests that the re-
quired minimum (BW)disc will converge faster toward a 
prescribed value when the second and later limiter 
bandwidths are 3(BW)u rather than 7(BW) u. In gen-
eral, fewer stages with limiter bandwidths of 3(BW) u 
would be needed after the first limiter to reduce the 
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Fig. 9—Relative amplitudes of spectral components of interference spectrum at the output of the first and second limiters. Amplitude of 
component at p—nr radians per second is: 

Bn(a) if WzA =3 and M =1, N=2 
C„(a) if WL1=7 and M =3, N=4. 

minimum permissible discriminator bandwidth to a pre-
scribed value than with higher values of limiter band-
width. In particular, as the bandwidth of the second 
limiter is increased from its minimum permissible value 
to higher and higher values, the minimum discriminator 
bandwidth required after this second limiter increases 
from a small value to a larger value that is dictated by 
the worst configuration delivered by the first limiter in 
the absence of the second. This larger value is achieved 
when the second-limiter bandwidth becomes sufficiently 
large to accommodate all of the spectral components of 
significance in the structure of the amplitude-limited 
resultant of ea. 
We may now induce the following conclusion. 

Theorem 4 

Under conditions of two-signal interference and for all 
values of the interference ratio that are less than unity 
(as delivered by the intermediate-frequency amplifier), 
the required minimum discriminator bandwidth can be 
reduced to a value that is as close to one IF bandwidth, 
as is desired, by cascading the necessary number of ideal 
narrow-band limiters with appropriately chosen band-
widths. 

This theorem must be true generally because it can be 

demonstrated for any specific situation by the methods 
that lead to the results summarized in Fig. 8. 

VII. CONCEPT OF EQUIVALENT 
INTERFERENCE RATIO 

Under conditions of two-signal interference, it is con-
venient to specify the capture conditions at any point 
within the high-frequency section of the receiver by a 
corresponding ratio of weaker-to-stronger signal ampli-
tude. This specification is unambiguous only if the re-
sultant signal at the chosen point is still composed of 
only two sinusoids. In the more general case it is de-
sirable to introduce a measure of the interference level 
which is based upon a two-signal equivalent representa-
tion and embodies an acceptable extension of the mean-
ing of "interference ratio." This may be done as follows. 
With reference to Fig. 11, if the given configuration of 

sideband components arises with a value of frequency 
difference, r, and, in turn, gives rise to an instantaneous-
frequency spike of normalized magnitude 

X = [idico]/r, (8) 

then an equivalent frequency-spike magnitude, recur-
ing every 2w/r second will also be produced when all 
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Fig. 10—Instantaneous deviations from the frequency of the stronger signal experienced by the frequency of the resultant signal. 
It0(1) =undistorted FM disturbance. 
01(0 =distorted FM disturbance at output of one narrow-band limiter whose bandwidth equals 3 (BW)ff. 
00(t) = distorted FM disturbance at output of two identical narrow-band limiters, each of bandwidth equal to 3(BW)if. 
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Fig. 11—Definition of 7, the equivalent interference ratio. 
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the sideband components that are passed are replaced 
by one component at p±r radians per second whose 
amplitude relative to the component at p radians per 
second is given by 7, where 

7 = 
1 + X 

(9) 

The equivalent interference ratio" is, by definition, 
given by 7. 
The following theorems formalize the results of this 

paper. The term "primary spectrum" is used in refer-
ence to the spectrum described by (5). 

Theorem 5 

If the band-pass filter following an idealized limiter 
is capable of following the instantaneous-frequency 

ar 

variations of the amplitude-limited resultant of two 
carriers through quasi-stationary states—or, equiva-
lently, if the filter pass band is sufficiently wide to ac-
commodate the entire significant primary spectrum 
caused by the ideal limiting action—then the equivalent 
interference ratio of the composite signal delivered to 
the limiter will not be affected by the band-pass limiting 
action. Such a band-pass limiter will, however, deliver a 
constant-amplitude signal at its output. 

Theorem 6 

The equivalent interference ratio of a composite sig-
nal will be diminished by a band-pass filter only if the 
significant spectrum of the resultant impressed signal 
is spread out beyond the extent of the filter pass band. 
Under these conditions, a process of instantaneous-fre-
quency limiting is exhibited by the response of the nar-
row-band filter, because this filter is unable to follow 
closely the fast rates of instantaneous-frequency varia-
tions of the excitation. 

Theorem 7 

When the ratio of weaker-to-stronger signal amplitude 
delivered by the IF amplifier is less than 0.84, the great-
est reduction in the equivalent interference ratio that 
results from passing a composite signal through a nar-
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row-band limiter is achieved when the limiter band-
width has the smallest permissible value of one IF 
bandwidth. 

Corollary 

When the ratio of weaker-to-stronger signal ampli-
tude delivered by the IF amplifier is less than 0.84, the 
number of cascaded stages of narrow-band limiting that 
is necessary to achieve a prescribed decrease in the 
equivalent interference ratio delivered to an amplitude-
insensitive discriminator is smallest when the least per-

missible bandwidth of one IF bandwidth is used in each 
stage of limiting. 

Theorem 8 

Under conditions of two-signal interference, in which 
the ratio of weaker-to-stronger signal amplitude is less 
than unity, the equivalent interference ratio can be re-
duced by any desired amount by passing the composite 
signal through an appropriate number of cascaded nar-
row-band limiters with appropriately chosen band-
widths. 

VIII. LOW-FREQUENCY FILTERING 

OF DISTURBANCE 

In the wake of the reductions in the effectiveness of 
the interference are some valuable relaxations in the de-
sign requirements on limiters and discriminators that 
are intended for handling high-level interference. We 
have already noted the substantial reductions in the 
minimum permissible discriminator bandwidth. The im-
portant increases in the upper bounds on the discrimi-
nator and limiter low-frequency time constants that 
result from the narrow-band limiting process can now 
be anticipated.4," 

We shall now comment on the low-frequency filtering 
of the disturbance. In general, after a proper detection 
of the instantaneous-frequency variations of the signal 
that drives the discriminator, the output voltage varia-
tions that are caused by the disturbance are modified by 
the action of the de-emphasis and audio filters that fol-
low the discriminator circuit. If the frequency difference 
between the two input carriers lies beyond the range of 
audibility, the Fourier components of the recurrent 
spike train will all be filtered out. However, if the fre-
quency difference between the two paths is audible, the 
component with the fundamental frequency of recur-

n E. J. Baghdady, "FM-demodulator time-constant requirements 
for interference rejection." PROC. IRE, vol. 46, pp. 432-440; Feb-
ruary, 1958. 
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rence, plus a number of harmonics, depending upon the 
position of this frequency in the audible spectrum, will 
pass through the low-pass filters and will, therefore, 
disturb the output signal. 

Two factors play more or less obvious roles in mini-
mizing the importance of the unfilterable disturbance: 
1) the de-emphasis filter attenuates most of the har-
monic components, and 2) the magnitude of the FM dis-
turbance (hence the amplitude of each of its constituent 
Fourier components) varies directly with r. Thus, with 
r well within the audio band, the increased number of 
unfilterable harmonics does not imply a proportionately 
increased disturbance because the amplitudes of the 
harmonics decrease with r. 

A third factor that tends to minimize the audible dis-
turbance is introduced by the partial suppression of the 
interference before it is detected. Computations, 4 made 
with the assumption that the interference suppressor is a 
narrow-band limiter, show that the Fourier components 
of the modified FM disturbance have smaller amplitudes 
than their counterparts in the undistorted disturbance. 

Also, the fundamental component (of frequency r) be-
comes increasingly predominant in amplitude over the 
components at harmonics of r. This effect is more pro-
nounced with increasing values of the frequency differ-
ence r and the interference ratio a. This is readily seen 
from the fact that, for a fixed value of a, the degree of 
disturbance suppression achieved through narrow-band 
limiting is greatest when the two carriers are farthest 
apart in frequency. As the frequency difference between 
the two carriers decreases, the intensity of the disturb-
ance will decrease, and so will the degree of improvement 
in the capture conditions achievable with each stage of 
narrow-band limiting. When the frequency difference 
decreases to a value rmin that is specifiable as a small 
fraction of the limiter-filter bandwidth, the extraneous 
modulation caused by the interference becomes suffi-
ciently slow for the filter to follow it through quasi-
stationary states, and the disturbance will pass through 
unabated. The closer the interference amplitude ratio 
approaches unity, the smaller the value of r„,;„ which 
marks the limit of noticeable improvement in the cap-
ture. An expression for r,„i„, which follows from (2) and 
(3), is 

1 — a 
rin p— (Bni., 

1+ a (10) 

where p=1/K/3 1i,„. In the range 0.4 <a <1, p may be 
taken as for a single-tuned circuit, and for a maxi-
mally flat double-tuned circuit. 
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Exact Ladder Network Design Using Low-Q Coils* 
LOUIS WEINBERGt, SENIOR MEMBER, IRE 

Summary—In preceding papers, tables were presented for the de-
sign of lossless networks terminated in resistance at one or both 
ends. Networks with uniform dissipation and a resistance termina-
tion only at the load end are considered in this paper. The tables 
give the element values of normalized low-pass ladders with one of 
the following characteristics: maximally flat magnitude (Butter-

worth), equal-ripple magnitude (Tchebycheff), and maximally flat 
time delay (Bessel polynomial). The low-pass to band-pass fre-
quency transformation can be used on the Butterworth and Tcheby-
cheff networks to yield the element values for the band-pass case. 

INTRODUCTION 

M
OST of the practical synthesis procedures yield 
lossless networks terminated in resistance. 
Tables of element values for such networks 

have been presented in previously published papers. 1-4 
Because of unavoidable dissipation in reactive elements, 
building the network to have the prescribed character-
istics may be difficult. Though capacitors can be manu-
factured to have negligible dissipation, this is not true 
of coils. The parasitic resistances associated with the 
coils may introduce a discrepancy between the designed 
and the actual characteristics of a network. We can at-
tempt, of course, to make the discrepancy negligible by 
the use of high-Q coils, but the concomitant increase in 
coil size and weight may be intolerable for many appli-

cations. 
As discussed in the Appendix, there is a simple trans-

formation of the frequency variable that permits para-
sitic losses to be taken into account in such a way that 
the desired characteristic is realized exactly. The method 
is called predistortion. It provides a series resistance 
with every inductance of the network, and a shunt 
conductance with every capacitance, without changing 
the shape of the magnitude or phase of the prescribed 
transfer function. The elements of the network are 
equally dissipative so that the network is said to possess 
uniform dissipation. The only change in the transfer 
function is in the constant multiplier. Thus a flat loss 
is introduced by the method. 

* Original manuscript received by the IRE, October 30,1957; re-
vised manuscript received, December 18,1957. This paper is based on 
the author's report of the same title, Hughes Res. Labs., Culver City, 
Calif., Tech. Memo. No. 482; February, 1957. 
f Hughes Res. Labs., Culver City, Calif. 
1 L. Weinberg, "Network design by the use of modern synthesis 

techniques and tables," Proc. Natl. Electronics Conf., vol. 12, pp. 794-
817; 1956. 
2 , "Additional tables for design of optimum ladder net-

works," J. Franklin Inst., vol. 264, pp. 7-24,127-138; July (Part 1), 
August (Part I I), 1957. 

3 -, "Tables of networks whose reflection coefficients possess 
alternating zeros," IRE TRANS. ON CIRCUIT THEORY, vol. 4, pp. 313-
320; December, 1957. 

4 S. D. Bedrosian, E. L. Luke, and H. N. Putschi, "On the tabu-
lation of insertion loss low-pass chain matrix coefficients and network 
elements values," Proc. Natl. Electronic Conf., vol. 11, pp. 697-717; 
1955. 

The method is simple and it is exact. On the other 
hand, it has the undesirable effect in the low-pass case 
of introducing dissipation where it is not needed, 
namely, across the capacitances. This loss, however, is 
useful when the low-pass to band-pass transformation 
is used. It is of interest to mention, furthermore, that 
there is another exact transformation that yields one 
value of dissipation for the inductances and another 
for the capacitances. With this transformation, net-
works can be designed for zero dissipation across the 
capacitances. Such networks are exceedingly useful for 
the low-pass case, and tables for their design may be 
presented in a future paper. 
As in the author's previous papers," the tables give 

the element values for the reactances of a normalized 
low-pass filter with one of the following characteristics: 
Butterworth (maximally flat magnitude), Tchebycheff 
(equal-ripple magnitude), or Bessel polynomial (maxi-
mally flat time delay). 1,2 

The impedance level of the networks given by the 
tables is normalized with respect to the load resistance, 
and the frequency is normalized with respect to the 
cutoff frequency for the Butterworth and Tchebycheff 
networks, and with respect to coo--- 1/To (where To is the 
zero-frequency time delay) for the maximally flat time-
delay networks. It is assumed that the reader is fa-
miliar with the simple process for removing the nor-
malizations; this also has been discussed." 
The new feature of the networks given by the tables 

of this paper is the uniform dissipation. Each of the 
reactances has an associated dissipation; the reciprocal 
of the time constant of each reactance and its dissipa-
tion is given by d, where d is a constant representing the 
amount of frequency shift. 

For each type of network four values of d have been 
tabulated-1/4, 1/10, 1/20, and 1/30. Thus, as shown 
in the Appendix, the corresponding Q's of the coils and 
capacitors for the low-pass case are 4, 10, 20, and 30. 
Each table is therefore divided into four parts, one for 
each value of d. Table I gives the element values for the 
Butterworth networks; Tables II-VII give the Tcheby-
cheff networks for the respective ripple factors of 1/10 
db, 1/4 db, 1/2 db, 1 db, 2 db, and 3 db; and Table VIII 
gives the Bessel polynomial networks. 

Inspection of the tables shows that networks are not 
given for certain values of n. As shown in the Appendix, 
in order for the uniformly dissipative network to exist, 
d must be less than the absolute value of the real part 
of the pole closest to the j axis. Networks omitted from 
the tabulation do not exist, that is, the value of d is too 
large for these cases. 
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TABLE I 

ELEMENT VALUES (IN HENRYS, FARADS) FOR A NORMALIZED BUTTERWORTH FILTER WITH UNIFORM DISSIPATION 

Value of n C, or II, L2 or C', C, or g L, or C C. or 1.4, L4 or C; .C, or g L, or C's C. or 14 LI° or C;. 

a) d = 1/4 

1 1.3333 

2 1.0938 1.2895 
3 0.8000 1.7857 1.1487 
4 0.6199 1.6087 2.0388 0.9400 
5 0.5035 1.3854 2.0032 2.4354 0.6558 

6 0.4231 1.1981 1.8176 2.4099 6.8653 0.1711 

b) d = 1/10 

1 1.1111 

2 0.8236 1.3979 
3 0.5882 1.4805 1.4020 

4 0.4518 1.2402 1.7006 1.3622 

5 0.3655 1.0385 1.5490 1.7947 1.3093 
6 0.3064 0.8860 1.3716 1.7141 1.8444 1.2496 
7 0.2636 0.7699 1.2168 1.5731 1.8131 1.8777 1.1845 

8 0.2312 0.6796 1.0880 1.4347 1.7035 1.8799 1.9076 1.1138 
9 0.2058 0.6077 0.9814 1.3109 1.5843 1.7936 1.9310 1.9425 1.0364 
10 0.1854 0.5493 0.8924 1.2029 1.4714 1.6915 1.8603 1.9760 1.9908 0.9508 

c) d .= 1/20 

1 1.0526 
2 0.7609 1.4104 
3 0.5405 1.4032 1.4570 

4 0.4144 1.1557 1.6356 1.4547 
5 0.3349 0.9609 1.4596 1.7399 1.4385 

6 0.2806 0.8168 1,2802 1.6266 1.7939 1.4168 
7 0.2413 0.7083 1.1296 1.4780 1.7267 1.8247 1.3923 
8 0.2116 0.6244 1.0066 1.3397 1.6074 1.7912 1.8439 1.3661 

9 0.1884 0.5578 0.9057 1.2190 1.4861 1.6961 1.8351 1.8566 1.3385 
10 0.1697 0.5038 0.8222 1.1153 1.3742 1.5915 1.7595 1.8666 1.8660 1.3098 

d) d = 1/30 

1 1.0345 
2 0.7421 1.4126 
3 0.5263 1.3792 1.4726 
4 0.4033 1.1302 1.6155 1.4817 

5 0.3258 0.9377 1.4326 1.7241 1.4763 
6 0.2729 0.7962 1.2528 1.6008 1.7813 1.4652 
7 0.2347 0.6899 1.1035 1.4497 1.7027 1.8145 1.4513 
8 0.2058 0.6079 0.9822 1.3114 1.5796 1.7686 1.8351 L4359 

9 0.1832 0.5430 0.8832 1.1917 1.4572 1.6692 1.8134 1.8485 1.4195 
10 0.1650 0.4903 0.8013 1.0891 1.3455 1.5628 1.7333 1.8453 1.8576 1.4025 

TABLE II 

ELEMENT VALUES (IN HENRYS, FARADS) FOR A NORMALIZED TCHEBYCHEFF FILTER WITH UNIFORM DISSIPATION 
AND WITH 1/10-DB RIPPLE (e =0.1526, è =0.0233) 

Value of n C, or 14 L, or C: Cs or 14 L, or g C. or 1.4 L, or C C, or 14 L. or g c, or 11, L. or C;, 

a) d = 1/4 

1 0.1587 
2 0.5341 0.6727 

3 0.8412 1.2730 0.8597 
4 1.2441 1.9137 4.0539 0.2242 

b) d = 1/10 

1 0.8115 

2 0.4603 0.7038 
3 0.6102 1.1529 1.0200 
4 0.7124 1.3481 1.5446 1.0350 

5 0.8039 1.4838 1.7814 1.6228 1.0093 
6 0.8991 1.6081 1.9948 1.9737 2.1632 0.6018 



1958 Weinberg: Exact Ladder Network Design Using Low-Q Coils 741 

TABLE II (Cont'd) 

c) d = 1/20 

1 0.0382 
2 0.4401 0.7106 
3 0.5590 1.1192 1.0575 
4 0.6235 1.2689 1.4957 1.1519 
5 0.6694 1.3532 1.6427 1.5931 1.2285 
6 0.7081 1.4139 1.7297 1.7237 1.7362 1.1565 
7 0.7445 1.4646 1.7972 1.7990 1.8923 1.7058 1.1312 
8 0.7806 1.5113 1.8587 1.8605 2.0001 1.9024 1.8625 0.9132 
9 0.8179 1.5569 1.9210 1.9243 2.1215 2.1300 2.6566 8.2810 0.1218 

d) d = 1/30 

1 0.1534 
0.4337 0.7125 

3 0.5438 1.1082 1.0688 
4 0.5986 1.2449 1.4821 1.1853 
5 0.6340 1.3164 1.6108 1.5923 1.2826 
6 0.6613 1.3639 1.6801 1.7033 1.7273 1.2513 
7 0.6850 1.4006 1.7283 1.7601 1.8439 1.7086 1.2764 
8 0.7070 1.4319 1.7674 1.7987 1.9057 1.8228 1.7982 1.1840 
9 0.7285 1.4605 1.8023 1.8300 1.9516 1.8829 1.9414 1.7419 1.1516 
10 0.7499 .1.4877 1.8355 1.8585 1.9935 1.9319 2.0349 1.9337 1.8632 0.9453 

TABLE III 

ELEMENT VALUES (IN HENRYS, FARADS) FOR A NORMALIZED TCHEBYCHEFF FILTER WITH UNIFORM DISSIPATION 
AND WITH 1/4-nn RIPPLE (e =0.2434, é =0.0593) 

Value of n C, or L', L, or Cf, C, or L', L, or Ç C, or L L. or Ç C, or 1.4 L, or C. C. or L', L„ or C;0 

a) d = 1/4 

1 0.2592 
2 0.7712 0.7507 
3 1.2748 1.4258 0.8796 

b) d = 1/10 

1 0.2495 
2 0.6263 0.8212 
3 0.8101 1.2820 1.1346 
4 0.9513 1.4755 1.7337 1.0044 
5 1.0562 1.6100 2.0236 1.6700 0.9551 

c) d = 1/20 

1 0.2464 
2 0.5894 0.8372 
3 0.7223 1.2513 1.1841 
4 0.7993 1.3924 1.6506 1.1728 
5 0.8356 1.4620 1.7869 1.6171 1.2754 
6 0.9139 1.5316 1.9053 1.7467 1.8426 1.1019 
7 0.9687 1.5834 1.9924 1.8314 2.0528 1.6958 1.0781 
8 1.0260 1.6338 2.0842 1.9233 2.2897 2.1966 2.9454 0.4173 

d) d = 1/30 

1 0.5780 
2 0.2454 1.9826 
3 0.6971 1.2409 1.1985 
4 0.7588 1.3680 1.6311 1.2189 
5 0.7812 1.4237 1.7433 1.6234 1.3409 
6 0.8374 1.4786 1.8323 1.7284 1.8225 1.2297 
7 0.8703 1.5140 1.8857 1.7814 1.9504 1.6921 1.3000 
8 0.9025 1.5450 1.9325 1.81.92 2.0259 1.8151 1.8740 1.1083 

9 0.9350 1.5742 1.9777 1.8534 2.0934 1.8977 2.0877 1.7240 1.0557 
10 0.9686 1.6028 2.0245 1.8899 2.1721 2.0051 2.3880 2.5688 20.2841 0.0495 
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TABLE IV 

ELEMENT VALUES (IN HENRYS, FARADS) FOR A NORMALIZED TCHEBYCHEFF FILTER WITH UNIFORM DISSIPATION 
AND WITH 1/2-DE RIPPLE (e =0.3493, ê = 0.1220) 

Value of n C, or L; L, or C; C. or U. L, or d: C. or 4 L, or g C, or g L. or C'. C,, or L; 

a) d = 1/4 

1 0.3827 
2 1.0804 0.7573 
3 1.9884 1.6160 0.7886 

b) d = 1/10 

1 0.3620 

2 0.8159 0.8858 
3 1.0494 1.3379 1.2414 
4 1.2541 1.5269 1.9539 0.9135 

5 1.4870 1.7002 2.5769 1.9821 0.6738 

e) d = 1/20 

1 0.3555 
2 0.7544 0.9159 

3 0.9067 1.3208 1.3008 
4 1.0026 1.4502 1.8057 1.1475 

5 1.0840 1.5233 1.9821 1.5832 1.3370 
6 1.1639 1.5795 2.1110 1.7194 1.9796 0.9976 
7 1.2481 1.6319 2.2453 1.8434 2.3758 1.7639 0.8758 

d) d = 1/30 

1 0.3534 

2 0.7359 0.9246 
3 0.8674 1.3144 1.3172 

4 0.9398 1.4301 1.7759 1.2083 

5 0.9942 1.4893 1.9129 1.6030 1.4189 
6 1.0426 1.5295 1.9944 1.7007 1.9329 1.1723 

7 1.0895 1.5619 2.0606 1.7517 2.0856 1.6307 • 1.3257 

8 1.1371 1.5912 2.1243 1.7936 2.1978 1.7816 1.9902 0.9693 
9 1.1868 1.6198 2.1924 1.8411 2.3366 1.9774 2.6692 2.5435 0.4897 

TABLE V 

ELEMENT VALUES (IN HENRYS, FARADS) FOR A NORMALIZED TCHEBYCHEFF FILTER WITH UNIFORM DISSIPATION 
AND WITH 1.-DB RIPPLE (€ =0.5088, ê =0.2589) 

Value of n C, or L', L, or C; C. or g L. or C; C. or L; L. or C; C, or L; L. or C's 

a) d = 1/4 

1 0.5830 

2 1.6730 0.6712 

b) d = 1/10 

1 0.5361 
2 1.1139 0.8953 
3 1.4528 1.3136 1.3923 
4 1.8089 1.5093 2.4122 0.7061 

e) d = 1/20 

1 0.5221 
2 1.0023 0.9501 
3 1.1928 1.3263 1.4641 
4 1.3284 1.4371 2.0457 1.0581 

5 1.4560 1.4998 2.2818 1.4716 1.4202 
6 1.5917 1.5532 2.5065 1.6573 2.3074 0.7568 
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TABLE V (Cont'd) 

d) d = 1/30 

1 0.5176 
2 0.9699 0.9663 
3 1.1257 1.3297 1.4810 
4 1.2203 1.4284 1.9913 1.1412 
5 1.2984 1.4769 2.1529 1.5099 1.5351 
6 1.3732 1.5096 2.2623 1.6008 2.1287 1.0487 
7 1.4497 1.5370 2.3656 1.6584 2.3606 1.5002 1.3379 
8 1.5311 1.5638 2.4820 1.7308 2.6649 1.9214 2.9594 0.4545 

TABLE VI 

ELEMENT VALUES (IN HENRYS, FARADS) FOR A NORMALIZED TCEIEBYCHEFF FILTER WITH UNIFORM DISSIPATION 
AND WITH 2-DB RIPPLE (€=0.7648, 12=0.5849) 

Value of n C, or L', 

a) d = 1/4 

1 0.9456 
2 3.2915 0.4438 

L, or C', C, or Ili L, or C C or L's 

b) d = 1/10 

1 0.8281 
2 1.6561 0.8022 
3 2.2840 1.1616 1.6313 
4 3.1624 1.5299 7.1328 0.1745 

e) d = 1/20 

1 0.7952 
2 1.4208 0.8962 
3 1.7012 1.2149 1.7435 
4 1.9372 1.3007 2.5116 0.8636 

5 2.1908 1.3573 2.9752 1.2645 1.4823 

Le or C'„ Ci or 14 

d) d = 1/30 

1 0.7848 
2 1.3566 0.9245 

3 1.5678 1.2360 1.7576 
4 1.7156 1.3105 2.3862 0.9815 
5 1.8526 1.3444 2.6232 1.3018 1.7516 
6 1.9951 1.3686 2.8298 1.4014 2.5579 0.7977 
7 2.1517 1.3943 3.0891 1.5507 3.5806 2.0400 0.6235 

TABLE VII 

ELEMENT VALUES (IN HENRYS, FARADS) FOR A NORMALIZED TCHEBYCHEFF FILTER wi at UNIFORM DISSIPATION 
AND WITH 3-DB RIPPLE (e = 0.9976, ê =0.9953) 

Value of n C, or I..; L, or C', C, or L L, or C C, or L', L, or C'„ 

a) d = 1/4 
1 1.3291 
2 6.9013 0.2378 

b) d = 1/10 

1 1.1082 
2 2.2477 0.6808 
3 3.3643 1.0200 1.7908 

c) d = 1/20 

1 1.0500 
2 1.8352 0.8034 
3 2.2359 1.0737 2.0265 
4 2.6207 1.1480 3.0638 0.6797 
5 3.0817 1.2251 4.2145 1.3540 1.0683 
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TABLE VII (Cont'd) 

d) d = 1/30 

1 1.0319 

2 1.7294 0.8410 

3 2.0111 1.1078 2.0378 

4 2.2309 1.1658 2.8163 0.8286 
5 2.4520 1.1924 3.1791 1.1130 1.9485 

6 2.6976 1.2178 3.6020 1.2898 3.3258 0.4981 

TABLE VIII 

ELEMENT VALUES (IN HENRYS, FARADS) FOR A NORMALIZED MAXIMALLY FLAT TIME-DELAY NETWORK WITII UNIFORM DISSIPATION 

Value of n C, or L', L. or c., C, or L  L, or C', C, or L'„ L, or C„' C, or g L. or C. C,or L'. L ioor C'10 

a) d = 1/4 
C„ or 14. 

1 1.3333 

2 0.4000 1.0811 
3 0.1905 0.5263 0.8593 

4 0.1111 0.3157 0.4864 0.7199 

5 0.0727 0.2102 0.3279 0.4337 0.6271 

6 0.0513 0.1498 0.2373 0.3117 0.3885 0.5612 
7 0.0381 0.1120 0.1795 0.2380 0.2897 0.3522 0.5119 
8 0.0294 0.0869 0.1404 0.1880 0.2292 0.2683 0.3232 0.4735 

9 0.0234 0.0693 0.1127 0.1522 0.1867 0.2175 0.2495 0.2996 0.4425 

10 0.0190 0.0566 0.0923 0.1254 0.1554 0.1816 0.2052 0.2325 0.2802 0.4170 

11 0.0158 0.0470 0.0771 0.1053 0.1309 0.1537 0.1740 0.1937 0.2186 0.2642 0.3954 

I)) d = 1/10 

1 1.1111 

2 0.3571 1.0332 
3 0.1754 0.4978 0.8445 

4 0.1042 0.2997 0.4721 0.7146 

5 0.0690 0.2007 0.3172 0.4265 0.6250 

6 0.0490 0.1438 0.2295 0.3050 0.3848 0.5603 

7 0.0366 0.1080 0.1740 0.2324 0.2855 0.3502 0.5116 
8 0.0284 0.0841 0.1363 0.1835 0.2253 0.2657 0.3221 0.4734 

9 0.0227 0.0673 0.1097 0.1486 0.1832 0.2147 0.2478 0.2990 0.4425 
10 0.0185 0.0551 0.0900 0.1226 0.1525 0.1790 0.2034 0.2315 0.2799 0.4170 
11 0.0154 0.0459 0.0753 0.1030 0.1285 0.1514 0.1721 0.1924 0.2180 0.2640 0.3955 

e) d = 1/20 

1 1.0526 

2 0.3448 1.0167 

3 0.1709 0.4888 0.8391 
4 0.1020 0.2947 0.4674 0.7124 

5 0.0678 0.1977 0.3137 0.4240 0.6241 
6 0.0483 0.1419 0.2271 0.3028 0.3834 0.5599 

7 0.0362 0.1067 0.1722 0.2306 0.2841 0.3495 0.5114 

8 0.0281 0.0832 0.1350 0.1821 0.2240 0.2648 0.3217 0.4733 

9 0.0224 0.0666 0.1087 0.1475 0.1821 0.2138 0.2473 0.2988 0.4424 
10 0.0183 0.0546 0.0893 0.1217 0.1515 0.1782 0.2028 0.2312 0.2798 0.4170 

11 0.0153 0.0455 0.0747 0.1023 0.1277 0.1506 0.1714 0.1920 0.2178 0.2640 0.3955 

d) d = 1/30 

1 1.0345 
2 0.3409 1.0111 
3 0.1695 0.4858 0.8372 

4 0.1014 0.2931 0.4658 0.7117 

5 0.0674 0.1967 0.3125 0.4232 0.6238 
6 0.0481 0.1412 0.2262 0.3020 0.3830 0.5598 
7 0.0360 0.1063 0.1716 0.2300 0.2837 0.3492 0.5113 

8 0.0280 0.0829 0.1346 0.1816 0.2236 0.2645 0.3215 0.4732 
9 0.0224 0.0664 0.1084 0.1471 0.1818 0.2135 0.2471 0.2987 0.4424 

10 0.0183 0.0544 0.0890 0.1214 0.1512 0.1779 0.2025 0.2311 0.2797 0.4170 

11 0.0152 0.0454 0.0745 0.1020 0.1274 0.1504 0.1712 0.1918 0.2177 0.2639 0.3955 
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For the Butterworth characteristic, the absolute 
value of the real part of the pole closest to the j axis be-
comes smaller as n increases. Thus if d is too large for 
n =x, all networks for n >x will also not exist. The same 
property holds for the Tchebycheff networks. In addi-
tion, for a fixed value of n, the pole closest to the j axis 
of a Tchebycheff transfer function moves closer as the 
ripple factor increases. Thus it is possible to tabulate 
more networks for the smaller ripple factors. For the 
Bessel polynomial networks no difficulty occurs; all the 
networks exist for the four values of d used in this 
paper. Unlike the Butterworth and Tchebycheff cases, 
the absolute value of the real part of the pole closest to 
the j axis becomes larger as n increases. Since for n= 1 
the pole lies at s = —1, networks exist for all values of n 
if d is chosen smaller than unity. These properties of the 
poles of the different functions may be derived analyti-
cally or may be verified by consulting the previous 
tabulations' of the poles. 

In the previous tables,'-' a number of values of the 
input-to-output resistance ratio were used for the tabu-
lation. For these dissipative networks, however, resist-
ance terminations at both ends were not considered 
essential. Therefore, all the networks possess a resistance 
termination only at the load end (the resistance, of 
course, being normalized to one ohm). The reader should 
note that this does not mean an ideal voltage or current 
source must always be used. When a generator resist-
ance is also required, it may be supplied by part of the 
dissipation associated with the first reactance on the input 
side of the network. 
The element values of band-pass networks may be 

obtained by the low-pass to band-pass transformation. 
If necessary, the reader should consult the references for 
a discussion of this transformation, and also for discus-
sions of the duality and reciprocity theorems. These 
theorems help to convert the networks of the tables to 
alternative practical configurations. There are, of 
course, other techniques for converting the networks to 
forms that can be built more easily. To cite just one 
example, it may be found that in a band-pass network, 
the coil in the series arm is so large that its self-reso-
nance frequency may cause difficulty; tapping down on 
the shunt coils on either side of the series arm, with 
appropriate changes in the element values of the series 
arm, may eliminate the difficulty. Most of these tech-
niques, however, may be found in filter textbooks and 
therefore are not discussed further here. 

In the first part of the paper we discuss how to use the 
tables to design low-pass uniformly dissipative net-
works, and then show how to obtain band-pass net-
works in which the capacitors have no dissipation and the 
coils have uniform dissipation. In the second part two 
examples are given to illustrate the use of the tables. 
The Appendix is devoted to the derivation of the 
formulas and the procedure used to generate the tables. 
The steps for using the tables can be followed without 
knowledge of their derivation, but for a complete under-

1E1 

It Ln-1 Rn_i 

n-2 

L2 

C3 

R2 

Fig. 1—General form of low-pass ladder network with a current-source 
input and n odd. 

L'n-i R_1 R 

RI... I 

o  

Fig. 2—General form of low-pass ladder network with a current-source 
input and n even. 

R'n_2 L.n_2 

f en-1 

o 

Fig. 3—General form of low-pass ladder network with a voltage-source 
input and n odd. 

n C' I 

Rn-2 Ln -2 

Gn. 

o 

Fig. 4—General form of low-pass ladder network with a voltage-source 
input and n even. 

R2 L2 

standing of these steps it is recommended that the Ap-

pendix be read first. 

USE OF THE TABLES 

The elements in the columns of the tables are either 
primed or unprimed. The primed elements give net-
works that are duals of the networks given by the un-
primed elements. This allows both transfer impedances 
and transfer admittances (or transfer voltage ratios) to 
be realized. When a current source is to be used, the 
transfer impedance Z21 = E2 /1 is required; transfer ad-
mittance Y21 I2/E, applies for a voltage-source input. 
The network forms obtained for Z2, from the tables 

of element values are shown in Figs. 1 and 2. 
1) For n odd the unprimed tabulated values yield the 

network of Fig. 1 with a current-source input and a 
voltage output. The values of the L's and C's are given 
by the tables. The values of the resistances associated 
with the coils and the conductances associated with the 
capacitors are given by the d of each table. The con-
stant d is equal to the reciprocal of the time constant, 
that is, d=Rp/L,=Gp/C„. Thus, R„=dL, ohms and 

G„=dC» mhos. 
2) For n even the primed tabulated values yield the 

network of Fig. 2. As in 1), d is the reciprocal of the 
time constant so that R„' = dL,' ohms and G»'=dC 

mhos. 
For the transfer admittance Y21 the network forms 

are shown in Figs. 3 and 4, which are the respective 
duals of the networks in Figs. 1 and 2. 
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1) For n odd the primed values yield the network 
shown in Fig. 3. Again, R„' =dL,' ohms and G.' =dC.' 
mhos. 

2) For n even the unprimed values yield the network 
of Fig. 4. As before, the d of the table that is used yields 
the resistance and conductance values: Ry=dL, ohms 
and G„=dC,, mhos. 

Each of the networks is shown driven by an ideal 
source. However, when a finite and nonzero generator 
resistance is required, part or all of the dissipation 
associated with the last reactance on the left may be 

assigned as the resistance of the source. For example, 
G. in Fig. 1 may be used as the generator resistance so 
that the capacitance C„ must now be furnished by a 
lossless capacitor. 

It is also possible to use Thévenin's or Norton's 
theorem to effect a source conversion and thus obtain 
new network configurations. For example, Thévenin's 
theorem applied to G. and the current source in Fig. 1 
yields a voltage source and a series resistance. In this 
way a transfer admittance or transfer voltage ratio may 

be realized with shunt capacitance branches at both 
ends of the coupling network. 

It is shown in the Appendix that the Q of each of the 
reactors used in the low-pass network (henceforth desig-
nated by QLp) is equal to 1/d, where QLp is defined at 
the cutoff frequency cuco. In symbols, 

Qz,p = co,,L,"/R," = G,"/(wc,C,‘"), (1) 

where the double primes have been used to designate 
the element values after the removal of the frequency 
and impedance normalizations. 

For the band-pass case a capacitance is added in 
series with each inductance in the low-pass network, 
and an inductance is added in parallel with each ca-
pacitance. The quality factor of the coils defined at the 
center frequency coo, i.e., Qgp=WoL,, " /R," , is then given 
by (5), which is repeated below for convenience: 

QBP = Qcircuit QLP, (2) 

where n ,circuit is defined as coo/(wa —co«) or, equivalently, 
coo/wco. Here co, and co« are the respective upper and lower 
frequency limits of the pass band. 

One more equation is needed before the design of a 
filter can be carried out, namely, the equation for the 
calculation of the flat loss introduced by the uniform 
dissipation. This is given by (11) as 

loss (db) = — 20 log (bo/ao). (3) 

The reader should consult the Appendix for the deriva-
tion and use of this equation. 

Except for the choice of the shift d, the methods for 
determining whether a Butterworth, Tchebycheff, or 
Bessel polynomial filter is appropriate, and the calcula-
tion of the required value of n, are the same as in the 
previous papers on tabulated ladder networks. In a 
typical problem, one part of the specifications will give 
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the maximum Q Lp or Qgp, or the maximum flat loss 
that can be tolerated. From this specification and the 
use of (1), (2), or (3), the table with the required value 
of d can be chosen. The procedure is illustrated in the 
examples below. 

ILLUSTRATIVE EXAMPLES 

In this section, two examples are given that illustrate 
the use of the tables. So that a comparison can be made 

between the previously tabulated networks containing 
lossless reactances and the ones derived below, the first 
example incorporates the specifications of Example 2-1. 1 
Of course, we add a specification that determines the 

amount of dissipation. The second example uses some 
of the data of Example 3-1 1 so that a comparison is also 
possible here. 

Example I 

We wish to design a low-pass filter that has a resist-
ance termination only at the output. The filter is to be 
of the Butterworth type with a cutoff frequency 
we. -- 10,000 radians/second and an output resistance of 
750 ohms. At a frequency co =.3co,. the magnitude re-

sponse is to be down at least 50 db from its zero-fre-
quency value. The input source is a cathode follower 
which approximates an ideal voltage source. The Qip 
of the coils is not to be greater than 25. 

The value of n is determined in the usual way by the 
specification in the attenuation band: 

1 

1 + co2n 

(1 + co2n) 

= 10-s, 
i....3 

...3 = 105, 

32n c..2. 105, 

n -.= 5.23. 

Thus the next larger integer n=6 is used. 

Because QLp <25 all values of d except d = 1/30 are 
acceptable. We show two alternative designs by using 
Table I(b) and (c) corresponding to d= 1/10 and 
d = 1/20, respectively. 

Since the input is a voltage source and n is even, the 
network form of Fig. 4 is applicable. We therefore use 

the unprimed values of Table I(b) and (c) to obtain the 
following normalized element values: 

d= 1/10 d = 1/20 

CI =-- 0.3064 
L2 = 0.8860 
C3 = 1.3716 
L4 = 1.7141 
C6 = 1.8444 
L6 = 1.2496 

C1=0.2806 
L2 = 0.8168 
C3 = 1.2802 
L4=1. 6266 
C6 = 1.7939 
L6 = 1.4168 

Using the relationships R,=dL„ ohms and G.=dC, 
mhos yields the normalized resistances and conduct-
ances: 
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¿= 1/10 ¿= 1/20 

G1=0.0306 
R2=0 .0886 
G3 =0.1372 
R4=0 .1714 
G5 = 0 . 1844 
R6= 0 .1250 

Gl =0 .0281 
R2=0.0817 
G3 = 0 .1280 
R4=0.1627 
G5 = 0 .1794 
R6=0.1417 

To achieve a load resistance RL of 750 ohms, we mul-
tiply all R's and L's by RL --- 750 and divide all G's and 
C's by 750. To change the cutoff frequency to co. 
=10,000 radians/second every L and C must be divided 

by this value. 
The final values, designated by double primes, are 

therefore: 
d= 1/10 

C1" = 4.09 X10-8 
L2" = 6. 65 X10-2 
C3" = 1.83 X10-2 
Li" = 1 . 29 X1O-' 
C5" = 2 . 46 X 10-7 

L6" = 9 . 37 X10-2 

= 4. 09 X 10-6 
R2" = 66.5 
G3" = 1 . 83 X10-4 

R4" =129 
G5" = 2 . 46 X 10-4 
Re" = 93 . 7 

d ---- 1/20 

C1" --- 3 . 74X 10-8 
L2" = 6.13 X10-2 
Cs" = 1 . 71 X 10-7 
1,4" = 1. 22 X10-1 
C5" = 2 .39 X 10-i 
L6" = 1 .06 X 10-1 

GI" = 3 . 74X 10-5 
R2" = 61.3 
G3" =1.71 X10-4 
R4" =122 
G5" = 2 .39 X10-4 
R6" = 106 

tEi 

o 

Fig. 5-Network obtained for Example 1. (Values of R, G, L, and Care 
in ohms, mhos, henrys, and farads, respectively.) 

2) The pass band has a bandwidth coc.:-:--cob -co.= 5000 
radians/second (the bandwidth being measured at the 

minimum value of the ripple). 
3) The center frequency coo is equal to 100,000 ra-

dians/second. 
4) A resistance termination of 1000 ohms is required 

only at the load end. 
5) The response is to be down at least 50 db at 

co =4-coc.. 
6) The network is to be driven by a pentode which 

approximates a current source. 
7) The QBp of the coils must not exceed 250. 
The required value of e2 is first calculated. At a 

trough of the ripple we have 

1 
 - 1 - 0.15 
1 €2T.2(1) 

The network is shown in Fig. 5. 
It is pointed out in passing that since GI serves no 

real purpose here, it is possible to increase the gain of the 
network by combining G1 with the normalized load re-

sistance GL =1/RL =1. This gives a load resistance of 
R=1/1.031 for d=1/10 and R=1/1.028 for d---1/20. 

Now to remove the impedance normalization the factor 
to be used in place of 750 is 750X1.031 for d = 1/10 and 

750X1.028 for d =1/20. 
The flat loss of the network in Fig. 5 is now calculated 

for each value of d. For the Butterworth polynomials 
ao =1. To evaluate bo we first consult Table 2.2' for the 
coefficients of the Butterworth polynomial of the sixth 

degree. We find q(-1/10) =0.680 and q(-1/20) = 0.825. 
Thus the flat loss for d = 1/10 is 3.4 db, and for d =1/20 

the loss is 1.7 db. 

Example 2 

A ladder network is desired with the following proper-

ties. 
1) The network is to be a band-pass filter with a 

peak-to-peak ripple in the squared magnitude charac-

teristic not exceeding 15 per cent of the maximum 

value. 

1 -F 2 = 

= 0.85 

20 

17 

e2 = 0.176. 

Since this value lies between i.-db and 1-db ripple, 

Table IV must be used. 
Next we calculate n. At co =4 

1 
= 10-5 

1 62T.2(4) 

€2T02(4) 105 

T.(4) = 753. 

We now use an equation expressing the attenuation 
of the Tchebycheff curve to calculate n: 

(al ± VCO2 1)" ± (co + Vw2 1)-n 

2 
= 753 

co-4 

(4) ± VC.J2 - 1) n 1506 

(7.88)fl = 1506 

n ---- 3.58. 

Therefore, n = 4 is used. 
Consulting Table IV shows that the network for 

n=4 exists when d = 1/10. We now check whether this 
value of d satisfies the requirements on QBp. Since 

Qaircuit =Wo/Wco = 105/(5 X103) = 20 and QLp= 1/d =10, 
we have by use of (2), QBp= 20 X10 = 200. Therefore, 
use of Table IV(b) is satisfactory for this requirement. 

Consulting Table IV(b) for n --- 4 gives the normalized 
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values for the low-pass network; we use the primed 
values and the configuration of Fig. 2 since the input is 
a current source and n is even. Removing the normaliza-
tions by multiplying all C's by 

1 1 

Rea. 5 X 106e 

all L's by RL/coo = L all R's by RL =1000, and all G's by 
1/RL =10-8, we obtain 

1 
LI" = — L1'= O.251 

5 R1" =1000R1'= 126 

1 
C2" = C21= 0.305 X 10-6 GI" = 10-3X G2i= 153 X 10-6 

5X106 

1 
L3"=— L3'= 0.391 R3" 1000R3t = 196 

5 
1 

C4" = C4'= 0.183 X 10-6 G4'1= 10-3X G4' = 92X10-6. 
5 X 106 

The transformation to a band-pass network is now 
made by causing each of the L's and C's of the low-pass 
network to resonate at coo: a capacitance is added in 
series with each L, and an inductance in parallel with 
each C. The values of these additional elements are 

1 
Cl" =   = 3.98 X 10-1° 

co02/4" 

1 
L2" -  - 3.28 X 10-i 

‘002C2" 

1 
C3" =   

C002L3" 

1 

2.56 10-10 

L4" -  - 5.46 X 10-4. 
coo2C4" 

The network is shown in Fig. 6. The QBp of each of the 
shunt and series coils is 200. 

CONCLUSION 

The tables of this paper make possible the design of 
a uniformly dissipative ladder network with a maxi-
mally flat, an equal ripple, or a maximally flat time-
delay characteristic. The tabulated element values ap-
ply to the normalized low-pass network. The corre-
sponding band-pass networks may be obtained by a 
simple transformation of the low-pass networks. 

APPENDIX 

Here we briefly explain the procedure used to design 
uniformly dissipative networks." First, the frequency 
shift called predistortion, namely, the substitution of 

6 H. W. Bode, "Network Analysis and Feedback Amplifier De-
sign," D. Van Nostrand Co., New York, N. Y., pp. 216-222; 1945. 

6 S. Darlington, "Synthesis of reactance 4-poles which produce 
prescribed insertion loss characteristics," J. Math. Phys., vol. 18, 
pp. 336-340; 1939. 

E2f RL•1000 

o 

Fig. 6—Network realizing the data of Example 2. (Values of R, G, L, 
and C are in ohms, mhos, henrys, and farads, respectively.) 

s—d for s, is considered and its effect on the network 
made clear. This discussion yields the relationship be-
tween the shift d and the Q of the reactors for the low-
pass network. The derivation of the corresponding rela-
tionship for the band-pass network is also shown. Next, 

the simple expression for calculating the flat loss is de-
rived. The Appendix concludes with an outline of the 
complete synthesis procedure used to generate the 
tables of this paper. 

Any transfer function of a network may be obtained 
by the proper combination of the driving-point func-
tions of the network elements. The truth of this becomes 
clear when a transfer impedance or admittance is 
evaluated as the ratio of a cofactor and the determinant 
of the Kirchhoff equilibrium equations for the network. 
Thus, the effect of a frequency transformation on a 
transfer function can be determined from its effect on 
the element driving-point functions. 
What is the effect on a network when s is replaced by 

s+d, where s is the complex frequency variable and d 
is a positive constant? Since the impedance of a resist-
ance does not depend on frequency, the resistances of a 
network are not changed by the transformation. The 
impedances of an inductance L, and a capacitance C;, 
however, are frequency dependent, being given respec-
tively by Lys and 1/(C,$). If s is changed to s+d, these 
impedances become L,(s+d) and 1/ [C,(s+d)]. As 
shown in Fig. 7 the first represents the impedance of an 
inductance L, in series with a resistance R,=dL,, 
whereas the second is the impedance of a capacitance 
C„ in parallel with a conductance G„---dCp. The con-
stant d is thus equal to the reciprocal of the time con-
stant of each impedance, d=R,/L,--G,s/C„. For co 
equal to unity, d represents the resistance-reactance 
ratio associated with each inductive impedance, and the 
conductance-susceptance ratio associated with each 
capacitive impedance. 

As will be seen later, the above transformation of 
s+d for s is used to remove the effect of an original pre-
distortion transformation. Therefore, if a resistance-
terminated lossless network has been designed to give a 
predistorted low-pass filter characteristic with co =1 as 
the cutoff frequency, then the removal of the predistor-
tion makes d equal to 1/Q for each coil and capacitor, 
where Q, defined at the cutoff frequency, is LP/R, or 
G„/C„. When the frequency normalization is removed, 
co =1 becomes the cutoff frequency co =coc,„ and L, be-
comes Ly/coyy. If the Q of the coils is again defined at the 
cutoff frequency, then Q---ue(L,/cua.)/R,=L,/R,. Thus 
the relationship between d and Q continues to hold after 



1958 Weinberg: Exact Ladder Network Design Using Low-Q Coils 

S + d 5 PLANE p PLANE 

749 

Ly Ly Ry .dLyOHMS 

Cp. 

GyL. dCg MHOS 

Fig. 7—Conversion of reactances when s-1-d is substituted for s. 

the frequency normalization is removed. The equality of 
the Q's of the elements leads to the designation of such a 
network as uniformly dissipative. 
For the band-pass filter, obtained by a frequency 

transformation from the low-pass case, a relation be-
tween the shift d and the required Q of the coils (both 
the coil in the series arm and the coil added across the 
capacitance in the shunt arm) also exists. Since different 
Q's must be used in the analysis, it is convenient to 
designate the Q for the low-pass filter discussed in the 
preceding paragraph by QLp. We further designate the 
coil Q we wish to use in each branch of the band-pass 
filter by QBP and the Q of the band-pass magnitude 
curve by n If we let L," and R," designate the in-
ductance and resistance values after the frequency and 
impedance normalizations have been removed, then in 
terms of these quantities, 

1 wc,L," 
QLP = =  

d R," 

Finally, we use the conventional definitions 

cooL" 
QBP 

Qoirouit 

R," 

N/coacob 

COO 

COb COo 

COO 
- 

COCO 

(4) 

where cob — coo = co defines the bandwidth of the band-
pass filter and coo is its center frequency. By straightfor-
ward manipulations of QBP, we have 

coococoL," 
QBP 

WeoRy" 

QoircuitQLP. (5) 

Therefore, if we have a small percentage bandwidth 
filter, the required QBP of the coils will be large. For 
example, if d =1 and thus QLp = 4, and n =50, the 
coil QBP will be 200. Expressed in another way, the 
tables in this paper cannot be used for a band-pass 
filter with a percentage bandwidth of less than 2 per 
cent if the Q of the coils is limited to 200. 
The above analysis is in terms of the coil in the series 

—1--F-x 1 1 I 1 1 x 1 1 

(a (b) 

Fig. 8—Movement of critical frequencies as a result of predistortion. 
(a) Poles of Z21 in s plane. (b) Poles of Zsir in p plane. 

arm of the network. The same results can be obtained 
for the parallel capacitance-conductance combination 
in the shunt arm. But when Qgp> 10, the conductance 
across the shunt capacitance may be completely as-
signed as the loss of the parallel coil that is introduced 
by the transformation to a band-pass network.' Thus 
the QBP of the coils in the shunt branches is also given 
by (5). 
Now suppose we desire to realize a prescribed low-

pass transfer function by a network with uniform dissi-
pation. The synthesis procedure that must be used, 
however, is the Darlington one, which yields a lossless 
quadripole terminated in resistance. Therefore, it is first 
necessary to transform the prescribed function to one 
that describes the network with the lossless quadripole. 
The lossless network is simply the final one in which the 
uniform dissipation has been removed from each of the 
reactance elements. Corresponding to this network 
change, the transformation8s=p—d is made in the pre-
scribed function. In other words, the given function 
[here assumed for illustration as a transfer impedance 
Z21 (s)] is predistorted to yield the transformed function 

ZHT(P) = Z21.(p — d). (6) 

It is pointed out that the new transfer impedance 
Z2iT has no physical significance. It is merely an inter-
mediate function for which we realize a lossless network. 
As a final step, uniform dissipation is added to the 
realized network; this cancels the effect of the original 
predistortion because it corresponds, as we have seen, 
to the substitution of s d for p in Z2iT. 

Predistorting a function moves its critical frequencies 
d units to the right. In Fig. 8 the critical frequencies in 
the s and p planes are shown for which Z21 = 1 / [(S + 2) 
(s2+6s+ 18)] and d =1, so that Z2IT = 1/ [(p + 1) (p2+0 
+13)]. Since Zur must remain a function realizable by 
a resistance-terminated network, its poles must lie in 
the left half-plane. Thus one restriction on the amount 
of predistortion becomes apparent: d must be less than 
the absolute value of the real part of the pole of Z21 closest 
to the imaginary axis. 

7 T. S. Gray, "Applied Electronics," John Wiley and Sons, Inc., 
New York, N. Y., 2nd ed., pp. 547-550; 1954. 

8 For clarity and to simplify the following discussion a new fre-
quency variable p is introduced. 
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There are other restrictions which should be men-
tioned.° If Z21T is to be realized by a lossless network 
terminated in resistance, its numerator must be an 
even or odd polynomial. However, if Z21 has a numerator 
that is even or odd (but is not merely a constant), the 
transformation s=p—d cannot possibly yield an even 
or odd numerator for ZUT . Thus predistortion followed 
by use of the Darlington procedure for the lossless 

quadripole will not work in this case. For the character-
istics treated here, the numerator of each transfer func-
tion is a constant so that no difficulty arises. 

In addition, the constant multiplier on Z21 "  must be 
adjusted before the synthesis is begun. For example, 
suppose Z21 is given as the form of transfer function con-
sidered in this paper, 

Z21 =  — 
q(s) 

H 
(7) 

s" -F an-isn-1 ± • • • + ais ao 

where H is a constant multiplier, and we wish to realize 
a uniformly dissipative ladder network with a resistance 

termination only at the load end. Thus we can realize 
Z21 7 by the ladder shown in Fig. 9, for which 

Z21" = 

where 

bo 

q(p — d) 

bo 
  e (8) 
P " bn—en-1 ± • • • ± b 1P + b0 

b° = 47(s) 1.--d. (9) 

It is necessary that the constant multiplier be bo since 
inspection of the network in Fig. 9 for s =0 shows that 
ZnT(0) must equal unity. 

If Z21 instead of Z2,7' were realized by the network of 
Fig. 9, H would equal ao. However, Z21 is realized by 
the uniformly dissipative ladder of Fig. 10, and thus 

Z21 = Z2IT(s d) 

bo 
= 

9(s) 

14 a = 
ao q(s) 

(10) 

The fixed loss introduced by the dissipation, therefore, is 
given in db by 

loss (db) = — 20 log (bo/a0). (11) 

It is pointed out that this is added loss when the network 
is driven by an ideal generator. When the generator has 
internal resistance, the loss introduced by this resistance 
must be subtracted from the above loss. 
The fixed loss is therefore easy to compute, since bo is 

obtained by (9). Frequently, the use of the remainder 

Ln -1 

°711-6e6.17 -n-2 

o  

L2 

Fig. 9—Ladder network for realizing Zur. 

Fig. 10—Uniformly dissipative ladder. 

theorem simplifies the computation. The polynomials 
q(s)—that is, the Butterworth, Tchebycheff, and Bes-
sel polynomials—have been tabulated.' Inspection of 
those tables' also shows that for the Butterworth poly-
nomials 

ao = 1 (for all n), 

for the Tchebycheff polynomials 

1 

2n— le 
ao (for n odd) 

(12) 

N/1 -P 1 /s2 
ao —   (for n even), (13) 

2.-1 

and for the Bessel polynomials 

(2221! 
ao =   = 1•3•5 • • • (2n — 1) (14) 

n!2. 

for all values of n. The quantity E2 is the ripple factor; 
its value is given in the title for each table of equal-
ripple networks. 

Based on the above description, the procedure for 
realizing a uniformly dissipative low-pass network is 
summarized by the following steps. 

1) Determine the realizable Z21T(P) from the speci-
fied Zn(s) by making the substitution s=p—d. 

2) After performing the necessary adjustment of the 
constant multiplier of Z21T, realize Z21T by a network 
whose reactances have no associated dissipation. 

3) Make the realized network uniformly dissipative 
by adding a resistance R,=dL, in series with each in-

ductance L,, of the network, and adding a conductance 
Gp=dC, in parallel with each capacitance C, appearing 
in the network. 

4) The uniformly dissipative network realizes the 
Z21 (s) =Z2IT(s+d); this is equal to the given transfer 
impedance within a constant multiplier. The flat loss 
introduced by the added dissipation can be calculated 
by use of (11). 
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Minimum Energy Triggering Signals* 
L. A. BEATTIEt, ASSOCIATE MEMBER, IRE 

Summary—In switching problems, the efficiency of the switching 
circuits is often of considerable importance. In the past the basic 
switching mechanism has been actuated by pulses of simple func-
tions of voltage, current, or force, and efforts to obtain increased 
efficiency have led to the use of transistors, development of better 
relays, and the improvement of other components. This paper con-
siders, as an alternative or complementary approach to the problem, 
the optimization of the function of time which is used for triggering 
so as to minimize the energy required of the triggering signal. 

The general problem of determining the optimum triggering 
signal for a lumped-constant, linear circuit is considered. The opti-
mum signal is defined as that which produces a given current 
through, or a voltage across, a resistive output element at time t= T 
while at the same time requiring a minimum of energy from the gen-
erator driving the circuit. The output resistance is considered as 
characterizing the input terminals of a monostable or bistable ele-
ment such as a thyratron, multivibrator, or a magnetic relay. 

An equation characterizing the optimum signal is derived, and 
the conditions under which the equation is valid are noted. There 
are two types of circuits for which a characteristic equation is not 
obtained. However, both of these types of circuits are unrealistic in 
the practical sense because they do not allow for generator internal 
resistance or stray capacitance across the input terminals. For 
equivalent circuits of practical importance the characteristic equation 

is always valid. 
The solution of the characteristic integral equation is discussed, 

and it is shown that the Laplace transform can be used to reduce the 
integral equation into an algebraic one which is susceptible of simple 
solution. Finally, a sample problem is proposed and the solution 
outlined. This example, in addition to demonstrating the general 
solution, also presents a method for finding the undetermined con-
stants involved in the equations. 

INTRODUCTION 

S
WITCHING is of great importance in almost all 
fields of engineering endeavor. The problems range 
all the way from the trivial ones of mechanically 

turning an equipment on and off to the complicated 
problems associated with automatic telephone ex-
changes and computers. Regardless of the complexity, 
however, the basic switching mechanism in the past 
has been actuated by pulses or predetermined func-
tions in time of voltage, current, or force. In some of 
the complex problems in switching much attention 
has been paid to the efficiency of the switching process. 
However, the improvements in efficiency have resulted 
from reducing the energy requirements of the switch-
ing elements by building better relays and other termi-
nal devices, and from increasing the efficiency of the 
associated circuits such as might result through the 
use of transistors. Thus, improved switching has re-

* Original manuscript received by the IRE, June 27, 1957; revised 
manuscript received, November 18, 1957. This work was sponsored 
by the U. S. Army Signal Corps, and is abstracted from Tech. Rep. 
No. 56, "Minimum energy triggering signals," by L. A. Beattie. 
t Dept. of Elec. Eng., University of Idaho, Moscow, Idaho; 

formerly with Electronic Defense Group, University of Michigan, 
Ann Arbor, Mich. 

suited from the improvement of the switching circuits. 
One might consider an alternative or complementaty 
approach to the switching problem. In many cases it 
might be desired to operate a remotely located switch 
by radio. Here the energy required of the transmitter 
may be of primary importance and one may or may not 
have optimized the receiver efficiency. Thus, in this 
type of problem the receiver may be fixed and one may 
only be free to adjust the transmitter parameters. Here, 
it might be quite inefficient to select arbitrarily some 
given type of triggering signal, such as a pulse, for 
example, and it might be of considerable benefit to opti-
mize the function of time which is chosen for the trig-
gering signal. 
The minimum energy signal problem might also be 

couched in the terminology of a signal detection problem 
in which one desires to determine that voltage or cur-
rent as a function of time, which if applied to the input 
terminals of a given linear receiver results in some peak 
deflection to root-mean-square (rms) background noise 
deflection ratio on an oscilloscope screen, while at the 
same time requiring a minimum of energy from the sig-
nal driving the circuit. 
The triggering problem and the signal detection prob-

lem, as defined above, are identical except for the ul-
timate use which is made of the peak output voltage. 
However, for convenience the remainder of this paper 
is written in terms of triggering signals. 

Before considering the solution to the optimum trig-
gering signal problem, it may be well to review some of 
the accomplishments in the field of signal detection 
since, at first glance, it appears that the solution to the 
signal detection problem might yield a solution to the 
optimum triggering signal problem. However, it will be 
shown that the two problems are very different in 
nature, and the solution to one suggests nothing in the 
way of a solution to the other. 
The part of the signal detection problem which bears 

the closest relationship to the optimum triggering signal 
problem is probably best defined by referring to Van 
Vleck and Middleton's treatment of the problem.' To 
summarize briefly, these authors considered a signal 
known exactly to be applied to the input terminals of a 
filter, the output of which is used to produce a deflection 
on an oscilloscope screen. Their problem was that of de-
termining that filter characteristic which would result 
in a maximization of the peak output signal to the rms 
noise output. 

J. H. Van Vleck and D. Middleton, "A theoretical comparison 
of the visual, aural, and meter reception of pulse signals in the pres-
ence of noise," J. Appl. Phys., vol. 17, pp. 940-971; November, 1946. 
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The first theoretical treatment of this type of pro 
lem was made by North.' He showed that to maximi 
the ratio of the peak signal, known exactly, to the r 
noise, the filter characteristic should be the complex co 
jugate of the Fourier transform of the pulse. 

In addition to optimizing the filter characteristic f 
the detection of signals known exactly, there have al 
been investigations leading to the optimization of pul 
widths, repetition rates, scanning rates, etc. 1,8 The 
optimizations lead to the choice of the parameters 
some signal of a given type. However, the general pro 
lem of determining, if possible, the best function of tim 
for peaking the filter output for a given filter does no 
appear in the literature. 

Without a critical examination, it appears at firs 

glance that North's determination of the best filter fo 
peaking the ratio of the output signal to the rms noi 
output might be applied conversely to the determinatio 
of the best signal for a given filter. However, there is 
basic difference between the two problems. Suppos 
first that we have some signal known exactly and tha 
we want to determine the best filter for maximizing th 
ratio of the peak output signal to rms noise. In thi 
problem it is assumed that there is some given nois 
level at the filter input. It is clear that we do not want to 
simply select the filter characteristic to maximize the 
output signal, because this in general might also peak 
the output noise. For example, the best circuit for peak-
ing the output signal would be an ideal transformer with 
infinite turns ratio. However, this transformer would 
also peak the output noise and thus would not maximize 
the signal-noise ratio. In signal detection, therefore, the 

choice of the filter involves inherently a choice of the 
noise output. 

In the optimum triggering signal problem noise plays 
no role whatsoever. In this case it is assumed that the 
filter or circuit is given. But if the filter is given, it then 
follows that the noise output from the filter is also given. 
The choice of the optimum triggering signal therefore 
involves no choice of the noise output from the circuit. 
In this case, optimizing the input signal to maximize 
the peak output also maximizes, on the average, the 
ratio of the peak output signal to the noise output. 
Thus, one would not expect in general that the optimum 
triggering signal is, using North's theorem in converse, 
the complex conjugate of the inverse Fourier transform 
of the filter characteristic. 

MINIMUM ENERGY TRIGGERING SIGNALS 

The problem which is considered is that of activating 
a critical monostable or bistable element, located at the 
output terminals of a circuit, with a minimum of energy 
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delivered to the input terminals of the circuit. The 
critical element is envisioned, for example, as a biased 
thyratron or a bistable multivibrator. These types of 
critical elements require that some minimum instan-
taneous voltage be exceeded at least once between a 
sensitive pair of tube elements in order that triggering 
occur and conduction take place. Another example 
would be a relay which requires some minimum current 
through the pull-in coil in order for the relay to be acti-
vated. In general, the circuit with the critical element at 
the output terminals is considered to be stable and 
made up of lumped-constant, linear elements, such as 
resistances, inductances, capacitances, and linear vacuum 
tubes. In practice the critical element to be triggered can 
always be considered as purely resistive; i.e., thyratrons, 
multivibrators, and relay coils can all be considered to 
have a resistive component of input impedance and the 
reactive components can all be lumped into the re-
mainder of the network. The description of the critical 
element as a pure resistance allows the activating out-
put signal to be described in terms of a current through 

a resistance. Thus this type of subterfuge allows all 
triggering problems to be resolved into a single type in 
which one wishes to establish some minimum current 
through an output resistance at some instant in time. 

Consider then the circuit as characterized by the 
block diagram of Fig. 1. Here gel(t) is the current il(t) 

2 D. O. North, "Analysis of Factors Which Determine Signal-
Noise Discrimination in Pulsed Carrier Systems," unpublished RCA 
Rep. PTR-6C, Princeton, N. J.; June 25, 1943. 

3 J. L. Lawson and G. E. Uhlenbeck, "Threshhold Signals," 
M.I.T. Rad. Lab. Ser., McGraw-Hill Book Co., Inc., New York, 
N Y., vol. 24; 1948. 
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Fig. 1—Block diagram characterizing the circuit to be 
triggered. 

which flows in response to a voltage ei(t) when el(t) is a 
unit impulse. g12(t) is the current i2(1) which flows in re-
sponse to el(t) when el(t) is a unit impulse. With these 
definitions we can writes 

and 

e 
ii(t) = f ei(r)gii(t — r)dr, 

o 

e 
i2(t) = f el(r)g12(: — r)dr 

o 

(1) 

(2) 

where ei(t) is now an arbitrary driving function but 
equal to zero for t <0, and where the initial energy stored 
in the network is assumed to be zero. 

Let us now consider a time interval 0 ≤t:≤T, where 
T defines both the instant of triggering and also the al-
lowable elapsed time interval of the driving function. 

4 M. F. Gardner and J. L. Barnes, "Transients in Linear Sys-
tems," John Wiley and Sons, Inc., New York, N. Y., vol. 1; 1952. 
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If T represents the instant of triggering, then i2(T) must 
equal some critical minimum current which will estab-
lish the conduction of a tube or the pulling in of a relay. 

Thus we want 

is(T) = = f el(1),02(T t)dt. 
o 

(3) 

Now, the total energy input to the circuit in the 
interval Ol T is then 

E(T) = f el(t)ii(t)dt 
o 

T 

= ei(t) f el(T)gii(1 — r)drdt. (4) 
o o 

Expressed mathematically, then, the optimization 
problem becomes that of minimizing the integral given 
by (4) subject to the constraint that (3) is also satisfied. 
In the following treatment of the optimum triggering 
signal problem the variational calculus will be used.5.6 
We first assume that there is some function el(t) satis-

fying the above conditions, and then examine what 
happens when we use a function perturbed away from 
the optimum, instead of using the optimum driving 
function. Thus, if we let ei(t) be the optimum driving 
function, we will consider a perturbed driving function 

ei(t) (5) 

where e is some small arbitrary constant and n(t) is some 
arbitrary continuous function of t with n(0) =n(T) =0. 
Also, in order to incorporate both (3) and (4) into a 
single equation, we make use of the Lagrangian multi-
plier X, where X is an arbitrary constant to be chosen 
finally to satisfy the boundary conditions of the prob-
lem.' We therefore consider the minimization of 

E(T) — Xis(T) = f [ei(t) f ei(r)gii(t — r)dr 
o o 

— Xei(t)gis(T — O]dt. (6) 

Now in (6) we substitute for el(t) the perturbed driving 
function given by (5). Eq. (6) then becomes 

E(T) — Xi2(T) 

= f[ei(t) f ei(r)gii(t — r)dr — Xel(t)gi2(T — 
o 

E T f ei(r)gii(1 r)dr 
o o 

1 A. R. Forsyth, "Calculus of Variations," Cambridge University 
Press, Cambridge, Eng.; 1927. 

C. Fox, "An Introduction to the Calculus of Variations," Oxford 
University Press, New York, N.Y.. 1950. 

7 I. S. Sokolnikoff "Advanced Calculus," McGraw-Hill Book Co., 
Inc., New York, N. Y.; 1939. 
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ei(t) f n(r)gii(t — r)dr — X(t)812(T — t)idt 
o 

± 62 f T (1) f n(r)gii(t — r)drdt. 
o o 
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(7) 

It can now be argued that if el(t) is such as to mini-
mize (6), then any perturbation can only serve to in-
crease the value of (7). Note that the first term of (7) is 
the original unperturbed function given by (6). The 
second term of (7) has a multiplier E. If we allow e to 
have either positive or negative values, then to guaran-
tee that the perturbation has increased the original 
function [this implies that ei(t) minimizes the function 
E(T)—Xi2(T)] the coefficient of e must be zero. The 
third term has e2 as a multiplier, which is always posi-
tive, and, in addition, the coefficient of E2 is the energy 
input to the network due to the perturbing signal acting 
alone, which must also be positive. Thus if we set the 
coefficient of e equal to zero, we will have established a 
condition on ei(t) such that any perturbations of ei(t) 
always result in an increase in the value of (6). This is 
exactly the condition which minimizes the quantity 
given by (4) and satisfies (3). Equating the coefficient 

of e to zero gives 

O = f T f n(1) ei(r)g li (t — -r)drdt 
o o 

fe(1) f gn(r)gii(t — r)drdt 
o 0 

- X f7)(1),g12(T — t)dt. 
fa 

(8) 

As it stands, it would appear that the solution of this 
equation for ei(t) would lead to a function of the net-
work parameters, gii and g12, and also of n(t). But if 
ei(t) is given in terms of the perturbation then we have 
not truly found an optimizing function, but have opti-
mized only with respect to the perturbation. However, 
if the right-hand side of (8) can be resolved into the form 

T n(Of[el(t), gi2(t)klt, 

then we could satisfy (8) by insisting that f[ei(t), gli (t), 
gi2(0] be identically equal to zero. If this is possible, 
then the description of et(t) will be independent of the 
perturbation and will be given in terms of only the net-

work functions gii(t) and gi2(t) • 

RESTRICTIONS ON gii (t) FOR STABLE, LUMPED 
CONSTANT, LINEAR NETWORKS, AND NATURE 

OF THE CORRESPONDING SOLUTIONS 

(9) 

Before looking for solutions to (8), we will first ob-
serve some of the general characteristics of gu(t) and 
consider some of the restrictions on ei(t) since they are 
important in the mathematical treatment of the 
problem. 
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Consider now only the input terminals of the net-
work to be triggered. The Laplace transformed equation 
relating input current to input voltage is 

i1(s)z 11(s) = ei(s), (10) 

where zii(s) is a complex impedance function describing 
the driving point impedance of the network. If ei(t) is a 
unit impulse ui(t), then (t) is, by definition, equal to 
gu(t). \Ve have, therefore, 

gii(s) = 1/zii(s). (11) 

Now, because zu(s) is a driving point impedance func-
tion, it can be written as the ratio of two polynomials 
in s, subject to the restriction that the degree of the 
numerator does not differ by more than one from the 
degree of the denominator. This is in consequence of the 
restriction that driving point impedances can have no 
more than simple poles on the imaginary axis.' Thus 
gil(s) can in general be written 

gii(s) = kis k2 N(s)/D(s), (12) 

where lei or k2, or both, may be equal to zero, and where 
N(s) is at least one degree less than D(s). gu(t) is there-
fore of the form 

gu(i) k1,12(t) k2ui(t) + other terms, 

where u2(t) is a unit doublet and ui(t) is a unit impulse. 
In general, the "other terms" in (13) can be expressed 
as powers of t times damped sinusoids, i.e., in the form 

tne-ag sin (cut ± 0). 

Let us now consider the energy input to a network 
for the three classes of gii(t) when subjected to un-
bounded driving voltages of the above types. However, 
before doing so, it is to be noted that in a finite non-
zero time interval any given output voltage can be real-
ized with a properly chosen step function with a result-
ing finite energy input to the network. We first conclude, 
therefore, that an optimum signal can deliver only a 
finite energy to a network. 

Case I. gii (t) Contains Neither a Doublet Nor an Impulse 

Consider a driving function, ei(t) which contains a 
unit impulse. Then from (10)-(12) it can be seen that 
ii(t) will be bounded. Let the maximum value of ii(t) 
on the interval 0 ≤t.≤ T be M. Then the energy input 
to the network due to the impulse of voltage is no 
greater than that given below. 

E fMui(t)dt 
o 

= M. (15) 

For this case then it can be seen that the optimum 
driving signal can be unbounded. 

(13) Case II. gii(t) Contains an Impulse But Not a Doublet 

From (10)-(12) it is seen that any term contained 
in el(s) is also contained in ii(s). Let us now take 
ei(t)=u1(t) and let ui(t) be defined as 

u(t) - u(t - a) 9 
(14) = lirn 

This form results because the zeros of D(s) lie either on 
the negative real axis or else appear in complex conju-
gate pairs. 

Because of (13), we can characterize gii(t) as belong-
ing to one of three possible classes. These are: 1) gii (t) 
contains neither a unit doublet nor a unit impulse, 2) 
gii(t) contains no unit doublet, but does contain a unit 
impulse, and 3) gii (t) contains a unit doublet. 

In addition to the restriction on gii(t) which results 
from the restrictions on the types of networks being con-
sidered, there are also restrictions on ei(t) because of the 
nature of the problem, i.e., el(t) is to be a minimum. 
energy type signal. 

It will be shown later that if certain conditions are 
met by gu(t), gu(t), and el(t) then the integral equation 
characterizing solutions to the optimum triggering sig-
nal problem can be reduced to an algebraic equation in 
the variable s by using the Laplace transform. The 
optimum driving voltage is therefore first found as the 
ratio of two polynomials in s. Because of this we can 
say that unboundedness in the optimum signal can 
only result through the appearance of impulses, dou-
blets, etc. 

• E. A. Guillemin, "Modern methods of network synthesis," in 
"Advances in Electronics," vol. 3, pp. 263-264; 1951. 

a -o a 
(16) 

where u(t) is the unit step function. For case 2, ii(t) will 
contain a term kui(t) and the input energy contribution 
due to the impulses of voltage and current can be writ-
ten 

a 1 k 
E = lim f — — dt 

a-o o a a 

= lim— -> oo 
a —•0 a 

(17) 

Similarly, higher order terms in Mt) would also result 
in infinite energy input to the network, and thus we 
conclude that if gii(t) contains a unit impulse then the 
optimum driving function must be bounded. 

Case III. gii(t) Contains a Unit Doublet 

Now a doublet of current in gu(t) only results for cir-
cuits with shunt capacitance across the input terminals 
and no internal generator resistance. This situation is 
unrealizable in practice and can only be considered as 

9 Note that the step function definition is arbitrary and one could 
as well have chosen some other appropriate definition such as one 
involving distribution functions. However, the other definitions of 
ui(t) also lead to the notion that the integral of a unit impulse squared 
is unbounded in the limit. 
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the limit of the case in which an internal generator re-
sistance is assumed and is allowed to become vanish-
ingly small. With regard to unbounded driving voltages, 
in the limit this case is not well defined. Thus for energy 
input considerations we consider this case to be only 
an approximation for a circuit of case II. 

Theorem: A sufficient condition for the optimum driving 
function to be bounded is for gii(t), the input impulse re-
sponse of the network, to contain a unit impulse but not a 
doublet. 

EQUATION CHARACTERIZING SOLUTIONS TO THE 
OPTIMUM TRIGGERING SIGNAL PROBLEM 

The basic equation for optimum triggering signals 
for linear, lumped-constant networks is given by (8). It 
was suggested that it is desirable to write this equation 
in the form of (9) in order to obtain an equation for 
ei(t) independent of the perturbation. It turns out that 
this is possible if it is known that el(t) is bounded and 
sectionally continuous in the interval 0t T. But, 
from the preceding section, we know that if gii(t) does 
not contain a unit doublet but does contain a unit im-
pulse then the boundedness and continuity conditions 
on el(t) will be satisfied. Thus, we restrict our attention 
to gii (t) in the form 

gii(t) = kaii(t) k2glic(1) (18) 

where gii(t) is sectionally continuous. Substituting (18) 
into (8) gives 

{(t) t n ei(r)[klui(t — r) k2gii ,(1 — 

el(1) f in(r)[ki111(1 — k2glic(1 — r)}dr 
o 

— Xn(t)gi2(T — t)} dt = 0. (19) 

Now, all terms except those in the second inner integral 
in the above expression are already in the form of (9). 
We therefore consider the second integral separately. 

fo 
T f t 

ei(t) n(r)[kiui(t — 7) 4- kzglic(1 — r)jdrdt 
o 

= fkiel(t)n(t)dt f ei(t) ke(r)glic(t — r)drdt. (20) 
o o o 

In the last term in (20) the order of integration can be 
reversed by integrating over the triangle of Fig. 2 first in 
1 and then in r. This gives 

T f t 

ei(t) n(r)gik(1 — r)drdt 
o 

f T 

= f r  n(t) — t)drdt. (21) 
o 

fo 

Fig. 2—Region of integration in the r, t plane. 

n(i) f ei(T)[klui(t — lesguc(t— r)]dr kiel(1) 
o 

-Ek2 f ei(r)gik(r — 1)dr — Xgi2(T — 1)} dt = 0. (22) 

This can be satisfied independently of n by setting 

21 1e1(t) k2 f el(r)gii(t — r)dr 
o 

k2 fei(r)giu(r — t)dr — 
e 

Xgio(T — 1) = 0. (23) 

Eq. (23) will henceforth be called the characteristic 
equation. 

METHOD OF SOLUTION 

A method which is sufficiently powerful to allow solu-
tion of (23) even in cases where gn(t) and gi2(t) are com-
plicated functions is that of taking the Laplace trans-
form of the characteristic equation. This reduces the 
original integral equation into an algebraic equation 
which is always susceptible of relatively simple solution. 

First it is noted that the characteristic (23) contains 
only three different types of terms. These are: 1) direct 
functions of t, 2) convolution integrals of the form 
fóel(r)gn(t —r)dr, and 3) .integrals of the form fl'el(r)gii. 
(r —t)dr. The Laplace transform of the first two types 
are taken directly. For terms of the third type we first 
expand the integral as the difference of two integrals as 
follows: 

ei(r)glic(r — t)dr 

= f el(T)gllt(T t)dr — f el(r)g ii.(r — t)dr, (24) 
o 

and treat each of the resulting integrals separately. The 
Thus, (19) finally becomes second integral on the right-hand side of (24) is in the 
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It 

.2.2) 

 CD 
In 

Fig. 3—Circuit to be triggered, containing an RC coupled 
amplifier and a biased thyratron. 

form of a convolution integral. However, the first inte-
gral on the right-hand side of (24) is not a convolution 
integral and must therefore be treated in a different 
manner. In general it can be shown that gii.(r —t) can be 
written as a sum of terms each of which is in the form 
f(t)g(r). Thus, the first integral on the right-hand side of 
(24) can be expanded into the sum of a number of terms, 
each of which can be written as a function of t times an 
integral whose limits are constants. Now the integrals 
with constant limits are in themselves constants, and 
can be determined after solving for the general form of 
ei(t). Thus, the integral (23) readily reduces into an 
algebraic equation. 

This completes the discussion of optimum driving 
voltages. It deserves mention that through the prin-
ciple of duality the preceding theory can be written 
equally well in terms of optimum driving currents. 
However, for the optimum current case the input and 
transfer characteristics of the network must be written 
as the response of the network to a unit impulse of cur-
rent rather than of voltage. 

Example: A Single-Stage RC Coupled Amplifier Whose 
Output Is Used to Trigger a Biased Thyratron 

The purpose of this section is to demonstrate the ap-
plicability to a particular problem of the theory con-
tained in the preceding sections. Many notions of prac-
tical significance are difficult to discuss in general terms. 
One such notion, for example, is that of the minimum 
energy requirement necessary to cause triggering. One 

can only examine a minimum energy requirement after 
having found the optimum driving function, and, of 
course, one cannot find such a function unless gn(t) and 
gis(t) are specified. One particularly interesting facet of 
the optimum triggering signal problem is the study of 
the relationship between energy required and the time 
allowed for triggering. In the following example the 
solution to a particular problem is demonstrated and 
the energy input to the network for the optimum signal 
is discussed. 
A type of problem which might be of practical inter-

est is one involving vacuum tubes. Let us now consider 
the optimum driving voltage to be applied to a single-
stage RC coupled amplifier whose output is used to 
trigger a biased thyratron. For purposes of simplicity 
we will use simple values for the circuit constants.0 Con-
sider the circuit of Fig. 3. 

'0 Even for simple circuits with simple element values the algebra 
required to find a solution is considerable. For complicated circuits 
a computer might be required. 

2 
gme1(t) 
114(T) 

gk  
i14(T) 

14 

1 2 
t in Second+, 

3 

Fig. 4—Optimum triggering signals and step functions for 
various values of the triggering time T. 
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Fig. 5—Triggering energy vs firing time. 

10 

14 

In this case we wish to establish some critical i4(T) 
at some given time t=T with a minimum of energy de-
livered to the input circuit by the generator ei(t). We 

proceed first to the determination of the input impulse 
response, gii(t), and the transfer impulse response, 
gi2(t). The transfer current in this case is i4(t). For this 
circuit one finds 

= iti(t) - e-21 (25) 

and 

g12(t) = gme—g gme-2 `. (26) 

For this problem, then, gn(1) contains a unit impulse 
plus continuous terms. Using (25) and (26) in (23) gives 
for ei(s) 
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where 

s2(k xene-27, _ xgme-T) s(k xgme-22,) (4xgme-T _ 2xgme-zr 2k) 

ei(s) =   
2(s - 1)(s - V2)(s 

k = f ei(r)e-2"dr. 
o 

(28) 

The inverse Laplace transform of (27) gives ei(t). 
Integrating (28) allows one to find k. Then using the 
relation 

i4(s) = g12(s)el(s) 

one can solve for X in terms of i4(T). Finally, using 

i1(s) = gii(s)ei(s), 

(29) 

(30) 

one can find ii(t), and upon integrating the product of 
ei(t) times Mt) over the interval from 0 to T, one finds 
the energy input to the network over the same interval. 
The results of these operations are, 

(27) 

of the optimum signal approaches that required for a 
step function. From Fig. 5 it is seen that the optimum 
signal begins with a step and then increases in value in 
the negative direction. Note that near the end of the 
period 0 to T the optimum signal makes an attempt to 
recover some of the energy stored in the input capacity. 
For T decreasing the optimum signal approaches the 
step function both in energy and in shape. Thus, if 
separate considerations dictate a small allowable trig-
gering time, there is little advantage to the optimum 
function, and a step function becomes a very good ap-
proximation. 

CONCLUSIONS AND SPECULATIONS 

It has been shown that if a network contains a unit 
impulse in its input impulse response then there is an 

-4(T) [( -3/2 - 9 \/i/8)e--(3-sqe + (-3/2 -I- 90/8)e--(2+' [(5/4 50/4)e-2T -I- (1/4 - 0/4)e-(3-P'firles'it  
ei(1) = 

1(1 - 130/16)e-(2-v)  + (1 + 130716)e-(2+,/i)T ÷ (3/2 + 170/16)e-(4-vi)T ± (3/2 - 170/16)e-c4+, - 5e-3T 

and 

[(5/4 - 5N/i/4)e-22' + (1/4 ±  

+ (1 - 14/1/16)e-(2-s'i)T + (1 + 130/16)e-(2+' 4- (3/2 ÷ 17 VI/16)e-(4-"ur + (3/2 - 170/16)e-(4+"2)r - 5e-srl " (31) 

i22(T)[(7/64 ± 0732) - (71/32)e-r- ± (33/16 + 390732)e"' + (-99/64 - 350/32)c2T (3/32)e-(2+2vfir 
E - 

g.2[(1 _ 13N/i/16) + (I ± 130)1/6e-eiir ± (3/2 + 17V2/16)e-2r ± (3/2 - 17‘/2/16)e-(21-2,12)T 5e-o+,/212 

i22(T)I(-99/64 37V7/32)e-(21-4,1')T + (5/2 ± 15Vi/8)e-o+vie ± (5/4 - 510/16)e-o-f-e"il 

gm2p _ 130/16) -I- (1 + 13v/16)e-2 T ± (3/2 ± 17N/i/16)e-2r -I- (3/2 - 17N/2/16)e--(2+2vi)T • 

For comparison purposes, let us now find the energy 
delivered to the same circuit by a step of voltage of 
sufficient amplitude to cause triggering at time t = T. 
For the step of voltage we have 

ei(t) = k, (33) 

and one finds that 

i4(1) = kg,n(-1/2 e-g — e--2V2). (34) 

Therefore, 

2i 4(T) 
el(t) - k -   (35) 

g„,(-1 2e-T - e-or) 

One also finds that the energy delivered to the circuit 
by this voltage in the interval 0 to T is 

i42(T)(2T — e-2T -I- 1) 
E —   (36) 

g„,2(1 — 2e- T e-2T)2 

Eqs. (31) and (35) are plotted in Fig. 4 for various 
values of the parameter T. Eqs. (32) and (36) are plot-
ted in Fig. 5. 

It can be seen from Fig. 5 that the energy for the 
optimum signal is always less than that for a unit step. 
However, we see that for T small the energy required 

(32) 

optimum way for a signal to expend energy so as to 
produce across some output resistance a given voltage 
at some preselected time t = T. Applications to straight-
forward triggering problems come readily to mind. In 
the introduction it was suggested that the theory might 
find application in the field of signal detection. For 
example, an optimum shaped radar pulse would pro-
duce greater deflection than a rectangular pulse for a 
given average radiated power. However, the usefulness 
of the optimum signal theory will depend on how much 
increased range can be realized at the cost of a certain 
amount of pulse shaping circuitry. Apart from electrical 
problems the theory might find application to any sys-
tem capable of being described or approximately de-
scribed by a family of linear differential-integral equa-
tions. A sufficient condition for the theory to be ap-
plicable is for the system to have an electrical analog 
in which the forcing function acts through a series re-
sistance into a capacitive energy storage element. A 
mechanical application which comes to mind and which 
is of current interest is that of realizing maximum 
rocket energy storage (potential plus kinetic) with a 
given available expendable energy. The theory con-
tained in this paper suggests that there might be some 
optimum way to program a rocket's thrust so as to real-
ize a maximum final energy for a given fuel supply. 
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Some Studies on Delayed Feedback Circuits* 
HIDEO SEKIL SENIOR MEMBER, IRE 

Summary—This paper attempts to describe a new method by 
which periodic signals in noise can be detected easily without the aid 
of an expensive correlator. In principle, the circuit consists of a 
delay network which is inserted as a part of a unidirectional loop 
connected with the main circuit through a hybrid coil. The delay 
time must be equal to, or an integral multiple of, the signal period to 
be detected. The delay time also must be longer than the inverse 
figure of the preceding network bandwidth. Successive noises will 
be superimposed one after another at random in circulation, while the 
signals are superimposed in phase. This means an improvement in 
the signal-to-noise ratio. Theoretically, the ideal basic delayed 
feedback circuit gives an improvement in the snr of 7.66 db, and in 
the apparent Q of 9.06. Further improvement can be expected by the 
use of active circuits. Possible applications are for producing arti-
ficial reverberation, a narrow-band filter, and a short-time memory 
circuit. The response of the delayed feedback circuit is like a comb 
filter. The circuit also can extract complicated periodic waves without 
an appreciable distortion. 

INTRODUCTION 

N
EGATIVE feedback circuit is effective in reduc-
ing internal noise although it is useless against 
external noise. Delayed feedback circuit, on the 

other hand, may improve the input snr. Of course, 
periodic signals in noise can be detected effectively by any 
type of correlator,' but in general, they are complicated 
and very expensive. It is desirable, therefore, to simplify 
them to fit the ordinary radio receiver in order to reduce 
external noise. The delayed feedback circuit may be re-
garded as a simplified correlator, since its frequency, as 
well as its time response, are of a similar character. Since 
its frequency response is comb-like, it is exactly the 
same as synchronously commutated capacitors.' There-
fore; it is understandable that comb filters can be 
obtained through both mechanical and electrical means. 
The time delay circuits were used by Calvert in a 
control device," but his chief interest was directed 
to the improvement of waveform of command signals. 
To apply his circuit to our present purpose of snr im - 

* Original manuscript received by the IRE, February 11, 1957; 
revised manuscript received, November 22, 1957. The original paper 
was read before a meeting of the Studying Committee of JIECEJ on 
Circuit and Information Theories. Part of the manuscript was pub-
lished in the Japanese journal of JIECEJ. On June 27, 1956, a re-
vised paper was read before the IRE Tokyo Section meeting. 
t Iwasaki Tsushinki Co., Tokyo, Japan. 
1 Y. W. Lee, "Application of Statistical Methods to Communica-

tion Problems," Electronics Res. Lab., M.I.T., Cambridge, Mass., 
Tech. Rep. No. 181; September, 1950. 

2 W. R. LePage, C. R. Cahn, and J. S. Brown, "Analysis of a 
comb filter using synchronously commutated capacitors," Trans. 
AIEE, vol. 72, pp. 63-68; March, 1953. 

3 D. J. Gimpel and J. F. Calvert, "Signal component control," 
Trans. A IEE, vol. 71, pt. II, pp. 339-343; November, 1952. 

D. J. Ford and J. F. Calvert, "The application of short-time 
memory devices to compensator design," Trans. AIEE, vol. 73, pt. 
II, pp. 88-93; May, 1954. 

6 T. W. Sze and J. F. Calvert, "Short-time memory devices in 
closed-loop system—steady-state response," Trans. AIEE, vol. 74, 
pt. II, pp. 340-344; November, 1955. 

provement, it is better to choose the delay time of each 
element as equal to, or integral multiples of, some defi-
nite time duration. Interesting characteristics of such 
a finite arrangement of delay network without feedback 
may be deduced easily from the following discussion, and 
therefore it will not be necessary to go into further de-
tail here. Electrically, the delayed feedback circuit can 
also be regarded as a positive feedback or a regenerative 
circuit, except for the time delay in the feedback loop. 
Time delay in the loop is a vital factor for improvement 
of the snr. Nevertheless, there is another interesting 
application of the delayed feedback circuit—that of arti-
ficial reverberation.' In this case, it is not necessary to 
keep the delay time in the feedback loop within an 
exact value, but it must be adjustable within certain 
limits for practical applications. 

This paper proposes to discuss the theoretical details 
which are considered useful for all these applications. 

DESCRIPTION OF THE FUNDAMENTAL CIRCUIT 

Fig. 1 shows the fundamental circuit to which the 
delayed feedback principle has been applied ideally. 
Half of the input signal power passes through the loss-
less hybrid coil H to the loop circuit and the rest ap-
pears directly on the output terminals 3-3'. The delay 
network N is inserted in any part of the loop. Delay 
time is chosen to superimpose the circulated periodic 
signals in phase with the waves newly arriving at input 
terminals 1-1'. Incoming random noise is also halved in 
power and passes through the two routes in the same 
manner as the signal. However they are combined at 
the junction point in a random phase because noise is 
not a periodic function. If the input impedance is 600 
ohms, the loop circuit and output impedance both must 
be 1200 ohms. To satisfy these circuit conditions, we 
need an ideal amplifier to provide power gain unity in 
some part of the loop. In such an ideal case, the rms 
voltage of random noise, because of its subtraction and 
addition, can be treated merely by power due to its 
randomness. The phase, however, must be taken into 
consideration for the summation of signals. For the con-
venience of further development, Fig. 1 is simplified 
symbolically, as shown in Fig. 2, according to Mason's 
signal flow graphs,' because of the linearity of our cir-
cuit. The terminals 1-1', 3-3', and the hybrid coil corre-
spond to source, sink, and index nodes, respectively. 

P. E. Axon, C. L. S. Gilford, and D. E. L. Shorter, "Artificial re-
verberation," Proc. IEE, vol. 102, pt. B, pp. 624-642; September, 
1955. 

7 S. J. Mason, "Feedback theory—some properties of signal flow 
graphs," PROC. IRE, vol. 41, pp. 1144-1156; September, 1953. 
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Fig. 1—Delayed feedback circuit. 

Fig. 2--Signal flow graph. 

Branch gains 1/N/2- appear twice in the fundamental 
circuit and frequently in the derived circuit. Let us 
take general branch gain a as being 1/-0- in the special 
case of an ideal circuit. Then, branch gains of self-
loop and output branches will both be a, while those 
of the input branch will be unity as shown in Fig. 2. 
Note that we have added a new symbol expressing the 
delay time beside the branch gain. 

It is important to note that the following three con-
ditions are required to improve the snr in our delayed 
feedback circuit. 

1) Denoting the delay time as To and the period of 
incoming signal as T, it is required that 

To = NT 

where N is any positive integer. 

2) Denoting the bandwidth of incoming white noise 
as B, it is required by the uncertainty principle 
that 

1 

> 2B 

1 
or at least To >  _ 

B-Vir 

3) Branch gain of the self-loop must remain within cer-
tain limits, so as not to cause parasitic oscillations. 
In the special case of a single loop circuit, this 
limit can be taken as unity. 

If the noise band B is very wide, N can be taken as 
unity, but the narrower the noise band, the larger N 
must be. Condition 2) can be derived from the auto-
correlation function of random noise.' 

00 

On(r) = cos cordw. 

Let us assume that the power density spectrum func-
tion 4.11(w) is 

(Di / 2 -sx2 na') a e , 

or Gaussian spectrum, where 

(2) 

x 2Q f — fo 
fo 

and s is the number of single-tuned circuits inserted be-
tween amplifiers in cascade, where center frequency is 
fo and quality factor is Q. Then the equivalent noise 
band (or effective band) can be evaluated as follows: 

1.6/0 1/2 B f e"' = f e-8e dx. 
o 2Q —1 

This integral may be evaluated only by infinite series 
instead of simple form. However, if s/4 is large enough 
to be able to neglect 

r e---2dx and fe-sx2dx, 
1/2 

as compared to the above integral, its value would de-
pend mainly on the function near x =1. We can approxi-
mate the integral without appreciable error as 

p1/2 

e-se2dx Le-sx2dx 
-1 

which brings us the simple expression 

fe /7r 

2Q 'V s (3) 

Thus we obtain the approximate formula for autocorre-
lation function by putting (2) and (3) into (1): 

&i(T) = 21-a2Be-r(BT)2 cos coor (4) 

which gives condition 2), or 

1 
7r(B7-)2 > 1 or To > — 

VirB 
(5) 

As another limiting case, let us choose that of noise 
passing a single-tuned circuit, of which Lee and Stet' 
have made a thorough study. Let us assume that the 
random noise has a uniform spectrum (1)„(co) = a2 at the 
input. The.autocorrelation function of this random noise 

after it passes through a single-tuned circuit becomes 

7r 
ii(r) = o2L2(2,003e—wolring cos coo l r I cb 

2 

1 
— — sin coo I 

2Q 

(1) Y. W. Lee and C. A. Stutt, "Statistical Prediction of Noise,» 
Electronics Res. Lab., M.I.T., Tech. Rep. No. 129; July 12, 1949. 
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This conforms to condition 2) that ckii (r) drops to 
1/e; i.e., 

2Q 
I 7. I > — • 

coo 

As the noise equivalent band in this case is 

04 

0 = ---4Q ) 

condition 2) becomes 

1 1 

1 r 1 > — or To > — • 
213 20 

Condition 3) is absolutely necessary in our case, be-
cause we are not concerned with oscillation as produced 
by a pulse generator.9 However, there remains some 
margin to insert an active network in the self-loop 
branch. In the basic network of Fig. 1, a = 0.707, and 
this may be increased to near unity depending on the 
circuit stability. 

(7) 

(8) 

SNR IMPROVEMENT 

Let us assume that the periodic signal has lasted for a 
finite time, say n periods. Then the output signal am-
plitudes should be a, a-Fa2, a-Fa2-Ea8, • • • , and 
a±a2-1-a8+ • • • -Fan, respectively, during the first, 
second, third, • • • , and nth period. After the (n -I-1)th 
period, the signal amplitudes should decay without 
limit. The largest amplitude occurs at the nth period, 
and it would be 

n 

v,(") = E Cen = 
tn.1 

 a 
1 — a 

(9) 

a 
.'. lim 2)8(n) =   = yit. (10) 

1 — a n-1, CO 

If the autocorrelation function ctén(r) of unity power 
noise drops to a negligible value after time T, then the 
resultant noise power N2w should be the simple sum-
mation of a2, a4, • • • , a 2", i.e., 

n l _ a 2n 

N2 (n) = E a2m =  a2 (11) 

nm.1 1 — a' 

a2 
... lirn N2 (n) =   — N2. (12) 

.-... 1 — a2 

Assuming now, without losing its generality, that 

Si: input signal power = unity • 

Ni: input noise power = unity, 

we get 

S2: output signal power = [1./. (n)]2 

N2: output noise power = N2("). 

0 C. C. Cutler, "The regenerative pulse generator," PROC. IRE, 
vol. 43, pp. 140-148; February, 1955. 

clb 2 
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Fig. 3—SNR improvement vs loop gain a. 

'7.66db 

Then this will be followed by the snr improvement ratio 
G as follows: 

G(") = 
S2/N2 1 + a 1 — an 

 =  

S1/N1 1 — a 1 + a2" 

1 + a 
.*. lim G(") --- — = G. 

1— a OP-. OD 

(13) 

(14) 

This quantity is always larger than unity in our case. 
The inverse of G seems to correspond to the noise figure 
F, although not exactly, because it has not been cor-
rected with respect to frequency bandwidth of the net-
work in question. Otherwise, the inverse of G is always 
less than unity. G=5.83 (7.66 db) for a -= 1/V2; and 
G=9 for a = 0.8. The nearer a approaches unity, the 
more unstable our circuit becomes, because of the in-
crease in G without limit (Fig. 3). Our experience has 
shown that it is better to keep a around 0.8. 

TRANSIENT OR BUILD-UP TIME 

The waveform of the periodic signal remains similar, 
as shown in Fig. 4, but it grows after each period. The 
amplitude variation G(4 with respect to the number of 
period n is shown in Fig. 5, for the numerical example 
of a= 1/V2. Even after the last period of the signal, 
the output signal will not disappear, but will damp 
gradually period after period, as long as the signal circu-
lates along the feedback loop. These phenomena are in-
dependent of the periodic waveform of the incoming 
signal. For example, a sawtooth wave in Fig. 6 will keep 
its form in the delayed feedback circuit so far as its 
bandwidth is wide enough to include the higher har-
monics. Meanwhile, noise power N2 is kept constant 
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Fig. 4—Process of amplitude build-up with time (example). 
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Fig. 5—SNR improvement (G) vs number of circulations (n) in 
delayed feedback circuit. 

t 

Fig. 6—Example of transient current 
input, — — — output). 

even after it passes through the fundamental delayed 
feedback circuit, because a = 1/-Vi; a2=0.5 in (12). 
Now take the ratio of signal voltage at nth period to 

the saturated voltage and equate with (1 —e1), or 

o,(n) 

va 

A 

------------- -----

x 

Fig. 7—Vector diagram for delayed feedback waves. 

FREQUENCY RESPONSE 

Frequency response of the delayed feedback net-
work, when treated as a transmission system, is exactly 
the same as that of a mechanical commutator type comb 
filter.2 Instead of series (8) or al-a21-a3 • • • , we take 

1 — aneie 
vi(n) E «me.'" = a 

1— aei° 

where 

0 27(1 — = U-(1 To 

1 
fo = Fo • 

(17) 

This is an angle between two subsequent vectors of the 
series (17) and their resultants are OA, OA', • • • , 
OB, OB', • • • as shown in Fig. 7. In the work of Le 
Page et al.,' this angle is replaced by a = 2ir —0, and the 
frequency response function is written as 

where 

1 
F(a) =    ZIP (18) 

/1 4_ 2 
 (1 cos a) 

17 (1 — a)2 

a sin a 
= — tan'  

= 1 — an = 1 — e- 1 — a cos a 

and define time constant as r„.-.-nTo. We have then a 
definition for the time constant of a delayed feedback 

network of 

To 
To =  

log ( 1 ) 

a 

(15) 

For the special case where a is nearly unity and f is 
around resonance or fo, this function may be rewritten 
approximately as 

F2(f) 
1 

1 + 

2r  

log (1 -) 2(1 f )2 
a 

, (19) 

where To and a are delay time and loop branch gain 
(voltage), respectively. This equation can be simplified while the frequency response of ordinary single reson-
further, if a is nearly unity, or a=1—e, i.e., ance circuit with inductance and capacity is 

To 1 
rc = — (16) F2 (f) =   • (20) 

e 
1+ 4Q2 (1 — 1 2 

where e is a very small number. f 
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Comparing these two equations, we get the equivalent 
Q of the delayed feedback circuit near resonance as 

Q = 

This is also written as 

ir 

To 
Q =ir — 

T0  

d's 2 I 3 o 

(22) Fig. 8—Frequency response of delayed feedback:circuit. 

by (15). Note that re/To is nearly equal to the signal 
voltage amplification A, which can also be defined as the 
ratio of the final to the initial value of the infinitely re-
peated periodic signal, i.e., from (10) 

1 1 rc 
A — =   = — (23) 

a 1 — a 1 ) To 
log (— 

a 

as a approaches unity. Phase angle O near mth harmonic 
frequency must be m times larger than that near the 
fundamental or fo, because of the general principle that 
the retardation in an ideal delay circuit should be con-
stant independent of frequencies. This allows us to put 

O = 22-m(1 —  

instead of the definition of O in (17). Then we have 

Q = m log (-1 \ a) 

ir 
(24) 

and this transforms the effective bandwidth e in (7) to 
?woo 1 1 

/3 — fo log (—) • (25) 
4Q 2 

This result shows that the effective bandwidth /3 near 
the harmonic frequencies 2f0, 310, • • • , mf0 in Fig. 8 
are all equal to that near fo. Now, let us consider the 
frequency range B which includes m such harmonics in 
it. Then the over-all noise, which had uniform spectrum 
at the input of the network, should be within the effec-
tive band Be=ma at the output, i.e., 

or 

1 1) 1 1) 
B. = —  mfo log (— = — B log (— 

2 a 2 a 

2 

log (-1) 
a 

It is clear that we should take B. as the effective band 
in the definition of noise figure F, which we may com-
pute by 

N N B B 
F = —  — F. -- I 

GkT13, GkTB B. B. 

where F. is an apparent noise figure and is given by the 
reciprocal of G in (14), and (14) may be written ap-
proximately for the value of a near unity, as 

1 — a 1 ( 1 
=  — log 
 1—± a 2 a (27) 

Thus the equation of noise figure F can be reduced to 

F 1 

by combining (26) and (27). The smaller the value of 
F., the more exactly this relation will hold. 

APPLICATIONS 

Feeder Circuit Noise Elimination 

A delayed feedback circuit may be inserted between 
the antenna and receiver input so as to eliminate 
static or industrial noise. It is also applicable to the 
cases of nuclear magnetic resonance and microwave 
spectroscopy where detection of periodic signal in noise 
is needed. The circuit shown in Fig. 9 is usable at fre-
quencies below the hf range. It will be more convenient 
if phase and gain adjustments are available together 
with the vacuum tube amplifiers. Fig. 10 is for the vhf 
or uhf range, while Fig. 11 is for shf. In the latter case, 
delay time usually will be higher multiples of the signal 
period, and a fine adjustment of delay time will be 
difficult. 

Low-Frequency Circuit 

(26) If the signal is still periodic after final detection in a 
receiver, the delayed feedback circuit should also be ef-
fective in a low-frequency circuit. Such cases sometimes 
occur in A2 telegraphy and radar, but not in telephony 
or phototelegraphy. The period for A2 telegraphy must 
be equal to the modulation wave period, while that for 
radar must be equal to prf. Fig. 12 gives experimental 
data obtained through low-frequency delayed feedback. 
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Fig. 9—Application for hf or lower frequency bands. 

Fig. 10—Application for vhf or higher frequency bands. 

Fig. 11—Application for slif or higher frequency bands. 

Artificial Reverberation' 

Details on the practical applications have already 
been reported by Axon and others, who treated the case 
of a multiple delayed feedback circuit. There would 
be no meaning in improving the snr in this case. There-
fore, the delay time need not be adjusted to an exact 
value. 

Filter for Special Code Selection 

Delayed feedback circuits can be used for all cases 
where comb filters are needed. For example, detection of 

d b 
1 5 

-10 

d b 

8 

G 

4  

odb .4 .8 2 3 4 kC 
f 

(b) 

1  
o  
L 

Fig. 12—Experimental data on (a) the snr improvement 
and (b) the frequency response. 

repeated call signals or distress signals can be improved 
by this method. In some cases where delay time is so 
long that an electrical filter is too expensive, a rotary 
drum magnetic recording device may be useful, al-
though extremely high mechanical accuracy would be 
necessary for stable operation. 

CONCLUSION 

1) Delayed feedback circuits are effective when the 
signal is periodic and the noise frequency band is suffi-
ciently wide. 

2) Delay time must be equal to or integral multiples 
of the signal period and longer than the inverse of the 
noise frequency band. 

3) In the basic delayed feedback circuit, snr improve-
ment is 7.66 db, time constant is 2.89 times the delay 
time, and the apparent Q is 9.06. 

4) The apparent noise figure of the fundamental de-
layed feedback circuit seems to be less than unity. But 
the true noise figure is just unity in an ideal case, taking 
account of the effective band. 

5) The signal to be selected need not be a sine wave, 
but any periodic waveform. 

6) Effective values of input and output noise are 
equal to the fundamental delayed feedback circuit after 
a steady state is reached. 

7) SNR improvement can be increased by inserting 
an active network in the feedback loop. But it must be 
carefully done so as not to cause oscillation. 

8) There are also several applications such as artificial 
reverberation and special filters in addition to the snr 
improvement. 
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INTRODUCTION 

I
N 1949, Standards on Piezoelectric Crystals [1] were 
issued covering the definition of axes for piezoelec-
tric crystals and their relation to rectangular axes, 

standards for specifying crystal plate orientation and 
nomenclature referring to the piezoelectric relations, 
symbols, and units. In 1957, the IRE Standards on 
Piezoelectric Crystals [2] was issued covering the piezo-
electric vibrator: definition and measurements. It is the 
object of these present Standards to specify a method for 
determining the basic elastic, piezoelectric, and dielec-
tric constants of crystals. In addition, the electrome-
chanical coupling factor and the relations to these con-
stants are considered. Among the several known meth-
ods for the determination of the elastic and piezoelectric 
constants, the resonance method has been proven simple 
and reliable. These constants are derived from the mo-
tional parameters of the equivalent electric circuit of 
piezoelectric vibrators made from the material con-
sidered. The motional parameters and their measure-
ments are specified in the 1957 IRE Standards [2]. 
The expressions relating measured quantities to basic 

coefficients are different for crystals of various symmetry 
classes. A complete presentation covering all symmetry 
classes is rather complex. Fortunately, most piezoelec-
tric materials of practical interest belong to crystal 
classes having several symmetry elements, so that the 
problem of determining the elastic and piezoelectric con-
stants is considerably simplified when compared to the 
most general case of the asymmetric class. Determina-
tion of the constants may be further simplified by 
choosing cuts specially oriented in relation to the sym-
metry planes or axes of the material considered. There-
fore it is not necessary to use the theoretical relation-
ships in their complete tensor form. Reference is made 
to the general elastic and piezoelectric equations in the 
1949 IRE Standards and several textbooks (see [31— [5]). 

1. THE PIEZOELECTRIC EQUATIONS 

The piezoelectric equations usually are expressed as 
relations between the six tensor components of the stress 
T„ and the strain S« as elastic variables, the three vector 
components of the electric field Ei and the electric dis-
placement D as electric variables, and the scalars tem-
perature O and entropy cr as thermal variables. In the 
notation used in these Standards, the symbols for sub-
scripts numbered from 1 to 6 will be represented by p, q 
indicating second-order tensors, and those for subscripts 
numbered from 1 to 3 by i, j indicating vectors. 

For the present purpose, one of the thermal scalars, 
the entropy, is taken as constant, and only the elastic 
and electric properties under adiabatic conditions are 

considered. 
Four sets of equations for any piezoelectric crystal 

can be given depending upon which of the elastic quan-
tities (stress, strain) or electric quantities (electric field, 
electric displacement) are taken as independent van -

ables. Each form consists of a set of nine equations com-
prising a group of six elastic equations (corresponding to 
p =1 to 6), together with three electric equations (cor-
responding to i=1 to 3). 
Two sets of equations refer to controlled field condi-

tions, the other two to open circuit conditions. For the 
present purpose of determination of the elastic and 
piezoelectric constants, only the equations referring to 
controlled field conditions are of interest. 
The piezoelectric equations of state for the most gen-

eral cast (triclinic crystal, hemihedral class C1), where 
the components of stress and electric field are taken as 
independent variables (controlled field conditions), 
while the components of strain and electric displacement 
are taken as dependent variables, are 

S1 = snET1 si2ET2 sieT3 sient sien 

+si6E T6 ± diiEi d21E2 d31E3 

52 = S12E TI S22E T2 S23E T3 S24E T4 SUE T6 

▪ S26E T6 ± d12E1 d22E2 d32E3 

53 = 3135 T1 S23E T2 S33E T3 S34E T4 SHE T6 

▪ S36E T6 ± d13E1 d23E2 d33E3 

54 = Sl4E T1 S24E T2 S34E T3 344E T4 S46E T5 

▪ s46ET6 cli4E1 d24E2 d3aE3 

56 = SUE T1 S26E T2 S34E T3 S46E T4 564E T6 

(1) 
± 366E T6 ± dl6E1 d26E2 d36E3 

56 = S16E T1 S26E T2 S36E T3 S46E T4 S66E T6 

▪ S66E T6 di6E1 d26E2 d36E3 

= dia.1± d12T2 dl3T3 dl4T4 dl6T6 

▪ dl6T6 En?' ± El2T E2 EJE3 

D2 = d2ITI d22T2 d23T3 417'4 d26T5 

d26T6 €12TEI €22T E2 E23T E3 

D3 = dalT1 d32T 2 ± d33T3 d34T 4 -I- d36T6 

▪ d36T 6 ± (137. ± €23T E2 EWE, 

where spe are the elastic compliances at constant field 
strength, cl,„ the piezoelectric strain constants, and ejjT 
the dielectric permittivities at constant stress. 

In matrix notation the equations of state (1) can be 

more simply written [1] 

S = sET dgE 

D = dT ¿TE. (2) 

Alternatively, when the strain S and the electric field .e 
are taken as independent variables, 

T = cES — eiE 

D = esE, (3) 
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where the subscript t signifies a transposed matrix. In 
(2), sg are the elastic compliances at constant field 
strength, d the piezoelectric strain constants, and e T the 
dielectric permittivities at constant stress. In (3), cg are 
the elastic stiffnesses at constant field strength, e the 
piezoelectric stress constants, and ê the dielectric per-
mittivities at constant strain. The matrices s, c, and e 
are symmetric; e.g., s= s; cpg=cg„; and eii=eii. Eq. 
(1) through (3) are written in rationalized 47r-free units. 
The relationship between the elastic stiffnesses and com-
pliances, and between the piezoelectric stress constants 
and strain constants, can be found in the 1949 IRE 
Standards [1]. 

1.1 The Elasto-Piezo-Dielectric Matrix 

A simplified presentation of the elasto-piezo-dielec-
tric matrix for all seven crystal systems and thirty-two 
classes, using both Hermann-Mauguin's and Schoenflies' 
notation (the former in parentheses), is shown in Chart 
I (pp. 767-768) [6]. The tetragonal system and the 
trigonal system are divided into two groups designated 
as (a) and (b). For the tetragonal system IV(b), 516 

equals zero; for the trigonal system V(b), s25 equals zero. 
Of all the thirty-two crystal classes, twenty are piezo-
electric and are denoted by the following Schoenflies' 
symbols 

C1, C1„ (=C,) 

C„„, D,, n --- 2, 3, 4, 6 

S4, D2d, C3h, D3h, T, Td. 

The twenty schemes of piezoelectric constants reduce 
to sixteen independent schemes, since the symmetry 
operations for n=4 or n=6 have the same effect on 
the piezoelectric scheme and the schemes for classes T 
and Td are identical. The arrangement of the classes in 
Chart I is in accordance with generally accepted prac-
tice. The numbers on the right side of each scheme indi-
cate, from top to bottom, the number of the independent 
elastic, piezoelectric, and dielectric constants. 

Table I gives some known examples of crystals be-
longing to various crystal systems for which the elastic 
and piezoelectric coefficients have been determined. 
Elastic and piezoelectric constants of crystals belonging 
to the classes of the tetragonal system IV(a) and the 
trigonal system V(a) have not been determined. 
The symmetry type of polarized polycrystalline ce-

ramic material; e.g., barium titanate ceramics, is as-
sociated with the crystallographic class Cop of the hexag-
onal crystal system in regard to all those physical 
properties that are described by tensors of ranks up to 
four and which include dielectric, piezoelectric, and 
elastic phenomena. 

2. THE RESONANCE METHOD FOR DETERMINATION OF 
THE ELASTIC AND PIEZOELECTRIC CONSTANTS 

2.1 Resonance Method—General 

The method for determining the values for the elastic 
and piezoelectric constants of piezoelectric crystals 

TABLE I 

SOME KNOWN PIEZOELECTRIC CRYSTALS 

Crystal System and Class Material 

II Monoclinic 

III Orthorhombic 
IV (b) Tetragonal 

V (b) Trigonal 

VI Hexagonal 

VII Isometric 

Ethylene diamine tartrate (EDT). 
Potassium tartrate (DKT). 
Lithium sulphate monohydrate. 

Ds Rochelle salt. 
C4. Barium titanate single crystal. 
Dad Ammonium dihydrogen phosphate 

(ADP). 

Da Alpha-quartz. 

D6 Beta-quartz. 

T Sodium bromate. 
Sodium chlorate. 

should be simple and reliable. To determine the elastic 
and piezoelectric constants, the simplest method is the 
resonance method (see also [5], [7], [15 ]). 
The main properties of a piezoelectric vibrator; e.g., 

the frequency and the parameters of the equivalent 
electric circuit, are expressed in terms of elastic, piezo-
electric, and dielectric constants. Therefore, the values 
for these constants can be derived from measurements 
of resonance frequency, parameters of the equivalent 
electric circuit, and the dimensions and density of a 
suitably oriented specimen, when the theory for the 
mode of motion for the specimen is known. The relation 
between the elastic and piezoelectric constants and the 
measurable quantities of the piezoelectric vibrator are 
best expressed in terms of the frequency constant N, the 
motional capacitance constant r, and the capacitance 
ratio r. Further, each of these constants in turn can be 
described by a general expression including a factor 
adaptable to any mode, even though the modes have 
different strain-stress systems. These factors are de-
rived from the differential equations of vibration under 
the appropriate boundary conditions. 

2.2 Frequency Constant (N) 

The frequency constant N of a vibrator is defined as 
the product of the series resonance frequency f, and the 
linear dimension h which determines the frequency of 
the specimen; e.g., length 1 for the length-extensional 
mode of bars and contour modes of square plates, di-
ameter for contour modes of disks, thickness t for 
thickness modes (see Section 2.5). 

N = f,h = — — 
F 

(4) 
2 p 

where q is the effective elastic modulus, p the density of 
the material, and 

2K 
F = — 

7 (5) 

F being a factor which is related to the eigen value K of 
the mode. 
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CHART I* 

ELASTO-PIEZO-DIELECTRIC M ATRIX OF VARIOUS CRYSTAL CLASSES 
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4' The numbers on the right side of each scheme indicate, from top to bottom, the number of the independent elastic, piezoelectric, and 

dielectric constants. 
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When the frequency f is measured in cycles per second 
and the linear dimension h is measured in meters, N is 
expressed in msec-1 which is numerically equal to 
kc-mm. For the units of q, x, and F see Section 6. 

2.3 Motional Capacitance Constant (I') 

The motional capacitance constant is defined as 
r = Ci(tla), where C1 is the motional capacitance of the 
vibrator, t is the linear dimension (thickness) parallel to 
the direction of the electric field, and a is the area of the 
fully plated specimen. This constant can be related to 
the vibrator properties by the equation 

F = 082N2 (6) 

where N is the frequency constant, p the density, 8 the 
effective piezoelectric strain constant, and (3 is a nu-
merical factor following from the theory of vibration 
of the mode considered, taking into account the distri-
bution of the mechanical displacement. 
When the motional capacitance C1 is measured in 

farads and the linear dimensions in meters, I' is ex-
pressed in Fm-' (= 1O qif mm-2). r has the same di-
mension as a permittivity. 

2.4 Capacitance Ratio (r) 

The capacitance ratio r = Co/C1 of a vibrator, where 
Co is the shunt capacitance and CI the motional ca-
pacitance, is related to the series resonance frequency 
f, and the parallel resonance frequency fp, and is ex-
pressed by the constants describing the vibrator proper-
ties (in rationalized units) 

1 fp2 f.2 r 0,52N, 
  e 

f.2 ro Em  
(7) 

where Po = Co(t1a) =en, the shunt capacitance constant, 
is the dielectric constant en for the mode of the speci-
men considered. 
The reciprocal of r is the square of the motional cou-

pling factor (see Section 4). The capacitance ratio r is 
related to the appropriate static coupling factor k (see 
Section 4.6) in first approximation by the equation 

1 - k2 
  - P. (8) 

rk2 

For more complete expressions, see Section 4.6. The 
numerical quantity p is used to eliminate em and to de-
termine the static coupling factor from the capacitance 
ratio (see Section 2.8.1). 

2.5 Modes of Motion 

Some commonly encountered modes of motion of 
bars and plates which can be excited piezoelectrically by 
a homogeneous electric field are now considered. The 
modes used to determine the elastic compliances and 
piezoelectric strain constants by the resonance method 
are the length-extensional mode and the overtone con-
tour-shear mode of narrow bars, contour-extensional 
modes and contour-shear mode of square plates. The 

-------- s„ 

EXTENSIONAL MODE I 

EXTENSIONAL MODE III 

SHEAR MODE 

- 

EXTENSIONAL MODE ISE 

Fig. 1—Displacement of the various contour modes of square plates. 

contour-extensional mode (radial mode) of disks and a 
contour-extensional mode of square plates are also used 
to determine some of the elastic and piezoelectric co-
efficients of crystals belonging to classes Co,„ CO, and Coy. 
The thickness modes of plates are used to determine the 
elastic stiff nesses and piezoelectric stress constants. The 
type of displacement for the four contour modes of 
square plates considered is shown in Fig. 1. 
The constants and parameters introduced in (4) to 

(8) inclusive, describing the mechanical properties q, K, 
F, and the piezoelectric properties 8, a, p, of the various 
modes are listed in Table II. These quantities refer to 
infinitely narrow bars or infinitely thin plates. For con-
venience, specimens listed in Table II are assumed to be 
a (zx) cut, that is a z-cut bar or plate with length paral-
lel to X. According to the actual orientation of the bars 
and plates used, the appropriate transformation for the 
elastic and piezoelectric constants must be applied. The 
transformation equations for the elastic, piezoelectric, 
and dielectric constants can be found in various refer-
ences, [3]--[5]. Constants related to rotated axes are dis-
tinguished by primes; e.g., s', d' from the unprimed 
constants s, d, which are related to the rectangular X, 
Y, Z crystal axes, as defined in the 1949 IRE Standards. 

2.6 Measurements—General 

The elastic, piezoelectric, and dielectric constants 
designated by subscripts refer to a specified system of 
rectangular axes. The crystallographic and rectangular 
axes should be chosen in accordance with the 1949 IRE 
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TABLE II 

MODE CONSTANTS AND PARAMETERS 

Specimen 

Narrow 
Bar 

Mode 

Length- 
Extensional 

Constant 
Condition for Excitation Remarks 

q lc F a 0 P 

1 
— 
Su. 

ir 
— 
2 

1 dal 
32 
— 
7i.2 

8 
— 
7r2 

Square 

Plate 

Contour- 
Extensional 

I 

1 2 Ir 

- 
2 

1 
d30 

d31'-= — 
2 

512 
— 
7r4 

64 
— 
7r4 

Diagonal of the plate 
parallel to 2-, 4-, or 6- 
fold symmetry axis. 
d31'=- -d32'. Sll' .=S22', 
sio' = SU'. 

Symmetry axis is X or Y. 
The primed values refer 
to a plate (zxt) 45°. See 
Fig. 1, mode I, Reference 
[81. 

= 
so'-s' Se45 

Contour- 
Shear 

1 
— 
Ste 

Koa 
Footnote 1 

below 

2K 
— 
ir 

du 

d31 

4/r2a 4a2a 
One side parallel to 2-, 
4-, or 6-fold symmetry 

17 axis. 

Symmetry axis is X or Y. 
See Fig. 1, mode II, and 
Footnote 1 below, Refer-
ence [8]. 

Ko2(K02-1-2) Ko2+ 2 

Contour- 
Extensional 

III 

Contour- 
Extensional 

Iv 

1 
— 
SII 

1 
— 
sn 

K(0) 

K(g) 

Fill 
Table III 

for cr=0: 
64 

for cr*0 
Table IV 

for u=0: 
8 

irt 
for cr*0 
Table IV 

Plate perpendicular to 
3-, 4-, or 6-fold sym- 
metry axis. Sides para!- 
lel to the other axes, 

(41-- du' 511 sn' 

512 
cr= --

S" 
is Poisson ,s ratio. See Fig. ., 
i mode III, References 
[9], [101. 

Fiv 
Table III du 

for 
u=0 : 0 

13d 

Table IV 

Plate perpendicular to 
3- or 6-fold symmetry 
axis. du = dn. 

Sit 
Cr= --

su 
See Fig 1, mode IV, Ref-
erences [9], [10]. 

— 

Disk Contour-
Extensional 

I 
q0=— 

SII 

Ka(e) 

Table III 
Fd 

Table III du 
Pa 

Table IV 
Plate perpendicular to 
3- or 6-fold symmetry 
axis. 41=42. 

Sil 
u= - — 

su 
See Footnote 2, below, 
References [7], [11]. 

Plate 
Thickness-

Shear C44 
nr 
— 
2 

n 

n 

eu 
— 
Ku 

32 8 Plate parallel to 2-, 4-, 
or 6-fold symmetry 
axis. 

Y axis assumed to be a 
two-fold symmetry axis. 
n=1, 3, 5, • • • ,=-- order 
of mode. (See Footnote 3, 
below.) 

moo WW2 

Prismatic 
Bar 

Overtone 
Contour- 
Shear 

1' 
— 
su 

1 
— 
S55, 

na- 

2 

du 

du 

32 8 Vibration in the XV 
plane, h parallel to Y. 
Vibration in the ZX 
plane, h pan= parallel to Z. 

Length parallel to axis of 
symmetry. 

order of mode. nte n2w2 

Ko is root of the equation: tan Ko Ko= 0. The first root is Ko= 2.0288. a and a are corrections of the form 

a = 1 - 0.05015e2 and 2s66 u = Sul + 522 

2 Usually 

a = 1 — 0.0691µ • 

sn 1 2K 
q and F = — • 

sn2 - sn2 = Su (1 - cr2) or 

In this table qo and Fa are used instead of q and F giving identical results: 

1 2K 
= Q0 = Fa = — (1 — 0.2)-112. 

SII 

Kd= K is root of equation: KJo(K)- (1-u) J100= 0, where Jo and Ji are Bessel functions of the order zero and one. In the vicinity of u =0.30, the first 
root for K is given by [12] 

K = 2.04885 -I- 0.62323 Or - 0.30) - 0.202 Or - 0.30)2 • 

4r2  (1 + cr)2 2(1 + )  
ad = , Pd — • 

xi KI •-• 1 + er' K2 - 1 + cr2 

3 To avoid correction factor for frequency constant, usef, instead of fo. The values for 5 and p refer to a uniform strain distribution. A more com-
plete solution for a finite plate is given by Mindlin [13]. 
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Standards. All specimens measured should be oriented 
with respect to these axes. 
The bars and plates should be mounted in such a way 

that the intended mode of motion is relatively unre-
stricted. For bars and plates to be excited in length-
extensional and contour modes, respectively, the sur-
faces perpendicular to the electric field, which is in the 
thickness direction, are fully plated with very thin con-
ducting layers as electrodes, the other surfaces being 
free from conducting layers. Silver, gold, or aluminum 
layers, deposited by evaporation, are known to be suit-
able. 

For an exact determination of the constants, various 
influences must be taken into account. The conditions 
under which the bars and plates are measured must 
agree with the conditions on which the formulas were 
based; for example, bars must be narrow enough or 
plates large enough to render unimportant any errors 
due to the influence of the width-length or thickness-
length ratio. Tests must be made to insure that no dis-
turbing frequencies are present which might influence 
the results. It is necessary to so choose the linear dimen-
sions for the resonators that no other mode of motion is 
nearby in frequency. In particular, when bars having 
certain dimensional ratios are vibrating longitudinally, 
flexural modes can be excited by coupling. For example, 
in a bar of any material, of which the width is about 0.2 
to 0.3 times the length, the frequency of the second 
flexural mode coincides with that of the longitudinal 
mode. If any coupling between the longitudinal and 
shear modes is not zero, the properties of the coupled 
vibration differ from those of the longitudinal vibration, 
and ratios near this critical value should therefore be 
avoided. Occasionally, it may be necessary to alter the 
dimensions of the specimen. Slight changes in plate di-
mensions should suffice to determine if a clear region is 
available. In general, bars having a width-length ratio 
smaller than 0.1 and plates having a thickness-length 
ratio smaller than 0.1 approximate an assumed in-
finitely narrow bar or an infinitely thin plate. The values 
for zero ratios can be derived by extrapolating the re-
sults obtained from bars and plates of varying width-
length or thickness-length ratios. On the other hand, 
adequate corrections of the Rayleigh type for the 
width-length or thickness-length ratio may be applied. 
The resonance method for the determination of piezo-

electric constants, for which the formulas contain only 
the squares of these quantities, and, in general, the 
square of a combination of such values, results in an 
ambiguity in the sign which must be considered. The 
sign of one of the piezoelectric constants, as defined in 
the 1949 IRE Standards, must be determined by a static 
test. 
The accuracy of the constants determined dynami-

cally is influenced by various factors. First, the accuracy 
depends on the mechanical preparation and measure-

ment of the specimen itself, the measurement of its 
orientation with respect to the crystallographic axes, 
and the influences already mentioned. For the accuracy 
of piezoelectric stress constants, see Section 2.9. Second, 
the accuracy depends on the methods of measurement of 
the frequency and of the parameters of the equivalent 
electric circuit. The accuracy of these measurements in 
turn depends on the values of Q and the capacitance 
ratio r of the specimen measured and the approximation 
used in terms of these quantities. Methods for measure-
ment of the parameters of the equivalent electric circuit 
and the various approximations, taking into considera-
tion the influence of Q and r, are covered in the 1957 
IRE Standards [2]. The expression for the motional 
capacitance is independent of the dielectric constant. 
When high accuracy is of importance, methods should 
be used which avoid the shunt capacitance. A bridge 
method for measuring the motional capacitance at vari-
ous frequencies near that of resonance, preferably differ-
ing from the resonance frequency by from 0.5 per cent 
to 5 per cent, is most accurate. If there are no unwanted 
modes, the motional capacitance of the equivalent elec-
tric circuit can be measured to within 0.2 per cent. Be-
cause of temperature dependence of the various con-
stants, all measurements should be made at a specified 
temperature. 

2.7 Elastic Constants 

From measurements of the series resonance frequency 
fa of a particular mode of a given specimen, the dimen-
sion h controlling the frequency, and the density p, the 
effective elastic constant g can be determined according 
to (4), 

4pN2 
= (9) 

where N =fah is the frequency constant and F is the ap-
propriate mode factor given in Table II. 
The elastic constant g is equal to the reciprocal of the 

compliance 1/s for the extensional mode of thin bars and 
for contour modes of thin plates. In the case of a fully 
plated specimen, the compliance for constant electric 
field sE is thus obtained. The elastic constant g obtained 
from a thickness mode is the stiffness cD" measured at 
constant normal displacement. The elastic constant g, 
obtained from the overtone contour-shear mode of a 
(zx) cut bar, is 1/5668, where the direction of the dis-
placement is perpendicular to the direction of the elec-
tric field and is 1/45D, where the direction of the dis-
placement is parallel to the direction of the electric 
field. In the latter case, the parallel resonance frequency 
f, should be used instead of the series resonance fre-
quency f. in the expression for the frequency constant. 

2.7.1 Elastic Compliances From Length-Extensional 
and Contour-Shear Modes: Measurements of the length-
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TABLE III 

THE CONSTANTS FM, Fw, Kd, Fd AS FUNCTIONS OF e 

Fm  Fw Fw/Fm Kd Fa 

0.25 1.1218 1.7012 1.5164 2.0172 1.3272 
0.26 1.1277 1.6974 1.5052 2.0236 1.3348 
0.27 1.1336 1.6938 1.4942 2.0300 1.3422 
0.28 1.1396 1.6903 1.4832 2.0362 1.3503 
0.29 1.1458 1.6869 1.4723 2.0425 1.3587 
0.30 1.1519 1.6836 1.4615 2.0488 1.3673 
0.31 1.1582 1.6804 1.4509 2.0551 1.3761 
0.32 1.1646 1.6773 1.4403 2.0612 1.3851 
0.33 1.1710 1.6744 1.4299 2.0673 1.3943 
0.34 1.1775 1.6716 1.4197 2.0735 1.4037 
0.35 1.1841 1.6690 1.4096 2.0795 1.4132 

extensional modes of a sufficient number of independ-
ently oriented bars, cut from an asymmetric material 
(class C1), will result in the determination of nine of the 
possible elastic compliances 

Sil, S22, 333, 315, 318, £24, S213) 334, 335 

and six combinations of the other twelve constants, 

344+2323, 355+23.13, 366+2312, 314+366, 325+348, S36-+-S45. 

For the other crystal systems, the number of elastic 
compliances, determinable from measurements on bars, 
decreases with increasing symmetry. The compliances 
and their combinations for the different crystal systems 
reduce to 

II Monoclinic: ,,,,, su, su, Sis, SU 

III Orthorhombic: su, su, su 

IV a) Tetragonal: su, su, su 
IV b) Tetragonal: su, su 
V a) Trigone: su, su, Si', su 
V (b) Trigonal: su, su, su 
VI Hexagonal: su, su 
VII Isometric: Si 

444-2sm, 
sse-F2sts, 
44-1-2su, 
ses-I-2sa 
44-1-2sn, 
sm-E2fis, 
44-1-2sa 
su-E2sa 
sm -E2sa 
44-F2sa. 

45_1-2su, 
+ 554 

su +Un, 

SI. -E2s12 
Si. 

For both the trigonal and hexagonal systems, when the 
plane perpendicular to the 3- and 6-fold symmetry axis 
behaves isotropically, the combination .366+2312 is equal 
to 2311. In order to separate the combinations given 
above and to determine the compliances 312 and ho, for 
the trigonal and hexagonal systems, it is necessary to use 
some other mode of motion. Measurements limited to 
the extensional mode of bars are in no case sufficient to 
determine all elastic constants. 
Most combinations of elastic compliances obtained 

from a length-extensional mode of bars can be sepa-
rated using a pure contour-shear mode or an extensional 
mode I of square plates. Besides the triclinic system, 
which will not be considered here, the only exceptions 
are s55 of the monoclinic system, son of the tetragonal 
system [IV(a)1, and su of the trigonal system [V(a)] 
(see Chart I). In these cases, it is necessary to use 
coupled contour modes to determine these compliances. 
A list of the crystal systems, together with those com-
pliances that can be determined from the contour-shear 

TABLE IV 

THE CONSTANTS thm Pm, f3a, Pd AS FUNCTIONS OF 0' 

ani Pur Pd Pd 

0.25 
0.26 
0.27 
0.28 
0.29 
0.30 
0.31 
0.32 
0.33 
0.34 
0.35 

6.38 0.746 4.841 0.797 
6.37 0.749 4.839 0.796 
6.36 0.748 4.838 0.795 
6.35 0.742 4.837 0.794 
6.34 0.738 4.836 0.792 
6.32 0.734 4.834 0.791 
6.31 0.730 4.832 0.789 
6.29 0.725 4.831 0.788 
6.27 0.720 4.829 0.786 
6.25 0.715 4.828 0.785 
6.23 0.710 4.827 0.783 

mode or the contour-extensional mode I of square plates, 
is as follows. 

II 
III 
IV (a) 
IV 1:)) 
V a) 
V b) 
VI 
VII 

Monoclinic: 
Orthorhombic: 
Tetragonal: 
Tetragonal: 
Trigonal: 
Trigonal: 
Hexagonal: 
Isometric: 

5,14, 566, S4R 

544, S.55, 566 

44, 566 

566 

5 44, 5 66, (5 14) 

$44 

544. 

The compliance shown in parentheses can also be de-
rived directly from the length-extensional mode of bars, 
where the determination from contour modes acts as a 
check. 

2.7.2 Elastic Compliances from other Modes: In many 
cases the shear compliances can also be determined from 
the overtone shear modes of bars. An example is 
555D =si.'  for the hexagonal class Cul, which can be ob-
tained from an (xz) cut. 
To determine 512E or Poisson's ratio o- = - sie / sil' of 

a trigonal or hexagonal crystal, the contour-extensional 
mode III of square z-cut plates, or the contour-exten-
sional mode of a s-cut disk, can be used, in addition to 
the length-extensional mode of a bar, giving sii. Exam-
ples are crystals of classes C'3, and C69. Another method 
is based on the use of contour mode III and mode IV of 
a square s-cut plate. From measurements of both these 
modes, 511E and sus can be determined and, in particular, 
Poisson's ratio is obtained from the ratio of the two 
frequencies measured on the same sample. The ratio of 
the frequency constants Niv/Nm = Fiv/Fm as function 
of Poisson's ratio o is given in Table III. 
An alternative method for the separation of combina-

tions of elastic compliances, obtained from length-ex-
tensional modes of bars, is the use of thickness-shear 
modes. Some of the elastic shear-stiffnesses can be de-
termined from a thickness-shear mode, and from these 
stiffnesses, the corresponding shear compliances can be 
calculated. This results in the same compliances as were 
obtained for contour modes of square plates as listed in 
Section 2.7.1. The symmetry conditions for plates cut 
from material of various crystal systems excited in the 
thickness-shear mode are identical with those for the 
contour-shear mode of square plates. 
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The three thickness modes of an arbitrarily oriented 
plate usually can be excited by a field perpendicular or 
parallel to the surface of the plate. All the elastic stiff-
nesses can be determined independently from a sufficient 
number of differently oriented plates and by using both 
types of excitation. 

2.8 Piezoelectric Constants 

All the eighteen piezoelectric constants can be de-
rived from measurements of piezoelectrically excited 
bars and plates, oriented the same as those used for the 
determination of the elastic constants. Generally, both 
the elastic and piezoelectric constants can be derived 
from measurements on the same set of specimens. The 
number of specimens needed depends on the symmetry 
class of the crystal. There are two significant variants of 
the resonance method for the determination of the 
piezoelectric constants. 

2.8.1 Capacitance Ratio Method: The effective piezo-
electric constant 8 is related to the capacitance ratio r 
and the frequency constant N of a particular mode of a 
given specimen according to (7) by 

1 /1/ 
o = + —A!---- 

N pOr 
(10) 

where Em  is the effective dielectric constant of the plate 
for the mode excited. 

The effective piezoelectric constant ô is equivalent to 
a piezoelectric strain constant d for extensional modes of 
bars and contour modes of plates. The effective piezo-
electric constant 8 for thickness modes is equivalent to 
e/e, where e and c are the corresponding effective piezo-
electric stress constant and stiffness, respectively. 
Two cases are to be distinguished: 1) length-exten-

sional modes of bars and contour modes of plates; and 
2) thickness modes of plates. 

Case 1: In (10) Ens must be related to the constant 
stress or "free" dielectric constant ET, which can be 
measured directly at low frequency (see Section 3). 
The effective dielectric constant Em is generally re-

lated to the capacitance ratio r by the equation 

prET 
Ens =   

1 + PrX 

where p, introduced in (8), is a factor characteristic of 
the mode considered. The expressions for p for various 
modes can be found in Table II. The factor x takes into 
account the influence of the other modes of the speci-
men excitable with the same electrode arrangement. 
For specimens with a single series of modes, as fulfilled; 
e.g., for the length-extensional mode of a bar, the con-
tour-shear mode and the contour-extensional mode III 
of square plates, and the radial mode of a disk, x 1. 

For the contour-extensional mode I of a square plate 
where a second mode, the contour-extensional mode JJL 
is close in frequency, x is of the order 0.91. By substitut-
ing en from (11) in (10), the piezoelectric constant (5 can 
be determined from the measured values of N, p, r, and 
ET of a particular mode from the equation 

1 = + — /1/ p ET 
(12) 

N pa 1 + prx 

Case 2: In the case of thickness modes, ô =e/c. Foi-
thickness modes Em ee-Es, where Es is the clamped dielec-
tric constant. If no other modes are excitable in the plate 
except a single series of thickness modes (fundamental 
and overtone), then Em can be related to ET by Ces 
=e77(1±1/pr) and finally 

e = ± 4N V»  62' 

13 1 + pr 

2.8.2 Motional Capacitance Method: From measure-
ments of the motional capacitance constant and from 
measurement of the frequency constant N of a particu-
lar mode of a given specimen, the approximate piezoelec-
tric constant â can be determined according to (6) by 

= + —V— • 
1 T' 

N PI3 

As mentioned in Section 2.8.1, the piezoelectric constant 
is identical with a piezoelectric strain constant d, for 

length-extensional modes of bars and contour modes of 
plates, and is identical with e/e for thickness modes 
where e is the piezoelectric stress constant and c is the 
stiffness. 

In the case of the thickness mode 

e = ± 4N — r. 
13 

(13) 

(14) 

(15) 

2.8.3 Comparison of Capacitance-Ratio and Motional 
Capacitance Methods: The capacitance ratio depends on 
the shunt capacitance and, therefore, on the actual per-
mittivity Em which is a function of the frequency spec-
trum of the specimen as a whole. According to the ex-
pressions for the elements of the equivalent electric 
circuit C1, LI, and RI, these quantities are independent 
of the dielectric permittivities. Consequently, when 
using the capacitance ratio method, the quantity Em 
must be eliminated from (10) by means of (11). The 
motional capacitance method is independent of the 
dielectric permittivities. This method is, therefore, 
more accurate in cases of specimens having no sym-

1 Contour-extensional mode II of square plates, another anti-
symmetric mode (see [8], 1111), is not considered here since no ap-
plication for the determination of the constants is made. 
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TABLE V 

MODES FOR OBTAINING THE PIEZOELECTRIC STRAIN CONSTANTS FOR VARIOUS CRYSTAL CLASSES 

du 

du 
dss 

Ca Cs C. 

A 
A 

dss 

dss 

du 
du 

A 

A 

A 

A, B 

E 

4 
E 
A 

A 

A 
A 

III IV 

D. 

A, B 

A, B 

C29 C, s, D. Ct, 

E 

A 7B 
E 

del 

A, B 
A, B 

A, B 
E 

Dsd 

A, B 

VI VII 

Cs Do Cu., C. D. Dd. 

A A, B A, B 
-eh. -du - -du 

- - - -  A A, B - A, B - - 

E - E E - 
-24. - -24. - -2du 

dlà 

dl, di, 

d- i, 

A, B 
E 

A, B 

T. Ta 

A. B 

-dss - -du - -du 
A - A - A, B 
- - - - _ 
du - du du - 

-du -du - -du - 
-2dss -2du - - -2du 

dal 

dos 

du 
du 

A 
A 

A A, B 

A 
A 

A 

A 
A 
E 

A, D 
dos 
E 

A 
-d.. 

A 

A, D 
du 
E 

A 7B 

A, D - A, D A. D - 
du - du du 
E - E E 

-do 
d- lt 

-2dtt 
dlt 

A, D 
d,, 
E 

du -du 
du -dos 

-dst 
efts -cite 
du -du 
du -du 
du -du 
du -du 

A 
A 
A 
A 
A 
A 

A 
A 

A 
A 

A 
A 

A 
A 

A 
du -du 

A 
das -dss 

3dis - - - - 
du - - - _ 
di. - dst - - 

3dss 3dss - - 
A - A A _ 

dos-du — ' add (-II - - It -it - -IS 

— — — 

— — — 

A 
-do 

Piezoelectric coefficients in place o mode symbols are identical to the piezoelectric coefficients in the first column. 
Key: A =length-extensional mode of bars. 

B --contour-shear mode or contour-extensional mode I of square plates. 
D =contour-extensional mode III of square plates or contour-extensional modes of disks. 
E =computed from piezoelectric stress constant obtained in thickness modes. 

metry relations with respect to the natural crystallo-
graphic axes, where a more complicated frequency spec-
trum occurs. 
The actual dielectric constant en can be determined, 

however, from both types of measurements according to 
the equation 

-= rr (16) 

which follows from (6) and (7). The dielectric constant 
en can also be calculated [1 1]. 

2.8.4 Piezoelectric Strain Constants: Most of the 
piezoelectric strain constants can be determined from 
measurements on bars and square plates oriented in the 
same manner as used for determination of elastic com-
pliances and excited in the same modes. 
By using a sufficient number of independently ori-

ented bars cut from asymmetric material (class C1) ex-
cited in extensional mode by means of electrodes on 
their major surfaces, it is possible to determine nine 
piezoelectric strain constants 

d12, d13, d14, d21, d23, d26, d31, d32, d86 

and six combinations of the other nine constants 

d26 — d11, d36 — d11, (44 — d16 —d22, di6 — d33, d24 — d83. 

The number of piezoelectric strain constants for other 
classes decreases with increasing symmetry. The follow-
ing crystal classes are free of combinations: D2, ..34, D4e 
Dg,,, Da, C3h, D6, DU, T, Td. For these classes all piezo-
electric strain constants can be determined independ-
ently from length-extensional modes of bars. Table V 
lists the modes of motion which may be used to obtain 

the piezoelectric strain constants for the various crystal 
classes. 
There are two methods of splitting the combinations 

of the piezoelectric strain constants obtained from the 
length-extensional mode of bars. One of these is based 
on measurements on plates vibrating in a thickness-
shear mode, excited by a field parallel to the thickness. 
This results in the piezoelectric stress constants e from 
which the corresponding strain constants d can be cal-
culated. Considering certain individual crystal classes, 
these piezoelectric stress constants are 

C2: e34, eie, C25: sus, e24, C4, C4,', Clly C55: 616. 

The relation between these e and the cl are given by 

C2: 

C2,,: 

du= ei4s44E+ ei6s46E, d16 = e1.446E +eies66E, 

d34 = e34s44B ±e36s46E, d36 = e3446E-1- e36s66E 

d16= ei6s65E, d24= e24•,44E 

C4, C.h,, C6, C65: d14 =  ei6s44E• 

Another method for the separation of the combina-
tions of the piezoelectric strain constants is based on the 
use of the overtone contour-shear mode of bars. 
Both these methods usually result in a rather low de-

gree of accuracy for the values obtained. The value for 
given in Table II for the thickness modes is based on 

the assumption that the elastic displacement in the 
plane of the plate is uniform. Actually, the elastic dis 
placement is not uniform, thus a correction for a is re-
quired. A general theory for the distribution of the dis-
placement does not exist. The overtone contour-shear 
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mode of bars usually gives small values for 1/r or for 
the capacitance constant I', in comparison with the 
values for fundamental modes, resulting again in a low 
accuracy. 

3. DIELECTRIC CONSTANTS 

The several dielectric constants are evaluated from 
measurements of the capacitance of large plates pro-
vided with electrodes adhering to the major surfaces. 
These measurements are made at a frequency which is 
substantially lower than any of the resonance frequen-
cies of the crystal plate and yield the dielectric constants 
at constant stress or "free" dielectric constants et'. In a 
crystal of the triclinic system there are 6 "free" dielec-
tric constants, all of which can be evaluated by measur-
ing a number of selected orientations. 
From measurements of 3 plates cut perpendicular to 

the X, Y, and Z axes, the three main dielectric constants 

EnT , E22T e E33T 

can be obtained directly. The other three dielectric con-
stants 

El2T ) el3r , E23T 

can be found by measuring 3 plates, rotated about the 
X, Y, and Z axes, and solving 3 equations. 
At frequencies very high compared to the principal 

natural frequencies of the plate, the dielectric constant 
approaches a steady value corresponding to the con-
stant strain or "clamped" dielectric constant es. Capaci-
tance measurements similar to those described above, 
but at very high frequencies, result in all 6 values of Eifs. 
An inspection of Chart I for the different crystal sys-

tems shows that in most cases fewer than 6 orientations 
are required; for example, a single determination suffices 
for crystals belonging to the isometric system since only 
one value of the dielectric constant is involved. 
The relations between the dielectric constants at con-

stant strain and constant stress which follow from (2) 
and (3) (see also [1 ]) are given by 

etiis = — E dipei, 

where dip and ei„ are piezoelectric strain and stress con-
stants, respectively. For nonrationalized units, the fac-
tor 47r is to be inserted before the summation sign. 
A standard capacitance bridge is suitable for measur-

ing the capacitance at low frequencies. 

4. ELECTROMECHANICAL COUPLING FACTOR (k) 

The use of the electromechanical coupling factor has 
become more prevalent since the 1949 IRE Standards 
was issued. This is especially true in the field of ferro-
electric ceramics. The appropriate static coupling factor 
involves the material properties, and is closely related 

to the capacitance ratio for various modes of motion. 
The numerical values of the electromechanical coupling 
factor are usually derived from measurements of the 
capacitance ratio (see Section 4.6). 

Special applications of the electromechanical cou-
pling factor, which are related to the measurements of 
the elastic, piezoelectric, and dielectric constants of 
some crystal classes of high symmetry, are considered 
briefly here. 
The piezoelectric equations of state (see Section 1) can 

be derived from energy equations. For example the 
energy equations corresponding to (1) are [14] 

— E SrT, = — E sp,,ET„n + — E dipT„E; 
2 , 2 pg 2 pi 

= U1 + U12 

1 1 
= —2 E di«Ein ± —2 E E„TE,E 

= U12 + U2. (17) 

U1 represents the elastic energy density, U2 the electrical 
energy density, and U12 the piezoelectric energy density. 
Similar energy equations, corresponding to (3) and to 
the other two sets of equations of state, hold. These are 
not detailed in Section 1. The electromechanical cou-
pling factor of the volume element associated with (17) 
can be defined as 

k= 
U122  

U11/2 
(18) 

The coupling factor, as defined by (18), is the square 
root of the ratio of the mutual elasto-dielectric energy 
density squared to the product of the stored elastic and 
dielectric energy densities. This definition applies to any 
specified elasto-dielectric state of a volume element of a 
material. The partial energy densities U are unique; 
they may, however, be expressed variously in terms of 
the elements of different submatrices. 
Lumped piezoelectric coupling factors associated with 

finite electromechanical systems under known stress or 
strain, and known electric field or dielectric displace-
ment distributions, are obtained in terms of volume in-
tegrals over the component energy densities. Under 
static conditions, where these distributions are uniform, 
the resulting coupling factors are identical with those of 
a volume element. For motional conditions, where the 
kinetic energy density not dielectrically coupled is an 
essential component, the associated motional coupling 
factors are dependent on the modes of motion of the 
specimen. 
Under special conditions, such as crystallographic 

symmetry, expressions for the energy densities in terms 
of matrix components may be greatly simplified. In par-
ticular, where only certain parts of the energy density 
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components are of interest, simple expressions for the 
associated partial static coupling factors are obtained. 
Some examples are considered in the following sections. 

4.1 One-Dimensional Coupling Factor 

Assuming that only the stress component T1 is not 
zero, while T2 • • • T6 are zero, the expression for the 
static electromechanical coupling factor reduces to 

k = k31  
E33TS irle 

(19) 

The subscripts 3 and 1 indicate the directions of the 
electric field and the mechanical displacement, respec-
tively. The corresponding motional stress system is that 
for the length-extensional mode of bars. 

4.2 Planar-Extensional Coupling Factor 

The piezoelectric equations (1) for a Z plane is spe-
cialized for the tetragonal classes C3, C3i, and the hex-
agonal classes C3, C6,, where sii = s22, s66 = 2 (s11— 42), 
516 = 46 = 0, and du= c/32. Assuming the symmetrical 
stress system Ti = T2, T3 • • • T6=0, (1) becomes 

SI -I- 52 -= 2 (Silie ± $12E) T1 + 2c/31E3 

D3 = 2d32 T + e33EE3 (20) 

or introducing the planar strain Si ±S2 =.32,2 and setting 
T1= T2= Tp 

Sp = SpE T p ± dpE3 

D3 = d„T„ + €33TE3 (21) 

where the planar elastic compliance s, and the planar 
piezoelectric strain constant d„ are defined as 

as, 
S p ig = ----- = 2(s1E ± S  1 2E ) 

aT, Ea 

asp) a D3 
d = — = -- = 2d3i. 

a E3 T a T )p E3 

The static planar coupling factor k„ becomes 

dp2 2d312  
k = k, =  — 

T.. E 
€33D(s VE33 Jp nE + si2E) 

(21a) 

(22) 

The corresponding motional stress system is that for 
contour-extensional mode III and the radial mode of 
disks. 

4.3 Planar-Shear Coupling Factor 

It is assumed that the Z plane is parallel to a 2-, 4-, or 
6-fold symmetry axis and that 46 =526 = 0, d3600, 

2 In this section, the subscript p indicates planar. 

d31 =d32 = 0, and the stress component 
zero. Then (1) or (2) reduce to 

S6 = S66ET 6 ± d36E3 

D3 = d36T 6 ± E33TE3. 

To only is not 

(23) 

From this equation, the static planar shear coupling 
factor becomes 

(2'362 
k= VE33T S66E 

(24) 

The corresponding motional stress system is that of the 
contour-shear mode. 

When, under the same symmetry conditions for the 
plate, the two stresses, T1' = — T2', are inclined at an 
angle of 45° to the symmetry axis, the coupling factor 
has the same form as (24). The corresponding motional 
stress system is that for the contour-extensional mode I 
of square plates. 

4.4 Hydrostatic Coupling Factor 

Another important stress system is the hydrostatic 
stress T1 -= T2 = T3 = Ta. In this case the linear piezo-
electric equations (1) becomes, for crystals of the classes 
C3, C3,, C6, and C69, 

S1 + S2 -I- S 3 = [2(511E ± S 12E) ± 4 S 13E ± 333E1T 1 

± (2d31 ± d33)E3 

D3 = (2c/31 ± d33) Ti + E33rE3 (25) 

or, introducing the hydrostatic strain S1+52-I-S3 = Sa3 
and the hydrostatic piezoelectric strain constant di, 

Sa = 3 aE T a + daE3 

D3 = 4Th ± fur& (26) 

where the hydrostatic elastic compliance and the hydro-
static piezoelectric strain constant are defined as follows 

ash 
shE =— --- 2(41E+ 512E) ± 4$13B ± 533E 

an Et 

= volume compressibility 

ash) aD3 
ah= — = —) = Mal + du. 

8E3 Th arh E3 
(27) 

The hydrostatic coupling coefficient is then defined as 

d12 
kh = 

VE33TShE 

(24i -I- d33)2 
(28) 

4/ €33T[2(41.11 -I- 512E) + 443E -I- sae] 

3 In this section, the subscript h indicates hydrostatic. 
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TABLE VI 

TYPICAL VALUES FOR MATERIAL CONSTANTS 
AND MODE PARAMETERS 

Material ADP Quartz 

Mode Contour- Contour-
Extensional I Shear 

Specimen Square Plate Square Plate Units 
CT-Cut 

Orientation (sx1) 45° (yx1) 38° 

N 1298 3080 m sec-1 
r 9.351 0.118 10-12Fm-1 
r 13.4 350 
p 
€2' 

1.803 
135 

2.654 
41.5 

103m-4 N sec2 
10-12Fm -i 

en 125 41.3 10-12Fm-1 
k 0.324 0.0711 
sE(1 ¡q) 
d(8) 

s66/2 = 82.3 
(186/2 =24.2 

s66' =15.09 
d2e=1.78 

10-12m2N-1 
10-12CN-1 

F 1 1.2331 
0 5.2562 1.480 

P 0.657 0.563 

4.5 Coupling Factor for a Single Strain System 

Assuming that only a single shear strain T4 is finite in 
an infinitely extended Z plate, while all other strain com-
ponents are zero, the piezoelectric equations (3) reduce 

to 

T4 = C44 ES4 e34E3 

D3 = e34S4 E33S E3. (29) 

The static coupling factor derived from this equation is 

V1 — k2 

/1/// e342 

== €33 .44 E 

(30) 

A corresponding strain system is that for a thickness-
shear mode of an infinite Z plate. 

4.6 Relationship Between the Static Coupling Factor and 
the Capacitance Ratio for Various Modes of Motion 

The static coupling factor k for a given stress or 
strain system is related to the capacitance ratio r of a 
mode having a similar stress or strain system, by the 

equation 

1 
k —   

N/1 A- Prx 
(31) 

which is similar to (8). The factor x is already defined in 
(11) and usually is very close to unity with the exception 
of the extensional mode I of square plates. 

In cases where x 1, the dielectric constants ern and 
er for a given mode are related by the coupling factor k 

by 

ern = — k2) (32) 

which follows from (11) and (31). 

TABLE VII 

QUANTITIES, SYMBOLS, AND UNITS USED IN THESE STANDARDS 

Quantity Symbol 
Units 
(mks) 

Stress 
Strain 
Electric field 
Electric displacement 

S 
E 
D 

Nm-2 

Vm-1 
Cm-2 

Elastic compliance 
Elastic stiffness 
Piezoelectric strain constant 
Piezoelectric stress constant 
Dielectric constant 
Density 

Linear dimension 
Frequency 
Frequency constant 
Capacitance 
Motional capacitance constant 
Shunt capacitance constant 
Capacitance ratio 
Coupling factor 

rn2N-1 
NM-2 
CN-1 or mV-1 
Cm-2 or Nm-1V-1 
Fm-1 
m-6 N sec2 

sec-1 
m sec-1 

Fm-1 
Frn-1 

The quantities K, F, 13, p, are numerical factors. 

Eq. (31) is used to determine the static coupling fac-
tor from the measured capacitance ratio r for a given 
mode. 

5. TYPICAL VALUES FOR MATERIAL CONSTANTS 
AND MODE PARAMETERS 

Typical values for the material constants and for the 
mode parameters of two piezoelectric crystals are given 
in Table VI. Ammonium dihydrogen phosphate and 
quartz have been chosen as materials. The modes con-
sidered are contour-extensional mode I and contour-
shear mode of square plates. 

6. UNITS 

In the 1949 IRE Standards, it was recommended that 
numerical values of all the quantities involved in the 
piezoelectric relations be given in rationalized mks units. 
All equations given in the present standard are written 
in rationalized units valid for either mks units or cgs esu. 
The quantities used herein, together with their mks 
units, are listed in Table VII. The conversion factors 
from cgs electrostatic to mks rationalized units for most 
of these quantities can be found in the 1949 IRE Stand-
ards. 
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Correspondence 

Bridge Method of Measuring Noise 

in Low-Noise Devices at Radio Fre-

quencies* 

The system to be described was used for 
accurately measuring the noise of junction 
diodes biased in the forward direction. In 
this application, the author succeeded in 
measuring noise resistances of the order of 
several hundred ohms with an over-all error 
of less than 5 per cent. The method is quite 
general and may be applied with equal suc-
cess to noise measurement of any low-noise 
device at radio frequencies. The difficulties 
usually encountered result from the effects 
of the measuring amplifier's noise and input 
impedance, and the dependence of the am-
plifier's gain upon input load due to stray 
coupling feedback. 
A block diagram of the author's equip-

ment is shown in Fig. 1. To the right of the 
noise bridge the circuitry is conventional. 

Nome 
Br'',Joe 

«le Bond 
Channel 

— Amplifier 
25- ece KO 

1 Oestnocreand 

Detector 

Ouodrohc 
Detector 

—Minya Mr — Galvanometer 

Fig. 1—Block diagram of noise measuring 
equipment. 

The noise is first amplified by a wide-band, 
low-noise preamplifier which starts with 
three 6CB6's in parallel and has a noise re-
sistance of about 300 ohms. This feeds a 
narrow pass-band amplifier possessing 7 
channels selectable in octave steps from 25 
kc to 1600 kc. The output of the channel 
amplifier is then detected by a square-law 
circuit, integrated, and displayed on a sensi-
tive galvanometer. 

The noise bridge is shown in detail in 
Fig. 2. One notes that the junction diode 
being measured is placed in one arm of a 
comparison bridge. The adjacent arm con-
sists of a variable conductance and suscept-
ance, G. and B.. 

With the input of the prtamplifier 
grounded, admittance balance is obtained 
by exciting the bridge at the desired fre-
quency and adjusting G. and B. for balance 
detector null. The signal generator and bal-
ance detector are then removed from the 
circuit. 

Next, the two lower bridge arms are ad-
justed for equal mean-square noise voltages, 
;,2 and j"-. This is accomplished by passing 
current I through noise diode 1 if the junc-
tion exhibits greater than thermal noise or 
/2 through noise diode 2 if the junction noise 
is less than thermal. When the galvanome-

Received by the IRE, November 4. 1957. Work 
supported by Signal Corps Contract. 

ter reads the same with the input selector in 
either position 1 or 2, the bridge is balanced 
for noise. 

With the bridge balanced for both ad-
mittance and noise voltage, it follows that 
the mean-square short circuit noise currents 
are equal as well since the total bridge arm 
admittances, including preamplifier input 
admittance, are the same at the time of bal-
ance. If one represents the noise of the junc-
tion diode in terms of its equivalent sat-
urated diode current, I., defined by 

= 2e1.A (1) 

one can equate the noise current generators 
in adjacent bridge arms. This yields 

2eIvàf 4kTG.,Càf = 26I2Af 2eI.W. (2) 

Solving for I. 

I. = (II — Is) (2kT/e)G.. (3) 

To find the noise ratio, or ratio of noise 
power to thermal noise power, one divides 
(3) by (2kT/e)G.. 

n = 1 + (8/2kT)(1/G.)(li — Is). (4) 

Fig. 2—Noise bridge circuit. 

The advantages of the bridge method 
are many. Eqs. (3) and (4) give the noise 
parameters in terms of easily measured 
quantities which may be read simultane-
ously. Since only equality of noise readings 
is required, the exact characteristic of the 
detector circuit is relatively unimportant. 
Stray coupling feedback does not change the 
amplifier's gain during measurement be-
cause the input load remains the same with 
the input selector in either position. Finally, 
although the preamplifier's noise and input 
admittance affect the precision of the noise 
balance, they cancel out of the final result. 
The possible error from these sources can be 
easily estimated by observing the variation 
in II or 1.2 required to cause a detectable 
noise unbalance. 

The author wishes to thank prof. A. 
van der Ziel for many valuable discussions 
of the problem. 

KEITH S. CHAMPLIN 
Dept. of Elec. Eng. 

University of Minnesota 
Minneapolis, Minn. 

A Reactance Theorem for Antennas* 

In connection with the paper of Dr. 
Levis' I should like to remark that the con-
cept of the frequency derivative of the input 
reactance of an antenna is suitable for prac-
tical computations as well and may be used' 
for the determination of the bandwidth 
properties of linear arrays. 

The Q is defined there, as follows: 

1 Ço dP 
Q = — — — 

2 P dcocd-ow 

where (AN is the resonant frequency and P, 
the radiated power. 

Applying this definition to linear arrays 
it was found that the Q of a linear array is 
the product of three factors. 

Q= A0212o 

where A depends on the directional proper-
ties of the individual element, Q. is the qual-
ity of the element itself, and Q„>lis a func-
tion of the geometrical arrangement and 
current distribution of the linear array. 

L. SOLYMAR 
Standard Telecommun. Labs., Ltd. 

Enfield, Middlesex, England 

* Received by the IRE. November 8, 1957. 
C. A. Levis, °A reactance theorem for anten-

nas," P ROC. IRE, vol. 45, pp. 1128-1134; August, 
1957. 

2 M. Uzsoky and L. Solymar, "Theory of super-
directive linear arrays," Acta Phys. Acad. Sci. 
Hung.. vol. 6, pp. 185-205; 1956. 

Extension of Boolean Algebra for 
Analysis of Mixed-Switch Diode 
Circuits* 

Conventional Boolean algebra may be 
extended by means of suitable operators to 
provide applications to the reduction of 
switching functions for combinatorial cir-
cuits composed of both switches and diodes. 

It is often expedient to use diodes in com-
bination with ordinary switches in order to 
further reduce the number of literals in a 
circuit. The following is a possible reduction 
technique for diode-switch combinations. 

We introduce two elements J and K with 
following properties: 

1+1=1, KXIC=K 

I-I-K=1, JXIC =0, 

J+ 1 =K+1=1, JX0=ICX0=0 

J' K, = J 

where J and K commute, associate, and dis-
tribute with all other elements, and 1, 0, 1, 
-I-, and X have their usual meaning. (1 de-

* Received by the IRE. November 5, 1957. 
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notes a closed contact, 0 an open contact, 
' means negation, parallel, and X, series 
connection.) The elements J and K are ele-
ments of a Boolean algebra and may be 
treated as such, subject to the additional 
rules of operation given above. Two separate 
elements J and K are used in order to pre-
serve the symmetry of the algebra. 

To each diode in a circuit ascribe the op-
erator J or K, depending upon the direction 
of current flow in each given circuit path 
(J in one direction K in the other). It is ar-
bitrary which orientation is used as long as 
one is consistent within a given circuit. J 
and K may be used as elements of a Boolean 
algebra (i.e., as diodes in a circuit) or as op-
erators upon circuit elements or circuits. 

Example: 

A ± A'.1 

A(J K)+ A'J AJ A'J + AK 

= J(A + A') + AK = J + AK 

= J(A +1) + AK= JA J + AK 

—.1+ AV -1-K)=J + A. 

B. BEIZER 
136-33 68th Drive 

Flushing, N. Y. 

The Switching Time of the Cryo-
tron* 

Recently a new type of flip-flop, based 
on superconductivity, has been developed 
by Buck' and further studied by Slade and 
McMahon.2 Its properties are superior in 
many respects to known elements; however, 
its low switching time might be a limiting 
factor in some applications. In the search 
for higher speed operation, the assumption' 
was made that the switching time is given 
by the L/R time constant of the circuit. In 
the course of investigation of a similar flip-
flop based on the magnetoresistive effect,2 
it was found4.2 that practically the switching 
time might differ by orders of magnitude 
from the L/R time constant. It was there-

* Received by the IRE, November 7, 1957. 
1 D. A. Buck, "The cryotron—a superconductive 

computer component." PROC. IRE, vol. 44. pp. 482-
493; April, 1956. 

2 A. E. Slade and H. O. McMahon, "A cryotron 
catalog memory system," Proc. of the East. Joint 
Computer Conference, (to be published). 

A. Aharoni, E. H. Frei, and G. Horowitz, "New 
active circuit element using the magnetoresistive ef-
fect," J. Appt, Plays.. vol. 26, pp. 1411-1415; Decem-
ber, 1955. 

A. Aharoni, "The time-constant of a certain non-
linear network," Bull. Res. Council Israel, vol. 6A, 
pp. 144-145; January, 1957. 

6 A. Aharoni, "Magnetoresistive memory." Ph.D. 
dissertation. Hebrew University, Jerusalem (in 
Hebrew); 1957. 
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fore considered worthwhile to study the 
cryotron case from a similar point of view. 

The cryotron circuit is shown in Fig. 1. 
All the resistors Ri are superconductors, and 
their resistance is zero unless a current flows 
in the appropriate coil. All the coils and con-
necting leads have zero resistance. It is seen 
that when 13=14=0, there are two stable 
states, namely =/, 12=0, R,=0, R2 e0 
or =0, 12=1, R,0, R2=0. A pulse of is 
or 14 serves to switch over the element from 
one stable state to the other. 

Fig. I. 

Now, suppose the element is initially in 
the state 11=1 and an 13 pulse is applied. 
This pulse is assumed to step R3 to its high-
est value R., in zero time. Kirchhoff's equa-
tions for this case are 

il -F 12 

iiRi(i2) 2L — 
dt 

di2 
i2R2(4) 2L — • (1) 

dt 

Substituting the notations 

y = 11/I; x = is/I; r = 4L/R; 

T = t/r; r = R/R. (2) 

in (1) one obtains 

yr(1 — y) -I- Idy/dT + y 

(1 — y)r(y) — jdy/dt. (3) 

Hence, the switching time from the stable 
state discussed to the vicinity of the other 
one is given by 

0.1 

T = — Yr(1 — Y) + Y (1  Y)r(Y). (4) 

The choice of 0.1 as the upper limit of in-
tegration is done according to the usual con-
vention in the definition of pulse rise time.2 

Inserting in (4) for r(y) values taken 
from Fig. 2 of Slade and McMahon, 2 with 
the assumption i=i amp, numerical in-
tegration implied a switching time of 7¡L/R. 
In order to test the significance of this value, 
further calculation was done with the as-
sumption that r has the form shown in Fig. 
2. For simplicity it is assumed that one uses 
the smallest possible current, i.e., y1=1, 
which is also reasonable. 

Using this form for r in (4) and carrying 
out the necessary integrations, one finds 
that in the whole region 0.1 <yo <0.9, the 
time in terms of L/R varies between 7.4 and 
9.2, with the minimum in the vicinity of 
yo =0.3. However, it should be pointed out 

dy 

See, for example, F. E. Terman and J. M. Pettit. 
"Electronic Measurements," McGraw-Hill Book Co., 
Inc., New York, N. Y.. pp. 258-259, 2nd ed.: 1952. 

r(y) 1 

.4 pri/ 

Yo Yi 

Fig. 2. 

y 

that the switching time calculated to the 
0.1 level obviously will give a larger value 
than the L/R time constant, so that the use 
of L/R is justified for a rough estimate. 

A. AHARONI 
E. H. FREZ 

S. SHTRIICMAN 

Department of Electronics 
Weizmann Institute of Science 

Rehovoth, Israel 

A History of Some Foundations of 

Modern Radio-Electronic Technol-
ogy* 

I was especially interested to see men-
tioned in the above article' the experiments 
carried out in 1919 in the United States to 
establish radio transmission to underwater 
craft. Similar successful experiments were 
conducted by me in Russia for the Russian 
Navy between 1915 and 1916. 

When World War I started, I was the 
Director and Technical Manager of the 
Russian Wireless Telegraph Company, and 
from the first day of the war was involved in 
different radio developments connected with 
the war requirements. Among other prob-
lems the Russian Navy requested that a 
method should be found to transmit signals 
to submerged submarines. Extensive tests 
were carried out in 1915 and 1916; they 
showed that quite strong signals could be re-
ceived when the submarine was submerged 
to the depth of the order of between 15 and 
20 feet. The antenna used was a closed frame 
built up with a highly insulated cable enter-
ing the submarine from one side and con-
nected to the steel body on the other end. 
The cable and the submarine body in this 
way formed one frame, and, to obtain the 
biggest possible active service from this 
frame, the cable was suspended from the 
highest point of the conning tower. 

The receiver was connected between the 
cable input and the body of the submarine. 
The receiver had one thermionic tube with 
positive feedback to compensate for the 
losses in the antenna when submerged in salt 

* Received by the IRE. November 4, 1957. 
J. H. Hammond, Jr., and E. S. Purington, PROC. 

IRE, vol. 45. pp. 1191-1208; September 1957. 
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water. Different wavelengths were used, the 
best results being obtained with wavelengths 
between 5 and 12 thousand meters. Signals 
from the high power (300-kw spark transmit-
ter) station at Zarskoe Selo near Petrograd 
were received by a submarine (700-1000 
tons) at a western end of the Baltic Sea. 

As a result of this experiment, a program 
was discussed with the Russian Navy to 
start in the Spring of 1917. Experiments in 
the Black Sea were to be carried out first 
with radio controlled motor boats and later 
to a radio controlled torpedo. This project 
did not materialize due to the Revolution in 
1917. 

S. M. AISENSTEIN 
Consultant to the 

English Electric Group of Companies 
Chelmsford, Essex, England 

Aperture Correction for Instrumen-

tation Systems* 

This note is an abstract of the writer's 
dissertation, which bears the same title.' 
The purpose of the study was to investigate 
a problem in electrical instrumentation: the 
compensation by a network for an averaging 
effect common to a large variety of sensing 
devices; i.e., devices that convert a signal in 
one form of energy into a signal in another 
form of energy. A well-known example is an 
instrumentation system that converts spot-
by-spot light intensity in a picture into a 
continuous electrical signal by aperture 
scanning. Hence the distortion involved is 
known as the aperture effect. For scanning 
at a uniform rate by a rectangular aperture, 
the transfer function relating the output and 
the input of the device in terms of the com-
plex frequency p is f(p)=h(1—e-*P)/P, 
where h expresses the sensitivity and a is the 
time the scanner takes to scan a distance 
equal to the length of its aperture. The rec-
tangular aperture and its step-function re-
sponse are shown in Fig. 1. 

The circuits described in the dissertation 
represent a new approach to the problem of 
compensation. The transfer functions of the 
circuits suggested are inverse to those of the 
apertures, except for small departures intro-
duced to ensure stability or caused by 
losses in delay lines. The common property 
of all these circuits is that they incorporate a 
delay device in the feedback loop of an ac-
tive element or a delay line mismatched at 
both ends. The impulse responses possess 
some repetitive character. The corrective 
network for the rectangular aperture and its 
step-function response are shown in Fig. 2. 
The step-function response of a system con-
sisting of a rectangular aperture in series 
with its corrective network is shown in Fig. 
3. The system as shown does not have de 
response. The dc response can be provided 
by incorporating a simple RC integrating 

* Received by the IRE. November 28, 1957. 
J. Otterman, doctoral dissertation. Dept. of Elec. 

Eng., University of Michigan, Ann Arbor, Mich., 
May, 1955. 
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Fig. 4—Two forms of an exponential aperture and 
its step-function response W(I). 

Fig. 5—The corrective network for an exponential 
aperture and its step-function response W.(1). The 
network here is shown in more detail, whereas the 
network of Fig. 2 was drawn schematically. 

network parallel to the corrective network 
of Fig. 2. 

The suggested method of achieving com-
pensation seems to be of greatest importance 
when the smallest technically feasible aper-
ture does not offer the required systematic 
accuracy. Even if the length of the aperture 
is greater than 2w/oh, where oh, is the limiting 
frequency of the input spectrum, the correc-
tive network can recover most of the original 
information from the distorted signal avail-
able at the output of the aperture. 

Moreover, the compensation discussed 
will be found very useful in the case where 
the input spectrum is spread over the fre-
quency band 0 <co <oh, and where high ac-
curacy is required up to the limiting fre-
quency w,. In such a case, a system consist-
ing of only a sensing device cannot offer an 
acceptable solution, because the noise-to-
signal ratio is large when the aperture is 
small enough not to cause a large distortion 
In a system consisting of an aperture, an 
amplifier, and a corrective network, the 
aperture size can be chosen in such a way as 
to minimize the noise-to-signal ratio. The 
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length of such an aperture depends on the 
nature of noise and on the noise-minimiza-
tion criterion, but it generally will be found 
ranging from 0.75T/w. to 1.35r/oh. The 
amplifier after the aperture serves to lift the 
signal level well above the level of additional 
noise introduced in the corrective network. 
The compensation in the corrective network 
itself then provides the systematic accuracy 
required. 

The compensating method offers special 
advantages when some preferred forms of 
the aperture, such as the birectangular or 
exponential, can be used. The transfer func-
tion of the exponential aperture has the 
form h(1 —e-«lie-aP)/(p-Fu), where u>0. 
This transfer function does not have any 
zeros on the ioe-axis nor in the right half-
plane. Thus the exact inverse transfer func-
tion corresponds to a stable network. In this 
respect the exponential aperture differs from 
the other apertures discussed, which all 
exhibit zeros of the transfer function on the 
ico-axis. The exponential aperture and its 
step-function response are shown in Fig. 4. 
The appropriate corrective network and its 
step-function response are shown in Fig. 5. 

As part of this investigation, differentia-
tion by a capacitor-resistor network and dif-
ferentiation by a delay line are analyzed and 
compared. A prerequisite for carrying out 
the comparison is established; the origin of 
time of impulse responses in both cases is 

o   chosen in such a way as to eliminate the first 
error term in the transfer-function expansion 
in powers of w. 

The indebtedness of the writer to 
G. Hok, L. L. Rauch, and E. G. Gilbert is 
gratefully acknowledged. 

JOSEPH OTTERMAN 
Eng. Res. Inst. 

University of Michigan 
Ann Arbor, Mich. 

w(t 

Fig. 1—The simplest form of a rectangular 
aperture and its step-function response. 

9 

Fig. 2—The corrective network for a rectangular 
aperture arid its step-function response W.(I). The 
response consists ideally of a series of impulses of 
decreasing amplitude. 

1.3 

0. 

Fig. 3—The ideal step-function response W.(I) of a 
system consisting of a rectangular aperture in 
tiering with its corrective network. 

Transistor Cutoff Frequency 

Measurement* 

The alpha cutoff frequency of a tran-
sistor is normally defined as that frequency 
at which the short-circuit current gain in 
grounded base has fallen to 3 db below its 
low-frequency value. In consequence of the 
definition it is usual to measure by feeding 
the signal to the emitter. The writer believes 
it is not widely known that considerable ad-
vantage may be gained by avoiding the ob-
vious and carrying out the measurement of 
alpha cutoff frequency by feeding the signal 
to the base. 

Consideration of the simplified equiva-
lent circuit of Fig. 1 shows that any meas-
urement of cutoff frequency involves the 
collector capacitance and base resistance. 
If, as is often the case, an intrinsic cutoff 
frequency is required, the effects of Cv, and 
rue must be removed by means of a correc-
tion factor. 

Received by the IRE. November 8. 1957. 
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For the grounded base measurement 
(Fig. 2) the intrinsic and measured frequen-
cies are related by the first-order expression 

f f,„(1 2coCw.rool 

When measuring in grounded emitter, as in 
Fig. 3, the corresponding first-order expres-
sion is 

fi =fin 

so that an error of 200wCo,A,o, per cent has 
been removed. (The error is of the order of 
10 per cent at 10 mc for Co‘c=10Peif, 
rue = 100S2). 

Thus the advantage of operating with 
the emitter grounded rather than the base is 
that a value nearer to that for the intrinsic 
cutoff frequency of the transistor is ob-
tained. 

L. G. CRIPPS 
Mullard Res. Labs. 

Surrey, England 

Spectral Analysis* 

I would like to make a comment on Grier-
son's paperi concerning the spectral analysis 
of whistlers and Nelson's reply.2 

The scheme of using a plurality of con-
tiguous filters has often been employed in 
applications similar to Grierson's. Its princi-
pal drawback is the expense of constructing 
a large number of filters and then devising a 
read-out for the plurality of outputs. 
I would like to draw attention to another 

scheme not so extravagant in quantity of 
apparatus and yet capable of producing a 

* Received by the IRE. November 25. 1957. 
J. IC. Grierson. "A technique for the rapid analy-

sis of whistlers." PROC. IRE, vol. 45, pp. 806-811; 
June, 1957. 
2 R. R. Nelson. "Spectrum analyzer foi whistlers," 

PROC. IRE, vol. 45. p. 1543; November. 1957. 

spectral analysis similar to that described by 
both Grierson and Nelson. The method is 
subject to certain limitations which will be 
apparent in the following description, but 
these are not serious enough to prevent a 
widespread use of this method in the aircraft 
and missile industries. 

The scheme basically consists of making 
the transient response repetitive. The tran-
sient wavelet is recorded on magnetic tape 
which is then made into a loop and repro-
duced over and over again. By using a 
heterodyne type wave analyzer, wherein a 
single narrow-band filter is used, it will be 
possible to move the position of the filter in 
the spectrum by altering the frequency of 
the heterodyne oscillator. If the frequency of 
the heterodyne oscillator is progressively 
and continuously moved from one end of the 
spectrum to the other, a scanning of the 
spectrum by the filter results. A recording of 
the output of the wave analyzer produces an 
amplitude plot with frequency as the inde-
pendent variable. 

Each plot is equivalent to a fixed point 
in the time domain and a three-dimensional 
model of time-amplitude-frequency can be 
constructed quite easily. A similar display 
can be made by placing a number of ampli-
tude-frequency plots in a time-family rela-
tionship. Such a parametric representation 
has been proposed by the Technical Prod-
ucts Company to the Rocket Engine Test 
Center at Edwards Air Force Base, where a 
similar problem exists. Equipment capable 
of producing such plots is now available. 

ROBERT C. MOODY 
Technical Products Co. 

Los Angeles, Calif. 

Satellite Doppler Measurements* 

Beginning on October 5, 1957, frequency 
measurements of the signals transmitted 
from the Soviet Satellite No. 1 were made 
daily by the Frequency Control Branch of 
the U. S. Army Signal Engineering Labora-
tories. As an example of the information ob-
tained, Fig. 1 through Fig. 3 show plots of 
frequency vs time for the near approaches of 
October 6, 11, and 19. Information contained 
in these graphs can be used to determine 
satellite velocity and slant range of nearest 
approach to a good approximation, as well 
as other quantities associated with the 
satellite. 

The velocity of the satellite is deter-
mined from the Doppler equation 

C -F vo 

'o C — 

where 

f= frequency before the Doppler shift, 
fo= frequency of Doppler zero, 
C= velocity of light, 
vo -= velocity of observer (assumed zero), 
vi =velocity of vehicle. 

* Received by the IRE. November 27, 1957. 
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Fig. 1—Frequency Control Branch. October 6. 
1957. 20 mc. 
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Fig. 3—Frequency Control Branch, October 19, 1957, 
20 mc. 

Using the information from Fig. 3, the 
velocity of the satellite was calculated to be 
4.84 miles per second. For this orbit the dis-
tance of closest approach was calculated to 
be 232.9 miles using the following formula 

d fovi2  
= 

Cdf/dt 

where 

vi = velocity of vehicle, 
C= velocity of light, 

df/d1-= slope of curve at fo, 
d =distance. 

A block diagram of the system used to 
obtain the frequency information is shown 
in Fig. 4. The unknown satellite frequency, 
f., is mixed in a receiver with a signal, f., of 
known frequency measurable to an accuracy 
of 1 X108. The difference between f5 and 
an audio frequency, is fed, after filtering, to 
one set of plates of an oscilloscope. The fre-
quency of a variable audio oscillator is in-
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Fig. 4—Doppler shift measurement system. 

jected into the other set of plates. The fre-
quency of the audio oscillator was measured 
to an accuracy of ± 1 cycle by the frequency 
counter and automatically recorded. Since 
the frequencies fed into the oscilloscope are 
equal, when a Lissajou circle appears on the 
scope, the frequency of the unknown signal 
is determined by adding the frequency of the 
standard and the frequency of the audio os-
cillator. The audio oscillator was tuned man-
ually to keep the Lissajou circle on the scope 
and frequency measurement was taken by 
manual triggering of the frequency counter 
whenever a circle was obtained on the scope. 
The frequency of the audio oscillator and 
the time, based on WWV, were automatic-
ally recorded. During the one second count-
ing period of the frequency counter, the 
audio oscillator was not changed. This 
method gives a frequency accuracy of one 
± 1 cps and a time accuracy of ±0.5 second. 

The indirect method used to measure 
the frequency difference between the satel-
lite and standard frequencies was chosen in-
stead of a direct frequency measurement for 
two reasons: 1) since during the first few 
days of the satellite transmission the signal 
was pulsed, 0.3 second on, 0.3 second off, it 
would be necessary to use the 0.1-second 
gate on the counter instead of the 1-second 
gate and the resulting accuracy of frequency 
measurement would be decreased; 2) a clean 
signal is needed for direct measurement, 
while with the method used a frequency 
measurement can be made even though a 
considerable amount of noise is present with 
the signal. This is true since the Lissajou 
figure is recognizable when the signal-to-
noise ratio is small. 

This work will be reported on at a later 
date in greater detail. 

M. BERNSTEIN 
G. H. Goucoums 

O. P. LAYDEN 
\V. T. SCOTT 

H. D. TANZMAN 
U. S. Army Signal Eng. Labs. 

Fort Monmouth, N. J. 

Invention and Insight* 

A sharp distinction should be made be-
tween the production of innovations or in-
ventions and the conception of new insights 
into physical or mathematical theory. The 
former can perhaps be described in terms of 

• Received by the IRE, December 5, 1957. 

the combinations of simple ideas and their 
relationships, and can conceivably be en-
gendered in the project team environment. 
The latter is more precious and elusive and 
is generally scared out of existence by the 
peculiar emotional relationships which exists 
between people. Neither can claim a 
hierarchical precedence over the other since 
they go hand in hand, but it is clear that 
theory remains more fundamental and re-
quires a greater reach of the imagination. 

An important new insight or scientific 
theory is obviously not easily conceived. 
Many superior minds are engaged in think-
ing long and imaginatively, trying to cohere 
the disparate phenomena—especially at a 
time like the present when discovery out-
strips explanation. Yet whenever a new 
theory is born, it is usually simple and often 
obvious. Why is the simple and obvious so 
difficult to see, why are beautiful insights at 
first rejected as bizarre or impossible when 
they are finally accepted as true or useful? 

The reason is that the juxtaposition re-
quired is usually foreign to other people, the 
new insight is strange or trivial because the 
prevailing orientation of people's minds pre-
vents any possible immediate alinement or 
understanding. An almost other-worldly 
viewpoint is necessary, which is perhaps one 
of the reasons that the oriental mind is 
proving singularly fruitful in proposing in-
sights which the occidental mind cannot im-
mediately see. The different cultural back-
ground is important and leads to the conclu-
sion that children should be encouraged to 
live in worlds of their own, at least insofar 
as they theorize, allowing the freedom of 
mind which permits fresh, startling insights. 

Because of the fact that the imaginative 
jumps required for a new insight may be 
very strange to another person it generally 
must be sequestered in one mind. The 
strangeness of assumptions, the sheer in-
comprehensibility of imagination when re-
vealed can be a factor which prevents its 
realization in any usable form. How many 
brilliant ideas have escaped realization be-
cause they were ridiculed prematurely? If it 
were possible for theorists to leave behind 
inhibition and criticism like two boys play 
ing a game, entering completely into the 
imagination of the other, then perhaps some 
kind of collaboration could result. This could 
conceivably take place between unspoiled 
youths or inspired people of long acquaint-
ance, but it is questionable that any such 
rapport can be reached artificially. When it 
comes to the production of innovations or 
inventions, creative collaboration is prob-
ably possible, but because of the frailties of 
the human mind the more imaginative and 
therefore fruitful ideas are usually one per-
son's province until final and complete. 

The action of the mind when it comes to 
abstracting or theorizing is scarcely under-
stood. Seemingly unrelated thoughts or 
sometimes silly ideas are felt by a person as 
sketches or analogies which have a related 
form or useful connection to the ideas at 
hand. These leaps of the mind either from an 
abstraction to the problem or vice versa are 
how the mind theorizes. And the greater the 
ability to summon up the skeletons of the 
unconscious, plus the ability to strip down 
to pure form, the more imaginative the leap. 
A certain amount of chance is required too— 

a chance encounter which includes the par-
ticular generative idea or facts providing the 
logical links. Perhaps unconscious drive to-
wards areas which can give the required 
clues plays another important part in the 
formulation of a new idea. Because people of 
each generation are usually provided with 
many common elements it is not unheard of 
that two or more identical theories are inde-
pendently formulated. And at the same time 
people of a common culture have similar 
limitations which confine their imaginations. 

It is clear that a uniform culture which 
does not tolerate differences soon reaches a 
barrier of imagination. Paradoxically a new 
barbaric element is required for growth it-
self. And similarly a person must allow a 
little barbaric thought to creep in, thought 
which will at first seem foreign or even 
stupid but which is the essence of growth. 
The only way to encourage this growth in a 
society is to permit somehow a radical turn 
of mind to flourish. All talk about incentives 
desire for originality, free flow of ideas, etc., 
are useless if the limitation of uniformity 
prevents a person from purposeful dream-
ing and if there is no example other than the 
norm. Of what value is incentive to people 
who all have the same incentive? Of what 
value are ideas flowing freely between people 
with the same ideas, who cannot even toler-
ate a certain fancy in themselves? 

The only climate conducive to creativity 
is one which tolerates and encourages differ-
ences, not only differences of opinion, but 
differences of viewpoint and character. A 
society must leave people alone and trust 
that they will have the stimulation and de-
sire to grow and to create. It is naive to as-
sume that outside direction is necessary for 
growth, as it is naive to continue to direct a 
child after he has a certain independence of 
thought: one can only sit back and watch the 
workings. The greatest hamper for anyone 
is the benign inquiry which takes the modern 
form, "How are you doing?" 

ROBERT E. MUELLER 
Caldwell-Clements Manual Corp. 

New York, N. Y. 

Germanium N-P-I-N Junction 

Transistor Triodes* 

The results of recent development work 
at this laboratory indicate that 1) feasible 
device techniques are available for the prep-
aration of acceptor diffused P regions in ger-
manium, and 2) n-p-i-n diffused base de-
vices may be fabricated using these tech-
niques. Diffusion experiments of acceptors 
in germanium were performed using both 
sealed tube and open tube single and double 
stage flow methods. The diffusants investi-
gated included zinc, boron, aluminum, gold, 
and indium. Surface concentrations were 
maintained in a useful diffused base device 
range through the use of diluted diffusion 

• Received by the IRE, November, 18. 1957. 
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TABLE I 
GERMANIUM N-P-I-N TRANSISTOR TRIODE ELECTRICAL DATA 

Unit Bile. 
(v) 

BV e. 
(v) Alpha ta' 

(ohms) 
C.6 
WO 

fib 
(mc) 

lee (Ve =20 v) 
(pa) 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 

>110 
100 

>110 
>110 

80 
>110 
>110 
>110 

40 
>110 

80 
>110 

6 
5 
2 
6 
6 
9 
8 
10 
9 
9 
10 
9 

0.95 
0.99 
0.93 
0.98 
0.97 
0.99 
0.99 
0.98 
0.99 
0.99 
0.99 
0.99 

40 
37 
24 
20 
24 
49 
22 
43 
41 
32 
38 
44 

2.0 
1.6 
4.2 
4.6 
2.9 
1.8 
2.4 
1.6 
1.5 
1.8 
2.1 
1.7 

53 
51 
51 
51 
50 
58 
60 
60 
59 
57 
58 
58 

2 
12 
4 
10 
1 
I 
6 
9 
2 
2 
3 
2 

sources. The typical diffusion temperature 
and time for the transistor structure to be 
described was 900°C for 8 hours. 
A combined alloyed junction diffused 

base intrinsic collector design was used simi-
lar to that described by Kestenbaum and 
Ditrick' for their p-n-p structure. The opti-
mum design geometry was not determined; 
dimensions were chosen for ease of fabrica-
tion and proof of structural (not optimum 
electrical) feasibility. The electrical data 
given in Table I above were observed (1 =4 
ma, Ve =10 v). High-frequency power gain, 
as measured in a tuned input and output 
neutralized amplifier stage, was typically 
25 db at 12.5 mc and 10 db at 45 mc. 

The main problem involved in the fabri-
cation of these units is background donor 
diffusion. The donor concentration in the 
diffusion arrangement must be limited to a 
value such that the subsequent acceptor dif-
fusion predominates in both level of con-
centration and depth of diffusion in the 
germanium substrate (in this case, P in-
trinsic germanium). 

D. M. UNGER 
A. AVAKIAN 

Sylvania Elec. Products, Inc. 
Woburn, Mass. 

A. L. Kestenbaum and N. H. Ditrick. "Design, 
construction, and high-frequency performance of 
drift transistors," RCA Rev., vol. 18, pp. 12-23; 
March, 1957. 

High-Frequency Magnetic Permea-
bility Measurements Using 
Toroidal Coils* 

The problem of measuring the high-fre-
quency initial permeability of a magnetic 
material by comparing the inductance of a 
coil wound on a toroidal specimen of the 
material with the inductance of an identical 
air core coil has recently been discussed by 
Schwartz.' A program designed to evaluate 
the accuracy of permeability measurements 
using the above technique was also com-
pleted at the National Bureau of Standards 
a short time ago. Although the NBS data are 

* Received by the IRE, December 6,1957. 
1 R. F. Schwartz, "Calculation of inductance of 

toroids with rectangular cross section and few turns," 
PROC. IRE, vol. 45, pp. 1416-1417; October, 1957. 

reported in detail elsewhere,' a short note is 
in order summarizing the results obtained in 
relation to the conclusions reached by 
Schwartz. 

The determination of the effective per-
meability of a material using coils wound on 
toroidal samples is based on 

Lm 
- (1) 
L. 

where L. is the measured inductance of the 
coil with the sample and L. is the calculated 
inductance of an equivalent air core coil as-
suming a thin uniform current sheet. An 
alternate method of evaluating L. has been 
to measure the inductance of a coil identical 
to the magnetic sample coil but wound on a 
polystyrene core. Either method of evaluat-
ing (1) may lead to errors in the measure-
ment of the permeability of the material. 
Various corrections“ for (1) have been pro-
posed in the literature in an effort to account 
for these errors. A further source of error 
which was suggested by Schwartz on the 
basis of a study of plexiglass cores with a 
small number of turns lies in the contribu-
tion of the so-called "circumferential in-
ductance" to the total measured inductance 
of a coil. 

The NBS program was in general con-
cerned with a study of coils having a suffi-
ciently large number of turns to make the 
"circumferential inductance" negligible com-
pared to the total inductance of the coils. 
The errors resulting from neglecting leakage 
flux and from assumptions as to the location 
of effective current sheets were investigated 
experimentally as a function of permeability, 
core dimensions, wire spacing, and wire 
size. The majority of the measurements were 
made by winding toroids on polystyrene 
cores with rectangular cross section. 

It was observed that errors can exist in 
permeability measurements using (1) even 
when a large number of turns are involved. 
Presumably the "circumferential induct-
ance" correction referred to by Schwartz 
would become small compared to the total 
inductance as the number of turns goes up. 
It apparently could account at least for 
some of the errors associated with a small 
number of windings. The NBS study showed 

B. Kostyshyn and P. H. Haas, "Discussion of 
current-sheet approximations in reference to high. 
frequency magnetic measurements," J. Res. N BS, 
vol. 52, pp. 279-287; June, 1954. 

y. E. Legg. "Magnetic measurements at low 
flux densities using the a.c. bridge,» Bell Sys. Tech. J., 
vol. 15.13P. 39-62; January, 1936. 

E. B. Rosa and F. W. Grover, "Formulas and 
Tables for the Calculation of Mutual and Self-
Inductance," Bull, of the Bureau of Standards, Sci. 
Paper No. 169, (Revised). p. 125; 1912. 

that the error in permeability measurements 
on coils with a large number of turns is asso-
ciated with the violation of the assumption 
that the current sheet is adjacent to the 
toroidal sample. It was observed that as the 
number of turns was decreased, the error 
associated with leakage fields beyond the 
confines of the coil also began to play an im-
portant part in the over-all error in the 
measurements. It was also shown that within 
limits at least approximate corrections for 
leakage fields and location of current sheets 
relative to the toroid could be made using 
the correction terms referred to in the liter-
ature above. 

These conclusions refer to the first 
method mentioned above for evaluating 
L,,,/L. (i.e., compare the measured value of 
L„, to the calculated value of L with the 
appropriate corrections). Regarding the 
second method of evaluating (1) in which 
the measured value of L„, is compared to 
the measured value of inductance of an 
identical coil wound on a polystyrene core, 
it should be noted that the NBS results 
showed that values of p lower than the true 
permeability of the material will always be 
obtained. Furthermore, the absolute error 
using this second method will be larger for a 
higher permeability material. This error is 
of course in addition to the error obtained 
due to the difficulty of winding a coil on a 
polystyrene core which is exactly like the 
coil wound on the magnetic sample. 

R. D. HARRINGTON 
R. C. POWELL 

National Bureau of Standards 
Boulder, Colo. 

Passive Repeater Using Double 

Flat Reflectors* 

In the above paper, Yang,' the possibili-
ties and theoretical performance of a passive 
repeater system using double flat reflectors 
are discussed and a typical example is 
worked out to show the feasibility of a micro-
wave radio link using passive repeaters. 

May we call your attention to a paper2 
published in Italy dealing with the same 
problem, where the same results are obtained 
though in a more general form. We feel the 
more general form might be of some use to 
those interested in the subject. 
A comparison of the various methods 

usually adopted2-2 for the calculation of 
the path attenuation of a system, including 
an antenna and a single passive repeater 
close to it, enabled us to conclude that the 
method given by Jakes2 for an elliptic pass-

* Received by the IRE, November 21,1957. 
1 R. F. H. Yang. 1957 IRE NATIONAL CONVEN-

TION RECORD, pt. 1, pp. 36-41. 
F. Cappuccini and F. Gasparini, "Sull'uso dei 

ripetitori passivi nei ponti radio a microonda," 
L'Elettrotecnica, vol. 43, pp. 296-302; June, 1956. 

W. C. Jakes. Jr., "A theoretical study of an 
antenna-reflector problem," PROC. IRE, vol. 41, pp. 
272-274; February, 1953. 

D. R. Crosby, "Theoretical gain of flat micro-
wave reflectors," 1954 IRE CONVENTION RECORD, 
pt. 1, pp. 71-75. 

R. E. Greenquist and A. J. Orlando, "An analysis 
of passive reflector antenna systems," PROC. IRE. vol. 
42, pp. 1173-1178; July. 1954. 
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ive repeater with circular projected area 
seems to be the most complete and compre-
hensive. In our paper2 the path attenuation 
is given for a system in which two rectangu-
lar passive repeaters are closely spaced, but 
are at a sufficiently large distance from the 
terminal antennas to permit the incoming 
field to be dealt with as a uniform plane 
wave. The field intensity El at the aperture 
of the receiving antenna at distance R2 from 
the reflector Ab is given, with the same nota-
tions of the above paper,' as: 

— 7e, 

no.so 

,net ...1ht 

(.,t) 

, 200 

q:100 

BOO 

600 

400 

ZOO 

tion obtained from the Jakes' curves, in the 
manner explained before, shows that the 
errors are not greater than 1.5 db. 

To conclude, it may be of some interest 
to mention that multichannel microwave 
radio links using double flat passive repeat-
ers are, in fact, quite common in Italy on 
difficult mountainous paths where they give 
satisfactory performances. Fig. 1 shows a 
typical example of a multichannel radio link 
in the 6000-mc band made by TELETTRA 
Laboratories, Milan, Italy. The total length 

2r 
c/ • exp [ — —x (d R2)] r.,+6"),ved r (a,-1-a")ri 

.R2 4.'—o")/V2M C(1)(11 SC)di) 

(6,-1-b")/ 
C(1)dt — (br+6,0), %lea i S(1)d1)]. 

00N60 

.04e le 

fae--6")14Shd ifle—b")1 212hd 

43.350 rot 

Fig. I. 

00560 

The transverse dimensions of the pro-
jected reflecting surfaces are, respectively, 
a', a"; b', b". 

As one can easily see, the formula writ-
ten in the Appendix of Yang's paper" is 
readily obtained from the preceding formula 
as a particular case putting a' =a"; b' b" 

The basic hypothesis (i.e., uniform plane 
wave arriving at the first reflector) is such 
that the problem becomes the same as for an 
antenna with uniform aperture illumination 
and a closely spaced repeater. Therefore, 
one can make use of the curves given by 
lakes, provided that the graphs are entered 
with the diameter of circles having an area 
equal to that of the repeaters' projected sur-
faces. Some error is unavoidable for two 
reasons: 1) Jakes' calculations are based on a 
10-db parabolic illumination taper of the 
antenna aperture; 2) other conditions being 
unchanged, a decrease of the distance an-
tenna-to-repeater or repeater-to-repeater in-
creases the importance of the surface shape 
over the surface area. The errors are, how-
ever, small enough in most practical cases. 
A comparison between the path attenuation, 
calculated with (1) and the path attenua-

fit ROLLA 

5050510 

307 ...1) 

(1) 

$055500 

Fig. 2. 

of the path from Dongo (Lake of Como) to 
Sondrio is 47.378 km and develops mostly 
on high lands as shown by the altimetry in 
Fig. 1. The passive repeaters are flat rec-
tangular surfaces being a single 6X5 meters 
repeater over Mount Musso and two 9 X7.5 
meters repeaters over Mount Rolla. Fig. 2 is 
a picture of the Mount Rolla repeater. 

F. CAPPUCCINI 
F. GASPARINI 

Elec. Eng. Inst. 
University of Padua 

Padua, Italy 

Observations of Magneto-Ionic 
Duct Propagation Using Man-Made 
Signals of Very Low Frequency* 

INTRODUCTION 

Echoes of radio signals from station NSS 
on 15.5 kc in Annapolis, Md. (50°N geomag-
netic latitude), with delays up to nearly one 
second have been detected at Cape Horn, 
South America (45°S). These observations 
provide the first controlled test of the 
Eckersley-Storey theory of "whistler" prop-
agation in which energy is guided from one 
hemisphere to the other, following the lines 
of force of the earth's magnetic field. 

Whistlers are electromagnetic signals, 
usually of descending audio frequency, and 
were shown by Eckersley' to result from the 
dispersion of lightning energy. Storey ad-
vanced the hypothesis, supported by con-
siderable experimental data, that the path 
of propagation extends between the hem-
ispheres through the outer ionosphere, fol-
lowing lines of force of the earth's magnetic 
field.' Subsequent observations at spaced 
stations supported his predictions regarding 
the area concentration of energy and the 
locations of the end points of the path." 
The basic idea was expanded and strength-
ened by the discovery and explanation of the 
"nose" whistler!' Whistler paths, which we 
shall call "magneto-ionic ducts," extend as 
far as 20,000 miles above the surface of the 
earth. The group velocity along these ducts 
is of the order of ten per cent of that in free 
space, which accounts for the long delays 
observed. 

The controlled experiment opens up new 
possibilities for long distance communica-
tion at very low frequencies. It presents a 
new factor which must be considered in the 
design and operation of world-wide fre-
quency standards and navigation systems. 
The technique provides a powerful new 
tool for the systematic study of the outer 
ionosphere, a little understood but extremely 
important link between the sun and the 
earth. The purpose of this note is to give a 
brief report on the first results from this ex-
periment. Additional data will be published 
when the analysis is complete. 

APPARATUS 

Most of the observations were made us-
ing quarter-second pulses transmitted from 
NSS every two seconds for a 15-minute 

* Received by the IRE. November 20, 1957. This 
experiment was supported primarily by the Office of 
Naval Res. (Contract Nonr (225)-27, with help from 
the Air Force Office of Sci. Res., Contract AF 19 
(603)-126, and a National Science Foundation grant 
for IGY Project 6.10/20. 
I T. L. Eckersley, "Musical atmospherics," Na-

ture, vol. 135, pp. 104-105; January 19. 1935. 
2 L. R. 0. Storey, Phil. Trans. Roy. Soc. A., vol. 

246, pp. 113-141; July 9, 1953. 
J. H. Crary, R. A. Helliwell, and R. F. Chase, 

"Stanford-Seattle whistler observations," J. Geophys. 
Res., vol. 61, pp. 35-44; March. 1956. 

°J. R. Koster and L. R. O. Storey, "An attempt to 
observe whistling atmospherics near the magnetic 
equator," Nature, vol. 175, pp. 36-37; January 1, 1955. 

M. G. Morgan and H. E. Dinger, "Observations 
of whistling atmospherics at geomagnetically conju-
gate points," Nature, vol. 177, pp. 29-30; January 7. 
1956. 

M. G. Morgan, and G. McK. Allcock, Nature, 
vol. 177, pp. 29-31; January 7, 1956. 
• R. A. Helliwell, J. H. Crary, J. H. Pope, and R. L. 

Smith, "The 'Nose' whistler, a new high latitude 
phenomenon," J. Geophys. Res., vol. 61, pp. 139-142; 
March, 1956. 
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period each night. The radiated power was 
about 50 kw. Most of the successful runs 
were begun at 0535 GMT, shortly after local 
midnight. 

The optimum receiving location was pre-
sumed to be the opposite end (called the 
"conjugate" point) of the field line originat-
ing at the transmitter's location at Annapolis. 
Its estimated location lies in practically in-
accessible waters about 1000 miles south-
west of the Straits of Magellan. The area 
of the Straits was chosen for the receiving 
tests and was a compromise between accessi-
bility and proximity to the calculated point 
of arrival of the magneto-ionic duct signal. 
This location lies at the edge of the "effec-
tive" area of a whistler as calculated by 
Storey, and therefore the signal was ex-
pected to be of marginal strength. 

The particular local receiving sites were 
selected for minimum man-made noise. The 
first site was an oil prospecting camp at the 
east end of the Straits of Magellan. No 
echoes were observed at that location7 al-
though whistler reception was good. Next an 
attempt was made to set up a receiving sta-
tion eighty miles southwest of Cape Horn 
on the rugged and barren Islas Diego 
Ramirez, which is 250 miles closer to the 
conjugate point. Bad weather prevented 
landing at that location and the station was 
returned to a lighthouse about 100 miles 
northwest of Cape Horn. It was there that 
NSS echoes were first observed. There were 
no power lines in the area and no man-made 
interference was detected. Equipment was 
powered from 12-v storage batteries which 
were charged by wind generators. Ample 
energy was abstracted from the almost con-
tinuous high winds which are characteristic 
of the area. 

The receiving equipment for NSS con-
sisted of a three-turn thirty-foot-high tri-
angular loop antenna balanced and reso-
nated with series capacitor, a low-noise four-
stage trf receiver of 100-cps bandwidth, and 
an Ampex Model 601 tape recorder. The re-
ceiver noise level was equivalent to an rms 
field intensity of 0.01 eiv per m. The loop 
was calibrated by coupling a known voltage 
in series with one of the loop leads, using a 
transformer. Conversion of signals to 1500 
cycles facilitated aural observation and re-
cording. A crossed-loop goniometer system 
for changing the null direction was set up 
towards the end of the experiment, to check 
on the direction of arrival of the echoes. 
Whistlers were recorded with the same 
equipment, except that a broadband receiver 
was substituted for the NSS receiver. 

RESULTS 

The direct signal (propagation between 
earth and E layer) was received with good 
strength, the measured nighttime rms field 
intensity being about 150 eiv per meter. Dur-
ing the first three weeks of operation at 
Cape Horn, observations were made at 0835 
GMT, and weak echoes were first heard on 
January 15th. On January 25th, the listen-
ing period was shifted to 0535 GMT, a time 
of lower background noise, and better echoes 
were observed. The delay was estimated 

7 Subsequent analysis of the tape recordings re-
vealed echoes, which will be described in a later pape 
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Fig. 1—Strengths of NSS echoes and occurrence frequency of whistlers during January and February, 1957. 
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Fig. 2—Direct (D) and echo (E) signals from NSS on January 27, 1957. Upper graph shows relative amplitude; 
lower graph shows spectrum of same signals. 
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with the aid of A-scan recordings made from 
the magnetic tapes. A section of the January 
27th record is shown in Fig. 2. The upper 
part is a plot of the log of relative field 
strength, and the lower part shows the 
spectrum of the recorded signal, both as 
functions of time.' A single echo follows 
each direct pulse with a delay of 0.61 sec-
ond. To this must be added 0.03 second 
for the calculated travel time of the direct 
wave, giving a total delay of 0.64 second. 
On other nights different delays were ob-
served, ranging from 0.3 to 0.9 second. 
During some periods, two separate echoes 
could clearly be distinguished by ear, with 
spacings up to 0.4 second. Sometimes the 
echo intensity dropped off gradually, with 
the echo lasting perhaps half a second. These 
results indicate the presence of multiple 
paths of propagation whose properties 
change markedly from night to night. Mul-
tiple whistlers, apparently arising from a 
single source, were also observed with a 
similar range of delays at 15.5 kc. 

One of the most unexpected results from 
this experiment was the observation of 
marked and systematic fading of the echoes. 
Fig. 3 shows a plot of the relative amplitude 
of each NSS echo recorded during the run of 
January 27th. The fading period is about 
50 seconds, and the ratio of maximum-to-
minimum strength is roughly ten-to-one. 

4t0111:1 

Fig. 3—Relative amplitude of NSS echoes on 
January 27. 1957. 

The significant point is that the fading is 
fairly regular and deep, suggesting the beat-
ing of two components of nearly equal am-
plitude. These might be similar in origin to 
the split components described above, except 
for a reduced spacing. This phenomenon 
may be associated with the so-called whistler 
"pair." The time separation of the members 
of a whistler pair is typically of the order of 
0.1 second at 15.5 kc; therefore, the com-
ponents would overlap in this experiment, 
since the pulse length was 0.25 second. The 
necessary relative phase change in the two 
paths might be produced by irregularities 
drifting through the regular ionospheric 
layers or by differential changes in the more 
remote magneto-ionic duct paths. 

The cause of echo splitting and the 
multiple components of whistlers remains 
uncertain. A double echo might be caused 
by the normal pattern of a short vertical 
antenna which concentrates the energy in a 
ring around the source. Although this mech-
anism may operate, it does not explain more 
than two components, a condition often 
encountered in whistler spectra. It seems 
necessary to look further for the explanation. 

This record was made with a Sonograph equipped 
with an amplitude display unit. The tape was played 
at four times normal speed. 

One possibility is that the transmission co-
efficient of E region varies from place to 
place as a result of patchiness, such as spo-
radic E. Its effect would be to permit recep-
tion of only those rays which could pass 
through the E region at both ends of the 
path. Another possibility is that the mag-
neto-ionic ducts are, in fact, paths along 
which the ionization is enhanced—in effect, 
field-aligned columns of ionization stretching 
all or part of the way between the hemi-
spheres. Further data on this problem might 
be obtained by correlating the temporal and 
spatial variations in E region reflection 
properties with multiple magneto-ionic duct 
signals. 

As a check on the fundamental difference 
between the modes of propagation of the 
direct signal and the echoes, the ground 
wave was nulled using a crossed-loop goni-
ometer. It was possible to reduce the ampli-
tude of the direct wave by at least 30 db, 
without reducing the echo intensity more 
than a few db at the most. This is additional 
evidence that the echo is propagated in an 
entirely different manner from that of the 
direct wave. It is consistent with a down-
coming wave of circular polarization as pre-
dicted by whistler theory. 

CONCLUSION 

A unique mode of very-low-frequency 
radio transmission, called magneto-ionic 
duct propagation, has been demonstrated. 
Its close similarity to whistler propagation 
provides new evidence in support of the 
Eckersley-Storey theory of whistlers. 

The large variations in echo time delay 
from day to day must be caused by changes 
in the medium of propagation, since the lo-
cations of both transmitter or receiver were 
fixed. 

The frequent observation of NSS echoes 
when no whistlers could be heard shows that 
the absence of whistlers is probably due to a 
lack of suitable lightning sources at the 
proper location, and not to poor propagation 
conditions in the magneto-ionic duct. There 
is strong evidence that the magneto-ionic 
duct path may be open nearly all of the 
time. 

The systematic fading and the splitting 
of echoes suggest the presence of multiple 
paths of propagation of variable relative 
phase. 

The observed echo intensities, which 
were 10 to 30 db below the direct wave, to-
gether with the fact that the receiver ap-
pears to have been located near the edge of 
the "effective" area, suggest that echo 
strengths comparable to or greater than the 
direct wave may be found near the conjugate 
point. Under these conditions, the new 
mode would be an important factor in vif 
communication. Depending on the way in 
which it is used, it could be either an advan-
tage or a disadvantage. 

Because of their long and variable de-
lays, magneto-ionic duct signals can be ex-
pected to interfere seriously with the opera-
tion of phase-sensitive navigation systems at 
very-low frequency. A world-wide frequency 
standard in this range would likewise be 
adversely affected in the region of the effec-
tive area. 

The new technique has important ad-

vantages over whistlers for the study of the 
outer ionosphere. Unlike the lightning 
source, the vif transmitter can be turned on 
at will and its location and radiation proper-
ties are readily determined. Data obtained 
in this way should yield new facts about the 
structure of the outermost regions of the 
ionosphere, including the strength and form 
of the earth's magnetic field at great dis-
tances from the earth. These data in turn are 
expected to be of help in advancing our 
understanding of magnetic storms and au-
roras. The experiment could be usefully ex-
tended by receiving the signal in a satellite 
and telemetering phase and amplitude in-
formation back to earth. In this way, the 
properties of the path between transmitter 
and satellite could be separated from that of 
the total path. Since a satellite occupies 
many different locations in a short period of 
time, it should be possible to measure the 
effective beamwidth, the transmission loss, 
and the distribution of irregularities. 
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Tuning a Probe in a Slotted Line' 

It is a usual practice to tune a slotted 
line probe by first locating a position of the 
maximum detected energy and then tune 
the probe at this very position. This will 

* Received by the IRE, December 5. 1957. 
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usually lead to an imperfect tuning and thus 
distort the detected standing wave pattern. 
This note presents a correct method of tun-
ing with a simple analytic explanation. 
A slotted line or guide system can be 

schematically represented by the equivalent 
circuit shown in Fig. 1, in which the equiva-
lent constant current generator has an in-
ternal impedance Go and the load is repre-
sented by GL, both normalized with respect 
to Yo, the characteristic admittance of the 
line, while the complex parts of both the 
generator and the load admittances have 
been included in the lengths xo and xi, re-
spectively. The probe admittance is repre-
sented by Gp and Bp in parallel. 

The power Pa absorbed by the probe can 
be easily calculated with the assumption of 
a perfect matching between the generator 
and the line; i.e., G0=1,' 

the detected pattern. This leads to the con-
clusion that the only unaffected points of the 
detected pattern due to the probe suscept-
ance are those points corresponding to the 
nulls under short-circuit condition. 
From the above analysis, it will be obvious 

to see why errors are introduced into such 
standing wave measurements when the 
probe is tuned according to the usual prac-
tice by starting with an arbitrary condition 
of the probe, i.e., with an unknown Bp, to 
locate a point of maximum detected energy. 
Then the probe is finally tuned at this point 
for maximum reading. 
The maximum point thus determined is 

actually not the true maximum of the stand-
ing wave pattern in the line, due to a shift 
resulting from an initial nonvanishing value 
of B,, as has been shown. This kind of tuning 
actually corresponds to a condition of maxi-

ioGp(1 GL' tan' 0)2  = 
[1 -F G Gp GY(1 GpGY) tans OP [B, -F (1 - Gi2) tan 0 -I- B,Gis tan' OP (I) 

where 0= 2rxi/Xg. 
In order to analyze the behavior of the 

probe, it is convenient to consider sepa-
rately the following two cases, i.e., GL=-0 
and Gi In case of GL =O, (1) may be re-
duced to 

ioGp  
P. =   (2) 

and the nulls of P. correspond to the condi-
tion tan (I= co, which is a condition inde-
pendent of Bp, or independent of the probe 
tuning. On the other hand, the maxima 
occur at tan 0= -Bp. Hence whenever Bp 
is different from zero, the detected maxima 
of the standing wave are shifted with respect 
to the maxima of the true standing wave 
pattern as shown in Fig. 2. The relative 
positions shift from the left to the right as 
Bp varies from positive to negative. 

Lot 

Fig. 1. 

i 

e ''• '• 
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. 

e 

.....,.• . 

Fig. 2. 

In the case where Gy is different from 
zero, the probe susceptance Bp will affect the 
positions of the maxima and the minima of 

1 For a more detailed discussion, see C. G. Mont-
gomery, 'Technique of Microwave Measurements.' 
M.I.T. Rad. Lab. Series, McGraw-Hill Book Co., 
Inc.. New York, N. Y., vol. 11, pp. 483-485. 

mum value of Pa of (2) and will not lead, in 
general, to the condition Bp -= 0 which is re-
quired for a proper tuning, simply as a con-
sequence of the fact that tan 000 at the 
point the tuning is performed. 

Therefore, a more adequate procedure 
for probe tuning includes: first, a location of 
the proper point for correct tuning which is 
the point of the true maximum, and second, 
tuning properly performed at that point. 
This procedure may consist of the following 
steps: 

1) Always use a short-circuit termina-
tion (GL = 0). 

2) Locate two consecutive nulls. 
3) Move the probe to the center point 

between the two nulls (tan 0=0). 
4) Tune the probe for a maximum out-

put (B,=0). 

This technique has been used successfully 
in this laboratory for microwave measure-
ments. 

JOSE I. CAICOYA 
Instituto Tecnologico de Aeronautica 

Sao Jose dos Campos 
Sao Paulo, Brazil 

Cutoff Phenomena in Transversely 
Magnetized Ferrites* 

Suhl and Walker' have made an exten-
sive study of the cutoff phenomena in a 
longitudinally magnetized ferrite-filled cir-
cular waveguide and the results have been 
summarized by Kales.2 They have shown 

* Received by the IRE. December 20, 1957. 
1 H. Suhl and L. R. Walker, "Topics in guided-

wave propagation through gyromagnetic media— 
Part I, The completely filled cylindrical guide," Bell 
Sys. Tech. J., vol. .33, pp 579-659; May, 1954. 

M. L. Kale,. 'Topics in guided-wave propagation 
in magnetized ferrites,' PROC. IRE, vol. 44. pp 1404-
1405; October, 1956. 

that there are three kinds of cutoffs. The 
first is similar to the cutoff which occurs if 
the circular waveguide is filled with a ho-
mogeneous, isotropic medium. The second 
and third types of cutoff were shown to oc-
cur when 142-K2=0 and ;4=0, respectively. 
The author' had also made some cutoff stud-
ies for circular waveguides partially filled 
with ferrite. 

In the case of a transversely magnetized 
ferrite, it appears that similarly interesting 
results occur. Furthermore, the mathematics 
are sufficiently simpler than the circular 
waveguide case to permit easy calculation of 
the cutoff frequencies. By plotting the cutoff 
frequencies as a function of the dc magnetic 
field for various ferrite and waveguide geom-
etries, a better understanding of the phe-
nomena can be achieved. Therefore, we pre-
sent here some theoretical results and in-
terpretations of the cutoff phenomena in 
transversely magnetized ferrites. Experi-
mentally determined cutoff frequencies are 
also presented to substantiate the behavior 
predicted by theory. 

Consider the problem of a rectangular 
waveguide loaded with a ferrite slab mag-
netized transverse to the direction of propa-
gation as shown in Fig. 1. By solving the 
boundary value problem, the transcendental 
equation involving the propagation constant 
13 can be shown to be* 

ka2 kakon 
— cos ka(L - — cot (k,..5) sin ka(L - 
P2 

-:713ka  
sin ka(L - 8) (1) 

PO 

where 

and 

PP0 + xsz  
P — 

P2 — (1 Xxx)2 Xxv2 

_1 -F Xxx  0 -= 
- jK X:v 

1 
kra' = (Ago — - 02 

= „Ate° _ 02 (2) 

Xsv 

ilidefeKylli) 

— (02 

jory4srM. 

(Y14)2 — 0,2 
(3) 

47-M, is the saturation magnetization of the 
ferrite and 7=-2.8 mc/oersted, co is the wave 
frequency while Hi is the dc field in the fer-
rite medium. The cutoff frequencies co, cor-
responding to 13=0 can be readily deter-
mined as a function of H, by setting CT =0 in 
(1) and (2) and combining to yield: 

cot [...Vrloo1/1- 4] 

COt [coeVAtoeo(L — 8)] (4) 

8 R. F. Soohoo, "Higher-Order Mode Propagation 
in Ferrite Devices and Wide-Band Tunable Ferrite 
Microwave Filters," presented at the Annual PGMTT 
Meeting, New York. N. Y.; May, 1957. 

B. Lax, K. J. Button and L. M. Roth, 'Ferrite 
phaseshifters in rectangular waveguide." J. Appi. 
Plays., vol. 25, pp. 1413-1421; November, 1954. 
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For an infinite ferrite medium km =0 and (2) 
gives 

e 0,07-; — • (5) 

If lip, the equivalent permeability, is nega-
tive, %/lip and therefore 13 is imaginary and 
the fields would vary as (y being the direc-
tion of propagation): 

exp — (..A/poe 4/— y 
1 

P 

signifying reactive attenuation or cutoff. 
Now, 1/p goes from positive to negative at 
the point where ,22_K2=0. Utilizing defini-
tions (2) and (3), we have: 

(6) 

-= 7(Hi (7) 

It also goes from negative infinity to positive 
infinity at resonance, i.e., when µ= O. Again, 
(2) and (3) give: 

com• = 4TM8). (8) 

For a particular field Hi, (7) and (8) yield 
two frequencies oh. and we between which 
1/p is negative. Thus, these frequencies can 
be considered as the cutoff frequencies of the 
magnetized infinite ferrite medium. Repeat-
ing this procedure for another value of field, 
cutoff frequency vs internal field character-
istics can be obtained. The result for a par-
ticular ferrite is shown in Fig. 2. 

For a waveguide totally filled with fer-
rite, i.e., L=8, (4) shows that 

&rev poe — L= nir (9) 

where n = 1 for the TE10 mode. Combining 
(2), (3), and (9), we obtain a quadratic 
equation in w.,2: 

[ 7 2(Hi+4,M.)2+ L r p )2142) 

±[-y2H,(Hi-F4rM„)]( Lvire707) 2 0. (10) 

Eq. (10) has been plotted for a regular 
X-band waveguide totally filled with ferrite, 
also in Fig. 2. The distinguishing feature of 
the curves compared to that of the infinite 
medium is the appearance of a finite cutoff 
frequency at zero field and another branch 
of the j3-= 0 curve above resonance field (be-
low resonance frequency) attributed to the 
quadratic nature of (10). The cutoff fre-
quency is seen to approach that at zero field 
as Hi takes on very large values. This is as 
it should be since 1/p approaches 1 as Hi 
approaches infinity. Since the field required 
for resonance is independent of the sample 
shape, provided that one considers only the 
internal field Hi, the p =0 line represents one 
of the cutoff curves which is a characteristic 
of the medium only. A little reflection will 
show that the shaded portion represents the 
forbidden region (no propagation possible) 
in the totally filled guide. From Fig. 2, it is 
seen that there is a range of very small fre-
quencies at small Hi values, (i.e., the fre-
quencies between the 1=0 curve and the 
above resonance field branch of the 0 
curve) which could propagate. Indeed, a 
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Fig. 1—Cutoff frequency vs internal field character-
istics for a rectangular waveguide partially filled 
with ferrite. 
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Fig. 2—Cutoff frequency ve internal field character-
istics for a rectangular waveguide totally filled 
with ferrite. 

little reasoning would show that it is pos-
sible to propagate microwaves in an ex-
tremely small ferrite-filled waveguide for 
appropriate field values. This is not too sur-
prising as 1/p is positive infinite just on the 
high side of resonance, making the guide ap-
pear electrically very large there. 

If the ferrite medium does not completely 
fill the waveguide, then the cutoff behavior 
would be expected to differ from that pre-
dicted by (9) above. Intuitively, one would 
expect that if the slab thickness 15 is very 
small, one would not be able to cut off the 
partially loaded waveguide even if the fer-
rite is biased so that 1/p is negative. Quan-
titatively, for any particular slab thickness 
and guide size L, the transcendental equa-

tion (4) can be solved for c‘k, at a particular 
field Hi, by plotting both sides of the equa-
tion vs frequency. The first intersection of 

the two curves would give the cutoff fre-
quency oh of the TEto mode. This has been 
done for two separate cases, one with 
8=0.100 inch and L=0.900 inch and one 
with 8=0.130 inch and L=0.700 inch. It is 
seen that the behavior agrees with the quali-
tative speculations above. 

Experiments have been performed to 
check the cutoff behavior predicted by (4). 
The experimentally determined cutoff fre-
quencies for a partially loaded guide are 
plotted in Fig. 1 for comparison with the 
theoretical values. The demagnetization fac-
tors were assumed to be those of a sample 
whose cross section is an elongated ellipse; 
the saturation magnetization is in the direc-
tion of the major axis. This assumption is 
reasonably good as there are tapers in the 
ferrite slab at each end to improve matching 
of the loaded and unloaded sections. Note 
that Ho in Figs. 1 and 2 is the applied dc field 
which is related to the internal field H, 
through the demagnetization factors. 

The experimental cutoff frequencies agree 
reasonably well with the theoretical values, 
as shown in Fig. 1. The electric field inside 
the ferrite-loaded waveguide at cutoff was 
monitored and was found to decay expo-
nentially and rapidly with distance in the 
direction of propagation with no maxima or 
minima observed even with a short at the 
output end of the device. This supports the 
contention that the phenomenon is pre-
dominately a cutoff one. Indeed, a BWO 
swept source was used to observe the cutoff 
phenomena over the whole X band. When 
the applied field was zero, the transmission 
was almost complete with hardly any re-
flections over the band. As the field was in-
creased, the transmission decreased to zero, 
while the reflection increased to a high value, 
first at 8.2 kmc and then moved gradually up 
on the frequency scale. At some value of 
field, the nearly complete reflection was ob-
served over the whole X band. When the 
field was further increased, the low-frequency 
end began to transmit again and transmis-
sion could be observed over the whole band 
if the field was increased still further. This 
agrees with the predictions of Fig. 1. Thus, 
the band rejection characteristic due to the 
changing ferrite permeability with applied 
field is definitely established. Indeed, a 
tunable cutoff filter was made using this 
phenomenon.3 

We have considered a lossless ferrite in 
our theoretical treatment. Experimentally, 
it was found that loss changes the cutoff 
picture somewhat. First of all, the cutoff and 
ferromagnetic resonance are no longer in-
finitely sharp when loss is included. There-
fore, in the region where the /3-0 curve is 
close to the resonance or p=-0 curve (Fig. 1) 
it would not be easy to observe the cutoff 
phenomena because of finite ferrite line 
width. This is the case for the 8=0.100 inch, 
L=0.900 inch configuration at frequencies 
above 9 kmc. In the 8=0.130 inch, L=0.700 
inch case, however, because the e=sa and 
p =0 curves are widely separated in the 8.2-
to 12.4-kmc region, the cutoff phenomena 
could be distinctly observed over the entire 
X band. 

RONALD F. SooHoo 
Cascade Research 

Monogram Precision Industries, Inc. 
Los Gatos, Calif. 
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the M.S. in electrical 
engineering in 1952, 
the A.M. in mathe-
matics in 1955, and 
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Michigan, finally serving this organization 
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Scanning the Transactions  

Interplanetary communication, until very recently a sub-
ject discussed only in science fiction circles, is now a matter 
of serious engineering speculation and planning. The first 
venture to the moon and beyond will no doubt be made by 
unmanned instrumented space-research vehicles. A two-way 
radio system will be needed for a guidance and communication 
link between the Earth and the vehicle. A recent study indi-
cates that for controlled flights around the moon a system of 
this sort would require a 2 kw transmitter on the vehicle and 
a 200 kw transmitter on the Earth. This equipment is within 
our present capabilities. To reach Mars, this system would 
have to be boosted to a formidable 6 megawatts on the ve-
hicle and 600 megawatts at the Earth station. 

For manned space flights the radio requirements would 
be less severe because humans will perform many of the con-
trol and observational functions that would have to be 
radioed to and from an unmanned vehicle. Reducing the 
amount of information to be sent in a given time serves to in-
crease the communication range. It has been estimated that 
with present-day techniques we could provide manned space 
craft with navigational and communication coverage over 
the entire solar system by using point-to-point beamed trans-
missions. Omnidirectional transmissions, on the other hand, 
would not presently serve us even to the nearest planet, but 
by 1975 it can be expected that technical advances will extend 
this range out to Jupiter. 

Any discussion of space flight brings with it some novel 
proposals. For example it is possible that once a space vehicle 
reaches cruising speed and begins coasting, its antenna prob-
lem could be solved by simply ejecting a very large collapsible 
directional antenna. The antenna would coast along beside the 
ship and could be pointed toward home base to achieve long 
range communication with limited power. The fact that the 
vacuum in space exceeds anything we can presently realize on 
Earth prompts another interesting thought. Will we build 
tubes without envelopes to make use of this characteristic? 

The foregoing seems to indicate that interplanetary radio 
communication will decidedly prove to be feasible. Indeed we 
have already taken the first small electromagnetic step into 
space by bouncing AM voice signals off the Moon and de-
tecting them on Earth,' a round trip of half a million miles. 
What about interstellar communication? The nearest star is 
about 24 trillion miles away. Even if we could achieve this 
tremendous range some day, one wonders if we would want to. 
If we sent a message to someone on that star, say next Tues-
day, we would have to wait 8 years before we had a reply. 
(H. E. Prew, "Space exploration—a new challenge to the 
electronics industry," IRE TRANS. Ott MILITARY ELECTRONICS 
December, 1957. P. A. Castruccio, "Communications and 
navigation techniques of interplanetary travel," IRE TRANS. 
ON AERONAUTICAL AND NAV(GATIONAL ELECTRONICS, Decem-
ber, 1957.) 

Waveguides filled with ionized gas offer interesting po-
tentialities that have not been explored yet to any great 
extent or even recognized by engineers in general. It has been 
found that at microwave frequencies a wave traveling through 
a waveguide filled with an inert gas like neon in the presence 
of a magnetic field will encounter rotational and resonance 
effects much like those produced by ferrites, but without the 
frequency limitations associated with ferrites. Hence, the gas-
filled waveguide may find application in some situations 
similar to those in which ferrites are now used. It has also 

been noted recently2 that at frequencies of the order of a few 
megacycles a waveguide filled with ionized gas exhibits un-
expected pass bands below the usual waveguide pass band. 
We can probably expect to see this aspect of gaseous elec-
tronics take on new importance in the near future. (L. Gold-
stein, "Nonreciprocal electromagnetic wave propagation in 
ionized gaseous media," IRE TRANS. ON MICROWAVE THEORY 
AND TECHNIQUES, January, 1958. ) 

Satellite tracking has been a problem that has engaged 
nearly everyone's attention of late. The PROCEEDINGS alone 
has published 7 letters on this subject in just the last 5 months, 
As hundreds of amateurs and scientists all over the world 
strained to spot the tiny elusive moons, our sister publication, 
the IRE STUDENT QUARTERLY, quietly proferred its own in-
genious solution to the spotting problem in the February 
issue, as shown below. 

Reprinted from IRE STUDENT QUARTERLY 

Electronic heart-sound recording techniques are becoming 
an important tool in the study of the heart and its abnormali-
ties. Such recordings are particularly useful in providing a 
record of the timing of normal and abnormal sounds. They 
are usually made in conjunction with electrocardiograms and 
recordings of pulse and respiration to provide additional in-
formation concerning the heart. A spectral analysis of the 
sounds can be performed to give still further information re-
garding the character of the sounds. One interesting tech-
nique, developed just in the past four years, involves thread-
ing a catheter through a vein and into the heart to obtain 
sound recordings from within the heart itself. A miniature 
barium titanate transducer has recently been developed as an 
acoustic pickup device for the heart end of the catheter and 
has been used successfully on a number of patients. Making 
several recordings at different locations in the heart has proved 
a decided aid in localizing and diagnosing certain types of 
heart ailments. Thus an acoustic device first developed for 
undersea warfare is now being used to preserve life rather 
than to destroy it. (Symposium on Heart Sound Reproduction 
and Recording, IRE TRANS. ON MEDICAL ELECTRONICS, 
December, 1957). 

I J. H. Treder, "Lunar radio echoes," PROC. IRE, vol. 46, pp. 286-292; January, L. D. Smullin and P. Chorney, "Properties of ion filled waveguides," PROC. 
1958. IRE, vol. 46, pp. 360-361; January, 1958. 
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Technical institutes should be expanded ten times in the 
next decade, while other forms of higher education are being 
doubled, if we are to get truly efficient utilization of our scien-
tists and engineers. To support this viewpoint a prominent 
educator states that whether we realize it or not, 50 to 75 per 
cent of the work being done in the engineering departments 
of manufacturing plants today can be done as well, if not 
better, by engineering technicians who graduate from two-
year technical institutes. The present technicians-to-en-
gineers ratio of 0.7 to 1 should, and probably will, be increased 
to 2.8 to 1. If this tremendous expansion comes about, by 
1970 we will see more than 600,000 students enrolled in two-
year technical institutes as compared with 400,000 in four-
year engineering colleges. Whether or not the particular num-
bers cited above prove to be the right ones, there can be no 
doubt that the technical institute will play a far more prom-
inent and vital role in the future technical welfare of our so-
ciety. In this connection it is significant that the IRE just last 
year extended to its student members in technical institutes 
most of the privileges and benefits enjoyed by college student 
members. (H. R. Beatty, "The role of the technical institute 
in the next decade," IRE TRANS. ON EDUCATION, March, 
1958.) 

The recent declassification of Doppler navigation systems 
has resulted in a special issue of the TRANSACTIONS on this 
subject. These papers make abundantly clear the revolution-
ary effect that Doppler techniques are having on air naviga-
tion. Formerly, uncertainties in aircraft velocity and drift 
measurements limited navigational accuracy to such an ex-
tent that frequent external fixes were necessary to avoid the 
accumulation of large errors. The use of Doppler systems to 
determine ground speed and drift has improved the accuracy 
of the dead reckoning method to the point that it will soon be 
the most accurate source of navigational data available on 
many flights. Moreover, this makes the aircraft entirely inde-
pendent of external navigation aids except on very long 
flights. 

The complete system consists of three basic components: 
(1) a Doppler velocity measuring system, (2) a heading refer-
ence, such as a magnetic or gyrocompass, and (3) a naviga-
tional computer. Velocity is measured by the frequency shift 
observed in the return signal of a radar aimed at an angle to-
ward the ground. Two beams must be used to determine both 
forward speed and drift angle. However, three and sometimes 
four beams are often used for greater accuracy and also to 
measure the rate of climb or descent. 

Great strides have been made in reducing the weight and 
increasing the accuracy of the velocity measuring gear. Equip-
ments weighing less than 100 pounds are now being produced 
and accuracies to within less than one per cent seem assured. 
It is probable that these systems will see broad use in the air 
transport industry, and to a lesser extent even in light private 
planes, in the next very few years. As a footnote to history, it 
might be mentioned that the application of the Doppler ef-
fect to electromagnetic waves was first demonstrated in 1938 
by the Naval Research Laboratory and that the early efforts 
of NRL to develop an airborne Doppler velocity measuring 
system were under the direction of John P. Hagen, now the 
director of Project Vanguard. (IRE TRANS. ON AERONAU-
TICAL AND NAVIGATIONAL ELECTRONICS, December, 1957). 

Luminescent and photoelectric materials research is be-
coming one of the most active areas today in the solid-state 
field. Although the results of this research are now only be-
ginning to be applied, many radically new devices are already 
being considered involving light at either the input or output 
end. Even in the older field of phosphors important progress 
is currently being made in making transparent phosphor films 
for cathode-ray tube screens. It is expected that transparent 
films will do much to improve the brightness, resolution and 
contrast of television pictures. Transparent phosphors have 

also been proposed for use in the recently developed "thin" or 
"flat" cathode-ray tubes. The tube could then be mounted 
in the windshield of an aircraft to present radar information 
to the pilot without blocking his view. 

Electroluminescent materials (i.e., solids that use electric 
fields or currents, rather than electron bombardment, to 
generate light) have become of great interest recently, both 
as a potential method of illumination and of displaying images. 
The latter application, when perfected, will make possible 
very large display devices only a fraction of an inch thick, and 
may in time revolutionize the television receiver. 

Considerable progress has also been made in the past two 
years in cadmium sulfide, a semiconductor whose conductivity 
increases greatly when exposed to light. Cadmium sulfide has 
been proposed for solar batteries and photorectifiers, but its 
widest field of application will probably come in combination 
with electroluminescent materials. The list of present and 
proposed photoconductor-electroluminescent devices includes 
light amplifiers, solid-state power amplifiers, radiation (infra-
red, ultraviolet and X-ray) amplifiers and image converters, 
and a variety of control and computer devices. (H. F. Ivey, 
"Recent advances in luminescence," IRE TRANS. ON COM-
PONENT PARTS, December, 1957; L. L. Antes, "Progress in 
cadmium sulfide," /oc. cit.). 

Spherical surface-wave antennas provide a novel type of 
radiator with an unconventional shape. The propagation of 
surface waves over dielectric-clad surfaces has been the sub-
ject of considerable investigation since their discovery in 
1950. Until recently, these investigations have centered on 
the guiding properties rather than the radiation characteris-
tics of these surfaces. The applications of surface waves have 
therefore been principally in connection with transmission 
lines. It now appears that a dielectric-coated spherical cap, 
using surface waves, makes an excellent beacon antenna for 
aircraft, ground and shipboard installations where a low sil-
houette is desirable. (R. E. Plummer, "Surface-wave beacon 
antennas," IRE TRANS. ON ANTENNAS AND PROPAGATION, 
January, 1958). 

Receiver loudspeaker systems seem to have come a full 
circle in their development. The earliest broadcast receivers 
were equipped first with earphones and then with separate 
loudspeakers. Four decades later finds us returning to ear-
phones for pocket receivers and separate loudspeaker installa-
tions for hi-fi systems. The first major innovation came in the 
early 1920's when the loudspeaker was placed inside the same 
cabinet with the receiver, a development in which, incident-
ally, the IRE Editor Emeritus played a leading role. The next 
step did not come until just a few years ago when hi-fi sets 
were introduced with two loudspeakers in the cabinet, each 
reproducing a part of the frequency spectrum. The next major 
step now seems to be separating the loudspeaker entirely from 
the receiver housing and, at the same time, multiplying the 
number of speakers. In this arrangement two low-range speak-
ers (below 420 cps) are housed together in a separate corner 
cabinet, while two high-range speakers are located some dis-
tance apart from each other and from the listener in such a 
way as to diffuse the sound in a manner more closely resem-
bling concert hall conditions. (G. J. Bleeksma and J. J. Schurink, 
"A loudspeaker installation for high-fidelity reproduction in 
the home," IRE TRANS. ON AUDIO, September—October, 
1957.) 

Checking transistor circuits with a computer may lead to 
substantial reductions in the time required to design such 
circuits for switching applications. Certain combinations of 
transistor characteristics are known to be most detrimental 
to the proper performance of transistor switching circuits. 
These combinations are relatively hard to find in new trans-
istors, and usually occur only after the device has been in 
operation for thousands of hours. A method of simulation has 
been developed which permits the designer, using a computer, 
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to observe in 15 to 20 minutes how a circuit containing up to 
ten transistors will operate at the end of the life of the trans-
istors. The method is not a substitute for the preliminary 
design of circuits, but rather for the final bench setup, allow-
ing the designer to obtain more accurate performance data 
and to shorten his over-all design time. (R. J. Domenico, 
"Simulation of transistor switching circuits on the IBM 704," 
IRE TRANS. ON ELECTRONIC COMPUTERS, December, 1957). 

Synchronous and exalted-carrier detection techniques 
which are no strangers to other types of communications 
systems, are now being experimented with as a possible means 
of improving television reception in fringe areas. The syn-
chronous detector lessens the problem of detecting a weak 
signal in noise by using the noisy received carrier to generate 
in the receiver a new and stronger noise-free carrier that is 

locked in frequency and phase to it. This requires special 
receiver circuitry. In a conventional receiver a smaller degree 
of improvement can be obtained by shaping the IF response 
so as to emphasize (exalt) the received carrier with respect to 
its sidebands, achieving a noise-free effect approaching that 
of a synchronous detector. It still remains to be seen what 
price must be paid for these improvements in performance in 
terms of added receiver complexity and cost, and whether it 
will be worth it. With the radio astronomy issue of PROCEED-
INGS still a fresh memory it might be noted in passing that the 
major external source of TV receiver noise is the radio emis-
sions from the Milky Way and distant galaxies. (J. Avins, T. 
Brady, and F. Smith, "Synchronous and exalted-carrier de-
tection in television receivers," IRE TRANS. ON BROADCAST 
AND TELEVISION RECEIVERS, February, 1958.) 

Books  

Stereophonic Sound by N. H. Crowhurst 
Published (1957) by John F. Rider, Inc., 116 W. 

14th St., N. Y. 11, N. Y. 115 pages+3 index pages 
+it pages. 61 figures. 51 X84. $2.25. 

This instructive booklet is aimed at the 
technician and the advanced high-fidelity 
enthusiast who wishes to learn about stereo-
phonic sound. The first chapter calls to the 
reader's attention the multitude of stereo-
phonic listening experiences in everyday 
life and relates them to a simplified theory 
of hearing. The second chapter simply ex-
plains the generation and propagation of 
sound from one and more sources. The re-
mainder of the book describes the various 
types of systems for recording and reproduc-
ing stereophonic sound in the home, the 
studio, and the theatre. The aims of the 
book are well met and it is recommended 
as "first course" for those who have not had 
previous technical experience with stereo-
phony, or those who wish to learn about the 
latest thinking in this field. 

B. B. BAUER 
CBS Labs. 

New York 22. N. Y. 

Progress in Semiconductors, Volume Two, 
ed. by A. F. Gibson, P. Aigrain and R. E. 
Burgess 

Published (1957) by John Wiley & Sons, Inc.. 440 
Fourth Ave., N. Y. 16, N. Y. 277 pages +2 index 
pages+vii pages. Illus. 91 X64. $10.50. 

This second volume in the series en-
titled Progress in Semiconductors contains 
eight papers: 

I. Semiconductor Alloys. 

This paper by F. Herman, M. Glicksman 
and R. H. Parmenter reviews recent work 
on crystalline semiconductors whose atomic 
structure is characterized by a substantial 
degree of disorder. These materials are cate-
gorized as: lightly doped ordered crystals; 
crystals with missing or extra host atoms; 
heavily doped ordered crystals; mixed crys-

tals; crystals with random stacking; and 
crystals with randomly arranged host atoms. 
Many examples are cited to illustrate each 
of these categories. Methods for estimating 
one-electron energy levels are discussed. A 
review of methods for determining vibra-
tional spectra of disordered crystals is in-
cluded. Intrinsic and extrinsic optical prop-
erties of these systems are discussed. A final 
section is devoted to a discussion of the 
effects of alloying on the transport of charge 
and heat. Much use is made of the virtual 
crystal approximation throughout the entire 
paper. While this paper is highly condensed, 
reviewing seventy-eight papers from original 
literature in twenty-eight pages, it never-
theless summarizes the state of the art in a 
very satisfactory way. 

II. Properties of III-V Compound Semi-
conductors. 

F. A. Cunnell and E. W. Saker review 
the properties of nine compounds formed by 
combinations from the two groups of three, 
aluminum, gallium and indium, and phos-
phorus, arsenic and antimony. These com-
pounds, all of which display the same 
diamond-like crystal structure as the Group 
IV elements, offer possibilities in the de-
velopment of diodes and transistors suitable 
for high temperature operation. This follows 
from the property that the energy gap in-
creases relatively more than the melting 
point, leading to a series of semiconductors 
with lower melting points for a given energy 
gap than the Group IV semiconductors. 
This group of materials covers a range of 
energy gaps from 0.17eV for InSb to several 
eV for All'. Methods employed in the 
preparation of these materials are discussed 
together with techniques for purifying the 
components and compounds. 

Although no detailed calculations have 
been carried out for the energy band scheme 
of any of the III-V compounds, speculations 
as to the possible general features of these 
energy bands based on qualitative argu-

ments and existing knowledge of the band 
structures of germanium and silicon are 
presented. 

General properties of III-V compounds 
reviewed include: carrier effective masses; 
energy gaps and degeneracy; dependence of 
Hall constant and magnetoresistance effect 
on magnetic field strength; electron lattice 
mobility; low temperature measurements 
and impurity band conduction; carrier life-
time; and infrared absorption. Among the 
materials surveyed, the information is most 
extensive on the properties of indium anti-
monide although it is very sketchy even in 
the case of this compound. 

This paper closes with a section review-
ing known applications of the III-V com-
pounds. The paper is an excellent summary 
of the state of the art. 86 papers from original 
literature in the field are reviewed. 

III. Radiation Effects in Semiconductors. 

J. H. Crawford, Jr., and J. W. Cleland 
review in this paper the results of fast par-
ticle bombardment experiments on a number 
of semiconducting systems. It is established 
that the dominant effect of this bombard-
ment is the creation of lattice defects with 
their associated localized energy states. A 
brief discussion covers the mechanisms by 
which defects are created during bombard-
ment, techniques for measuring the dis-
placement energy, and the rate of defect 
formation during bombardment. 
Apparent differences in the behavior of 

germanium and silicon under the influence of 
bombardment are discussed. Models which 
have been suggested to account for the com-
plex energy level structures of irradiated 
semiconductors are reviewed. 

Experimental indications of defect states 
are summarized for germanium, silicon, 
indium antimonide, and gallium antimonide. 
Effects of annealing of bombardment pro-
ducing defects in germanium, silicon, and 
gallium antimonide are presented and dis-
cussed. 
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This paper concludes with a section dis-
cussing the effects of radiation on mobility, 
optical absorption, spectral dependence of 
photoconductivity, minority carrier phe-
nomena, and magnetic susceptibility. The 
paper is relatively comprehensive, containing 
68 references to original literature. It sum-
marizes well the present state of this area 
pointing out weaknesses in existing theories. 

IV. Lifetime of Free Electrons and Holes in 
Solids. 

A. Rose outlines a method of analysis for 
computing lifetimes of free carriers in solids 
which is uniformly applicable to a wide 
range of problems. He considers the distri-
bution of energy states which may be oc-
cupied by a carrier before it is captured by an 
opposite carrier, the population of these 
states, the capture cross-sections, the effects 
of thermal and kinetic processes, and defines 
lifetimes. The analysis is then applied in 
discussing the lifetimes when excited densi-
ties predominate and when thermal carrier 
densities predominate. A final brief section 
discusses the transition from semiconductors 
to insulators. This chapter is concise and 
well written, summarizing the subject in an 
interesting way. 

V. The Production of High-Quality Ger-
manium Single Crystals. 

I. G. Cressell and J. A. Powell survey 
the available methods of crystal growth, dis-
cussing in particular the horizontal zone melt 
technique as applied to the production of 
germanium single crystals ranging in resis-
tivity from the intrinsic resistivity to that 
normally used for transistors. Crystal im-
perfections including foreign atoms, dis-
locations, and vacant lattice sites and inter-
stitial atoms are briefly discussed. This is fol-
lowed by a section on crystal growth from 
the melt covering conditions which must be 
satisfied in growing single crystal germani-
um; the older vertical pulling methods, and 
the horizontal zone melt method. A separate 
section is incorporated further detailing the 
single crystal zone melt process. In addition 
to discussing this technique in detail, an 
apparatus developed for horizontal zone 
melt crystal growing is described and dis-
cussed. 
A section is devoted to a discussion of 

resistivity variations, lifetime of minority 
carriers, and crystalline perfection. These 
factors determine the quality of the crystals 
grown. 

The paper contains several photographs 
of etched crystals and reviews 65 papers 
from original literature. It is an excellent 
summary of the art. 

VI. Impurities in Germanium. 
W. C. Dunlap starts by reviewing the 

general properties resulting from the intro-
duction of impurities into germanium. These 
include a discussion of segregation coeffi-
cients, solubility, diffusion coefficients, elec-
trical effectiveness, ionization energy, im-
purity scattering, transport properties, 
photoconductivity, optical absorption, re-
combination and trapping, intrinsic proper-
ties, and interference effects of one im-
purity upon another. He next reviews meth-
ods for analyzing impurities in germanium 
including the use of radioactive tracers, 

neutron activation analysis, mass spectrome-
try, chemical analysis and optical spectro-
graphy. 

The next section reviews the work of 
Pfann, Burton, Hall, Thurmond, Struthers, 
Hodgkinson, Longine, Greene, and others 
on the segregation and solubility of impuri-
ties and rate growing. The following section 
discusses impurity diffusion and heat treat-
ment. The author has done much work in 
this area. In addition to general considera-
tions, he specifically reviews work in which 
copper and lithium are the impurities in 
germanium. 

In his review of the electrical effects of 
impurities in germanium, Dunlap starts 
with the Bethe hydrogen model for impurity 
action. He reviews the experimentally de-
termined ionization energies for Group III-
V elements. The theory of Wannier orbitals 
for impurities in germanium is outlined. 
General methods for studying multiple 
levels are reviewed and this is followed by a 
review of Group II, double acceptor, ele-
ments and Group I, triple acceptor elements. 
Amphoteric (may be either donor or ac-
ceptor) impurity action in gold doped ger-
manium is discussed. The other elements 
producing deep states in germanium are re-
viewed. A variety of applications of deep 
states in germanium studies are presented 
and discussed. Effects of neutral impurities 
in germanium such as carbon, silicon and 
tin are discussed. 

This excellent paper closes with three 
brief sections on photoconductivity and ab-
sorption, recombination and trapping, and 
impurity interaction effects. 98 papers from 
original literature are reviewed. 

Dunlap, in contrast with most authors 
who emphasize Group III and Group V im-
purities in germanium, attempts to discuss 
impurities on a broader basis seeking a more 
general understanding of the effects of im-
purities. 

VII. High Electric Field Effects in Semi-
conductors. 

This theoretical paper by J. B. Gunn 
starts with a derivation of mobility changes 
in a high electric field. The treatment is an 
elementary version of that given by Shockley 
and Conwell. This is followed by derivations 
and discussions of avalanche ionization, 
avalanche breakdown in a p-n junction, 
avalanche injection and avalanche at a 
current constriction. Finally, Gunn reviews 
experimental results covering small quad-
ratic changes in mobility, major variations 
of mobility, avalanche ionization and p-n 
junction breakdown, light emission from an 
avalanche, avalanche injection, and the 
resistance of a current constriction. 

This is one of the more interesting papers, 
reviewing less understood and newer prop-
erties of semiconductors. Many of the ideas 
discussed in this paper suggest new applica-
tions of semiconductors. 35 papers from orig-
inal literature are reviewed. 

VIII. Theories of Electroluminescence. 

This paper by D. Curie reviews three 
types of phenomena: pure or intrinsic elec-
troluminescence (Destriau effect); carrier 
injection electroluminescence; electrophoto-
luminescence (Gudden-Pohl effect) and 
other effects. 

Under pure or intrinsic electrolumines-
cence of phosphors are discussed the mecha-
nism of electroluminescence, the excitation 
process, the kinetics of electroluminescence, 
the supply of electrons to the conduction 
band, the acceleration process, some condi-
tions for good sensitivity, and electrolumi-
nescence of organic substances. Carrier-
injection electroluminescence covers low 
field phenomena and field emission lumi-
nescence phenomena. Under electrophoto-
luminescence and other effects are the Gud-
den-Pohl effect, the quenching effect of 
electric fields on photoluminescence and the 
enhancing effect. 

In this interesting review, covering 82 
papers from the original literature, Curie 
has given an up-to-date summary of the 
work in progress in electroluminescence. 

In summary, Volume II, Progress in 
Semiconductors is a welcome addition to the 
growing list of books emphasizing the im-
portance and summarizing the results of 
recent work in solid state physics. 

L. T. DEVORE 
Stewart-Warner Electronics 

Chicago 51. Ill. 

The Ionosphere by Karl Rawer 
Published (1957) by Frederic Ungar Publishing 

Co., 105 E. 24 St., N. Y. 10, N. Y. 190 Pages+8 
bibliography pages +4 index pages. 721figures.19; X61. 
$7.50. 

The subject of the upper atmosphere in 
general and of the ionosphere in particular 
has long outgrown the state where it is only 
of interest to a few specialists in the field and 
undoubtedly will gain even more importance 
in the approaching space age. Nevertheless 
it is surprising to find only few systematic 
presentations in textbook form covering the 
entire subject. Rawer's book has been pub-
lished to fill this gap. It describes in syste-
matic form the regular and irregular be-
havior of the various ionospheric layers as 
deduced from echo soundings; it deals with 
the physical processes thought to be re-
sponsible for these layers and their varia-
tions; it explains how radio waves propaga-
tion is affected by the ionosphere and it 
outlines the various methods used by the 
prediction services for radio communication. 
Related subjects like the neutral upper 
atmosphere, aurora, airglow, geomagnetism, 
and meteors are treated to some extent. 

The book is useful first of all for the 
reader who has little overall knowledge of 
the ionospheric literature and who is inter-
ested and willing to familiarize himself with 
the ionosphere as a new field whether he be a 
physicist, radio engineer, or radio amateur. 
But even the specialist will find this book 
handy for quick references and he will ap-
preciate many details not easy to find in the 
literature. The book should not be looked at 
as a competition to S. K. Mitra's The Upper 
Atmosphere which is still a standard work 
on the subject. It is much smaller in volume, 
even smaller than the chapter on ionosphere 
in Mitra's book, and in general it is written 
in a much more condensed form touching 
some of the secondary problems only briefly. 
It, however, places more emphasis on the 
problems encountered in radio communica-
tion where the author is able to contribute 
his specia experience. Although the original 
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German text shows up in the style the trans-
lation is done skillfully. The few mistakes 
I have found in the book are of very minor 
importance. All in all I think the book is a 
worthwhile investment for anyone seriously 
interested in the ionosphere. 

WOLFGANG PFISTER 
Air Force Cambridge 

Research Center 
Bedford, Mass. 

Digital Computer Components and Circuits 
by R. K. Richards 

Published (1957) by D. Van Nostrand Co., Inc.. 
257 Fourth Ave., N. Y. 10, N. Y. 503 pages+7 index 
pages+vii pages. Illus. 91 X64. 810.75. 

This is a companion book to Dr. Rich-
ards' previous work, Arithmetic Operations in 
Digital Computers, in which he emphasized 
the organization, logical design, and arith-
metic operations involved in digital com-
puters. This new book complements the 
first by providing information about the cir-
cuits and components which can be used to 
reduce these concepts to working machines. 

In this new volume the author brings 
together into a systematic framework much 
of the information on digital computer cir-
cuits and components which has hitherto 
been widely scattered in various conference 
reports, journals, and papers. The broad 
coverage can perhaps best be illustrated by 
listing the chapter titles: 1. History and 
Introduction; 2. Diode Switching Circuits; 
3. Vacuum Tube, Systems of Circuit Logic; 
4. Transistor Systems of Circuit Logic; 5. 
Magnetic Core Systems of Circuit Logic; 6. 
Large Capacity Storage: Non-Magnetic De-
vices; 7. Storage on a Magnetic Surface; 8. 
Magnetic Core Storage; 9. Circuits and 
Tubes for Decimal Counting; 10. Miscel-
laneous Components and Circuits; and 11. 
Analog-to- Digital and Digital-to-Analog 
Converters. 

The author emphasizes concepts and 
design philosophies rather than design de-
tails and the coverage is, therefore, almost 
entirely qualitative. As he notes in the 
preface, this appears to be desirable since 
the details of designs rapidly tend to become 
obsolete in this fast moving art. The reader 
is assumed to be familiar with electronic 
fundamentals but no detailed computer 
background or knowledge of the information 
contained in the first book is required. The 
book is intended primarily for use as a refer-
ence book for the specialist and as a means 
for the newcomer to the field to rapidly 
"get on board." 

In general, the selection and organization 
of the material is excellent. The explanations 
are lucid and complete. Undoubtedly, some 
specialists will disagree with Dr. Richards on 
his selection of material and on the amount tra 
of space allocated to the various circuit cat 
techniques, but this is unavoidable in a book app 
of this type. Although adequate bibliogra- of t 
phies are included with each chapter, the kly 
reviewer feels that the value of the volume tub 
as a reference book would have been en-
hanced by a more thorough use of references bac 
to the bibliographies within the text ma- of t 
terial. the 

To the reviewer's knowledge, this is by Tex 
far the most complete coverage of this sub- ing 
ject in a single book up to the present time. corn 
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For this reason it should prove quite useful. 
It is highly recommended for engineers in-
volved in digital computer circuit design. 

W. B. CAGLE 
Bell Telephone Labs. 

Whippany, N. J. 

Elektronenehren by M. J. O. Strutt 

Published (1957) by Springer-Verlag. Reich-
peitschufer 20, Berlin W. 35, Germany. 362 pages +22 
pages of bibliography +7 index pages -I-xv pages. 
456 figures. 7 X10. 58.50 DM. 

This German book reflects the prodigious 
work and the international background of 
its author who went to school in Java, 
studied in Munich, obtained his doctor's 
degree at Delft at the age of twenty-three, 
was department head at the Philips Labora-
tories in Eindhoven, has more than one 
hundred patents (sixty of them U.S.A. pat-
ents) and six books on multigrid tubes, 
uhf and vhf receivers, amplifiers, transistors, 
and special functions to his credit, and is now 
full professor at the Institute of Technology 
in Zurich. 

Electron tubes, in the most general sense 
of the word, diodes, triodes, multigrid tubes, 
rectifier tubes, semiconductor diodes, tran-
sistors, photocells and photomultipliers, 
cathode ray tubes, storage tubes and TV 
pick-up tubes are the subject of this book. 
It is divided into three parts: electrophysics 
and technical fundamentals (105 pages, 119 
figures); electron control with electromag-
netic fields (179 pages, 234 figures); and 
data and properties of typical electron tubes 
(78 pages, 103 figures). The bibliography 
lists 654 references, including 119 publica-
tions by the author. 

The first chapter describes basic proper-
ties of electrons, mass and charge, wave na-
ture, and high-velocity phenomena. Chap-
ter 2 is concerned with solid state physics, 
such as electrons and holes in metals, semi-
conductors, and insulators, electron emis-
sion, photoelectric effects, and emission of 
secondary electrons. Electromagnetic fields 
in high-vacuum tubes, and interelectrode 
capacitances are the subject of the third 
chapter. A chapter on conducting and in-
sulating materials and on manufacturing 
techniques for electron tubes concludes the 
first part of the book. 

The four chapters of the second part 
discuss (1) static characteristics of high-
vacuum, gas-filled, and semiconductor di-
odes, (2) static and dynamic characteristics 
and properties of triodes and multigrid 
tubes and four-pole representation of tubes, 
(3) electron optics, including magnetic and 
electric lenses, and (4) tube noise. 

Descriptions of various commercially 
available electron tubes for receiving and 

nsmitting of radio and TV signals, and 
hode ray tubes for a multitude of TV 
lications are given in the four chapters 
he third part. Microwave tubes, such as 
strons, magnetrons, and travelling wave 
es are not covered. 
The first three chapters provide excellent 
kground material for the understanding 
he physics of electron tubes and justify 
subtitle of the book: Volume III of a 
t-book on Wireless Communications. Read-
on, one finds that the presentation be-
es more and more advanced and that a 
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thorough knowledge of electromagnetic 
theory is needed to understand the second 
part which presents an advanced and mod-
ern treatment of the theory of electron flow 
in diodes and triodes based on the equation 
of motion of electrons and on Poisson's equa-
tion for plane and cylindrical boundaries. 
The author derives normalized tube char-
acteristics which are independent of specific 
geometries or supply voltages. Of particular 
interest for the specialist are comparisons of 
theoretical and experimental tube data which 
show the possibilities and limitations of an 
analytical approach to tube design. A care-
ful and detailed analysis expresses tube and 
transistor noise in terms of the equivalent 
noise resistance and noise figure. Here, as 
everywhere, the presentation benefits great-
ly from the author's thorough knowledge 
of the American literature in this field. 

The last part is a short handbook of elec-
tron tubes (always excluding microwave 
tubes) with concise descriptions and exten-
sive data of German and American tubes 
and transistors. 

The book as a whole is essentially a 
modern and up-to-date encyclopedia of elec-
tron tubes with a wealth of factual informa-
tion. Unfortunately, readability has at 
times been sacrificed to conciseness and 
completeness to the extent that much infor-
mation is crowded into the captions of over 
400 figures, which average a paragraph of 
fine-print legend. Furthermore, it is quite 
difficult to find source information on a par-
ticular statement because references to the 
bibliography are collected at the end of each 
section. These are the shortcomings of a 
book which otherwise represents a major 
contribution to the literature on electron 
tubes. 

The particular value of the book lies in 
its completeness and in its analytical ap-
proach to electron tube phenomena. The 
book should be most helpful to specialists in 
electron tube research and development and 
to engineers and physicists who want to 
gain a deeper insight into the complex 
phenomena governing the control of electron 
flow in a vacuum or gas-filled tube. However 
students in electronics and communications 
may find this book quite advanced and fairly 
difficult to read. 

W. H. VON AULOCK 
Bell Tel. Labs. 

Whippany, N. J. 

Notes on Analog-Digital Conversion Tech-
niques ed. by A. K. Susskind 

Published (1957) by The Technology Press, 
M.I.T., Cambridge 39, Mass. 410 pages+viii pages. 
Illus. 9 X6. $10.00. 

This text treats the field of analog-digital 
conversion techniques in three parts. In the 
first part, systems aspects of digital infor-
mation processing that influence the speci-
fications for analog-to-digital and digital-
to-analog conversion devices are considered. 
To set the stage for this part of the discus-
sion, the uses of digital information process-
ing equipment requiring such converters are 
placed in three categories; namely, (a) data 
reduction systems, (b) programmed control 
systems, (c) control systems containing a 
digital computer. Following this, the impli-
cation of such matters as sampling, quan-
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tizing, and codes (or digital number repre-
sentations) on systems aspects are discussed. 

In the second part of the text, the engi-
neering analysis and evaluation of a variety 
of conversion devices is presented. After con-
sidering basic digital circuit building blocks, 
conversion or coding and decoding tech-
niques and devices for electrical signals are 
presented. These devices are placed in sever-
al categories, such as coding and decoding, 
by intermediate conversion to a time inter-
val, incremental phase shift decoders, de-
coding networks, comparison coders, coders 
using cascaded weighting stages, and coding 
tubes. The theory of operation of each of 
these categories is presented with several 
specific types of converters in each category 
being reviewed. In each instance the critical 
components in so far as converter accuracy 
capability is concerned are pinpointed and 
elaborated upon. 

Coding and decoding techniques for 
translational and angular motion are then 
presented. These are placed in categories 
such as coding by intermediate conversion to 
voltage or time analog, incremental pattern 
devices, and coded pattern (disc coders, 
etc.) devices. Again the critical elements are 
singled out and analyzed. 

The third part of the text is devoted to 
a case study based on development work 
done at the Servomechanism Laboratory of 
the M.I.T. Department of Electrical Engi-
neering. Numerous practical aspects are, of 
course, presented here, and an opportunity 
for the further "jelling" of some of the tech-
niques and concepts presented earlier is af-
forded to the reader new to the field. 

As the authors have pointed out, the 
presentation in this text is aimed primarily 
at readers who have been away from formal 
academic work for some time and who have 
little previous knowledge of the field. There-
fore, some background information is in 
duded, and an effort was made to develop 
methods of presentation which require a 
minimum of sophistication. The choice of 
subject matter was based primarily on what, 
in the opinion of the authors, was considered 
to be of greatest interest to the practicing 
engineers. 

This text presents a well integrated treat-
ment of the subject. Within the space limita-
tions under which they were working, the 
coverage of the subject is reasonably com-
prehensive. This book may be regarded as a 
welcome addition to the growing body of 
literature in the field of computer control 
systems engineering, and is recommended 
for the bookshelf of workers in this field. 

C. T. LEONDES 
University of California 

Los Angeles, Calif. 

Scientific and Technical Translating and 
Other Aspects of the Language Problem by 
UNESCO 

Published (1957) by the United Nations Educa-
tional, Scientific and Cultural Organization. N. Y., 
N. Y. 251 pages-1-24 pages of appendix +6 index 
pages -1-vi pages. Illus. 91 X451. $4.00. 

This volume is the third of the UNESCO 
series, Documentation and Terminology of 
Science. The two earlier volumes are valu-
able bibliographies of scientific and technical 
dictionaries and glossaries. Of this book it 
can be said: to paraphrase a well-known 

expression, that it is too much and too late— 
too much, because most of it resembles a 
draft more than a finished work; too late, 
because major portions of it were written 
in 1953 if not earlier and they are thoroughly 
out of date. 

The procedure adopted for the prepara-
tion of this book is referred to in the preface 
as a "successful experiment." This consisted 
of sending preliminary papers "drafted by 
the Secretariat" to three national editors, 
one in Italy, one in France, and one in the 
U. K. The editors circulated the preliminary 
papers in their own countries to people 
known to be interested in translating, then 
embodied the comments into reports. These 
reports were combined and sent out in 
mimeographed form "not only to most of 
the original contributors but also to addi-
tional persons in other countries." At this 
time copies reached the United States and 
were distributed, thanks to the energetic 
interposition of Mrs. Helen Brownson of the 
National Science Foundation. Of 219 persons 
listed in an appendix as having collaborated, 
27 are from the United States, none from 
Russia. 

The Secretariat and Dr. J. E. Holm-
strom, who was apparently the editor al-
though it is nowhere so stated, should be 
given credit for trying to please everyone. 
Conflicting views are quoted. Equal space 
is given to comments from recognized ex-
perts and to incompetents—it was apparent-
ly assumed that because a man had a reputa-
tion as a translator his comments on the 
teaching of foreign languages should have 
equal prominence with those from experi-
enced teachers. Only rarely does the editor 
take a position in summarizing. 

There are good sections in the book. 
Chapter I, "Quantitative Appraisal of the 
Problem," brings together the best statistical 
picture I have seen of the effect of Babel on 
scientific communication. The following con-
clusions are worth quoting: " ... at least 
50 per cent of scientific literature is in 
languages which more than half the world's 
scientists cannot read. Nearly two-thirds of 
engineering literature appears in English, 
but more than two-thirds of the world's pro-
fessional engineers cannot read English and 
a still larger proportion of English-reading 
engineers cannot read scientific literature 
in other languages. In other words, leaving 
qualitative differences aside, the greater 
part of what is published is inaccessible to 
most of those who could otherwise benefit 
from it." When figures on the ability of sd-
entists to read foreign languages are tabu-
lated "the result is a little startling, for 
they imply that many more Russians than 
Germans can read scientific German, that 
twice as many Russians as Frenchmen can 
read scientific French, and that scientists 
able to read English total two-fifths as many 
in the U.S.S.R. as in the United States and 
the British Commonwealth put together." 
A diagram used as a frontispiece summarizes 
these statistics so effectively that it would be 
worth reproducing here. 

The best chapter is the last, "Termi-
nology and Lexicography," not merely be-
cause the reviewer, like a canoeist following 
a stream through a bog, was tired of the 
meanderings, the repetitions, the contra-
dictions, and the apparent lack of forward 

motion, but because one quickly feels that 
in this chapter Dr. Holmstrom is in familiar 
territory. This is a topic on which he has 
written and will write more, yet it is a little 
surprising that this chapter should have been 
included when a section on consecutive and 
simultaneous interpreting methods for inter-
national conferences had to be omitted in 
order to "keep the length of the report within 
limits." Typical is the fact that "Appendix 
3, Bibliography of Books for Technical 
Language Study," complete with Universal 
Decimal Classification numbers, contains 
50 per cent out-of-print items, if a check of 
the U. S. publications under the headings, 
French for English Readers and German for 
English Readers, is representative. 

In short, we have here a mass of com-
ments, opinions, and facts, all the materials 
for writing a good book two or three years 
ago. 

W. N. LOCKE 
Mass. Inst. of Technology 

Cambridge 39, Mass. 
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Aeronautical & Navigational 
Electronics 

VOL. ANE-4, No. 4, 
DECEMBER, 1957 

Albert A. Nims (p. 152) 
Report on the Fourth Annual East Coast 

Conference on Aeronautical and Navigational 
Electronics (p. 153) 

Notes from the Guest Editor-J. L. Dennis 
(p. 154) 

The Design of Airborne Doppler Velocity 
Measuring Systems-F. B. Berger (p. 157) 

The nature of Doppler velocity measure-
ment is reviewed briefly. This is followed by a 
discussion of the basic requirements for ob-
taining a usable signal for practical systems, 
which include achieving requisite coherence, 
fulfilling certain signal-to-noise criteria, and 
maintaining known functional relationships 
between measured Doppler frequencies and 
aircraft velocity. Then, those factors peculiar 
to over-water operation of Doppler systems are 
discussed. 

Techniques suitable for the design of sys-
tems that fulfill the various existing theoretical 
and practical requirements are considered. The 
various interrelated design considerations are 
grouped into five main categories: 1) choice of 
the number of beams to employ, 2) antenna 
stabilization, 3) type of antenna, 4) transmis-
sion-reception techniques, and 5) Doppler 
frequency measurement techniques. A sum-
mary of design considerations and the choices 
made in the cases of systems now declassified 
are contained in Tables I and 

Principles and Performance Analysis of 
Doppler Navigation Systems-W. R. Fried (p. 
176) 

The fundamental concepts of a Doppler 
navigation system are described. The theory of 

operation, design considerations, performance 
characteristics, and limitations of a Doppler 
radar are discussed along with the basic prin-
ciples and major characteristics of navigational 
computers and heading references. The over-all 
performance characteristics of a Doppler navi-
gation system and their dependence on the 
various characteristics of its major com-
ponents are analyzed. It is shown that the 
over-all system accuracy of a Doppler system 
is a function of the accuracies of all three major 
components of the system-the Doppler radar, 
the computer, and the heading reference. Thus, 
over-all system accuracy is shown to be no bet-
ter than that of its weakest link. In most cur-
rent systems, it is the heading reference error 
which swamps other errors in the system. 

The performance capabilities of typical 
modern Doppler navigation systems are out-
lined. Such systems are shown to provide in-
formation on ground speed, drift angle, present 
position, and course and distance to destina. 
tion. Complete Doppler navigation systems 
have been or are being built which will produce 
maximum (95 per cent probability) position 
errors of less than 1.5 per cent of distance 
traveled over land and average sea state 
(neglecting unknown water motion effects). 
The maximum position error over water of any 
sea state is likely to be less than 2 per cent of 
distance traveled. Over-all position errors in 
per cent of distance traveled tend to decrease 
with distance. Typical modern Doppler navi-
gation systems, including computer and head-
ing reference, should weigh less than 200 
pounds, and will be in production well before 
1959. 

Current research and development effort on 
Doppler systems is concentrated along the lines 
of increased system accuracy, particularly over 
water, increased heading reference accuracy, 
decreased size and weight, and maximum 
system reliability. 

Basic Design Considerations-Automatic 
Navigator AN/APN-67-M. A. Condie (p. 197) 

Some of the considerations involved in the 
design of the Automatic Navigator, AN/A PN-
67, are presented along with a description and 
photographs of the equipment design selected. 
Characteristics of the Doppler signal are also 
described. The microwave part of the system 
utilizes two continuous-wave pencil beams 
generated by a klystron transmitter and a 
single fixed mounted, space duplexed antenna 
with offset antenna feeds. The Doppler data 
are stabilized by use of computing elements 
and vertical reference data. Advantages of this 
design relative to other alternatives are pointed 
out. 

The AN/APN-81 Doppler Navigation Sys-
tem-F. A. McMahon (p. 202) 

The AN/APN-8I is a self-contained Dop-
pler navigation system which accurately de-
termines ground speed and drift angle inde-
pendently of ground aids. This paper explains 
the techniques employed in the measurement 
of ground speed and drift angle. The beam 
pattern is described and major system param-
eters are given. In block diagram form, the 
functions of the transmitter and receiver, the 
frequency tracker, and the wind computer are 
explained. Accuracies of measurement and some 
specific applications of the equipment are 
given. 

The AN/ASN-9: A Compact, Minimum-
Weight DR Navigational Computer-J. J. 
Insalaco and F. M. Kirr (p. 212) 

This paper describes the AN/ASN-9-a 
miniaturized, dead-reckoning navigational 
computer. The design premises which allow its 
size reduction are explained; problem solution 
equations are given; and system functional 
diagrams are presented. Some of the techniques 
employed in achieving its small size are de-
scribed, as are certain areas of its application. 

Communications and Navigation Tech-
niques of Interplanetary Travel-P. A. Cas-
truccio (p. 216) 

Radio and radar techniques will aid future 
space travelers in at least three major fields: 
navigation, communications, and collision 
warning. In space the basic limitation to any 
navigational or communications system is the 
achievable range. Present-day techniques are 
capable of providing point-to-point beamed 
coverage of the entire solar system, but they 
are inadequate for omnidirectional coverage 
even to the nearest planet. Sufficient advances 
in the state of the art by 1975 are foreseen to 
insure omnidirectional coverage within the 
orbit of Jupiter. Communications to the nearest 
stars appear impossible even with anticipated 
1975 techniques, and radar warning systems 
against meteors appear impractical. 

Correspondence (p. 224) 
Abstracts of Papers Presented at the 1957 

National Conference on Aeronautical Elec-
tronics (p. 225) 

PGANE News (p. 227) 
Contributors (p. 229) 
Index to IRE Transactions on Aeronautical 

and Navigational Electronics-Volume ANE-4, 
1957 (follows p. 230) 

Antennas & Propagation 

VOL. AP-6, No. 1, JANUARY, 
1958 

News and Views (p. 1) 
Contributions-An Analytic Study of Scat-

tering by Thin Dielectric Rings-L. L. Philip-
son (p. 3) 



1958 Abstracts of IRE Transactions 799 

An analysis of the scattering effect of a 
thin dielectric ring on an electromagnetic 
field is developed under two assumptions: 
the incident field is the free space field of the 
source, and the scattered field tends asymptoti-
cally to zero as the radial thickness of the ring 
approaches zero. When an integral equation of 
Barrar and Dolph, derived directly from Max-
well's equations, is employed, a formal ex-
pansion of the field in powers of the thickness 
is obtained, and then it is proved that the 
linear approximation obtained from it is indeed 
asymptotically equal to the total field. The 
sufficiency of this approximation is justified by 
experimental evidence. The far-zone pattern 
function of the ring is next obtained, and the 
resulting formulas are applied to the situation 
where the incident field is generated by a dipole 
antenna coaxial with the ring for which experi-
mental comparisons are possible. 

Theoretical Investigation of the Radiation 
Characteristics of a Quasi-Flush Mounted 
Cardioid-Pattern Antenna—H. E. Shanks 

(0- 8) 
This paper determines the radiation char-

acteristics of a semi-flush-mounted cardioid-
Pattern antenna on a theoretical basis. The 
antenna is similar to one described by Clapp in 
a report of the Electronic Research Laboratory 
of the University of California. 

By judicious use of image theory in a radial 
transmission line formed by extending the 
antenna surfaces to infinity, the approximate 
fields of the principal polarization in the an-
tenna are determined. If these fields are termi-
nated in the aperture by a magnetic current 
sheet, the exterior radiation fields are obtained 
by integration over the aperture, according to 
the well-known equivalence theorem. Experi-
mental patterns are given for comparison. 

On the Propagation of Surface Waves Over 
an Infinite Grounded Ferrite Slab—R. L. 
Pease (p. 13) 
A theoretical study is made of the propaga-

tion of surface waves along an infinite plane 
conductor coated with a layer of ferrite material 
subjected to a constant external magnetic 
field. For three directions of the external field, 
the electric and magnetic fields are computed 
for the separate media, and the relations be-
tween them arising from boundary conditions 
are expressed as transcendental equations. 
In the limiting case of small ferrite layer thick-
ness (because of the loss problem of greatest 
physical interest), the fields and propagation 
constants may be expressed as simple closed 
forms. 

Polarization Fading Over an Oblique Inci-
dence Path—D. A. Hedlund and L. C. Edwards 
(p. 21) 

This paper discusses the results of an in-
vestigation of polarization fading conducted 
over a one-hop F2 layer path from eastern 
Massachusetts approximately 1000 miles west-
ward. Continuous recordings of pulse trans-
missions were made to study the instantaneous 
variations in amplitude of the vertically and 
horizontally polarized components of the re-
ceived signal. 

Results are presented which show a strong 
dependence between the amplitudes of the 
two components. Deep fades on one component 
were found to be accompanied by maxima of 
the other. A possible interpretation is presented 
which involves interference between the mag-
neto-ionic components and leads to some inter-
esting conclusions regarding their character-
istics. Results are also included to illustrate 
the variations in these signal levels as the 
MUF is approached. 

A Two-Dimensional Slotted Array—G. C. 
McCormick (p. 26) 
A two-dimensional slotted array of which 

the radiating surface is one face of a parallel-
plate region is discussed. This configuration 
differs from others previously reported in that 
a higher mode is utilized in the parallel-plate 

region. The array is equivalent thereby to a 
number of slotted waveguides parallel to 
each other. The stability of the desired mode 
requires that the array amplitude be uniform 
laterally; however, it may have an arbitrary 
taper longitudinally. The radiation field of the 
array is discussed with particular regard to the 
generation of second-order beams. The per-
formance of several such arrays is described. 

Shunt and Notch-Fed HF Aircraft An-
tennas—R. L. Tanner (p. 35) 

In the hf range radiation from aircraft 
must be accomplished by exciting radiating 
currents on the airframe itself. One method of 
exciting such currents is by shunts or notches 
which electrically penetrate the airframe. 

The strength of coupling of such devices is 
analyzed and shown to be proportional to the 
square of the normal mode current which they 
interrupt. 

A theory is developed and substantiated by 
experimental data, which enables the prediction 
of the impedance characteristics of such an-
tennas. It is shown that these antennas are 
most effective when located in a region of high 
current concentration, and that the current 
concentration which occurs in the fillet area of 
swept-wing aircraft makes this area particularly 
favorable for their installation. 

Shunt and notch antennas, when they can 
be used, have a number of structural advan-
tages over cap-type antennas, and certain elec-
trical advantages also. They require no special 
lightning protection and eliminate the need for 
special isolating devices. In general, they are 
capable of handling higher powers before en-
countering high-altitude voltage breakdown. 

On the Fresnel Approximation—R. B. 
Barrar and C. H. Wilcox (p. 43) 

The purpose of this paper is to show the 
power of the Sommerfeld expansion in com-
puting Fresnel and near fields of antennas, a 
matter which has become of increasing im-
portance in high resolution antennas. A con-
nection is shown between the Fresnel and 
Fraunhofer approximations for radiation fields 
which is derived by using Sommerfeld's ex-
pansion of the field in inverse powers of radial 
distance. This expansion permits an estimate 
of the error incurred in using the Fresnel ap-
proximation. Higher-order corrections to the 
phase and amplitude portion of the Fresnel 
approximation are also exhibited. By way of 
illustrating the power of the Sommerfeld ex-
pansion of the fields in the Fresnel (intermedi-
ate) region of a radiation source, numerical 
calculations of amplitude, phase, and power 
patterns have been made for a finite line source 
of length D with an equiphase cosine-on-a-
pedestal current distribution. It is found that 
the first five terms of the series are sufficient to 
obtain accurate results when r> D2/2X, as com-
pared with the Fraunhofer approximation 
which is usually considered valid for r>2D2/X. 
Non-Fraunhofer zone effects on the power 
pattern and phase front are discussed as a 
function of distance r and the type of current 
distribution. 

The Approximate Parameters of Slot Lines 
and Their Complement—G. H. Owyang and 
T. T. Wu (p. 49) 

An approximate attenuation coefficient due 
to ohmic loss is derived for both parallel slots 
and parallel strip lines. The capacitance per 
unit length, as well as the inductance per unit 
length of the lines are also obtained. The prop-
erties of a transmission line immersed in a 
lossless dielectric are thus completely deter-
mined. The attenuation coefficient due to lossy 
dielectric may be approximated by similar pro-
cedure. 

Propagation of Electromagnetic Pulses 
Around the Earth—B. R. Levy and J. B. 
Keller (p. 56) 

The propagation of electromagnetic pulses 
around the earth is investigated analytically. 
The pulses are assumed to be produced by a 

vertical electric or magnetic dipole. The earth 
is treated as a homogeneous sphere of either 
finite or infinite conductivity and the atmos-
phere is assumed to be homogeneous. It is found 
that very short pulses become longer the 
further they propagate, in addition to diminish-
ing in amplitude. The duration of a pulse which 
is initially a delta-function increases as 01, 
where O is the angle between source and re-
ceiver. The results are represented as products 
of several factors, which we call the amplitude 
factor, the pulse-shape factor, the time-de-
pendent height-gain factors for the source and 
receiver, and the conductivity factor. Graphs of 
these factors and of the pulse shape for several 
cases are given. 

Scattering of Electromagnetic Waves in 
Beyond-the-Horizon Radio Transmission— 
D. I. Paul (p. 61) 
A formula is developed for the cross section 

in electromagnetic wave propagation beyond 
the horizon. The theory assumes that the 
propagation is the result of scattering by ellip-
soidal shaped inhomogeneities in the atmos-
phere causing variations in the dielectric con-
stant. The method of derivation is straight-
forward and gives a clear physical picture of 
the nature of the process. Simplifications con-
cerning the geometric shape, size, and distribu-
tion of these inhomogeneities yield 1) the semi-
empirical formula of Norton and 2) the formula 
derived by Gordon for large sized inhomogenei-
ties. Thus, the physical implications contained 
in these formulas are clearly demonstrated. 

Radio Echoes from Auroral Ionization De-
tected at Relatively Low Geomagnetic Lati-
tudes—R. L. Leadabrand and A. M. Peterson 

(1). 65) 
High-frequency radio echoes from ioniza-

tion associated with the Aurora Borealis have 
been identified at Stanford University (geo-
magnetic latitude 43.75'). The echoes occur at 
ranges between 1400 km and 4700 km cor-
responding to reflection from ionization in the 
zone of maximum auroral occurrence located 
far to the north of Stanford. The formation of 
the ionization is attributed to the bombard-
ment of the upper atmosphere by high-speed 
charged particles emitted from the sun. The 
echoes have great amplitudes with duration 
times between one second and one hour. Their 
appearance and disappearance is quite similar 
to the behavior of visual auroras; the occurrence 
of the echoes has been found to be related to 
geomagnetic disturbances. The heights of 
reflection appear to be between 100 km and 
1200 km above the surface of the earth. The 
paths which the auroral signals travel over the 
relatively enormous distance from Stanford 
to the auroral zone (and back) are greatly in-
fluenced by the presence of the normal iono-
spheric layers. The echoes have been observed 
at ranges and bearings which indicate reflection 
from ionization at points along the auroral 
zone all the way from eastern Canada to 
Alaska. 

The Geometry of Auroral Communications 
—R. L. Leadabrand and I. Yabroff (p. 80) 

As early as 1939, radio amateurs found 
auroral ionization useful for communication 
purposes. Such ionization makes hf and vhf 
propagation possible over paths as great as 
several hundred kilometers when other more 
normal ionospheric propagation modes do not 
exist. The geometry of reflection is investigated 
for a variety of transmitter locations based upon 
the assumption of specular reflection from 
columnar ionization aligned with the earth's 
magnetic field lines. The results of the investi-
gations outline the region of useful auroral 
ionization and the regions on the earth within 
which the auroral propagation is possible. The 
probability has been determined of obtaining 
propagation from a particular transmitter 
location to any receiver location within the 
region of propagation. These geometrical stud-
ies allow the communicator to predict the most 
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useful transmitter and receiver locations in 
utilizing auroral ionization for communication 
purposes. The studies also may suggest meth-
ods of minimizing the effects of auroral propa-
gation when it is considered a detrimental 
propagating mode, for example, when it results 
in undesirable multipath effects. 
A Statistical Model for Forward Scattering 

of Waves Off a Rough Surface—L. M. Spetner 
(13. 88) 

Using methods of physical optics, a statisti- ( 
cal description of the scattering of waves off 
a rough surface is obtained. The rough surface t 
is assumed to consist of a large number of inde- i 
pendent point scatterers w hich fluctuate ran- t 
domly in vertical position and also disappear r 
and appear at random. The surface is divided a 
into cells so that no more than one scatterer can a 
occupy a cell, and the events in any two differ- h 
ent cells are independent of each other. The 

average scattered signal, the mean square F 
fluctuation, and the time covariance of the w 
fluctuating portion of the signal are corn- o 
puted in terms of the mean-square scatterer le 
height, the grazing angle, the radiation wave- di 
length, the decay time for disappearance of if 
scatterers, the time autocorrelation of a scat- ar 
terer height, and the a priori probability of b 
finding a given cell occupied by a scatterer. 
A Method for Evaluating Antennas—Judd ha 

Blass (p. 95) 
tr 

An ideal figure of merit for a communica- to 
tions antenna is derived. This figure of merit 
is a measure of the time required to transmit a An 
given message to an isotropic receiving antenna 12 
from a transmitter w hich uses the antenna un-
der evaluation. 

for 
Wide-Angle Scanning with Microwave ga 

Double-Layer Pillboxes—Walter Rotman (p. fro 
96) 

ho 
The double-layer pillbox is a m icrowave ele 

parallel-plate system in which the image space ma 
and the object space relative to a two-dimen- for 
sional internal reflector are electrically sepa- ba 
rated by a metal septum . The double-layer latt 

prevents the shadowing effects and impedance 
mismatch that result in a single-layer pillbox 
when energy from the reflector reenters the 
primary feed. It also allows correction of the 
optical aberrations of the system in the image 
space, the object space, or both. 

The pillbox with semicircular reflector has 
wide-angle scanning properties. Its inherent 
spherical aberration can be reduced by such 
elements as dielectric lenses, geodesic contours, 
quasi point-source feeds, and auxiliary reflec-
tors. These techniques have been applied to 
the construction of pillboxes whose wide-angle 
scanning properties and improved radiation 
characteristics substantiate the theory. 

Surface-Wave Beacon Antennas—H E. 
Plummer (p. 105) 

Experimental results with center-fed cor-
rugated and dielectric-clad spherical-cap anten-
nas are presented and compared with the 
theory. The spherical surface waves supported 

by these structures give rise to radiation field 
patterns which are omnidirectional in the 
azimuth plane and w hich can be shaped in the 
elevation plane over a considerable range. The 
corrugated sphere provides vertical polarization 
while the dielectric sphere can support either 
polarization. The spherical caps are shown to 
have a natural application as low-drag beacon 
antennas when the surface geometries and 
sphere radii are appropriately adjusted. 

Mechanical and Electrical Tolerances for 
Two-Dimensional Scanning Antenna Arrays— 
R. S. Elliott (p. 114) 

An analysis is presented of the effect on 
radiation pattern of random errors in the con-
struction of a two-dimensional scanning array. 
Translational and rotational errors in the 

positions of all elements are assumed together 
with errors in the electrical excitations them-
selves. Translational errors are found to cause 
the dominant effect. A formula connecting side 
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lobe level and errors is derived and representa-
tive curves are shown. For a given tolerance, 

pattern deterioration is found to decrease as the 
array is enlarged. For the same tolerance, pat-
tern deterioration is less for a planar array of 
size .1,2 than it is for a linear array of length L. 
Side lobe increase due to random errors does 
not depend on scan angle. 

Fundamental Relations in the Design of a 
VLF Transmitting Antenna—H, A. Wheeler 
p. 120) 

For a VLF flat-top antenna much smaller 
han the radian sphere (a sphere whose radius 
s one radianlength), the effective height, effec-
ive area, and effective volume are defined. The 
equired power factor of radiation proportion-
tely determines the effective volume. For a 
Pecified power to be radiated, the effective 
eight inversely determines the current and the 

effective area inversely determines the voltage. 
or a limited electric gradient on the overhead 
ires, the current requires a proportionate area 

f conductor surface. A corresponding total 
ngth of wire in the flat top is adequate if 
sposed for uniform distribution of charge and 
spread out to realize the required effective 
ea. These objectives are obtained more readily 
y some configurations, such as long parallel 
•ires or concentric circles of wire. This study 

s been made for the U. S. Navy's high-power 
ansmitter to be located in Maine, the first 
radiate 1 megawatt continuously at 15 kc. 
Fundamental Limitations of a Small VLF 
tenna for Submarines—H. A. Wheeler (p. 
3) 

A submarine requires a small VLF antenna 
reception while submerged. Since the propa-

tion in sea water is nearly vertical (downward 
m the surface), the only operative types are 
rizontal dipoles, electric and magnetic. The 
ctric dipole is coupled by conduction and the 
gnetic dipole by induction in a loop. The 
mer has no resonance and nearly unlimited 
ndwidth, but fails when not submerged. The 
er, by resonance, is able to present much 

greater interception area and available power. 
The magnetic interception area is determined 
by the size of the radome and by the radian-

length or skin depth in sea water (2 meters at 
15 kc). The radiation power factor, which is 
essential to bandwidth and efficiency, is in-
fluenced also by the size of the inductor and by 
the magnetic permeability of an iron core. 
Simple formulas illustrate these relations for 
the idealized spherical shape of radome, coil and 
core. Omnidirectivity in azimuth requires 
crossed coils in a two-phase circuit. 

The Prolate Spheroidal Antenna: Current 
and Impedance—C. P. Wells (p. 125) 

This paper studies the near field of the 
prolate spheroidal antenna. By expanding the 
components of the electromagnetic field in 
terms of the spheroidal functions, we determine 
the current distribution over the antenna and 
the impedance at the gap. We consider both 
center and off-center gaps for kL=1, 1.49, 2, 3, 
4, where k=21/X, L is the semifocal length of 
the spheroid, and X is the wavelength. The 
radiation resistance is calculated from the 
far field and found to be in excellent agreement 
with the resistance at the gap calculated from 
the near field. 

An Application of Paragometrical Optics to 
the Design of a Microwave Mirror—L. Ronchi 
and G. Toraldo Di Francia (p. 129) 
A microwave device is described which 

collimates the radiation from a point feed into 
a parallel beam. The instrument operates by 
both reflection and diffraction. The offense 
against the sine condition is corrected per-
fectly, so that no monochromatic aberration 
is present for a moderate field even at very 
high apertures. The expressions of the aberra-
tions are worked out and a graph is given where 
one can read the maximum values of the aper-
ture and field for a given tolerance. It seems 
that the device described may be useful for 
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radio astronomy and for rapid scanning. 
End-Fire Echo Area of Long Thin Bodies— 

Leon Peters, Jr. (p. 133) 

The echo area resulting from traveling 
waves excited on the surface of long, thin 
bodies is considered. A means of predicting 
this echo area on the basis of antenna theory is 
derived. Computed and measured values are 
compared for a long wire, an ogive, and a 
shorted polyrod. 

Back-Scattering Cross Section of a Center-
Loaded Cylindrical Antenna—Yueh-Ying Hu 
(p. 140) 

A solution of the broadside back-scattering 
cross section, e, of a center-loaded cylindrical 
antenna with any load impedance, ZL, is ob-
tained by a variational method through a four-
terminal network approach. A simple formula 
for «, in terms of ZL and the parameters Zzi, 
Z12, and 222 associated with the antenna has 
been derived. The impedances Zn, Z12, and Z22 
are independent of the load and they are deter-
mined by using the variational principle. 
Numerical results of the first order approxima-
tion are presented, and they are in good agree-
ment with some measured results available in 
the literature. 

Electromagnetic Diffraction by Dielectric 
Strips—D. C. Stickler (p. 148) 

In this paper the scattering of a plane wave 
by a rectangular dielectric strip is calculated 
by approximating polarization currents in the 
strip. One advantage of the technique applied 
here is that no variational calculations are 
needed. Results of experimental investigation 
show good agreement with the predicted pat-
tern. 

Communication--A Line Source with Vari-
able Polarization—J. N. Hines and J. Upson 
(p. 152) 

Contributors (p. 154) 

Audio 

VOL. AU-5, No. 5, SEPTEMBER— 
OCTOBER, 1957 

PGA News (p. 113) 

Principles of Loudspeaker Design and 
Operation—Joseph Chernof (p. 117) 

The electrical and physical parameters 
which are of interest in loudspeaker design are 
discussed. The analysis of loudspeaker action 
on the basis of its analogy to a vibrating rigid 
disk is presented. The limitations of such an 
analysis are indicated. Electromechanical 
analogies are used to formulate an equivalent 
electromechanical circuit from which loud-
speaker performance factors can be derived. 
Design criteria for commercial and "hi-fi" 
units are developed. Means of improving 
loudspeaker performance, particularly at low 
audio frequencies, are discussed. 
A Loudspeaker Installation for High-

Fidelity Reproduction in the Home—G. J. 
Bleeksma and J. J. Schurink (p. 127) 

For more than a quarter of a century the 
normal broadcast receiver has been equipped 
with a single loudspeaker fitted inside the 
cabinet. The introduction of sets with two sep-
arate speakers, each reproducing part of the 
frequency spectrum on the Philips "Bi-Ampli" 
principle, dates only from the last few years. 

The installation described goes a big step 
further, the loudspeakers being entirely sep-
arated from the amplifying part; two low-note 
speakers are housed together in a special cabinet 
and two high-note speakers separately in their 
own boxes. The quality of reproduction has 
been remarkably improved in this way, which 
appears to full advantage with FM reception 
and the playback of gramophone records or 
tape recordings. 

A Transistorized Decade Amplifier for 
Low-Level Audio-Frequency Applications— 
A. B. Bereskin (p. 138) 
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The amplifier described in this paper has 
an input resistance of approximately 400,000 
ohms in the audio-frequency range. The output 
noise level is equivalent to 5 pv at the input 
terminals with a response that is down 3 db 
at 5 cycles and at 100 kc. The amplifier has 
been designed in a self-contained package, the 
size of a frozen orange juice can, suitable for 
plugging into the standard banana plug ter-
minals of a sensitive vacuum tube voltmeter. 
The design may be modified, with considerable 
reduction in volume, to incorporate the ampli-
fier in a small package with a low signal source. 

Contributors (p. 142) 

Broadcast & TV Receivers 

BTR-4, No. 1, 
FEBRUARY, 1958 

Meet Our New Chairman (p. 1) 
Notice (p. 2) 
Minutes of the Meeting of the Administra-

tive Committee of the IRE Professional Group 
on Broadcast and Television Receivers (p. 3) 

Design Considerations of a Developmental 
UHF Tuner Using an RF Amplifier—J. B. 
Quirk (p. 5) 

In the development of a product it is de-
sirable to obtain information concerning both 
its ultimate capabilities and its performance 
when incorporated in a practical unit. The 
development of a uhf tuner incorporating an 
rf amplifier was a project calculated to yield 
data concerning the practical application of a 
ceramic triode. 

Calendar of Coming Events (p. 11) 
Methods for Determining Amplitude-

Modulation Rejection Performance of Fre-
quency-Modulation Detectors—R. J. Schultz 
(p. 13) 

This bulletin considers the problem of 
measuring AM rejection performance of FM 
detector systems. The requirements imposed 
on signal generating equipment and the 
methods of measurement used for determina-
tion of AM rejection are discussed. Four 
measuring methods are described: (I) center-
frequency method, (2) oscilloscope method, 
(3) band-elimination filter method and (4) 
high-pass filter method. The oscilloscope 
method has been found most useful for design 
and the high-pass filter method the most useful 
meter method. 

Synchronous and Exalted-Carrier Detection 
in Television Receivers—J. Avins, T. Brady 
and F. Smith (p. 15) 

This paper describes the fringe-signal 
picture performance that can be obtained by 
generating a noise-free carrier in a television 
receiver. Quantitative data are given on the 
improvement possible with ideal synchronous 
detection. This improvement is shown to vary 
significantly depending upon whether the basis 
of reference chosen is (1) the normal IF response 
curve with the carrier 6 db down from the flat 
top or (2) a peaked response with the carrier 
at the peak. Both with synchronous and 
exalted-carrier detection, a further improve-
ment in signal-to-noise ratio can be obtained 
by reducing the post-detection high-frequency 
video response. An experimental approach is 
followed because of the difficulty of analyti-
cally weighting the unequal contribution of 
various parts of the noise spectrum to the 
subjective degradation of the picture. 

Deflection Distortions Contributed by the 
Principal Field of a Ring Deflection Yoke— 
R. B. Gethmann (p. 24) 

In this paper equations for the magnetic 
field of the ring yoke are obtained as solutions 
of the Laplace differential equation. The paths 
of axial and para-axial rays through this field 
are then calculated for the principal field of the 
ring yoke. Three types of distortions are shown 
to be contributed by this field. 

A special 110 degree tube having a very 
thin neck in the vicinity of the deflection yoke 
which permits translation of the deflection 
yoke with respect to the electron beam was 
used to obtain experimental verification of the 
computed distortions. 

1957 Awards of the PGBTR (p. 35) 

Component Parts 

VOL. CF-4, No. 4, 
DECEMBER, 1957 

Information for Authors (p. 103) 
PGCP Chapter Officers-1957-1958 (p.104) 
Survey of Square-Loop Magnetic Materials 

—V. E. Legg (p. 106) 
The magnetic and electrical properties of 

available square-loop materials are discussed 
for applications in cores for magnetic amplifiers, 
pulse modulators, and memory and switching 
coils. Among materials having high magnetic 
induction, oriented 50-50 nickel-iron is out-
standing. Its pre-eminence for magnetic 
amplifier applications can be challenged only 
by new alloys such as Supermendur. Materials 
having lower saturation find application in 
varied fields; e.g., 4-79 Mo-permalloy in fast 
switching coils, and ferrites in memory arrays. 

Electrical Properties of Epoxy Resins— 
C. F. Pitt, B. P. Barth, and B. E. Godard (p. 
110) 

Power factor, loss factor, dielectric constant, 
volume resistivity, surface resistance, and 
dielectric strength of epoxies, varying in 
viscosity and reactivity and cured with several 
types of hardeners, have been determined and 
form the basis for this report. 

The effect of cure, temperature, and fre-
quency on electrical properties also is presented. 
The importance of proper selection of resin, 
hardener, and resin/hardener ratio for op-
timum properties is emphasized. In most 
illustrations, the ratio of epoxy/hardener is 
used that exhibits optimum heat distortion. 
The heat distortion point of an epoxy system is 
shown to provide a good indication of the 
effect of temperature on power factor and 
dielectric constant. 

Brief reference is made to a number of field 
applications of epoxy electrical insulation. 

Recent Advances in Luminescence (Cath-
odoluminescence and Elect°luminescence)— 
FL F. Ivey (p. 114) 

Recent developments are reviewed in the 
field of cathodoluminescence and electrolumi-
nescence. Emphasis is placed on the applica-
tions of luminescence to electronics, although 
some attention also is given to simplified 
explanations of the phenomena involved. 
Included are discussions of transparent phos-
phor films for "flat" cathode-ray tubes and 
other purposes, solid-state image display 
devices, and solid-state radiation converters 
and amplifiers. 

Progress in Cadmium Sulfide—L. L. Antes 
(p. 129) 

Considerable progress has been made during 
the last two years in both the understanding 
and application of cadmium sulfide, which is 
an outstanding photoconductor material. 
Improved crystal growing techniques have 
resulted in large single crystals with more 
perfect crystal structure and higher purity. 
Further improvements in purity are sought by 
zone refining of cadmium and sulfur. Ultrasonic 
cutting methods have been applied successfully 
to shaping the crystals. High-temperature, 
high-pressure equipment has been used to 
grow crystals from the melt. P-type CdS 
crystals have been produced by heavy copper 
doping. Thin film techniques have been ad-
vanced. Surface volume studies of photo-
conductors have been made, which clarify 
certain surface deteriorations. Methods of pro-
ducing ohmic and barrier electrodes have been 

improved. All of these fundamental studies 
have contributed to an improvement in the 
efficiency, stability, and uniformity of elements 
used in devices such as photocells, gamma 
detectors, solar generators, and photorectifiers. 

Lightweight Ceramic Materials as High-
Frequency Dielectrics—J. L. Pentecost and 
P. E. Ritt (p. 133) 

To eliminate some of the weight problems 
usually associated with ceramic dielectrics, 
lightweight (porous) ceramic materials have 
been developed which show excellent electrical 
properties at temperatures up to 800°C and a 
high strength-to-weight ratio. These materials 
generally are characterized by low-dielectric 
constant values, low loss, and a flat tempera-
ture vs dielectric constant relation. 

Some suggested uses for lightweight ceramic 
materials are fillers for microwave devices, 
microwave lenses for high temperature use, 
and low-loss high-temperature insulators. 

Two types of dielectric materials are dis-
cussed: 1) a Wollastonite foam, and 2) a 90 
per cent aluminum oxide foam. The transverse 
strength of these foam materials was found to 
be approximately 400-450 psi, and this strength 
could be more than doubled in thin sections, 
by the application of dense ceramic coatings 
to the foam material. 

The thermal expansion of these lightweight 
materials was 5-6 microinches per inch per °C, 
and the thermal conductivity was 5 to 7 X 10-4 
cal/cm sec °C. 

The dielectric constant of these foam ma-
terials was found to follow closely the Gladstone 
Dale relation: 

= C 

where K = dielectric constnat, p= bulk density. 
and C= constant for material; or by rearrang-
ing: 

K = (1+ Cp)2. 

The loss tangent of these materials generally 
was less than 0.002. 

The forming of these foam materials is 
simple and requires only common metal work-
ing tools. 

The availability of these materials in com-
mercial quantities awaits the demand of the 
electronic applications, since the production 
techniques which have been developed are 
adequate for many types of materials. 

Correction (p. 135) 
Correspondence (p. 135) 
Contributors (p. 137) 
Index to IRE Transactions on Component 

Parts—Volume CP-4, 1957 (follows p. 138) 

Education 

VOL. E-1, No. 1, MARCH, 1958 

An Editorial (p. I) 
College Recruiting-1958 (p. 2) 
Job opportunities for engineering college 

graduates for 1958 is discussed. The survey 
includes information from a number of east 
coast electronic industries. In nearly every 
case, a reduction in the number of new em-
ployees is indicated. A lowering of the salary 
scale is not anticipated. Employers will em-
phasize quality. It is pointed out that the op-
portunities for employment may make a sud-
den reversal from the trend indicated due to a 
change in national defense planning. The data 
presented would support the view that the 
engineering college graduate for 1958 would not 
be sought alter with the vigor of the past few 
years. 

IRE Student Members (p. 3) 
IRE Professional Group on Education— 

J. D. Ryder (p. 4) 
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The Crisis in Education—A. V. Loughren 
(1). 

This article concentrates on the problems 
throughout the educational system, but par-
ticularly in the fields of the sciences and engi-
neering, created by the loss of faculty mem-
bers to industry and the difficulty of attracting 
qualified replacements, and discusses some 
ideas for correcting them. Included in a dis-
cussion of incentives and rewards of a teaching 
career is a table showing the years of education 
and experience required for comparable posi-
tions in industry and teaching, as well as aver-
age salaries for these positions in a medium-
sized corporation. There is also a suggestion of 
how a change in the tax laws would benefit 
the fund-raising campaigns of schools and 
universities. 

The Vanishing Science and Engineering 
Teacher—A. W. Straiton (p. 8) 

The extreme shortage in recent years of 
engineers and scientists with advanced degrees 
has caused a severe depletion of younger uni-
versity teachers in these fields. The simultane-
ous increase in the number of technical students 
in universities has put an added load on the 
remaining faculty. While the larger student 
population promises to provide warm bodies to 
fill technical positions, there is a great danger 
that the quality of the product will deteriorate. 

The Case for a Two-Year Graduate De-
gree—B. C. BouIton (p. 10) 

In response to the need of industry, several 
of the leading engineering colleges are granting 
a Professional degree after two years of grad-
uate work instead of the one year normally re-
quired for a Master's degree. The technical 
difficulty and complexity of industry's de-
velopment programs tax unduly the training 
given for a Master's degree. More depth and 
breadth in such subjects as mathematics, ad-
vanced mechanics, thermodynamics, and elec-
tronics are required. Many capable men would 
be willing to devote two years to graduate 
work who are unwilling to spend the time neces-
sary for a Ph.D. degree and hence content 
themselves with a Master's degree, thus handi-
capping themselves and industry. 

Beyond Space and Time—J. A. Hannah 
(p. 12) 

Outstanding national achievements to the 
development of which higher education has 
contributed substantially are cited, among them 
being 1) attainment of a high standard of living 
based on scientific and technological accom-
plishments, 2) a high degree of social mobility, 
and 3) a high degree of political stability. Diffi-
culties confronting colleges and universities 
in meeting greatly increased demands are exam-
ined in the light of developments which have 
deprived them of the priority of support they 
once enjoyed. It is contended that higher edu-
cation must be adequately supported at what-
ever cost if immediate and future demands are 
to be satisfied. 

Incentives Leading Industry into Coopera-
tion with Education—L. C. Van Atta (p. 16) 

The success of an industrial enterprise is 
largely determined by the quality of its tech-
nical and management personnel and its long-
range research program. Industry depends upon 
education to supply creative people and new 
ideas. Education depends upon the community 
to which industry is perhaps the most impor-
tant element, to voice its educational needs and 
to provide support. The personnel and equip-
ment of industrial laboratories can be used 
both in the company and in the schools to 
stimulate teachers and students and to ac-
quaint them with the content and requirements 
of modern industrial technology. Financial 
aid from industry can support new educational 
projects pending budgetary acceptance. 

The Role of the Technical Institute in the 
Next Decade—H. R. Beatty (p. 20) 

During the next ten years, technical insti-
tute education in the United States should be 

expanded ten times while other forms of higher 
education are doubled. Only in this way will 
we be able to get efficient utilization of our 
scientists and engineers. The many develop-
ments in science and technology that will take 
place in the next decade will call for a greatly 
expanded technical manpower team, and the 
largest potential source of supply is the man-
power pool composed of individuals with 
aptitudes that qualify them to become engi-
neering technicians. 

We can produce twice as many engineering 
technicians as engineers for the invested educa-
tional dollar, for the engineering technician 
is graduated in two years while the engineer 
needs four years. 

Through better acceptance of the engineer-
ing technician by industry and the engineering 
profession, this much needed expansion is 
bound to be realized. 

Technicians as an Aid to Engineers—N. V. 
Petrou (p. 26) 

The word "technician" embraces a broad 
spectrum of skilled workers. This paper is 
concerned with a few specialized groups who 
are defined in detail for further study. The 
examination includes their background and 
training, the organization for administration 
and supervision of their work, where they come 
from, and what their opportunities presently 
seem to be. 

The paper describes certain factors which 
determine how many technicians may be 
utilized effectively and the experienced trends 
of one organization. It concludes with a short 
discussion of the use of the title "engineer" 
and the problem of technician job stability. 

Contributors (p. 31) 

Electronic Computers 

VOL. EC-6, No. 4, 
DECEMBER, 1957 

The Synthesis and Analysis of Digital 
Systems by Boolean Matrices—J. O. Campeau 
(p. 231) 

In this paper methods are described by 
which Boolean matrices can be used to syn-
thesize digital systems. The matrices offer a 
means by which the design of such systems can 
be systematized much in the same way as do 
matrix methods when applied to electrical 
circuit design. They also present a means by 
which the problems of optimum logical design 
and programming can be approached. 

Simulation of Transistor Switching Circuits 
on the IBM 704—R. J. Domenico (p. 242) 

When the configuration of a circuit and the 
equivalent representations of the transistors 
are known, a computer program can be written 
to yield the performance of the circuit and the 
mean values of the circuit parameters. Non-
linearity of the transistors is accounted for by 
piece-wise linearization of an equivalent circuit. 
Rules of interconnection have been devised to 
combine this procedure efficiently with the 
manipulation of the matrix equations that 
define the linear external circuitry. The general 
method can be extended to combinations of 
basic circuits. 

An Optimum Character Recognition System 
Using Decision Functions—C. K. Chow (p. 
247) 

The character recognition problem, usually 
resulting from characters being corrupted by 
printing deterioration and/or inherent noise of 
the devices, is considered from the viewpoint of 
statistical decision theory. The optimization 
consists of minimizing the expected risk for a 
weight function which is preassigned to meas-
ure the consequences of system decisions. As 
an alternative, minimization of the error rate 
for a given rejection rate is used as the cri-
terion. The optimum recognition is thus 
obtained. 

The optimum system consists of a con-
ditional-probability densities computer; char-
acter channels, one for each character; a re-
jection channel; and a comparison network. 
Its precise structure and ultimate performance 
depend essentially upon the signals and noise 
structure. 

Explicit examples for an additive Gaussian 
noise and a "cosine" noise are presented. 
Finally, an error-free recognition system and a 
possible criterion to measure the character 
style and deterioration are presented. 

An Analysis of Certain Errors in Electronic 
Differential Analyzers—I—Bandwidth Limita-
tions—P. C. Dow, Jr. (p. 255) 

When a differential analyzer or analog 
computer is set up to solve a given equation, 
certain errors are introduced into the solution 
because the components of the computer are 
not perfect. Stated another way, the computer 
produces the solution to an equation, called 
the "machine equation," which differs from 
the given equation. In this paper the computer 
imperfections considered are 1) operational 
amplifier frequency response, 2) capacitor 
leakage resistance, and 3) stray capacitance in 
summing and integrating amplifier circuits. It 
is shown that when the given equation is a 
system of one or more linear differential equa-
tions with constant coefficients, the machine 
equation can be expressed approximately as 
an equation of the same degree as the given 
equation and with constant coefficients which 
are functions of the coefficients of the given 
equation and of the computer imperfections. 

Synthesis of Vector Networks—R. E. Horn 
and V. G. Fauque (p. 261) 

The convenience of vector notation in 
formulating physical geometrical problems 
results principally because the significance of 
the problem can be isolated from the analysis 
used in its solution. When analog computer 
techniques are employed in problems of this 
nature, the advantages of the vector methods 
frequently are lost because the computer in-
herently is more adaptable to solving problems 
described in the algebraic field of real numbers 
rather than in a vector space, and vector 
equations must be reduced to their scalar 
counterparts before a network for solving the 
equations may be synthesized. To facilitate 
treatment of problems of this type, a method 
is presented for synthesizing networks directly 
from the vector notation. This method will 
simplify synthesis and analysis of the networks 
by drawing a closer analogy between the 
mathematics and the electronics. 

The application of transformations and 
operators represents two areas in which the 
pertinent aspects of the method can be il-
lustrated. This is accomplished by presenting 
first the basic mathematical background, fol-
lowed by the network aspects of the problem, 
and finally, by the illustrative examples. The 
more extensive problems usually encountered, 
for example, in airborne fire-control systems, 
then may be synthesized by proper application 
of the elementary "vector networks." 

Switching Functions of Three Variables— 
D. W. Davies (p. 265) 
A switching function is a function of 

variables which take only the values 0 and 1, 
and which takes only these values itself. There 
are 256 different switching functions of three 
variables, but only 218 of these really depend 
on all three variables. 
A switching function of three variables can 

be expressed in terms of switching functions 
of two variables. For example 

MA, F(B, C)), C)) 
can be shown to represent any function of A, 
B, and C if FiFes and F4 are suitably chosen 
switching functions. 

The problem solved is: for each switching 
function of three variables, what is the least 
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number of switching functions of two variables 
required to express it/ 

This problem leads to a discussion of the 
symmetry of switching functions. Expressions 
which, like the one above, can represent any 
switching function of three variables are in-
vestigated. Expressions which, by permutation 
of variables, can represent any switching func-
tion of three variables are also determined. 

The investigation is done by means of 
"logical diagrams," which give a better intuitive 
understanding than the functional expressions. 

Analysis of Sequential Machines—D. D. 
Aufenkamp and F. E. Hohn (p. 276) 

This paper begins with Mealy's model of a 
sequential machine and introduces a "connec-
tion matrix" which describes the machine 
completely. The "equivalence" of states of such 
a machine may be analyzed systematically by 
an iterative technique, the validity of which 
is rigorously established. Once equivalence is 
completely analyzed, it is a simple matter to 
write the connection matrix for the simplest 
equivalent machine. The process is not difficult 
to execute, even in complex cases, and could be 
programmed for a t omputer. 

Correspondence (p. 285) 
Contributors (p. 288) 
PGEC News (p. 289) 
Reviews of Current Literature (p. 291) 
Index to IRE Transactions on Electronic 

Computers—Volume EC-6, 1957 (follows p. 
308) 

Medical Electronics 

PGME-9, DECEMBER, 1957 

(Symposium on Present Status of Heart 
Sound Production and Recording) 

History and Present Status of Phono-
cardiography—H. B. Sprague (p. 2) 

Phonocardiography originated in an at-
tempt to time the occurrence of heart sounds in 
the cardiac cycle in relation to the mechanical 
activity of the heart, as recorded in the apex 
beat or in arterial pulsations. 

The method evolved from an era when the 
observer manually inserted a signal in a pulse 
tracing at the time he heard the sounds. Later, 
this was done by mechanical synchronous 
record, then by an electric signal produced by 
a telephone pickup which stimulated a frog 
muscle to contract, then by direct recording 
through a capillary electrometer, or string 
galvanometer, and finally by electron tube 
amplification. Low-inertia capsule and mirror 
with photographic recording were also used, 
as well as other ingenious variations. 

Present day phonocardiography has de-
veloped mainly through improved instrumenta-
tion with low-noise level amplifiers and satis-
factory filters. Spectral phonocardiography is 
the most important advance. 

The value of phonocardiography in clinical 
work lies in its ability to record for objective 
analysis the transient sounds and murmurs to 
which the hearing mechanism of different 
observers adds or subtracts subjective variants. 
It has been most useful in timing and explaining 
heart sounds having abnormal components— 
split sounds, atrial sounds, opening snaps, and 
gallop rhythms. It is also valuable in the study 
of certain murmurs, particularly in mitral 
disease and congenital heart disease. It has 
contributed to teaching and has been a useful 
diagnostic aid prior to cardiac surgery. 

Physiological Auscultatory Correlations: 
Heart Sounds and Pressure Pulses—D. G. 
Greene (p. 4) 

Our knowledge of the cause of sounds arising 
in the heart has depended on indirect evidence 
of events of the cardiac cycle in man and direct 
observations made in other animals. The ac-
cessibility of the human heart for study in this 
era of cardiac surgery now permits the direct 
observation made in animals to be repeated in 

man and the indirect correlations to be con-
firmed. 

Discussion of Session I-A (p. 6) 
Does Cavitation Contribute to Cardiovascu-

lar Sounds?—S. A. Talbot and S. H. Boyer 
(a. 8) 

The Genesis of Musical Murmurs—V. A. 
McKusick (p. 11) 

Transients in Heart Sounds and Murmurs 
—Simon Rodbard (p. 12) 

A new approach to the analysis of heart 
sounds and murmurs has been developed. These 
acoustic phenomena are considered to be gen-
erated by a series of transient sounds which, 
because of the long persistence of the low-
frequency components of the sounds, tend 
ordinarily to fuse into a single sound. The 
separate events such as valve closures which 
produce discrete clicks therefore tend to fuse, 
and time discrimination of these important 
events is lost. An apparatus which filters out 
the low frequencies has been developed. The 
remaining high-frequency, short duration waves 
can thereby be displayed as a series of separate 
events, each representing closure or opening of 
a valve. Several records obtained with this 
system are shown, and the potential value of 
this mode of analysis is discussed. 

Discussed of Session I-B (p. 15) 
Quantitative Auscultation of Heart Sounds 

with Internal Calibration—E. Lepeschkin and 
D. Lareau (p. 16) 

Absolute vs Acoustic Standardization in 
Electrostethography and the Need for Studying 
Cardiac Vibrations as Transients—F. L. 
Dunn (p. 17) 

The marked variations in the audiograms 
of the individuals and the wide variation in 
frequency response of different flexible stetho-
scopes preclude the possibility of any wide-
spread system of standardization. Phono-
cardiography has well recognized teaching and 
clinical value but is limited in usefulness as a 
clinical tool. Electrostethography eliminates 
the use of auditory recordings and is a direct 
measure of vibrations and can be easily cali-
brated in absolute, i.e., cgs units. The patterns 
produced have a gross resemblance to phono-
cardiographic patterns but provide measurable 
frequency and amplitude data. 

The many factors which affect heart 
vibrations together with the numerous types of 
artefacts that can occur suggest the electro-
stethograms should not be studied according 
to the techniques developed from electro-
cardiography but should be done with long 
records, multifrequency channels, and cali-
brated amplifiers. This method is further 
improved by studying the vibrations as tran-
sients on a cv scope with locked sweep and 
provisions for recording of selected single 
cycles. 

Newer Studies of Selective Phonocardiog-
raphy Including a New Method for the Identi-
fication of the Frequency Range of Extra 
Sounds—A. A. Luisada, C. Aravanis, O. M. 
Haring, C. K. Liu, and C. Friedland (p. 19) 

Problems dealing with the registration of 
either apical or basal diastolic murmurs of 
poor magnitude are discussed. Current methods 
of phonocardiography are reviewed. 

Eight normal subjects and thirty abnormal 
cases were studied by means of a variable 
band-pass filter with additional amplification. 
The various frequencies of the cardiac murmurs 
were analyzed. A band between 60 and 110 
vibrations per second was found adequate for 
magnifying and recording murmurs caused by 
mitral stenosis. A band between 150 and 200 
was found adequate for magnifying and record-
ing murmurs caused by aortic defects or mitral 
insufficiency. 
A routine method of study of cardiac mur-

murs, called "selective phonocardiography," is 
outlined. It is based on the use of the two 
above bands in addition to "stethoscopic" 
phonocardiograms. Incorporation of filters in 

the case of the phonocardiograph is recom-
mended. 
A new method of study of the frequency of 

extra sounds is described. Preliminary ob-
servations are reported. 
A new technique of intracardiac(ic) phono-

cardiography during routine catheterization is 
described. Preliminary studies in animals are 
reported. 

Discussion of Session II-A (p. 22) 
Part I—Phonocatheters: Their Design and 

Application—J. D. Wallace, J. R. Brown, Jr., 
D. H. Lewis, and G. W. Deitz (p. 25) 
A miniature cylindrical barium titanate 

tubular element has been designed as an 
acoustic pickup and placed at the distal end of 
a specially designed catheter. The catheter is, 
in fact, an extension of the general design 
technique used to evolve underwater sound 
transducers used in antisubmarine warfare. 
Catheters have been designed in both single-
and double-lumen types, with provisions in 
the latter case for the usual practice of heart 
catheterization simultaneously with the phono 
work. Details of the response of the catheters 
and performance of the experimental system 
used are given. Sound spectrograms which plot 
time as the abscissa, frequency as the ordinate, 
and amplitude as the density have been made, 
as well as conventional photographic recording 
galvanometer records. Preliminary experi-
mentation was carried out in dogs where both 
left and right catheterizations are cited. 

Part II—Intracardiac Phonocardiography— 
D. H. Lewis, G. W. Deitz, J. D. Wallace, and 
J. R. Brown, Jr. (p. 31) 

Using specially designed catheters and 
amplifying equipment, studies of intracardiac 
sounds have been carried out in man at the 
time of cardiac catheterization. The catheters, 
either single- or double-lumen, are passed into 
the lesser circulation under fluorescopic guid-
ance. The first and second heart sounds are 
heard in the heart and in the great vessels 
leading to and from the heart. The first sound 
is loudest in the ventricle and the second sound 
is loudest in the pulmonary artery. In some 
cases a third heart sound has been detected. 
In all cases with atrial contractions, a fourth 
sound is detected and is loudest in the atrium. 
With atrial fibrillation no fourth sound is 
heard. 

Even when no murmurs are heard on the 
chest or in the heart, there is routinely a mid-
systolic murmur in the pulmonary artery. In 
the presence of disease, abnormal murmurs are 
heard inside the heart. In certain types of 
congenital heart disease the localization of the 
murmur is of help in the diagnosis. Records are 
shown to illustrate that this technique is ca-
pable of localizing heart sounds and murmurs 
to an extent not heretofore obtainable. 

High-Sensitivity Capacitance Pickup for 
Heart Sounds and Murmurs—D. Groom and 
Y. T. Sihvonen (p. 35) 

Exploration of heart murmur frequencies 
requires a pickup and associated electronics 
having great sensitivity and a wide range. Such 
a system, employing a capacitance principle, 
has been applied to reproduction of sounds 
from the precordium. The pickup is of the 
direct contact type, is relatively insensitive to 
extraneous noise, and is capable of recording 
murmurs of extremely low intensity. 

Evaluation of the Spectral Phonocardio-
graphic Analysis—G. N. Webb and T. T. Chen 
(p. 41) 

Heart sounds can be divided into three 
classes: short duration pulses (first and second 
heart sounds); broad-band long duration noise 
(murmur); and long duration sounds having 
distinct harmonic pattern (muqical murmurs). 
The characteristics of the analysis of these 
classes are illustrated, and the timing, duration, 
and filtering artifacts are discussed. A com-
parison between phase and amplitude filtering 
is given. Application of this research instru-
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ment to clinical size and cost is considered. 
Instrumentation Problems in a High-

Frequency Heart Sound Analyzer—Wilson 
Greatbatch (p. 44) 

It is accepted generally in medical practice 
that the low-frequency vibrations (up to 600 
cps) of heart sounds and murmurs contain 
virtually all the available information. Newer 
concepts have been proposed that these signals 
actually consist of irregularly occurring tran-
sients which comprise the important informa-
tion regarding heart action. These transients 
can be analyzed by recording the frequencies 
above 1000 cps. The level of these signals is 
subaudible and in some cases is below the 
noise level of the usual electronic amplifier. 
A preliminary model of such a heart sound 

analyzer which has been built and tested reveals 
the existence of vibrations in the range men-
tioned with amplitudes less than 1 per cent of 
those in the lower frequency ranges. Instru-
mentation aspects of this are discussed. 
Limitations imposed by lack of suitable micro-
phones are mentioned and specifications for 
such a microphone are suggested. Available 
variable cutoff frequency filters have the 
inherent capability of introducing artifactual 
signals not present in the original heart sound. 
A specially designed filter, free of such artifact, 
is described. 

Discussion of Session II-B (p. 48) 
Evening Panel Discussion (p. 49) 
Standardization of Phonocardiography— 

Edgar Mannheimer (p. 54) 
Standardization of Phonocardiography: 

Efforts in the Netherlands—D. H. Bekkering 
and J. Weber (p. 55) 

Microwave Theory & 
Techniques 

VOL. MTT-6, No. 1, JANUARY, 1958 
Clarence Lester Hogan (p. 2) 
The Pace of Modern Technology (p. 3) 
Foreword (p. 4) 
The Status of Microwave Applications of 

Ferrites and Semiconductors—Benjamin Lax 
(P. 5) 

The recent developments in the field of fer-
rite devices are reviewed. Emphasis is placed 
on the extension of nonreciprocal devices to 
lower microwave frequencies and high powers. 
The design considerations and achievements 
of broad banding also are covered. Fundamen-
tal principles leading to the applications of non-
linear properties of ferrites are described 
briefly. Preliminary experimental accomplish-
ments in the construction of frequency dou-
blers, mixers, and ferromagnetic resonance am-
plifiers are summarized. The possible role of 
the new ferrimagnetic garnet material is indi-
cated. Although no significant new semicon-
ductor devices have been developed at micro-
wave frequencies, possibilities are considered 
for doing this with use of cyclotron resonance 
and spin resonance phenomena and their re-
lated properties in semiconductors. 

Nonreciprocal Electromagnetic Wave Prop-
agation in Ionized Gaseous Media—L. Gold-
stein (p. 19) 

The nonreciprocal propagation of electro-
magnetic waves in ionized gaseous media is dis-
cussed, and experimental observations are re-
ported in this paper. The classical Faraday ex-
periment in the optics of anisotropic media has 
suggested an analogous phenomenon at micro-
wave frequencies. The anisotropic behavior of 
the free electron gas which is immersed in a 
magnetic field and subjected to an incident 
electromagnetic wave is determined. Guided 
microwave experiments were performed which 
confirm the theoretical predictions of non-
reciprocal wave propagation in such ionized 
gases. 

The Three-Level Solid-State Maser— 
H. E. D. Scovil (p. 29) 

This article gives an introduction to am-
plification by solid-state maser techniques. 
Emphasis is placed on the three-level solid-
state maser. The relevant physical properties 
of paramagnetic salts are discussed. The basis 
of the three-level excitation method is reviewed. 
Some design considerations are given. The 
design and performance characteristics of a 
particular device are mentioned. 

Nonmechanical Beam Steering by Scatter-
ing from Ferrites—M. S. Wheeler (p. 38) 

A small aperture radiating circularly polar-
ized energy is loaded with a spherical ferrite to 
produce an electronic beam directing system. 
The ferrite is immersed in a static magnetic 
field which is in general at an oblique angle 
with the undeflected direction of radiation. It 
is shown that radiation is principally in the 
direction of the magnetic field when the polari-
zation is in the negative sense. From symmetry 
this allows beam deflection with two degrees of 
freedom. 

To consider an application for such a de-
vice, it is proposed that this deflection system 
be used in conical scan. A mechanization is 
shown which solves the problem in principle, 
but it is not competitive with present mechan-
ical scanners from the point of view of side 
lobes, etc. 
A Ferrite Boundary-Value Problem in a 

Rectangular Waveguide—C. B. Sharpe and 
D. S. Heim (p. 42) 
A solution is obtained for the electric field 

at the air-ferrite interface (z= 0) in a rectangu-
lar waveguide filled with ferrite in the semi-
infinite half (z > 0) and magnetized in the di-
rection of the electric field. The field is ex-
pressed in terms of a Neumann series obtained 
by iteration of a singular integral equation 
which satisfies the boundary conditions at the 
interface. The equivalent circuit for the junc-
tion is also presented. 

Some Techniques of Microwave Generation 
and Amplification Using Electron Spin States in 
Solids—D. I. Bolef and P. F. Chester (p. 47) 

Possible modes of operation of two-level 
solid state masers utilizing the techniques of 
population inversion used in nuclear magnetic 
resonance are described. Methods of continuous 
operation of two-level masers and their use-
fulness as microwave generators are discussed. 
A Microwave Ferrite Frequency Separator 

—Harold Rapaport (p. 53) 
When multiple filter groups are intercon-

nected for operation out of a single source, in-
teraction effects between filters can occur. 
Frequently, unless special precautions are 
taken, the filters may interact to such an ex-
tent that severe deterioration in performance 
may result. Introduction of the gyrator by 
Tellegen and the subsequent microwave reali-
zation of the circulator by Hogan, Rowen, and 
others provide new possibilities for design of 
channel-branching circuits and frequency-
spectrum partition arrays. 

The nature of the frequency separation 
problem is reviewed, and the application of the 
ferrite circulator to effect channel branching is 
considered in detail. Several specific multi-
channel systems comprising various circulator 
filter and one-way line filter arrays are pre-
sented and their relative merits examined. 
A 4-port (3-channel) experimental proto-

type separator system consisting of a Faraday 
rotation type of circulator and maximally flat 
band-pass waveguide filters is described. A 
quantitative theory of operation of the proto-
type is developed. Experimental data and per-
formance curves are given. These data show 
close agreement with results predicted by the 
theory. 

Ferrite-Loaded, Circularly Polarized Micro-
wave Cavity Filters—W. L. Whirry and C. E. 
Nelson (p. 59) 

Circularly polarized cavities have made 
possible a group of compact, high-Q, micro-
wave waveguide filters having useful direc-
tional properties. When these cavity filters are 
ferrite loaded, frequency sensitive circulators 
result and magnetic tuning becomes possible. 
This paper presents several new three- and 
four-port ferrite-loaded filters, some with 3-db 
waveguide couplers, which can be used as tun-
able band-pass filters, tunable band-rejection 
filters, or as passive, selective duplexers. As 
duplexers, they can be operated at a fixed 
frequency or can be magnetically tuned over a 
one to five per cent frequency range at X band 
depending upon the allowable loss. Experi-
mental loss, bandwidth, isolation, and tuning 
data are presented. Temperature stability and 
power handling capacity are also discussed. 

Resonant Properties of Nonreciprocal Ring 
Circuits—F. J. Tischer (p. 66) 

The ring circuit investigated consists of a 
resonant ring guide coupled to a main guide. 
The properties can be described by the equa-
tions for the waves in the ring guide resulting 
from excitation in the main guide. The influ-
ence of nonreciprocity on the properties is in-
vestigated under conditions of varying cou-
pling. The representation of the ring waves by 
the poles and zeros is chosen to permit inter-
pretation of the results under the large variety 
of operational conditions with respect to 
coupling and nonreciprocity. The application 
for measuring the material constants of ferrites 
is discussed. 

Exact Solution for a Gyromagnetic Sample 
and Measurements on a Ferrite—H. E. Hus-
sey and L. A. Steinert (p. 72) 

An outline of an exact solution for a gyro-
magnetic rod centered in a right circular cylin-
drical cavity resonator is given. This solution 
is applied in evaluating dielectric and tensor-
magnetic measurements on a well-known ferrite. 
Complex frequencies and constitutive param-
eters are introduced and the solution is ex-
panded in series to obtain a convenient calcula-
tional scheme. Comparisons are made of exact 
and perturbation calculations of results from a 
small and a large sample. The effect of insuffi-
cient symmetry of the cavity is discussed and 
the condition for sufficient symmetry is given. 
The g value of electrons was 2.02. 

Resonance Measurements on Nickel-Co-
balt Ferrites as a Function of Temperature and 
on Nickel Ferrite-Aluminates—J. E. Pippin 
and C. L. Hogan (p. 77) 

The variation of line width (AH) and ef-
fective g factor (geff) with cobalt content and 
with temperature is studied in a series of fer-
rites of composition Nii,CoaMno.o2Fet.904±. 
Here a lies between 0 and 0.09; temperatures 
range from 20°C to 240°C. A minimum in AH 
is observed at a=0.027; edi decreases with in-
creasing a. The temperature dependence of 
each is qualitatively that which would be ex-
pected on the basis of the temperature de-
pendence of the anisotropy of the mixed ferrite. 
Above room temperature AH and an increase 
or decrease, depending on the cobalt content. 
It is also shown that the shape of the resonance 
line is determined by the sign of the anisotropy 
constant. For negative K1 the line is steeper on 
the low-field side of resonance—for positive 
IC1 it is steeper on the high-field side. 

Resonance data are presented on several 
nickel-cobalt ferrite-aluminates, of composi-
tion NiiCoaMno 02Fe2-iA1/04±, with a vary-
ing from 0 to 0.025 for ¿=0.3, 0.4, 0.5, and 0.6. 
The reduction of AH and geff expected from 
anisotropy considerations is observed. 

Ferrimagnetic Resonance in Some Poly-
crystalline Rare Earth Garnets—G. P. Ro-
drique, J. E. Pippin, W. P. Wolf, and C. L. 
Hogan (p. 83) 

Ferrimagnetic resonance measurements 
have been carried out on a series of polycrystal-
line garnets of composition 5Fe203. 3M203 
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with M=Y, Sm, Gd, Dy, Ho, Er, and Yb. 
These measurements were made over a tem-
perature range from 20°C to the Curie points 
(approximately 280°C). The variations of line 
widths and effective g values over this temper-
ature range are reported. Y, Yb, and Sm 
garnets have g values of approximately 2.0 at 
room temperature while those of Dy, Ho, and 
Er are appreciably less than 2.0. High-density 
yttrium garnet has a line width of approxi-
mately 50 oersteds at room temperature; line 
widths of other members of this series were 
found to vary from 400 to greater than 3000 
oersteds. The effective g value and line width 
of the gadolinium garnet tend to very high 
values as its compensation point (17°C) is ap-
proached. The narrow line width of the yttrium 
garnet is found to depend strongly on the 
density of the sample. When the density de-
creases from 96 per cent to approximately 92 
per cent of the theoretical value, the line 
width increases from 50 to about 150 oersteds. 
Several technical applications in which these 
materials might be particularly advantageous 
are discussed briefly. 

Reciprocal Ferrite Devices in TEM Mode 
Transmission Lines—D. Fleri and B. J. 
Duncan (p. 91) 

Several new reciprocal ferrite devices have 
been designed in TEM mode transmission 
lines to operate over both narrow and extremely 
broad bandwidths in the low-microwave fre-
quency region. These include variable attenu-
ators, an amplitude modulator, and a traveling-
wave tube equalizer. Each component utilizes 
the attenuation associated with gyromagnetic 
resonance in low saturation magnetization fer-
rites. The techniques used to overcome the 
matching problems inherent in TEM mode 
transmission lines when ferrite loaded, and the 
design considerations pertinent to each com-
ponent, are treated in detail. Parameters affect-
ing characteristics of each device are discussed, 
and final design and operating characteristics 
of components are presented. 

Measurement of Ferrite Isolation at 1300 
MC—G. S. Heller and G. W. Catuna (p. 97) 

Optimum geometry for ferrite isolators at 
low microwave frequencies in rectangular 
waveguide is discussed and measurements are 
presented which show the feasibility of con-
structing a practical isolator at 1300 mc using 
commercially available ferrites. 

Further data for a narrower line-width fer-
rite are presented. The high-reverse to forward-
loss ratios obtained are in accord with predic-
tions from perturbation theory. 

An Electronic Scan Using a Ferrite Aper-
ture Luneberg Lens System—D. B. Medved 
(p. 101) 

Beam displacements up to ± 30° have been 
observed in the radiation patterns from various 
ferrite-loaded waveguide apertures in trans-
verse magnetic fields. The apertures are used 
as feeds for Luneberg lenses, and electrical lob-
ing of narrow pencil beams is accomplished. 
The proposed use of a square waveguide ferrite-
filled feed for a sequential lobing system is de-
scribed. 

Round Table Discussion on Design Limits-
fions of Microwave Ferrite Devices (p. 104) 

Correspondence (p. 111) 
PGMTT News (p. 113) 
Contributors (p. 115) 
Membership Roster of the IRE Professional 

Group on Microwave Theory and Techniques 
as of November 5, 1957 (p. 121) 

Military Electronics 

VOL. MIL-1, No. 2, DECEMBER, 
1957 

Announcement of M. Barry Carlton Award 
(P. 33) 

Editorial (p. 34) 
A Message from the National Chairman 

(1). 35) 
Instrument Landing at Sea—F. Akers and 

F. G. Kear (p. 36) 
The paper is a narrative account of two 

years of intensive effort by the Navy and civil-
ian engineers which, after many trying periods, 
achieved success on July 30, 1935, when a com-
pletely hooded instrument landing was made 
aboard the aircraft carrier, USS Langley, 100 
miles at sea off San Diego, Calif. 

In the summer of 1933, when the aircraft 
carrier emerged as the future striking power 
of our Navy, Rear Admiral Ernest King, Chief 
of the Bureau of Aeronautics (later Fleet 
Admiral King), was hunting for every means to 
improve the capability of our carriers. One 
of the most important was their ability to 
operate in all types of weather. As a result ol 
his examination of the Bureau of Standards' 
development work on an instrument landing 
system, he negotiated a contract with the 
Washington Institute of Technology to apply 
the basic principles and modify this system for 
aircraft carrier operations. The Washington 
Institute of Technology was formed specifi-
cally for the purpose of developing this system 
under the presidency of Sidney Mashbir. The 
development engineers were Gomer Davies 
and Dr. Frank G. Kear. Lieutenant Frank 
Akers, U. S. Navy (now Rear Admiral), was 
designated the project officer and flight test 
pilot for this effort. The small field at College 
Park, Md., was chosen as the location for the 
tests. 

Throughout the fall and winter of 1933 and 
1934, the equipment was built and many test 
flights made. A satisfactory installation was 
completed so that by May, 1934, completely 
hooded instrument landings were being made 
regularly at the College Park Airport. 

Satisfied with the success of the ground in-
stallation, Admiral King decided to have the 
equipment installed aboard our first aircraft 
carrier, the USS Langley. The structural work 
was done at the Norfolk Naval Shipyard at 
Portsmouth, Va. The Langley sailed back with 
the fleet to the Pacific Ocean. The equipment 
installation was completed by the fall of 1934 
and flight tests began. Many unexpected prob-
lems were encountered, particularly in regard 
to the glide path and localizer. These resulted 
in some rather major modifications, but event-
ually they were solved and an entirely satis-
factory system was completed which resulted 
in the successful landing at sea by Lt. Akers on 
July 30, 1935. 

Space Exploration—The New Challenge to 
the Electronics Industry—H. E. Prew (p. 43) 

The electronics industry today faces its 
greatest challenge, the development of a sys-
tem to control remotely a space-research ve-
hicle. It must prepare man's path into space. 
A two-way radio data link will be one 

specific goal. This link should transfer data 
between Earth and vehicle to provide guidance 
and observation data, and to permit control of 
vehicle trajectory and instrumentation through 
an Earth-to-vehicle control loop. The system 
should operate out to Mars, a distance of 50 
million miles, under extremes of temperature 
and radiation far above present standards, 
and with self-contained power sources. 

A radar-beacon data link providing guid-
ance through a simple inertial autopilot would 
appear to be a reasonable approach, based 
upon extensions to presently-developed tech-
niques. Operating with Earth-based, 500-mc 
radars resembling present transhorizon com-
munications equipment, a vehicle beacon of 
2-kw output power would permit vehicle orbit-
ing of the Moon; 6-megw would be required 
to reach Mars. The respective Earth transmit-
ters would require 200-kw and 600-megw power 
output. 

Present remote-control equipment will not 
meet all the above needs; significant advances 
must be made before man can venture with 
confidence into space. 

New Look at Submarines—C. B. Momsen 
(p. 49) 

Contributors (p. 52) 

Telemetry & Remote Control 

TRC-3, No. 3, 
DECEMBER, 1957 

The Chairman's Message—C. H. Doersain, 
Jr. (p. 1) 
A Theoretical Study of Errors in Radio 

Interferometer Type Measurements Attribut-
able to Inhomogeneities of the Medium— 
G. J. Simmons (p. 2) 

The effects of the variation of the index of 
refraction of the earth's atmosphere on the 
angular information yielded by radio inter-
ferometers for terrestrial and near-terrestrial 
sources are investigated, and a second-order 
correction is derived. Numerical values are not 
given since, in general, they require the use of 
high-speed computers to integrate the error 
term over the index of refraction profile; how-
ever, for various special "models," this need 
can be circumvented. One such case, the "flat-
earth free-space" model is treated, both to 
serve as a check on the mathematical deriva-
tions, since it can be solved directly, and to 
give some idea of the size of the expected 
error. 

Correction (p. 5) 
Telemetering Receiving System at the Air 

Force Missile Test Center—H. A. Roloff (p. 6) 
The receiving system used at the Missile 

Test Range in Florida and the West Indies is 
described. An over-all picture of the radio-
telemetering ground receiving equipment is 
offered including the antennas, rf distribution 
facilities, and demodulation equipment. Several 
units of this system have been developed ex-
pressly for use at the Air Force Missile Test 
Center (AFMTC). The requirements leading 
to the design, along with the performance 
capabilities and operational utilization of the 
equipment are discussed. Some significant test 
results are outlined, and the current methods 
of testing the receiving system is presented. 

Correction (p. 9) 
Problems in Aircraft Telemetering—E. F. 

Shanahan (p. 10) 
The development of aircraft telemetering 

at the Martin Company, Baltimore, Md. is 
described and the basic differences between 
aircraft telemetering as opposed to missile 
telemetering are discussed. 

Some outstanding problems, findings, and 
solutions are indicated. 

Telemetry Standards for Guided Missiles 
—(IRIG Document No. 103-56)—Prepared by 
Inter-Range Telemetry Working Group, Inter-
Range Instrumentation Group, Air Force 
Missile Test Center, Holloman Air Develop-
ment Center, Naval Air Missile Test Center, 
Naval Ordnance Missile Test Facility, Naval 
Ordnance Test Station, and White Sands 
Proving Ground (p. 13). (Not an official IRE 
Standard.) 

Magnetic Recorder/Reproducer Standards 
—(IRIG Document No. 101-57)—Prepared by 
Inter-Range Instrumentation Group, Air Force 
Missile Test Center, Holloman Air Develop-
ment Center, Naval Air Missile Test Center, 
Naval Ordnance Missile Test Facility, Naval 
Ordnance Test Station, White Sands Proving 
Ground (p. 19). (Not an official IRE Stan-
dard.) 
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lzv. Ak. Nauk S.S.S.R. (formerly Bull. 
Acad. Sci. U.R.S.S.). 

ACOUSTICS AND AUDIO FREQUENCIES 

534.22-14-8:546.212 657 
The Measurement of the Velocity of Sound 

in Doubly Distilled Water Containing Differing 
Amounts of Gas and at Various Temperatures 
—H. Markgraf. (Hochfreq. u. Elektroak., vol. 
65, pp. 169-173; March, 1957.) 

534.23:621.396.677.3 658 
Arrays with Constant-Beam Width over a 

Wide Frequency Range—D. G. Tucker. 
(Nature, London, vol. 180, pp. 496-497; Sep-
tember 7, 1957.) A linear array of omnidirec-
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tional transducers is considered. Directivity is 
achieved in all planes containing the line of the 
array by the synthesis of directional patterns 
from elementary (sin x)/x patterns using delay 
lines to produce these patterns at various 
angles of deflection from the normal. See also 
336 of 1958 (Berman and Clay). 

534.232 659 
The Directivity and Impedance of Arti-

ficially Compensated Cylindrical Acoustic 
Transducers—M. Federici. (Ricerca Sc., vol. 
27, pp. 1826-1838; June, 1957.) Sound radi-
ation from a source consisting of clylindrical 
elements vibrating radially with variable phase 
is investigated (see also 3469 of 1955). By 
suitably arranging and phasing a number of 
transducer elements sound can be beamed in 
the direction of the cylinder axis. The charac-
teristics of this type of source are calculated. 
The acoustic impedance of a cylinder of 
infinite length is expressed as the ratio of two 
Hankel functions of the first order. 

534.844:681.84.087.7 660 
Reverberation Chambers for Broadcasting 

and Recording Studios—M. Rettinger. (J. 
Audio Eng. Soc., vol. 5, pp. 18-22; January, 
1957.) The design and construction of reverber-
ation chambers are considered. 

534.861:534.784 661 
Acoustic Conditions for Broadcast Trans-

mission of Speech—L. Malecki. (Nachr Tech., 
vol. 7, pp. 267-273; June, 1957.) The condi-
tions in a transmission channel which are neces-
sary for the correct reproduction of the acoustic 
structure of speech are determined, and the 
influence of acoustic conditions at the micro-
phone on transmission quality are investigated. 
The importance of allowing for differences in 
language characteristics is considered. 

621.395.623.7 662 
Mechanical Crossover Characteristics in 

Dual-Diaphragm Loudspeakers—A. B. Cohen. 
(J. Audio Eng. Soc., vol. 5, pp. 11-17; January, 
1957.) The role of diaphragm shape and ma-
terial in controlling mechanical crossover char-
acteristics is discussed. Frequency response 
curves which show the effect of an auxiliary 
diaphragm are given for conical and curvilinear 
diaphragms. 

621.395.623.7:537.523.3 663 
The Corona-Wind Loudspeaker—G. Shir-

ley. (J. Audio Eng. Soc., vol. 5, pp. 23-31; 
January, 1957.) An experimental model is de-
scribed and illustrated, and problems arising in 
the construction of a practical loudspeaker, 

with particular reference to commercial pro-
duction, are discussed. See also 659 of 1956 
(Tombs) and Tombs et al., Electronics, vol. 30, 
pp. 198, 200; July I, 1957.) 

621.395.625.3 664 
Tape Storage Problems—F. Radocy. (J. 

Audio Eng. Soc., vol. 5, pp. 32-35; January, 
1957.) The reduction of adverse effects in stor-
ing magnetic recording tapes is discussed. 

ANTENNAS AND TRANSMISSION LINES 

621.315.212:621.372.54.001.2 665 
The Design of T-Stub Lines—P. Vielhauer. 

(NachrTech., vol. 7, pp. 241-243; June, 1957.) 
The dimensions of a T-stub line for use in 
vestigial-sideband filters are calculated. 

621.372.2 666 
Synthesis of Lumped-Parameter Precision 

Delay Line—E. S. Kuh. (Pgoc. IRE, vol. 45, 
pp. 1632-1642; December, 1957.) The two 
parts of the problem of designing delay lines 
are a) to provide the required time delay and 
bandwidth with the least complicated network 
and b) to have a good time response. The net-
work obtained is a tandem connection of a low-
pass ladder and an all-pass bridge structure. 

621.372.2:621.372.43 667 
A New Wide-Band Balun—W. K. Roberts. 

(PROC. IRE, vol. 45, pp. 1628-1631; December, 
1957.) This balun has low loss and excellent 
impedance characteristics over a 3:1-frequency 
band, without any adjustments. The band-
width increase is obtained by the use of a A/4 
transmission-line section which is placed inside 
one of the balanced arms. 

621.372.8:621.372.2 668 
A Method for Calculating Propagation Con-

stants in Waveguides with Imperfectly Con-
ducting Walls—L. N. Loshakov. (Radiotekh-
nika, Moscow, vol. 11, pp. 8-11; September, 
1956.) An approximate method and a numerical 
example of its application are .given. See also 
1273 of 1957. 

621.372.831 669 
Designing Tapered Waveguide Transitions 

—B. J. Migliaro. (Electronics, vol. 30, pp. 183-
185; November I, 1957.) "A procedure for 
designing well-matched transitions between 
different waveguides where the guide wave-
length varies along the taper. Simple graphical 
method employs data presented here for 
double-ridge-to-rectangular transitions. Pro-
cedure may also be used for rectangular-to-
rectangular or ridge-to-ridge tapered transi-
tions with corresponding accuracy." 
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621.372.85 670 
Some Waveguides with Discontinuous 

Structure—M. Jouguet. (C.R. Acad. Sel., 
Paris, vol. 245, pp. 297-298; July 17th, 1957.) 
The propagation of em waves in a waveguide 
having thin insulating sheets at right angles to 
and parallel with its axis is considered for 
negligible and appreciable dielectric losses. 

621.396.67:621.372.43:621.397.62 671 
A Diplexer Two-Set Coupler—M. Harris. 

(Radio TV News, vol. 58, pp. 69, 176; Sep-
tember, 1957.) This is a network for supplying 
two television receivers from a common an-
tenna and is the electrical equivalent of two 
X/4 transmission linee. 

621.396.67.029.62:621.3.015.1 672 
V.H.F. Voltage Distribution in Communal 

Antenna Installations—A. Fiebranz. (Nachr 
Tech. Z., vol. 10, pp. 349-356; July, 1957.) 
Approximation formulas, curves, and details of 
other aids are given to assist in the installation 
of distribution systems for blocks of fiats, etc. 

621.396.677:523.16:523.72 673 
Tests on a Model of an Antenna for Use in 

Radio Astronomy—G. C. Corazza and G. 
Francini. (Ricerca Sci., vol. 27, pp. 1777-1786; 
June, 1957.) Radiation diagrams were ob-
tained for a 1:15 scale model of an array of 
helical antennas for solar observations at 200 
mc. Tests on the model were made at 3 kmc; 
the equipment is briefly described. 

621.396.677.029.63:621.397.62 674 
Television Antennas for Bands IV and V— 

F. R. W. Strafford. (Wireless World, vol. 64, 
pp. 11-13; January, 1958.) The requirements 
of television antennas suitable for these fre-
quency bands are discussed and attention is 
drawn, with the aid of performance figures 
taken at 654 mc, to the advantages of the 
corner reflector with "bow-tie" dipole. 

621.396.677.3:534.23 675 
Arrays with Constant Beam Width over a 

Wide Frequency Range—(See 658.) 

621.396.677.71:621.397.61 676 
The Antenna of the Television Transmitter 

Feldberg/Schwarzwald—H. Mack. ( Nachr 
Tech. Z., vol. 10, pp. 356-361; July, 1957). 
Design and constructionalldetails of a two-
section slotted-cylinder antenna structure 
about 105 feet high, on top of a 135-foot tower. 

621.396.677.73 677 
Ridge Vane Antenna Provides Constant 

Beam Width—W. A. Scanga. (Electronics, vol. 
30, pp. 196, 198; November 1, 1957.) A pair of 
vanes, extending from the open end of a ridge 
waveguide, act as an end-fire antenna which 
has good wide-band properties. 

621.396.677.8551.578 678 
The Effect of Atmospheric Precipitation on 

the Electrical Properties of Wire-Mesh Sur-
faces—V. K. Paramonov. (Radiotekhnika, 
Moscow, vol. 11, pp. 12-20; September, 1956.) 
The effect of icing on the reflecting properties 
of mesh surfaces is considered. Formulas are 
derived for determining the coefficient of trans-
mission through a mesh, the conductors of 
which are covered with a uniform layer of ice. 
Experimental results are given, confirming the 
correctness of the method proposed. 

AUTOMATIC COMPUTERS 

681.142 679 
A Multipurpose Electronic Switch for 

Analogue Computer Simulation and Autocorre-
lation Applications—N. D. Diamantides. (IRE 
TRANS., vol. EC-5, pp. 197-202; December, 
1956. Abstract, PROC. IRE, vol. 45, p. 574; 
April, 1957.) 

681.142 680 
An Error Analysis of Electronic Analogue 

Computers—V. A. Marsocci. (IRE TRANS., 
vol. EC-5, pp. 207-212; December, 1956. Ab-
stract, PROC. IRE,vol. 45, p. 574; April, 1957.) 

681.142 681 
A Wide-Band Multiplier using Crystal 

Diodes—M. E. Fisher. (Electronic Eng., vol. 
29, pp. 580-585; December, 1957.) The princi-
ple of quarter-square multiplication is used, the 
squaring being performed by networks of 
biased Ge diodes in the feedback paths of 
standard computing amplifiers. These networks 
have phase shifts of less than 1° at 50 kc and 
the errors of the multiplier are less than 0.3 per 
cent of maximum output. 

681.142 682 
A New Storage Element Suitable for Large-

Sized Memory Arrays—the Twistor—A. H. 
Bobeck. (Bell Sys. Tech. J., vol. 36, pp. 1319-
1340; November, 1957.) Use is made of the 
Wiedemann effect whereby a torsion applied to 
a magnetic wire shifts the preferred direction 
of magnetization into a helical path. Three 
modes are suggested in using the effect for 
storage cells: a) the coincidence of circular and 
longitudinal magnetic fields inserts information 
into the wire as a polarized helical magnetiza-
tion; b) operation similar to the coincident-
current toroid with the wire acting as its own 
sensing winding; c) the wire is not twisted but 
the screw-sense of the flux path is related to 
the current polarities. Equations relating to the 
switching performance of a twistor are derived 
and a description of an experimental 320-bit 
array is given. 

681.142 683 
The IBM 705 EDPM Memory System— 

R. E. Menvin. (IRE TRANS, vol. EC-5, pp. 
219-223; December, 1956. Abstract, PROC. 
IRE, vol. 45, p. 574; April, 1957.) 

681.142:537.227 684 
A New Type of Ferroelectric Shift Register 

—J. R. Anderson. (IRE TRANS., vol. EC-5, pp. 
184-191; December, 1956. Abstract, PROC. 
IRE, vol. 45, p. 574; April, 1957.) 

681.142:538.221 685 
Ferroresonant Circuits for Digital Com-

puters—C. B. Newport and D. A. Bell. (J. 
Brit. IRE, vol. 17, pp. 619-630; November, 
1957.) An analysis of bistability in ferroreso-
nant circuits, and the practical application to 
high-frequency operation (present limit 1 mc). 
Circuits are shown for a shift register, 3-stage 
binary counter, and 2-input logical adder. 

681.142:621.314.7 686 
Logic Circuits for a Transistor Digital Com-

puter—G. W. Booth and T. P. Bothwell. (IRE 
TRANS., vol. EC-5, pp. 132-138; September, 
1956. Abstract, PROC. IRE, vol. 45, p. 255; 
February, 1957.) 

681.142:621.314.7 687 
Junction-Transistor Switching Circuits for 

High-Speed Digital Computer Applications— 
G. J. Prom and R. L. Crosby. (IRE TRANS., 
vol. EC-5, pp. 192-196; December, 1956. Ab-
stract, PROC. IRE, vol. 45, p. 574; April, 1957.) 

681.142621.317.729 688 
An Electrolytic Tank as an Analogue Com-

puting Machine for Factorizing High-Degree 
Polynomials—S. K. Ip. (Quart. J. Mech. Appt. 
Math., vol. 10, pp. 369-384; August, 1957.) By 
means of simple measurements all the roots of 
a polynomial as high as the sixteenth-degree 
can be located to within about 4 per cent. 

681.142:621.373.43 689 
Pulse Generator and High-Speed Memory 

Circuit—Z. Bay and N. T. Grisamore. (IRE 

TRANS., vol. EC-5, pp. 213-218; December, 
1956. Abstract, PROC. IRE, vol. 45, p. 574; 
April, 1957.) 

681.142:621.398 690 
A Simple Shaft Digitizer and Store—A. 

Tiffany. (Electronic Eng., vol. 29, pp. 568-574; 
December, 1957.) A shaft position encoder of 
simple construction for analog-to-digital con-
version is described. 

CIRCUITS AND CIRCUIT ELEMENTS 

621.318.57:621.318.134 691 
Some Applications of Square-Loop Ferrite 

Cores to Telecommunication Switching—W. 
Six and R. A. Koolhof. (Philips Telecommun. 
Rev., vol. 18, pp. 105-124; September, 1957.) 
Slightly abridged version of paper published in 
Proc. IEE, Pt. B, vol. 104, pp. 491-501; July, 
1957.) 

621.318.57:621.385.83 692 
High-Speed Gating Circuit using the E8OT 

Beam-Deflection Tube—L. Sperling and R. W. 
Tackett. (IRE TRANS., vol. ED-4, pp. 59-63; 
January, 1957. Abstract, PROC. IRE, vol. 45, 
p. 897; June, 1957.) 

621.372:621.3.018.41 693 
The Approximation of Special Frequency 

Laws by means of Tables of Frequency Func-
tions—H. Dobesch. (Hochfreq. u. Elektroak., 
vol. 65, pp. 159-164; March, 1957.) An ap-
proximation method facilitating the synthesis 
of two-pole and quadripole networks is de-
scribed. 

621.372.2:512.831 694 
Admittance, Impedance and Scattering 

Matrices—C. G. Corazza and F. Serracchioli. 
(Note Recensioni Noties., vol. 6, pp. 336-342; 
May/June, 1957.) The concepts and their inter-
relation are defined. 

621.372.4/.5621.317.729.1 695 
Analysis and Synthesis of Electrical Circuits 

by means of an Electrolyte Tank—M. L. 
D'Atri and U. Pellegrini. (Note Recensioni 
Notiz., vol. 6, pp. 305-326; May/June, 1957.) 
Experimental procedure for solving network 
problems is described. 

621.372.412:549.514.51 696 
Effects of X-Ray Irradiation on the Fre-

quency/Temperature Behaviour of AT-Cut 
Quartz Resonators—A. R. Chi. (Phys. Rev., 
vol. 107, pp. 1524-1529; September 15, 1957.) 
Results for resonators fabricated from natural 
quartz, synthetic quartz grown on several dif-
ferent cuts of seed plates, and synthetic quartz 
containing Al or Ge impurity, are reported. 

621.372.412.088.33621.317.3 697 
Tolerances of Quartz Crystals for Filters 

and their Measurement—C. Kurth and R. 
Miozynski. (NachrTech., vol. 7, pp. 244-249; 
June, 1957.) Methods for measuring series 
resonance and crystal inductance are indicated. 

621.372.5: 621.375.13 698 
Negative Impedances and Gyrators—J. 

Gensel. (NachrTech., vol. 7, pp. 249-256; 
June, 1957.) Survey of characteristics and 
classification of the various types of impedance 
inverter and gyrator. Their realization in the 
form of transistor circuits is discussed. See; e.g., 
2867 of 1955 (Bogert). 

621.372.5.016.35 699 
Stability Criteria for Linear Systems and 

Realizability Criteria for RC Networks—A. T. 
Fuller. (Proc. Comb. Phil. Soc., vol. 53, pt. 4, 
pp. 878-896; October, 1957.) A new set of 
stability criteria in linear systems is derived: 
about half of the Hurwitz criteria can be 
neglected when certain of the coefficients of the 
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characteristic equation are positive. The con-
ditions for realizability of RC networks are 
closely related to the stability and aperiodic 
criteria and are given in the form of polynomial 
coefficients. 

621.372.54 700 
Basic Properties and Characteristics of a 

Synchronous Filter—N. K. Ignat'ev. (Radio-
tekhnika, Moscow, vol. 11, pp. 59-71; Septem-
ber, 1956.) The operation of integrating devices 
used for improving signal/noise ratio is dis-
cussed. A simple circuit with a long open-
circuited line as store is analyzed. 

621.372.54 701 
The Development of a New Method of Cir-

cuit Analysis in Ladder Networks—L. F. 
Coker. (Commun. Ce Electronics, no. 30, pp. 
158-160; May, 1957.) The method outlined is 
applied to networks consisting of tandem-
connected L sections. Calculations are simpler 
than in conventional methods. 

621.372.54 702 
Explicit Formulas for Tschebyscheff and 

Butterworth Ladder Networks—L. Weinberg. 
(J. Ape Phys., vol. 28, pp. 1155-1160; Octo-
ber, 1957.) A new set of simple formulas has 
been found for the element values in a Tcheby-
cheff or Butterworth ladder network, which 
apply when the degree of the denominator of 
the transfer function is odd and the reflection 
coefficient has zeros alternating in the left and 
right half-planes. 

621.372.54+621.373.51:621.314.7 703 
RC Filters and Oscillators using Junction 

Transistors—N. Sohrabji. (Electronic Eng., 
vol. 29, pp. 606-608; December, 1957.) 

621.372.54: 621.376.3: 621.3.018.78 704 
The Distortion of Frequency-Modulated 

Oscillations caused by RC Networks. General 
Remarks on Distortion Factors of Filters not 
Accurately Tuned to the Carrier, which have a 
Skew-Symmetric Phase Characteristic and a 
Mirror-Symmetric Amplitude Characteristic— 
E. G. Woschni. (Hochfreq. u. Elektroak., vol. 
65, pp. 165-169; March, 1957.) 

621.372.54:621.396.621 705 
Mutual Correlation of Fluctuation-Type 

Interference at the Output of Frequency Filters 
—M. V. Maksimov. (Radiotekhnika, Moscow, 
vol. 11, pp. 28-38; September, 1956.) The 
method is discussed of determining the inter-
ference correlation function for two filters 
forming the loads of a two-frequency-channel 
receiving system with or without detector. 

621.373.029.6:538.569.4 706 
Proposal for a Solid-State Radio-Frequency 

Maser—J. Itoh. (J. Phys. Soc. Japan, vol. 12, 
p. 1053; September, 1957.) A brief comment on 
conditions which are necessary to construct a 
maser using Zeeman levels of the pure quad-
rupole spectrum. 

621.373.029.64:538.569.4 707 
Characteristics of the Beam-Type Maser: 

Part 1—K. Shimoda. (J. Phys. Soc. Japan, vol. 
12, pp. 1006-1016; September, 1957.) Velocity 
distribution of molecules in a beam-type maser 
is analyzed by an approximate method. The 
average velocity of the molecules is much less 
than the most probable velocity when the 
power level and focusing voltage are low. 
The relations between amplitude, focuser volt-
age, and frequency agree well with experi-
mental results to be detailed in Part 2. 

621.373.029.64: 538.569.4 708 
Solid-State Oscillator for Microwave Fre-

quencies—(Engineer, London, vol. 203, p. 389; 
March 8, 1957.) An experimental solid-state 
device using gadolinium ethyl sulphate, an 

ionically bound paramagnetic salt, as the active 
element is described. See 2108 of 1957 (Scovil 
et al.) 

621.373.4:537.525 709 
The Influence of a High-Frequency Gas 

Discharge on the Frequency of a Self-Excited 
Short-Wave Oscillator Stage—E. Hâusler. (Z. 
angew. Phys., vol. 9, pp. 60-66; February, 
1957.) Continuing earlier investigations [381 of 
1955 (Hâusler and Koch)] further tests were 
made with a 20-50 mc oscillator under various 
conditions of discharge, coupling, and magnetic 
field. Characteristic curves indicating a linear 
relation between frequency and anode voltage 
are obtainable. The interpretation of the ob-
servations is discussed. 

621.373.42 710 
Polyphase Oscillators—A. S. Gladwin. 

(Electronic Radio Eng., vol. 35, pp. 16-24; 
January, 1958.) The frequency stability and 
freedom from harmonics is greater for single-
phase than for symmetrical polyphase oscilla-
tors. 

621.373.42 711 
Phase Generator has Resistive Shifter— 

G. E. Pihl. (Electronics, vol. 30, pp. 175-177; 
November 1, 1957.) The generetor operates 
over a frequency range 20 cps-20 kc and sup-
plies a pair of sinusoidal voltages with an ac-
curately known phase relation that is continu-
ously adjustable over 360°. 

621.373.42 712 
Designing Oscillators for Greater Stability 

—S. N. Witt, Jr. (Electronics, vol. 30, pp. 180-
182; November 1, 1957.) Methods of improving 
the frequency stability of an oscillator which 
can be divided into an amplifier and a feedback 
network are described and examples are given. 

621.373.421 713 
Simultaneous Pulled Oscillations in a 

Triode Oscillator Incorporating Two Oscillatory 
Circuits—Abd El-Samie Mostafa. (Commun. ar• 
Electronics, no. 30, pp. 120-127; May, 1957.) 
Simultaneous oscillation at two frequencies is 
possible and owing to mutual pulling both 
frequency and amplitude modulation occur. A 
physical explanation of the pulling of a non-
linear oscillator by an external input signal is 
given. See also 398 of 1958 (Feist). 

621.373.43 714 
Second-Order Nonlinear Systems—L. 

Sideriades. (J. Phys. Radium, vol. 18, pp. 304-
311; May, 1957.) In these systems, where time 
is not explicitly shown, the four-space is split 
into a displacement subspace and a velocity 
subspace, the two being related by a hypercone 
in a 1-1 transformation. Singularities of integral 
curves and certain shock phenomena are dis-
cussed, and the analysis is applied to two types 
of multivibrator. See also 1369 of 1957. 

621.373.43:681.142 715 
Pulse Generator and High-Speed Memory 

Circuit—Bay and Grisamore. (See 689.) 

621.373.431.1 716 
Cathode-Coupled Flip-Flop—T. G. Clark. 

(Wireless World, vol. 64, pp. 24-27; January, 
1958.) A reliable design procedure. 

621.373.431.1 717 
Analysis of Cathode-Coupled Free-Run-

ning Multivibrator—D. C. Sarkar. (Indian J. 
Phys., vol. 31, pp. 431-439; August, 1957.) A 
quantitative equivalent-circuit analysis valid 
for frequencies where the interelectrode ca-
pacities can be neglected, gives results in good 
agreement with experiment. 

621.373.431.1:621.318.57 718 
High-Speed Flip-Flops for the Millimicro-

second Region—Z. Bay and N. T. Grisamore. 

(IRE TRANS., vol. EC-5, pp. 121-125; Septem-
ber, 1956. Abstract, PROC. IRE, vol. 45, p. 254; 
February, 1957.) 

621.373.431.1:621.318.57:621.314.7 719 
Transient Analysis of Second-Order Flip-

Flops—L. M. Valiese. (Commun. fe Electronics, 
no. 30, pp. 161-166; May, 1957.) A mathemati-
cal analysis of the trigger sensitivity and 
switching speed of flip-flop circuits whose ac-
tion can be represented by a second-order dif-
ferential equation. The method is applied to a 
point-contact emitter-input transistor flip-
flop. 

621.373.5:621.317.361.089.68 720 
A Sawtooth Crystal Calibrator—E. L. 

Campbell. (QST, vol. 41, pp. 22-24; July, 
1957.) Circuit and construction details of a 
sawtooth generator triggered from a 100-kc 
crystal and giving detectable harmonics up to 
50 mc. 

621.373.52 721 
Feedback Coupling in Circuits with Crystal 

Triodes—Ya. K. Trokhimenko. (Radiotekh-
nika, Moscow, vol. 11, pp. 46-53; September, 
1956.) Circuit design methods are described 
and the formulas derived are tabulated. 

621.374.32 722 
Binary-Decimal Counter Operates at 10 

Mc/ s—D. E. Cottrell. (Electronics, vol. 30, pp. 
186-189; November I, 1957.) A design of 
counter which produces one output pulse for 
every ten input pulses is described. It uses 
logical "and" gates in a feedback loop. 

621.374.32 : 621.3.083.8 723 
Statistical Fluctuations and Optimum 

Transfer Functions of a Counting Rate Meter 
H. Maier-Leibnitz. (Z. angew. Phys., vol. 9, pp. 
57-60; February, 1957.) Equations are derived 
to obtain the optimum response conditions and 
suitable circuits are described. 

621.375.2:621.317.733 724 
An Amplifier for A.C. Bridges—A. H. 

Allan, J. R. Gabriel, and B. H. Robinson. 
(Electronic Eng., vol. 29, pp. 597-599; Decem-
ber, 1957.) "The requirements of an amplifier 
for ac bridges working to an accuracy of one 
part in ten thousand or better, from power 
frequencies to audio frequencies, are discussed. 
An amplifier to meet, in part, these require-
ments is described, and figures are given for its 
performance." 

621.375.2.029.63 725 
A U.H.F. Wide-Band Amplifier—J. Kason. 

(Electronic Eng., vol. 29, pp. 600-602; Decem-
ber, 1957.) Description of the design of a 500-
mc amplifier with bandwidth about 40 mc for 
program distribution. 

621.375.23 726 
A Feedback Circuit Equivalence—A. W. 

Keen. (Electronic Radio Eng., vol. 35, pp. 8-12; 
January, 1958.) Transfer-network representa-
tions and their transformations are used to 
show that the feedback in a bootstrap amplifier 
with shunt feedback may be considered either 
positive or negative without inconsistency. 

621.375.3 727 
Dynamic Core Behaviour and Magnetic-

Amplifier Performance—L. A. Finzi and D. L. 
Critchlow. (Commun. Ze Electronics, no. 30, pp. 
229-240; May, 1957.) Discrepancies between 
theoretical analyses and measurements of mag-
netic-amplifier performance are attributed to 
excessively simplified representations of core 
behavior. Experimentally acquired knowledge 
of core flux characteristics is used to predict the 
operation of amplifier systems. 
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621.375.4:621.3.018.756 728 
Reduction of the Distortion of Pulse Fronts 

in Transistor Video Amplifiers—T. M. Agak-
hanyan. (Radiolekhnika, Moscow, vol. 11, pp. 
54-58; September, 1956.) Methods are de-
scribed for reducing the distortion of leading 
edges caused by diffusion and other effects in 
the transistor base region. Compensating cir-
cuits are analyzed and phase and amplitude 
response curves are given. 

621.375.4:621.314.7 729 
Compensation for Changes in Base to 

Emitter Voltage with Temperature—P. 
Tharma. (Mullard Tech. Commun., vol. 3, pp. 
106-109; May, 1957.) An economical method 
of compensating power-transistor circuits con-
sists in including in the emitter circuit metallic 
resistors having small positive temperature 
coefficients. 

621.375.4.024 730 
D.C. Amplifier using Transistors and a 

Silicon Bridge Modulator—K. Holford. (Mul-
lard Tech. Commun., vol. 3, pp. 126-137; June, 
1957.) Matched Si junction diodes are used in 
a bridge modulator to convert the input to ac, 
which is then amplified by transistors and de-
tected. The design is suitable for measuring dc 
inputs of 2 mv and 0.213a or more. 

621.375.427 731 
Transistor Class-B Push-Pull Stages— 

L. H. Light. (Mullard Tech. Commun., vol. 3, 
pp. 98-101; May, 1957.) The relative merits of 
single-ended and symmetrical output stages are 
discussed. In general the single-ended circuit 
offers considerable advantages. 

621.375.427 732 
Feedback Arrangements in Transformer-

less Push-Pull Output Stages—L. H. Light. 
(Mullard Tech. Commun., vol. 3, pp. 102-105; 
May, 1957.) Different methods of applying 
negative feedback to single-ended and sym-
metrical class-B circuits (731 above) are dis-
cussed. 

621.375.9:538.569.4:621.396.822 733 
Measurement of Noise in a Maser Ampli-

fier—L. E. Alsop, J. A. Giordmaine, C. H. 
Townes, and T. C. Wang. (Phys. Rev., vol. 107, 
pp. 1450-1451; September 1, 1957.) Measure-
ments on an NH3-beam maser whose cavity and 
input and output loads were cooled to near 
liquid-nitrogen temperature, yielded a noise 
figure of —2.0 db based on room temperature, 
as compared with a theoretical figure of —2.3 
db. 

621.375.9:538.569.4.029.6 734 
Computation of Noise Figure for Quantum-

Mechanical Amplifiers—M. W. P. Strandberg. 
(Phys. Rev., vol. 107, pp. 1483-1484; Septem-
ber 15, 1957.) An expression is derived in terms 
of the physical quantities of the electromag-
netic structure and of the paramagnetic salt 
used. 

621.375.9:538.569.4.029.6 735 
Theory of a Three-Level Maser—Javan. 

(See 764.) 

621.375.9:538.569.4.029.6 736 
Gain Bandwidth and Noise in Maser Am-

plifiers—A. E. Siegman. (PRoc. IRE, vol. 45, 
pp. 1737-1738; December, 1957.) A theoretical 
study reveals that the optimum gain-band-
width product of the two-port maser is only 
half that of the circulator maser for the same 
basic cavity. The optimum noise figure is the 
same if some bandwidth is sacrificed in the 
two-port maser. Practical considerations may, 
however, make the latter competitive. 

621.375.9:538.569.4.029.6:621.396.822 737 
Experimental Determination of the Noise 

Figure of an Ammonia Maser—J. P. Gordon 
and L. D. White. (Phys. Rev., vol. 107, pp. 
1728-1729; September 15, 1957.) An outline of 
the technique of measurement is given. 

GENERAL PHYSICS 

530.145:533.15 738 
Modified WKB Approximation for Bothe's 

Differential Equation in Diffusion Theory—H. 
Joos and P. L. Ferreira. (Artois acad, brasil. 
cienc., vol. 29, pp. 9-22; March 31, 1957. In 
English.) 

533.6.011 739 
Equipartition of Energy and Local Isotropy 

in Turbulent Flows—M. S. Uberoi. (J. Appt. 
Phys., vol. 28, pp. 1165-1170; October, 1957.) 
Homogeneous turbulence was produced ex-
perimentally and experiments showed that the 
turbulence became isotropic at a faster rate 
than equipartition of energy occurred. Other 
experiments where approximately isotropic 
turbulence was subjected to deformation indi-
cated that even at high Reynolds number the 
deformation in a shear flow can cause aniso-
tropy. The connection of the investigation with 
turbulent flows in general is discussed. 

535.215 740 
Barrier-Layer Photo-e.m.f. of Photoelectric 

Elements with Dyestuffs—I. A. Karpovich and 
A. T. Vartanyan. (Dokl. Akad. Nauk S.S.S.R., 
vol. 117, pp. 57-60; November 1, 1957.) Tests 
were made on photo elements consisting of 
dyestuffs deposited on a quartz plate clamped 
between semitransparent electrodes of Pt, Au, 
or Rh. Three different types of assembly were 
transversely illuminated; in most cases a posi-
tive photo emf was obtained. 

537.122 741 
On the Nature of the Electron—J. L. 

Salpeter. (Proc. IRE, Aust., vol. 18, pp. 183-
193; June, 1957. PROC. IRE, vol. 45, pp. 1588-
1598; December, 1957.) "In this paper the con-
cept of the electron as a fundamental particle 
of modern physics is discussed in relation to 
Pauli's exclusion principle, wave mechanics, 
the uncertainty principle, and relativity." 

537.222.6 742 
The Charge Density near a Sharp Point on 

a Conductor—R. Cade. (Proc. Comb. Phil. 
Soc., vol. 53, pt. 4, pp. 870-877; October, 1957.) 
The idea that surface charge tends to infinity 
at convex sharp points on conductors and to 
zero at concave points is investigated on elec-
trostatic principles. It is found that the prob-
lem has not been solved; a new attempt is 
made using potential-theory methods from 
which a fairly general solution is obtained. 

537.311.33: 538.6 743 
Evaluation of Transport Integrals for Mixed 

Scattering and Application to Galvanomagnetic 
Effect—A. C. Beer, J. A. Armstrong, and I. N. 
Greenberg. (Phys. Rev., vol. 107, pp. 1506-
1513; September 15, 1957.) The Johnson-
Whitesall evaluations of the conductivity in-
tegrals for mixed scattering have been extended 
to allow their application to the high-mobility 
semiconductors. Applications in the analysis of 
Hall effect, Corbino magnetoresistance, and 
thermomagnetic phenomena as functions of 
magnetic field are illustrated. 

537.312.62: 530.145.6 744 
Interaction between Waves and Electrons, 

with some Remarks on Superconductivity— 
L. Brillouin. (J. Phys. Radium, vol. 18, pp. 
331-336; May, 1957.) Discussion of interac-
tions occurring between elastic waves and free 
electrons in metal, particulary below the Debye 
temperature. 

537.52 745 
Silent Electric Discharge at Low Frequency 

in Air, using Insulating Electrodes—D. P. 
Jatar and H. D. Sharma. (C.R. Acad. Sci., 
Paris, vol. 245, pp. 414-416; July 22, 1957.) 
Note on the Joshi effect and the variation of 
discharge current as a function of applied volt-
age, using beeswax electrodes in dry air irradi-
ated by light. 

537.525:537.222 746 
Three-Dimensional Potential Well—H. B. 

Williams. (Phys. Rev., vol. 107, pp. 1451-1452; 
September 1, 1957.) The possibility of generat-
ing potential wells having depths of the order 
of thousands of electron volts is discussed. 

537.525:621.3.011.3 747 
Variation of Inductance by Dielectrics, in 

particular Plasmas—R. Seitner. (Z. angew. 
Phys., vol. 9, pp. 66-68; February, 1957.) A 
qualitative interpretation of the frequency 
changes in oscillatory circuits which are 
coupled to electrodeless gas discharges. See; 
e.g., 709 above. 

537.533 748 
Analysis of Multivelocity Electron Beams 

by the Density-Function Method—A. E. Sieg-
man. (J. Appt. Phys., vol. 28, pp. 1132-1138; 
October, 1957.) Mathematical techniques use-
ful in the solution and interpretation of the 
density-function equations as applied to multi-
velocity electron-beam problems are pre-
sented with some conclusions about the non-
conservative nature of signal or noise propaga-
tion along a multivelocity beam. The paper 
serves as a background for a detailed calcula-
tion of noise propagation through the gun 
region of an electron beam (749 below). 

537.533:621.396.822 749 
Density-Function Calculations of Noise 

Propagation on an Accelerated Multivelocity 
Electron Beam—A. E. Siegman, D. A.Watkins. 
and Hsung-Cheng Hsieh. (J. Appt. Phys., vol. 
28, pp. 1138-1148; October, 1957.) The propa-
gation of noise fluctuations through the low-
voltage multivelocity region immediately in 
front of the potential minimum of a diode or 
electron beam has been computed. Despite the 
absence of any conventional loss elements, two 
noise parameters or measures of the noise fluc-
tuations when the beam is passed through a 
multivelocity region are significantly different 
at the output from those at the input. Changes 
are such as to lower significantly the minimum 
noise figure of a microwave tube. 

537.533.74 750 
The Elastic Scattering of Electrons—R. 

Zouckermann. (J. Phys. Radium, vol. 18, pp. 
133-137; February, 1957.) An examination of 
basic theory, in particular the Rutherford 
formula, with reference to experimental results. 

537.533.8 751 
Theory of Secondary Electron Emission by 

High-Speed Ions—E. J. Steringlass. (Phys. 
Rev., vol. 108, pp. 1-12; October 1, 1957.) A 
new theoretical treatment shows that the yield 
of secondaries is proportional to the rate of 
energy loss of the incident particles and is inde-
pendent of work function, conductivity, and 
other bulk properties of the metal. The theory 
explains the experimental observations and its 
application to general problems of electron 
escape and capture is discussed. 

537.533.8 752 
Estimate of the Time Constant of Second-

ary Emission—A. van der Ziel. (J. Appt. Phys., 
vol. 28, pp. 1216-1217; October, 1957.) Energy 
considerations allow a simple estimate to be 
made of the time constant of secondary 
emission. 

537.56 753 
Ionization by Positive Ions—H. B. Gilbody 

and J. B. Hosted. (Proc. Roy. Soc. A., vol. 240, 
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pp. 382-395; June 11, 1957.) A method of 
measuring the ionization cross section of atoms 
is described in which electrons are collected 
from single collisions of an ion beam passing 
through a gas at low pressures. Measurements 
are given for twenty-three cases over energy 
ranges approximately 5-40 key and 100 ev-3 
key. 

537.56:538.69 754 
Plasma Oscillations in a Steady Magnetic 

Field: Circularly Polarized Electromagnetic 
Modes—T. Pradhan. (Phys. Rev., vol. 107, pp. 
1222-1227; September 1, 1957.) The propaga-
tion of em waves in the direction of the field is 
considered. By taking account of the thermal 
motion of electrons, results are derived which 
differ markedly from those of the Appleton-
Hartree electromagneto-ionic theory near the 
cyclotron resonance frequency. 

538.11 755 
Notes on the Ground State of Antiferromag-

netism-0. Nagai. (J. Phys. Soc., Japan, vol. 
12, pp. 978; August, 1957.) The conclusions 
reached by earlier investigators are compared 
with those which result from the spin-wave 
theory [see; e.g., 726 of 1956 (Marshall)]. The 
discrepancies are briefly discussed. 

538.3 756 
General Solutions of Equations of a Classi-

cal Nonconservative Electromagnetism—P. 
Gautier. (C.R. Acad. Sci., Paris. vol. 245, pp. 
45-47; July 1, 1957.) 

538.312 757 
Electromagnetic Potentials in a Hetero-

geneous Nonconducting Medium—A. Nisbet. 
(Proc. Roy. Soc. A, vol. 240, pp. 375-381; 
June 11, 1957.) For ern fields in a stationary 
nonconducting medium (isotropic or aniso-
tropic), the dielectric constant and permeability 
of which are given point functions, the general 
theory of representations in terms of scalar and 
vector potentials and of Hertzian potentials is 
developed. 

538.566:538.221 758 
Tensor Theory of Gyromagnetic Power— 

Y. Le Corre. (J. Phys. Radium, vol. 18, pp. 
312-317; May, 1957.) General linear relations 
for nonabsorbing media are derived. The influ-
ence of symmetry upon tensor equations and 
the effect of magnetic anisotropy on ern wave 
propagation is examined. 

538.566:621.384.622 759 
Electromagnetic Waves in Nearly Periodic 

Structures—E. Wild. (Quart. J. Mech. Appl. 
Math., vol. 10, pt. 3, pp. 322-341; August, 
1957.) "The theory of simple harmonic elec-
tromagnetic waves in a nearly periodic struc-
ture of the type used in linear accelerators is 
discussed by an expansion in a series of appro-
priately defined transmission modes of the field 
in a unit cell of the structure. The possibility 
of the expansion being assumed, it is shown 
that the coefficients can be expressed as inte-
grals of the field over the input or output 
apertures of the unit cell. The modification to 
the corresponding solution in the strictly 
periodic structure can be calculated by per-
turbation theory. In the first approximation 
the structure can be represented by a series of 
four-terminal networks, and the voltages and 
currents in these can be defined in such a way 
that the relevant parameters vary smoothly in 
the neighborhood of resonance." 

538.569.4:538.2:53.082.5 760 
Optical Detection of Magnetic Resonance 

in Alkali Metal Vapour—W. E. Bell and A. L. 
Bloom. (Phys. Rev., vol. 107, pp. 1559-1565; 
September 15, 1957.) The apparatus is de-
scribed, together with experimental conditions 
under which signals have been observed. A 

possible application of the technique is the 
measurement of weak magnetic fields. 

538.569.4:538.22 761 
Heterodyne Detection of Free Precession 

in Nuclear Magnetic Resonance—H. Benoit 
and R. Klein. (C.R. Acad. Sci., Paris, vol. 245, 
pp. 155-157; July 8, 1957.) Details of a method 
applied to proton resonance in solutions. 

538.569.4:538.22 762 
Narrowing Effect of Dipole Forces on 

Inhomogeneously Broadened Lines—S. Gesch-
wind and A. M. Clogston. (Phys. Rev., vol. 
108, pp. 49-53; October 1, 1957.) Observations 
of the effect in Mn ferrite and yttrium iron 
garnet are described. The theory for cases in 
which the spatial period of the inhomogeneity 
is large compared to atomic distances and is 
either short or comparable to sample size is 
discussed, and its applications are considered. 

538.569.4: 621.372.826: 537.226 763 
Dielectric Rod Waveguide Cells for Micro-

wave Spectroscopy—E. B. Brackett, P. H. 
Kasai, and R. J. Myers. (Rev. Sci. lusty., vol. 
28, pp. 699-702; September, 1957.) The calcu-
lation of the distribution of microwave power 
around a quartz rod excited in the dipole mode 
enabled rod sizes to be selected for cells covering 
the range 17-60 kmc. Teflon windows were 
found to be satisfactory. See also 3843 of 1957 
(Costain). 

538.569.4.029.6:621.375.9 764 
Theory of a Three-Level Maser—A. Javan. 

(Phys. Rev., vol. 107, pp. 1579-1589; Septem-
ber 15, 1957.) A complete theory is discussed 
for a gaseous system with an extension to para-
magnetic solids. 

GEOPHYSICAL AND EXTRATER-
RESTRIAL PHENOMENA 

523.16 765 
An Attempt to Detect Linearly Polarized 

Radio Emission from the Galaxy—J. M. 
Thomson. (Nature, London, vol. 180, pp. 495-
496; September 7, 1957.) A 7.5-m paraboloidal 
reflector was used at a frequency of 159.5 mc 
with receiver bandwidth 4 mc. Plots of position 
angle of the plane of polarization against time 
are given for regions near 05 h and 18 h and 
show that its variation is in the direction to be 
expected from the ionospheric data. 

523.16 766 
Relative Intensities of the Four Principal 

R.F. Sources Observed at a Wavelength of 
22cm; Note on R.F. Source Sagittarius A—G. 
Westerhout. (C.R. Acad. Sci., Paris, vol. 245, 
pp. 35-38; July 1, 1957.) Some 55 rf sources 
have been located during observations of the 
Milky Way region made by means of the new 
25-m radio telescope at Dwingeloo, The 
Netherlands. Special studies have been made of 
five of these in Cass A, Cygn A, Taur A, Virg 
A, and Sgtr A, and the equivalent temperatures 
have been determined. 

523.16:523.72 767 
The Effects of Incomplete Resolution on 

Surface Distributions Derived from Strip-
Scanning Observations, with Particular Refer-
ence to an Application in Radio Astronomy-
-S. F. Smerd and J. P. Wild. (Phil. Mag., vol. 
2, pp. 119-130; January, 1957.) The limitations 
of one-dimensional scanning methods for 
measuring surface distribution, particularly 
that of radio brightness over the sun's disk, are 
discussed. See; e.g., 2607 of 1955 (O'Brien and 
Tandberg-Hanssen). 

523.16:523.72:621.396.677 768 
Tests on a Model of an Aerial for Use in 

Radio Astronomy—Corazza and Francini. (See 
673.) 

523.16:523.841.11 769 
Radio Emission from the Remnants of the 

Supernovae of 1572 and 1604—J. E. Baldwin 
and D. O. Edge. (Observatory, vol. 77, pp. 139-
143; August, 1957.) Measurements at 1.9 m X 
are compared with previous radio and optical 
observations [see, e.g., 2708 of 1956 (Mills, et 
al.)]. 

523.165 770 
The Cosmic Radiation and Solar-Terres-

trial Relationships—J. A. Simpson. (Ann. 
Géophys., vol. 11, pp. 305-329; July-September, 
1955. In English.) Paper presented at the As-
sembly of the Union Géodésique et Géophysique 
Internationale, Rome, September, 1954, re-
viewing the properties of cosmic radiation 
and its association with solar and geophysical 
processes, and including a description of ex-
perimental methods developed to study low-
energy cosmic-ray particles. 

523.5 771 
The Incidence of Meteor Particles upon the 

Earth—A. A. Weiss. (Aust. J. Phys., vol. 10, 
pp. 397-411; September, 1957.) Radio echo 
rates for both shower and sporadic meteors, 
measured at Adelaide with 27-mc cw equip-
ment, are applied to the calculation of the 
incident flux of meteors above limiting bright-
nesses in the region M R<-1- 7.5. Dependence of 
ionizing probability on velocity is discussed, 
and the fluxes and densities agree reasonably 
well with independent evaluations from visual 
meteor rates. 

523.53 772 
A Prediction of a Meteor Orbital Period— 

E. G. Bowen. (Observatory, vol. 77, pp. 99-102; 
June, 1957.) The probable orbital period of a 
meteor shower, observed on December 5-6, 
1956, is predicted from examination of snow-
fall records in Japan, assuming the suggested 
correlation between precipitation and occur-
rence of meteor showers to be real. 

550.385 773 
Analysis of the Sinusoidal Variation of 

Magnetic Declination of 11th April 1954—K. 
Burkhart and E. Selzer. (Ann.Géophys., vol. 11, 
pp. 353-368; July-September, 1955.) Analysis 
of magnetograms of 14 European stations sug-
gests the development of a counter-clockwise 
vortex-like perturbation in the ionosphere 
bordering on the southern limits of the auroral 
zone and lasting less than 2 h. 

551.5:621.396.96 774 
Radar in the Rain—(Electronic Radio Eng. 

vol. 35, pp. 13-15; January, 1958.) An outline 
of radar investigations into cloud structure. 

551.508.822 775 
Radiosonde Trials at Payerne, 1956—A. H. 

Hooper, (Met. Mag., London, vol. 86, pp. 33-36; 
plates; February, 1957.) Report of trials in 
Switzerland in May and June, 1956 in which 
14 types of radiosonde from various countries 
were compared. 

551.510 776 
Investigation of the Upper Layers of the 

Atmosphere—V. V. Mikhnevich and I. A. 
Khvosti kov. (icy. Akad. Nauk S.S.S.R., 
Ser. geofiz., no. 11, pp. 1393-1409; November, 
1957.) Measurement of composition, pressure, 
density, and temperature, up to a height of 90 
miles, were made by means of containers which 
collected samples of air after being automati-
cally released from rockets. Experimental data 
are tabulated and some results obtained in the 
U.S.A. and U.S.S.R. compared. Seventy-eight 
references. 

551.510.535 777 
Ionospheric Drifts at Brisbane—M. J. 

Burke and I. S. Jenkinson. (Aust. J. Phys., vol. 
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10, pp. 378-386; September, 1957.) Measure-
ments over a 2-year period show that speeds 
are less than those observed at higher latitudes. 
The E-region 12-h and 8-h solar harmonics 
show large seasonal phase changes in the north-
ward component; the phase for the 12-h north-
ward component in summer is in fair agreement 
with higher latitudes. The F-region 12-h har-
monic seasonal change is greater in the east-
ward than in the northward component. 

550.510.535 778 
Measurement of Ionospheric Winds—P. 

Lejay. (C.R. Acad. Sci., Paris, vol. 245, pp. 
253-257; July 17, 1957.) Experiments made at 
Domont, France, by the three-receiver method 
are described. The electron displacements 
deduced from observations correspond to some 
extent with those necessary to account for the 
daily variations in the earth's magnetic field. 

551.510.535 : 551.593.9 779 
Some Possible Relations between the 

Nightglow and the Ionosphere—P. St. Amand. 
(Ann. Géophys., vol. 11, pp. 450-460; October-
December, 1955. In English.) "Ionospheric 
data from Stanford, Calif., are compared with 
nightglow data from Cactus Peak, Calif. The 
nocturnal variation of the brightness of the 
green line, 5 577, of PI] is found to be similar 
to the variation of height of the F region. The 
nocturnal variation of the brightness of the 
red lines 6 300-6 364 of (0I] is found to be 
similar to that of the electron density of the 
F region. The possibility that the red lines are 
produced by radiation following dissociative 
recombination of electrons with 02+ ions is dis-
cussed." Paper presented at the Assembly of the 
Union Géodésique et Géophysique Inter-
nationale, Rome, September, 1954. 

551.510.535: 621.396.11 780 
The Reflection Coefficient of Ionospheric 

Layers—G. Pillet. (C.R. Acad. Sc., Paris, vol. 
245, pp. 335-338; July 17, 1957.) Experi-
ments made at 2.1 and 3.4 mc show that the 
reflection coefficient which is nearly unity for 
the F layer falls to a very low value for the E 
layer and that loss of energy due to reflection 
from the latter is of the same order as the 
nondeviative absorption. 

551.510.535:621.396.11.029.62 781 
The Scattering of Radio Waves of Very 

High Frequency in the Ionosphere—I onescu 
(See 890.) 

551.594.22:621.396.969 782 
Radar Echoes from Inter-stroke Processes 

in Lightning—F. J. Hewitt. (Proc. Phys. Soc., 
vol. 70, pp. 961-979; October 1, 1957.) Radar 
echoes at 50 cm X were used to investigate 
interstroke lightning processes. The most in-
tense activity of junction streamers is between 
heights of 4-7 km; these junction streamers 
may sometimes grow in height up to 10 km 
although their activity decreases with height; 
the lowest level at which they occur remains 
constant throughout flashes and their hori-
zontal extent is about 1 to 2 km. Echoes from 
these junctions always decrease before the 
onset of a flash. 

551.594.5 783 
Theory of the Auroral Spectrum—D. R. 

Bates. (Ann. Géophys., vol. 11, pp. 253-278; 
July-September, 1955. In English.) Paper pre-
sented at the Assembly of the Union Géo-
désique et Géophysique Internationale, Rome, 
September, 1954. The main luminescence ob-
served is due to a) inelastic collisions made by 
the incident particles and by the ejected elec-
trons, b) degradation of the ultraviolet radi-
ation emitted and scattering of solar radiation, 
c) thermal processes such as dissociative re-
combination. Eighty-one references. 

551.594.5:551.593.9 784 
The Work of Soviet Scientists on the Lumi-

nescence of the Night Sky and Aurorae—B. A. 
Bagaryatslcl. (inv. Akad. Nauk S.S.S.R., 
Ser. geofiz., no. 11, pp. 1410-1417; November, 
1957.) A review of the research carried out in 
the last 30 years with particular reference to 
the IGY, in a network of stations all over the 
U.S.S.R. One-hundred-eighteen references. 

551.594.6 785 
A Method for Interpreting the Dispersion 

Curves of Whistlers—L. R. O. Storey. (Can. J. 
Phys., vol. 35, pp. 1107-1122; September, 
1957.) An analytical solution to the problem 
of determining the dispersion of a whistler 
from a known electron density in the outer 
atmosphere is formulated. The results are then 
applied to the inverse problem of deducing the 
variation in electron density from the dis-
persion curve. A numerical example is given. 

551.594.6: 621.396.663 786 
Calibration of Narrow-Sector Radio-

goniometers for Atmospherics—Carbenay. (See 
788.) 

LOCATION AND AIDS TO 
NAVIGATION 

534.88-14 787 
Underwater Acoustic Echo-Ranging— 

J. W. R. Griffiths and A. W. Pryor. (Electronic 
Radio Eng., vol. 35, pp. 29-32; January, 1958.) 
Measurements having shown the reverberation 
power spectrum to be similar to that of the 
emitted pulse, the effects of pulse duration and 
receiver bandwidth on reverberation level and 
peak-signal reverberation ratio are examined 
theoretically. The pulse should be as short as 
possible and the product bandwidth X pulse 
duration should be approximately unity. 

621.396.663:551.594.6 788 
Calibration of Narrow-Sector Radiogoni-

°meters for Atmospherics—F. Carbenay. (C.R. 
Acad. Sci., Paris, vol. 245, pp. 298-300; July 
17, 1957.) An extension of the method of 
calibrating omnidirectional recording receivers 
with reference to signal flux and effective 
antenna height. See 1451 of 1957, 1651 of 1951, 
and back references. 

621.396.933:621.395.625.3 789 
Multiple-Track Tape Recorders in Air 

Traffic Control—K. Heidelauf. (Nachr Tech. Z., 
vol. 10, pp. 344-348; July, 1957.) Description 
of German 14-track equipment. 

621.396.96:551.5 790 
Radar in the Rain—(See 774.) 

621.396.96:621.316.726.078 791 
Transistorized A.F.C. uses Triangular 

Search Sweep—H. H. Hoge and D. L. Spotten. 
(Electronics, vol. 30, pp. 178-179; November 1, 
1957.) Circuit details of a radar afc system. 

MATERIALS AND SUBSIDIARY 
TECHNIQUES 

533.5 792 
Generalities about Outgassing at Room 

Temperature—R. Geller. (Le Vide, vol. 12, p. 
194; May/June, 1957. In French and English.) 

533.5 793 
Outgassing at Room Temperature of Ma-

terials under Vacuum—R. Barré, R. Geller, 
and G. Mongodin. (Le Vide, vol. 12, pp. 195-
201; May/June, 1957. In French and English.) 
Work done in connection with the construction 
of the synchrotron at Saclay is described. The 
over-all outgassing of a standard vacuum in-
stallation may be calculated on the hy-
pothesis that most metals used are comparable 
to steel. Characteristics obtained for rubber 
are shown. 

533.5:621.385.032.213.13 794 
Practical Experiences with a Vacuum-

Tight Sealing Mechanism for the Repeated 
Use of Activated Oxide Cathodes—H. Fetz 
and K. Schiefer. (Z. angew. Phys., vol. 9, pp. 
13-14; January, 1957.) The equipment de-
scribed is used in investigations of cathode 
sputtering processes. The life of the cathode is 
prolonged by protecting the cathode from con-
tact with the oxygen of the atmosphere every 
time the sputtering vessel is opened. An inter-
pretation is given of experimental results ob-
served in tests of a BaO cathode. 

533.5:621.389 795 
Mass Spectrometer for Leak Detection 

operating with a Mixture containing a Small 
Percentage of Helium—H. Warmoltz and 
H.A.M. de Grefte. (Le Vide, vol. 12, pp. 202-
207; May/June, 1957.) 

535.215:546.32-1 796 
The External Photoelectric Effect of the 

Alkali Metals: Part 1—H. Thomas. (Z. Phys., 
vol. 147, pp. 395-418; January 12, 1957.) The 
dependence of the photoelectric effect on the 
thickness of the metal film, and the range of 
photoelectrons in K are investigated. Measure-
ments indicate a bulk effect in the wavelength 
range 289-578 mn. A satisfactory interpreta-
tion of results is obtained on the basis of plasma 
theory. Forty-seven references. 

535.215:546.32-1 797 
The External Photoelectric Effect of the 

Alkali Metals: Part 2—H. Mayer and H. 
Thomas. (Z. Phys., vol. 147, pp. 419-441; 
January 12, 1957.) The spectral distribution of 
the quantum yield was investigated for thin 
films and heavier deposits of K. Experimental 
results can be satisfactorily interpreted by 
theory based on a photoelectric bulk effect 
which is also applicable to the spectral distri-
bution obtained with solid K. Forty-seven ref-
erences. Part 1: 796 above. 

535.215:546.32-I 798 
The External Photoelectric Effect of Alkali 

Metals: Part 3—S. Methfessel. (Z. Phys., vol. 
147, pp 442-464; January 12, 1957.) The energy 
distribution of photoelectrons emitted from K 
and Cs films of various thicknesses was meas-
ured. The photoeffect is found to be mainly a 
bulk effect. Thirty-eight references. Part 2: 
797 above. 

535.215+ 535.3761: 546.472.21 799 
Anisotropy in Electroluminescence and 

Conductivity of Single Crystals of ZnS—A. 
Lempicki, D. R. Frankl, and V. A. Brophy. 
(Phys. Rev., vol. 107, pp. 1238-1239; Septem-
ber 1, 1957.) The marked anisotropy observed 
is considered to arise from stacking faults in the 
direction of the c axis. 

535.215: 546.59 800 
Images of Strained Metal Samples, ob-

tained with a Photoemission Microscope— 
R. Bernard, C. Guillaud, and R. Goutte. (J. 
Phys. Radium, vol. 18, pp. 327-330; May, 
1957.) The crystalline structure of pulled gold 
samples after etching by ionic bombardment 
were examined. Areas of maximum strain 
showed an increased brightness which could 
be due to a local increase of photoelectric 
emission. 

535.215: 546.682.19: 621.383.4 801 
Photoelectric Effects in InAs at Room 

Temperature—C. Hilsum. (Proc. Phys. Soc. B, 
vol. 70, pp. 1011-1012; October 1, 1957.) A 
note of the photoconductive and photoelectro-
magnetic effects in InAs, showing the spectral 
sensitivity of a photocell constructed by 
etching. 

535.215: 546.816.231 802 
Optical Sensitization of Photoconductors of 

the Lead Salt Group—V. Schwetzoff. (C. R. 
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Acad. Sci., Paris, vol. 245, pp. 149-152; July 8, 
1957.) A residual increase of conductivity cr and 
variation of relative sensitivity Au/r, are ob-
served after subjecting photoconductors at 
low temperature (77°K) to visible light. The 
effect is confirmed for PbS, PbSe, and PbTe. 

535.37 803 
Sulphur Vacancy Emission in ZnS Phos-

phors—N. T. Melamed. (Phys. Rev., vol. 107, 
p. 1727; September 15, 1957.) An emission 
band centred on 3950 À is attributed to sulphur 
vacancies rather than interstitial silver ac-
tivator. 

535.37 804 
The Luminescence of Alkali Vanadates— 

H. Gobrecht and G. Heinsohn. (Z. Phys., vol. 
147, pp. 350-360; January 10, 1957.) Results 
of an experimental investigation of four dif-
ferent vanadates are compared and an inter-
pretation of the luminescence mechanism is 
given. 

537.226/.227 805 
Dielectric and Thermal Study of Tri-glycine 

Sulphate and Tri-glycine Fluoberyllate—S. 
Hoshino, T. Mitsui, F. Jona, and R. Pepinsky. 
(Phys. Rev., vol. 107, pp. 1255-1258; Septem-
ber 1, 1957.) The dielectric constants et, show a 
pronounced anomaly at the Curie temperatures 
of 48°C and 70°C for the sulphate and the 
fluoberyllate respectively. The dielectric con-
stants a, and a,, are practically temperature-
independent. Measurements of the specific heat 
as a function of temperature yield values of 
entropy change AS= 0.48 and 1.17 cal/mole 
degree, respectively. 

537.226/.227:546.431.824-31 806 
Preparation of Thin Single Crystals of 

Barium Titanate—J. T. Last. (Rev. Sci. 
Instr., vol. 28, pp. 720-721; September, 1957.) 
Single crystal samples as thin as 1.5µ were pre-
pared using phosphoric acid as an etchant and 
Teflon-silicone tape as a support. 

537.226/.227:546.431.824-31 807 
Domain Effects in Polycrystalline Barium 

Titanate—E. C. Subbarao, M. C. McQuarnie, 
and W. R. Buessem. (J. Appl. Phys., vol. 28, 
pp. 1194-1200; October, 1957.) The indirect 
observation of domain changes under electrical 
and mechanical stresses was undertaken princi-
pally by means of X-ray reflections and dimen-
sional changes. Observations were made of the 
changes as a function of time. 

537.226/.227:546.431.824-31 808 
Effect of Iron-Group Ions on the Dielectric 

Properties of BaTiO3 Ceramics—T. Sakudo. 
(J. Phys. Soc., Japan, vol. 12, p. 1050; Sep-
tember, 1957.) The Curie point of these ceram-
ics falls with the addition of Fe or Ni ions but 
is hardly affected by Mn or Co. For Cu, the 
Curie point rises; this is briefly discussed. 

537.226.2 809 
The Existence Domain of Complex Dielec-

tric Constant of Binary Mixture—F. Irie. 
(Ann. Phys., Lpz., vol. 19, pp. 31-40; Novem-
ber 15, 1956. In English.) Extension of existing 
theory and notes on its applications. 

537.226.2/.3: [543.261+547.262 810 
The Dielectric Properties of Methyl and 

Ethyl Alcohols in the Wavelength Range 3 cm-
52 cm—E. H. Grant. (Proc. Phys. Soc., vol. 70, 
pp. 937-944; October I, 1957.) The dielectric 
behavior of both alcohols can be described in 
terms of a principal dispersion region at cm X, 
together with a subsidiary dispersion region 
occurring at mm X. 

537.227 811 
Ferroelectricity in Glycine Silver Nitrate— 

R. Pepinsky, Y. Okaya, D. P. Eastman, and 
T. Mitsui. (Phys. Rev., vol. 107, pp. 1538-

1539; September 15, 1957.) Ferroelectricity is 
observed below —55°C. At —195°C the spon-
taneous polarization is 0.55 X 10-6C/cm2 and 
the coercive field is 740 v/cm. There are no 
dielectric anomalies between 4°K and —55°C. 

537.227 812 
Ferroelectricity of Dicalcium Strontium 

Propionate—B. T. Matthias and J. P. Remeika. 
(Phys. Rev., vol. 107, p. 1727; September 15, 
1957.) Preliminary results are reported. 

537.311.31:538.63 813 
Magnetoresistance in Metals—D. K. C. 

MacDonald. (Phil. Mag., vol. 2, pp. 97-104; 
January, 1957.) Report of experimental meas-
urements on plate-shaped specimens of Na and 
Rb, and on a cylindrical specimen of Na. 

537.311.31:538.63 814 
New Type of Oscillatory Magnetoresist-

ance in Metals—J. Babiskin and P. G. Seben-
mann. (Phys. Rev., vol. 107, pp. 1249-1254; 
September 1, 1957.) The magnetoresistive 
properties of a thin sodium wire have been 
studied at 1°K in transverse magnetic fields up 
to 60 000 G. The oscillations observed were not 
of the de Haas-van Alphen type: they are 
interpreted as being caused by surface scatter-
ing. 

537.311.33 815 
Theory of Impurity-Centre Electrons: Part 

2—Nonradiative Transitions—G. Helmis. 
(Ann. Phys., Lpz., vol. 19, pp. 41-54; Novem-
ber 15, 1956.) Further application of the 
method given in Part 1 (3770 of 1956). 

537.311.33 816 
The Effect of Free Electrons on Lattice 

Conduction at High Temperatures—R. Strat-
ton. (Phil. Meg., vol. 2, pp. 422-424; March, 
1957.) Phononelectron scattering is considered 
for the range above the Debye characteristic 
temperature O. See 2017 of 1956 (Ziman) for 
lattice temperatures below O. 

537.311.33 817 
Variation of Mobility with Electric Field in 

Nondegenerate Semiconductors—M. S. Sodha. 
(Phys. Rev., vol. 107, pp. 1266-1271; Septem-
ber I, 1957.) By assuming a Maxwellian dis-
tribution of electron velocities at normal tem-
peratures, in a semiconductor having low im-
purity concentration, it is shown that the net 
zero field mobility decreases monotonically 
with decreasing "impurity" mobility. 

537.311.33 818 
Semiconductor Compounds Open New 

Horizons—A. Coblemz. (Electronics, vol. 30, 
pp. 144-149; November 1, 1957.) In this survey 
inorganic and organic semiconducting com-
pounds are distinguished from conventional 
semiconductors, and their characteristics, un-
usual properties and applications are discussed. 
Tabulated data on a large number of com-
pounds are given. 

537.311.33 819 
Thermo-compression Bonding—(Bell Lab. 

Record, vol. 35, p. 336; September, 1957.) A 
combination of heat and pressure is used to 
provide a firm bond between various soft 
metals and clean single-crystal semiconductor 
surfaces. 

537.311.33 820 
Cleaning Semiconductor Components— 

(Bell Lab. Record, vol. 35, p. 337; September, 
1957.) A continuous water-washing system is 
described for removing water-soluble materials 
that remain after etching, and for monitoring 
the effectiveness of the washing procedure. 

537.311.33:538.63 821 
Magnetoresistance of Holes in Germanium 

and Silicon with Warped Energy Surfaces— 
J. G. Mavroides and B. Lax. (Phys. Rev., vol. 
107, pp. 1530-1534; September 15, 1957.) Ex-
perimental directional magnetoresistance ef-
fects and the variation of magnetoresistance 
with magnetic field are interpreted in terms of 
calculated values of the magnetoresistance 
coefficients. 

537.311.33:546.23:535.3 822 
Absorption of Light in Se Near the Band 

Edge—W. J. Choyke and L. Patrick. (Phys. 
Rev., vol. 108, pp. 25-28; October 1, 1957.) 
Photovoltaic measurements, at temperatures 
80°K-440°K with photons of energy 1.6 ev-2.0 
ev, show that the transitions are indirect at the 
band edge, requiring the absorption or emission 
of a phonon. The energy gap for hexagonal Se 
is deduced and the band edges for hexagonal 
and amorphous Se are compared. 

537.311.33:546.24 823 
Growth of Tellurium Single Crystals by the 

Czochralski Method—T. J. Davies. (J. Ape. 
Phys., vol. 28, pp. 1217-1218; October, 1957.) 

537.311.33:546.28 824 
Threshold Energy for Electron-Hole Pair 

Production by Electrons in Silicon—A. G. 
Chynoweth and K. G. McKay. (Phys. Rev., 
vol. 108, pp. 29-34; October 1, 1957.) Measure-
ments of the reverse bias necessary for the on-
set of multiplication in silicon p-n junctions of 
various widths lead to a value of 2.25± 0.10 
ev for the threshold energy for electron-hole 
pair production by energetic electrons. An ap-
parent slight variation of threshold energy 
with crystallographic direction is noted and 
the ionization rate is found to be greater for 
electrons than for holes. The maximum phonon 
drag opposing the acceleration of an electron 
up to the threshold energy by a parabolic field 
distribution is equivalent to a field of 5.2 X 104 
v/cm. 

537.311.33:546.281.26 825 
Intrinsic Electrical Conductivity in Silicon 

Carbide—J. H. Racette. (Phys. Rev., vol. 107, 
pp. 1542-1544; September 15, 1957.) Measure-
ments on n-type hexagonal single crystals are 
described. The band gap at absolute zero is 
3.1 ± 0.2 ev on the assumption of an intrinsic 
conductivity variation of the form cr =constant 
X exp ( — A E/2k T). 

537.311.33:546.289 826 
Processes of Preparation of Germanium 

Single Crystals—T. Niimi, H. Baba, N. Ogawa, 
K. Furusho, and C. Tadachi. (Rep. Elec. 
Commun. Lab., Japan, vol. 5, pp. 5-9; May, 
1957.) Accepted production methods are out-
lined and some special techniques are described 
which have been developed to solve problems 
in the processes of reduction, zone melting, 
and preparation of single crystals. 

537.311.33:546.289 827 
Free Bonds on the Clean Surfaces of Ger-

manium Single Crystals—A. Kobayashi and 
S. Kawaji. (J. Phys. Soc. Japan, vol. 12, p. 
1054; September, 1957.) Field effect patterns 
have been observed on clean and oxidized sur-
faces. The density of the fast states is estimated 
at 1.7 X 10 ,2 cm-2 ev for a clean surface and 
2.4X 10,2 cm-2 ev for an oxidized surface. 

537.311.33:546.289 828 
Detection of Both Vacancies and Inter-

stitials in Deformed Germanium—J. N. 
Hobstetter and P. Breidt, Jr. (J. Appl. Phys., 
vol. 28, pp. 1214-1215; October, 1957.) Ex-
perimental evidence supporting the view that 
interstitials, as well as vacancies, form during 
deformation of Ge was developed from studies 
of the effect of small compressions on the 
electrical conductivity of specimens of various 
initial conductivities. 
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537.311.33:546.289:534.2-8 829 
Acousto-electric Effect in n-Type Ger-

manium—W. Sasaki and E. Yoshida. (J. Phys. 
Soc. Japan, vol. 12, P. 979; August, 1957.) The 
flow of acoustic energy through a Ge crystal 
has been measured over a range of ultrasonic 
frequencies. The results confirm the prediction 
made by Parmenter (2281 of 1953) concerning 
the interaction of electrons and acoustic waves. 
See also 1039 of 1957 (Weinreich). 

537.311.33 : 546.289: 539.16 830 
Effect of Irradiation on the Hole Lifetime 

of N-Type Germanium.-0. L. Curtis, Jr., 
J. W. Cleland, J. H. Crawford, Jr., and J. C. 
Pigg. (J. Ape Phys., vol. 28, pp. 1161-1165; 
October, 1957.) The minority-carrier lifetime 
in n-type Ge is extremely sensitive to irradia-
tion by fast neutrons and y rays. The simple 
dependence of recombination rate on irradia-
tion received, permits prediction of the ex-
pected decrease in lifetime in a known radiation 
field. For the same change in carrier concentra-
tion, change in lifetime is much smaller when 
produced by -y radiation than by fast neutrons 

537.311.33:546.431-31 831 
Fundamental Absorption of Barium Oxide 

from its Reflectivity Spectrum—F. C. Jahoda. 
(Phys. Rev., vol. 107, pp. 1261-1265; Septem-
ber 1, 1957.) Results compare favorably with 
those obtained previously by Zollweg (2024 
of 1955) from transmission measurements with 
thin films. 

537.311.33: 546.682.19: 535.3 832 
Optical Absorption in p-Type Indium Arsen-

ide—F. Stern and R. M. Talley. (Phys. Rev., 
vol. 108, pp. 158-159; October 1, 1957.) An 
absorption peak, observed on the long-wave-
length side of the intrinsic absorption edge, is 
attributed to transitions between the light-
and heavy-hole bands and a smaller peak at 
0.055 ev to lattice absorption. 

537.311.33: 546.682.86: 537.312.9 833 
Piezoresistive Effect in Indium Antimonide 

—F. P. Burns and A. A. Fleischer. (Phys. 
Rev., vol. 107, pp. 1281-1282; September 1, 
1957.) "Room-temperature measurements on 
the variation of resistivity of pure InSb with 
hydrostatic and uniaxial stress were made to 
determine the piezoresistive and elastoresistive 
coefficients of pure InSb. The results are con-
sistent with a spherical conduction-band 
model." 

537.311.33 : 546.817.221: 621.314.7 834 
Transistor Action on Natural Galena Sur-

face after Heat Treatment with H2S—J. N. 
Das and P. V. Khandekar. (Z. Phys., vol. 147, 
pp. 271-276; January 10, 1957. In English.) 
Report of experiments on n-type galena crys-
tals. Transistor action and photovoltaic effects 
were observed. See also 2560 of 1956 (Bhide 
el al.). 

537.312.62 835 
Superconducting Alkaline Earth Com-

pounds—B. T. Matthias and E. Corenzwit. 
(Phys. Rev., vol. 107, p. 1558; September 15, 
1957.) 

537.323 836 
Friedel Theory of Thermoelectric Power 

Applied to Dilute Magnesium Alloys—E. I. 
Salkovitz, A. I. Schindler, and E. W. Kammer. 
(Phys. Rev., vol. 107, pp. 1549-1552; Septem-
ber 15, 1957.) 

537.324:539.23 837 
Juxtaposition Thermocouples in the form 

of Thin Films—A. Aron. (C. R. Acad. Sci., 
Paris, vol. 245, pp. 48-50; July 1, 1957.) Re-
port of measurements on thermocouple sys-
tems, one element of which is a film of Ag or 
Al on pyrex glass, and the other a film of Cu2O, 

Te or antimony oxide deposited on an Al or Ag 
film. 

537.582:546.883 838 
Thermionic Emission from a Planar 

Tantalum Crystal—H. Shelton. (Phys. Rev., 
vol. 107, pp. 1553-1557; September 15, 1957.) 
For a clean [211] surface the work function is 
4.352 ±0.01 y and the emission constant A 
is 120 A/cm2 °I0. Results for contaminated 
surfaces are also given. 

538.22 839 
The Magnetic Properties of Iron Selenide 

Single Crystals—K. Hirakawa. (J. Phys. Soc., 
Japan, vol. 12, pp. 929-938; August, 1957.) 
Large single crystals of Fe2Ses and Fe3Se4 were 
prepared and their magnetic properties investi-
gated below the Curie point. A change in the 
direction of easy magnetization occurs for the 
former but not for the latter crystal. 

538.221 840 
Magnetic Domain Patterns on Single-

Crystal Iron Whiskers—R. V. Coleman and 
G. G. Scott. (Phys. Rev., vol. 107, pp. 1276-
1280; September 1, 1957.) These have been 
investigated using the Bitter powder tech-
nique. Whiskers with axes along the [111] and 
1100] directions have a very simple domain 
structure in the unmagnetized state. 

538.221 841 
The Investigation of the Magnetic Reversal 

Process in High-Coercivity Alnico by means 
of the Powder Pattern Technique—W. Andrâ. 
(Ann. Phys., Lpz., vol. 19, pp. 10-18; Novem-
ber 15, 1956.) Continuation of the work of 
Kussman and Wollenberger (3805 of 1956). 

538.221 842 
Remarks of Zener's Classical Theory of the 

Temperature Dependence of Magnetic Aniso-
tropy Energy—R. Brenner. (Phys. Rev., vol. 
107, pp. 1539-1541; September 15, 1957.) The 
temperature dependence of the first anisotropy 
constant for Ni is calculated by averaging the 
local anisotropy over a Langevin function. 
Reasonably good agreement with the experi-
mental curve is obtained for T/OG> 0.3. 

538.221 843 
Anhysteretic Remanent Magnetization of 

Ferrimagnetics—F. Rimbert. (C. R. Acad. 
Sci., Paris, vol. 245, pp. 406-408; July 22, 
1957.) Remanence characteristics of Fe304 and 
a-Fe203 samples subjected to a continuous 
field superimposed on a decreasing alternating 
field are shown. 

538.221 844 
Evidence for Subgrains in MnBi Crystals 

from Bitter Patterns—W. C. Ellis, H. J. 
Williams, and R. C. Sherwood. (J. Appl. Phys., 
vol. 28, pp. 1215-1216; October, 1957.) 

538.221:539.23:53.087.63 845 
Magnetic Writing on Thin Films of MnBi— 

H. J. Williams, R. C. Sherwood, F. G. Foster, 
and E. M. Kelley. (J. Appt. Phys., vol. 28, pp. 
1181-1184; October, 1957.) The domain struc-
ture of thin films (,---,1000À) of MnBi and their 
capability of storing information magnetically 
have been studied. Information can be read 
optically using the Faraday effect. The films 
have a uniaxial direction of easy magnetization 
normal to their surfaces and retain magnetiza-
tion after saturation along this direction in 
spite of the large demagnetizing factor. High 
optical contrast between writing and back-
ground can be obtained. 

538.221: [621.318.124+621.318.134 846 
Magnetic Anisotropy of Cobalt Ferrite 

(Co2.02Fe2.2202.62) and Nickel Cobalt Ferrite 
(Nio.22Feo.22Coo.oaFe204)—H. Shenker. (Phys. 
Rev., vol. 107, pp. 1246-1249; September 1, 

1957.) Measurements of the first magnetic 
anisotropy constant K1 are described. The 
results are similar to those for metallic ferro-
magnetic materials for which the temperature 
variation of IC2 is expressed in the form IC2( 
IC1(0) = exp (- a T2). 

538.221:621.318.134 847 
Ferrimagnetic Resonance of Erbium Garnet 

at 9400 Mc/s—J. Paulevé. (C. R. Acad. Sci., 
Paris, vol. 245, pp. 408-411; July 22, 1947.) 
Experimental results were obtained for tem-
peratures from 4°K to 530°K. The compensa-
tion temperature is 84°K. See also 3214 of 1957. 

538.224:546.3-1'56'47 848 
The Magnetic Susceptibility of a and e 

Brass—B. G. Childs and J. Penfold. (Phil. 
Mag., vol. 2, pp. 389-403; March, 1957.) 
Measurements of magnetic susceptibility were 
made at 77° and 300°K on a series of Cu-Zn 
alloys. The results are discussed with refer-
ence to the theory proposed by Henry and 
Rogers (2824 of 1956). 

538.632 849 
Hall Effect in Titanium, Vanadium, Chro-

mium and Manganese—S. Foner. (Phys. Rev., 
vol. 107, pp. 1513-1516; September 15, 1957.) 
Measurements have been made at room tem-
perature with fields up to 30 000 oersteds. The 
effect is linear with magnetic field and positive. 

538.632:546.32-1:539.23 850 
Hall Effect and Conductivity Measure-

ments on Thin Films of Potassium—W. 
Cirkler. (Z. Phys., vol. 147, pp. 481-498; 
January 12, 1957.) Measurements were made 
for a thickness range of 30-2000À. Experi-
mental results are compared with those ob-
tained theoretically. 

549.514.5: 539.185.9 851 
Effect of Rapid Neutrons on some Physical 

Constants of Crystalline Quartz and Vitreous 
Silica—G. Mayer and J. Gigon. (J. Phys. 
Radium, vol. 18, pp. 109-114; February, 1957.) 

621.315.612+621.318.124+621.318.134 852 
Some New Electrical and Magnetic Ceram-

talcs—G. Campbell. (J. Sci. Instr., vol. 34, 
pp. 337-348; September, 1957.) Well-known 
insulating and conducting ceramics are briefly 
discussed and the ferroelectric and ferromag-
netic types are examined in some detail. Their 
applications are described including trans-
ducers, dielectric amplifiers, storage devices, 
and microwave components, and including 
future developments in "solid" circuits. 

621.315.614.6621.317.335.3.029.64 853 
Dielectric Anisotropy of Paper at 3 400 Mc/s. 

Influence of Humidity—R. Servant and J. 
Cazayus-Claverie. (C. R. Acad. Sci., Paris, 
vol. 245, pp. 509-511; July 29, 1957.) Exten-
sion of earlier measurements at 9 350 mc [3140 
of 1956 (Servant and Gougeon)] gives similar 
results; strong birefringence accompanied by 
rectilinear dichroism. 

621.357.53 854 
Conductive and Resistive Coatings—R. J. 

Phair. (Bell Lab. Rec., vol. 35, pp. 331-335; 
September 1957.) Details are given of the 
preparation of conductive layers by the use of 
resins and lacquers pigmented with metals or 
carbon. These are applied like paint to give 
thin resistive films in complex patterns. 

MATHEMATICS 

518.2 855 
Mathematical Tables—a Bibliography— 

C. R. Sexton. (Product Eng., vol. 28, pp. 183-
194; July, 1957.) An annotated list of mainly 
American publications. 
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MEASUREMENTS AND TEST GEAR 

529.786+621.3.018.41(083.74) 856 
Standards of Time and Frequency—L. 

Essen. (Research, London, vol. 10, pp. 217-224; 
June, 1957.) The mean solar second is used for 
current purposes and is uniform to approxi-
mately ± 5 parts in 10°. A quartz clock used at 
the National Physical Laboratory since June, 
1955 and calibrated by a caesium atomic stand-
ard to an accuracy within ± I part in 101° pro-
vides a basis for monitoring msf standard-fre-
quency transmissions. Astronomical standards 
will still be required for preserving the con-
tinuity of time measurements over long periods. 

621.3.018.41(083.74): 621.396.666 857 
Fade-Cancelling Zero-Beat Indicator for 

Reception of Standard Radio Frequencies— 
R. J. Blume. (Rev. Sci. Instr., vol. 28, pp. 703-
708; September, 1957.) A simple circuit is 
described which enables a local secondary 
frequency standard to be set quickly to a 
definite zero beat with a received sw standard-
frequency signal, without the usual uncer-
tainty due to amplitude fading of the signal. 
The bandwidth of the device may be made 
much less than 1 cps. 

621.3.089.6:061.6 858 
Electronic Calibration Centre of the Na-

tional Bureau of Standards—(Engineer, London 
vol. 203, pp. 852-853; May 31, 1957.) De-
scription of the center under construction at 
Boulder, Colo., which will provide greatly ex-
panded facilities for calibration services at all 
frequencies in general use. 

621.317.2:621.373.42 859 
Simplified General-Purpose Signal Gen-

erator—M. W. Kirby. (Short Wave Mag., vol. 
15, pp. 243-244; July, 1957.) A low-cost circuit 
using two tubes: one as a cathode-coupled os-
cillator, allowing wide frequency coverage by 
means of coil switching, the other as modulator 

621.317.2: 621.373.52: 621.397.62 860 
A Transistorized TV Bar Generator—T. G. 

Knight. (Radio TV News, vol. 58, pp. 48-49; 
September, 1957.) A self-contained television 
pattern generator for checking the linearity of 
deflection circuits. It operates over a range 
48-64 mc. 

621.317.3:621.314.7 861 
Accurate Measurement of r. and a. for 

Transistors—M. A. Melehy. (Pnoc. IRE, 
vol. 45, pp. 1739-1740; December, 1957.) 

621.317.3:621.372.412.088.33 862 
Tolerances of Quartz Crystals for Filters 

and their Measurement—Kurth and Miczyn-
ski. (See 697.) 

621.317.335.3.029.63/.64 863 
Method of Measurement to Determine the 

Complex Dielectric Constant at Wavelengths 
from 8 to 80 cm and Temperatures to —150°C 
—H. K. Ruppersberg. (Z. angew. Phys., vol. 9, 
pp. 9-13; January, 1957.) The method de-
scribed is one of input impedance measurement 
on a coaxial line filled with the liquid under 
test. Special arrangements are made to counter 
the effects of low temperature, including the 
use of a short-circuit plunger (1198 of 1957.) 
The method is particularly suitable for lossy 
materials; errors range from 1 to 5 per cent. 
A modification of another method [2160 of 
1956 (Lueg and Ruppersberg)] is outlined 
which is suitable for solid disk-shaped speci-
mens. 

621.317.335.3.029.64 864 
Measurement of the Complex Dielectric 

Constant of Very-High-Dielectric-Constant 
Materials at Microwave Frequencies—I. 
Brady. (Commun. & Electronics, no. 30, pp. 

225-228; May, 1957.) Two methods of meas-
urement are described, one for low-loss and the 
other for high-loss specimens. A short-circuited 
waveguide is used in both cases, but greater 
sensitivity is obtained than with r entional 
methods. 

621.317.335.3.029.64:546.217 865 
Microwave Refractometer Cavity Design— 

A. W. Adey. (Can. J. Technol., vol. 34, pp. 
519-521; March, 1957.) The operation of the 
instrument involves the comparison of the 
resonance frequency of a sealed reference 
cavity with that of a cavity exposed to the 
atmosphere. Limitations of the instrument due 
to the flushing time of the ventilated cavity are 
avoided in a design described in which 67 per 
cent of the end area is cut away without affect-
ing the cavity Q. Operation is in the TEou 
mode at 9.1 kmc. 

621.317.335.3.029.64/.65 866 
Measurement of the Complex Dielectric 

Constant of Liquids at Centimetre and Milli-
metre Wavelengths—A. G. Mungall and J. 
Hart. (Can. J. Phys., vol. 35, pp. 995-1003; 
September, 1957.) A free-space method is de-
scribed for the measurement of absorption and 
reflection coefficients. Results obtained for 
methyl and ethyl alcohol at 13 and 9 mm X 
agree with those previously quoted by other 
authors. 

621.317.351:621.316.825 867 
The Measurement of the Dynamic Char-

acteristics of Thermistors—G. Barzilai. (Note 
Recensioni Notiz., vol. 6, pp. 343-348; May/ 
June, 1952.) Oscillograms of voltage and cur-
rent are given which were obtained in tests 
made at frequencies between 0.02 and 5 cps. 
The method described, in which a double-beam 
cro is used, permits the direct observation of 
waveforms at the thermistor terminals. 

621.317.39:531.74.07 868 
Design, Performance and Application of 

the Vernier Resolver—G. Kronacher. (Bell 
Sys. Tech. J., vol. 36, pp. 1487-1500; Novem-
ber, 1957.) Description of an angle transducer 
consisting of a variable-coupling transformer 
with the primary winding on a rotor and the 
secondary windings on a stator. Repeatability 
within ± 3 seconds of shaft rotation is possible. 

621.317.39:534.154 869 
Vibration Measurements—J. T. Broch. 

(Electronic Eng., vol. 29, pp. 575-579; Decem-
ber, 1957.) Principles of the technique and a 
particular BaTiO2 accelerometer are described. 

621.317.616: 621.373.4.029.3 870 
Audio-Frequency Sweep Generator—R. 

Graham. (Radio TV News, vol. 58, pp. 63-65, 
140; August, 1957.) The unit covers a range 
30 cps-2 kc in one sweep, three times a second. 
A crystal-controlled oscillator beats with a 
variable-frequency oscillator controlled by a 
reactance tube and a 3-cps sawtooth waveform. 

621.317.725.029.6 871 
A Millivoltmeter for Ultra-high Frequencies 

—C. C. Eaglesfield. (Electronic Eng., vol. 29, 
pp. 603-694; December, 1957.) The technique 
of measurement involves the use of a modu-
lated vhf source, the detection of the signal by 
a crystal diode probe, and the subsequent am-
plification and measurement of the modulation. 

621.317.729.1 872 
Note on the Measurement of Gradient in 

the Electrolyte Tank—A. Lepschy, U. Pelle-
grini, and A. Ruberti. (Note Recensioni 
Noliz., vol. 6, pp. 327-335; May/June, 1957.) 
The suitability of various types of probes for 
plotting gradients in electrolyte tanks is dis-
cussed. A four-electrode type appears prefer-

able; test results obtained with it are given and 
a specially designed probe holder is described. 

621.317.77 873 
Extended-Angular-Range Direct-Reading 

Phase Meter—S. Bigelow and J. Wuorinen, 
Jr. (Rev. Sci. Instr., vol. 28, pp. 713-717; 
September, 1957.) A direct-reading pulse-posi-
tion comparison instrument is described which 
enables angles from 540° lagging to 540° lead-
ing to be measured to ± 1° for input amplitudes 
from 0.1 to 100 v. 

OTHER APPLICATIONS OF RADIO 
AND ELECTRONICS 

526.2:621.396.9 874 
Precise Measurement of Distance by 

Microwaves—R. Hammond. (Instr. Practice, 
vol. 11, pp. 828-831 and 942-945; August and 
September, 1957.) A description of the °Tellu-
rometer° giving results of a series of operational 
tests. See 3250 of 1957. 

531.76.621.374.3 875 
One-Tenth-Microsecond, Multichannel 

Chronograph—L. E. Bollinger. (A nal. J. 
Instr. Tech., vol. 13, pp. 97-104; August, 1957.) 
Circuit details and description of an instru-
ment for measuring the velocity of combustion 
waves, using optical or insulated probes and 
Schmitt trigger, oscillator, and scaling circuits. 

534.23-8:620.179.1 876 
Automatic Ultrasonic Inspection—H. W. 

Taylor. (J. Brit. IRE, vol. 17, pp. 649-661; 
November, 1957.) A description of flaw-detec-
tion equipment developed to replace earlier 
manual inspection. 

621.384.613 877 
The Development of Iron-Free Betatrons 

with an Operating Frequency of 2.5 and 8.0 
kc/s—G. Hentze. (Ann. Phys., Lpz., vol. 19, 
pp. 55-81; November 15, 1956.) Design details 
of a 2.5-kc and an 8-kc pulsed betatron in-
corporating air-cored inductors are given. 

621.385.833 878 
The Computation of Rotationally Symmet-

rical Potential Fields in Electron Lenses—F. 
Lenz. (Ann. Phys., Lpz., vol. 19, pp. 82-88; 
November 15, 1956.) A modification of Regen-
streif's theory (2500 of 1951) for the three-
electrode lens is discussed and approximation 
methods are compared. 

621.387.422 879 
Boron Trifluoride Counters—J. J. Beauval, 

S. Dousson, and P. Pugne. (Le Vide, vol. 12, 
pp. 208-214; May/June, 1957.) A description 
of the techniques used at Saclay for detecting 
neutrons. 

621.398:681.142 880 
A Simple Shaft Digitizer and Store— 

Tiffany. (See 690.) 

655.3.024:621-523.8 881 
Colour Printing—(Electronic Radio Eng., 

vol. 35, pp. 26-28; January, 1958.) Description 
of an electronic method of color correction 
applied in block-making. 

PROPAGATION OF WAVES 

621.396.11 882 
A Note on the Propagation of the Transient 

Ground Wave—J. R. Wait. (Can. J. Phys., 
vol. 35, pp. 1146-1151; September, 1957.) 
Formulas are derived showing how idealized 
pulses, represented by ramp, step, and pulse 
functions, are modified by propagation. 

621.396.11:523.5 883 
The Forward-Scattering of Radio Waves 

from Overdense Meteor Trails—C. O. Hines 
and P. A. Forsyth. (Can. J. Phys., vol. 35, pp. 
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1033-1041; September, 1957.) An approximate 
formula has been obtained by using a simplified 
working model. The received power is found to 
vary as the square root of the initial line density 
of electrons and the transition between under-
dense and overdense trails occurs at the same 
value of charge density as in the backscatter 
case. 

621.396.11:523.5:621.396.43 884 
Some Airborne Measurements of V.H.F. 

Reflections from Meteor Trails—J. P. Casey 
and J. A. Holladay. (PRoc. IRE, vol. 45, pp. 
1735-1736; December, 1957.) The probability 
of simultaneous reception of meteor bursts at 
separated receivers was investigated using 
one fixed receiver and one installed in an aircraft. 

621.396.11:523.72 885 
On the Effect of Solar Ultra-radiation on 

Radio Propagation Conditions on 23rd Febru-
ary 1956—B. Beckmann, P. Dietrich, and H. 
Salow. (NachrTech. Z., vol. 10, pp. 329-334; 
July, 1957.) Report of observations carried out 
under conditions favorable for assessing the 
effects of high-energy corpuscular radiation. 
Results of measurements obtained in various 
parts of the northern hemisphere are analyzed 
and discussed. 

621.396.11: 551.510.52 886 
The Possible Transmission Band for Long-

Range Tropospheric Propagation—V. N. Troit-
ski. (Radiotekhnika, Moscow, vol. 11, pp. 3-7; 
September, 1956.) The distortion of transmis-
sion is considered on the assumption that the 
atmosphere is anisotropic and that the hori-
zontal inhomogeneities of permittivity are 
smaller than the vertical inhomogeneities. 
Formulas are derived for determining the band 
for distortionless transmission. The effect of 
the directivity of antennas on the possible 
transmission band is analyzed. See also 1216 
of 1957. 

621.396.11:551.510.535 887 
Brief Outline of Modern Concepts on the 

Propagation of Radio Waves in the Iono-
sphere—Ya. L. Arpert. (Izy. A k. Nauk 
S.S.S.R., Ser. geofiz., no. 11, pp. 1418-1430; 
November, 1957.) The influence on wave prop-
agation of earth curvature and heterogeneity 
of surface is discussed. The effect of ionospheric 
inhomogeneity and propagation in the tropo-
sphere is considered. Fifty-six references. 

621.396.11:551.510.535 888 
Back-Scatter Sounding: an Aid to Radio 

Propagation Studies—A. F. Wilkins and E. 
D. R. Shearman. (J. Brit. IRE, vol. 17, pp. 
601-616; November, 1957.) A comprehensive 
account of the radar technique for studying 
ionospheric propagation. Theoretical and 
practical aspects are treated. Results obtained 
at Slough at frequencies between 10 and 26 mc 
are discussed; seasonal variations of echo pat-
terns, very-long-range scattering, and errors 
due to antenna beam width are included. The 
utility of the rotating-antenna system is 
stressed. 

621.396.11.029.62 889 
V.H.P. Propagation Measurements in the 

Rocky Mountain Region—R. S. Kirby, H. T. 
Dougherty, and P. L. McQuate. (IRE TRANS. 
vol. VC-6, pp. 13-19; July, 1956. Abstract, 
PROC. IRE, vol. 44, p. 1213; September, 1956.) 

621.396.1 L029.62 : 551.510.535 890 
The Scattering of Radio Waves of Very 

High Frequency in the Ionosphere—T. V. 
Ionescu. (C.R. Acad. Sci., Paris, vol. 245, pp. 
520-522; July 29, 1957.) Vhf transmission over 
distances greater than 1000 km [see 243 of 1956 
(Bailey et al.)1 can be explained on the basis of 

the large number of negative oxygen ions at 
heights between 50 and 90 km having natural 
periods of vibration similar to the wavelengths 
used. 

621.396.1..029.62 : 551.510.535 891 
N.B.S. Equatorial-Region V.H.F. Scatter 

Research Program for the I.G.Y.—K. Bowles 
and R. Cohen. (QST, vol. 41, pp. 11-15; 
August, 1957.) Scattering from elongated 
centers in the F region over a 2580-km path 
centered on the magnetic equator is to be at-
tempted. Reception by amateurs at greater 
ranges is suggested. 

621.396.11.029.62:621.396.82 892 
The Occurrence of E. and F2 Skip in the 

30-50 Mc/s Mobile Band—E. W. Allen. 
(IRE TRANS., vol. VC-6, pp. 39-42; July, 
1956.) Possible interference in the 30-50-mc 
band allocated for mobile services is discussed, 
considering skip-distance/frequency curves and 
field strength data from earlier reports. For a 
typical 250-w base station with antenna 200 
feet above ground, interference via the F2 layer 
from a similar station 2200 miles away may 
reduce the median service radius from 60 to 
12 miles. Interference via the E. layer from a 
similar station 1000 miles away may reduce the 
radius to 36 miles. 

621.396.11.029.64 893 
On the Radio Wave Propagation in a 

Stratified Atmosphere: Part 2—R. Yamada. 
(J. Phys. Soc. Japan, vol. 12, pp. 1022-1030; 
September, 1957.) The field produced by a 
microwave antenna is calculated assuming 
that the refractive index varies with height 
according to a second-order expression. The 
solution gives a series of rays reflected 1, 2, 3, or 
more times from the ground; these rays explain 
the "duct" mode of propagation. A possible 
explanation is given for the deep fading asso-
ciated with duct propagation. Part 1: 2088 of 
1955. 

621.396.11.029.64: 621.3.018.7 894 
Distortion in Tropospheric Scatter Propa-

gation—H. Bremmer. (Philips Telecommun. 
Rev., vol. 18, pp. 137-154; September, 1957.) 
The Booker-Gordon theory is extended to 
transmitter currents that are not time-har-
monic functions. The average intensity of the 
field scattered by a single "blob" is first de-
rived and the summation of the field contribu-
tions due to the total scattering volume leads 
to a "convolution product." This is shown to 
depend on the Fourier spectrum of the "delay-
time function" with which all distortion effects 
are connected. An approximate evaluation 
shows that the received field is equivalent to 
a small number of components with different 
amplitudes and delays. As a numerical example 
the distortion in FM frequency-division multi-
plex is found to depend on the relative ampli-
tudes of the delayed signals. 

RECEPTION 

621.396.62:621.314.7 895 
Midget Self-Contained Transistor Re-

ceiver—S. F. Weber. (R.S.G.B. Bull., vol. 33, 
pp. 66-58; August, 1957.) Circuit and con-
struction details of a fixed-tuned medium-
wave receiver incorporating a built-in ferrite 
rod antenna and a hearing-aid earpiece. 

621.396.62:621.314.7 896 
Transistorized Regenerative Receiver— 

(QST, vol. 41, pp. 36-37; July, 1957.) Circuit 
and constructional details of a two-transistor 
receiver suitable for the 80-, 40-, and 20-m 

bands. 

621.396.62:629.11 897 
Car Radio Receiver Design—J. C. Beckley. 

(Wireless World, vol. 64, pp. 36-40; January, 

1958.) A hybrid circuit for 12-v operation with 
transistor output. 

621.396.621.54 898 
The Interceptor—C. W. Cragg. (R.S.G.B. 

Bull., vol. 33, pp. 56-60; August, 1957.) Cir-
cuit details of a simple double-superheterodyne 
communication receiver for the amateur. 

621.3.018.41(083.74): 621.396.666 899 
Fade-Cancelling Zero-Beat Indicator for 

Reception of Standard Radio Frequencies— 
Blume. (See 857.) 

621.396.823 900 
Receiving Aerials and Industrial Interfer-

ence—V. V. Roditi and M. S. GartsenshteIn. 
(Radiotekhnika, Moscow, vol. 11, pp. 21-27; 
September, 1956.) Methods are discussed for 
determining the effective height of indoor an-
tennas and a coefficient of interference transfer 
as the main parameters determining the quality 
of radio reception in towns. Data are given on 
measurements of these quantities in some cities 
of the U.S.S.R., and the results obtained are 
analyzed statistically. 

STATIONS AND COMMUNICATION 
SYSTEMS 

621.376.56 901 
What Use is Delta Modulation to the 

Transmission Engineer?—F. K. Bowers. 
(Commun. & Electronics, no. 30, pp. 142-147; 
May, 1957.) The signal/noise ratio and pulse 
rate of the delta modulation system are com-
pared with those for pcm, and the coding and 
decoding arrangements are discussed. See also 
3084 of 1955 (Zetterberg). 

621.391 902 
Information-Theory Impact on Modern 

Communications—P. Mertz. (Commun. Er 
Electronics no. 32, pp. 431-437; September, 
1957. Elec. Eng., New York, vol. 76, pp. 
659-664 and 773-776; August and September, 
1957.) The contributions made by Nyquist 
and Hartley and the concept of entropy are 
examined, and their influence on practical 
communications is outlined, with reference to 
facsimile, television, and telephony systems. 

621.391 903 
Non-binary Error Correction Codes— 

W. Ulrich. (Bell Sys. Tech. J., vol. 36, pp. 
1341-1388; November, 1957.) A theoretical 
study of the problem of correcting information 
which has become distorted by transmission 
via a noisy channel. Codes are derived for cor-
recting any single unrestricted error in a 
message of arbitrary length and for correcting a 
number of errors in messages of restricted 
length, for an arbitrary number of different 
signals. 

621.391 904 
Shortest-Connection Networks and some 

Generalizations—R. C. Prim. (Bell Sys. Tech. 
J., vol. 36, pp. 1389-1401; November, 1957.) 
A consideration of the problem of intercon-
necting a given set of terminals with the short-
est possible network of direct links. Simple 
graphical and computational methods are 
described. 

621.391:621.396.822 905 
Conditions for the Equivalence of the Sta-

tistical Properties of Radio Communication 
Systems with a Large Number of Random 
Parameters—V. I. Siforov and Yu. B. Sindler. 
(Dokl. Ak. Nauk S.S.S.R., vol. 116, pp. 956-
958; October 21, 1957.) Short analysis concern-
ing signal/noise ratio in radio relay and radio-
location systems. See also 1586 of 1957 (Sind-
ler). 



816 PROCEEDINGS OF THE IRE April 

621.396.3:621.396.41:523.5 906 
On the Influence of Meteor-Radiant Dis-

tributions in Meteor-Scatter Communication— 
M. L. Meeks and J. C. James. (PRoc. IRE, vol. 
45, pp. 1724-1733; December, 1957.) An 
idealized distribution in which the radiants lie 
near the ecliptic is analyzed and the results 
compared with previous calculations for a 
uniform radiant distribution. Some experi-
mental data show evidence of a rather diffuse 
concentration of radiants near the ecliptic. A 
method for predicting the contributions of 
meteor showers to forward-scatter propagation 
is developed and applied to an example. 

621.396.3:621.396.43 907 
Storage Capacity in Burst-Type Communi-

cation Systems—L. L. Campbell. (PRoc. IRE, 
vol. 45, pp. 1661-1666; December, 1957.) Mean 
rate of transfer of information is derived, in 
terms of storage capacity, for known proba-
bility distributions of signal duration and in-
terval between signals. 

621.396.3:621.396.43:523.5 908 
The Principles of JANET—a Meteor-Burst 

Communication System—P. A. Forsyth, E. L. 
Vogan, D. R. Hansen, and C. O. Hines. (PRoc. 
IRE, vol. 45, pp. 1642-1657; December, 1957.) 
Propagation characteristics and design con-
siderations of the system are surveyed and pre-
liminary operating experience is summarized. 

621.396.3:621.396.43:523.5 909 
Bandwidth Considerations in a JANET 

System—L. L. Campbell and C. O. Hines. 
(PRoc. IRE, vol. 45, pp. 1658-1660; Decem-
ber, 1957.) "It is shown that the mean rate of 
transfer of information increases with band-
width, for bandwidths in the range currently 
contemplated, in spite of the consequent de-
crease in the duty cycle. A system designed to 
maintain a constant signal/noise ratio by 
varying the bandwidth with received signal 
power is discussed, and its advantage over a 
fixed bandwidth system is calculated." 

621.396.3:621.396.43:523.5 910 
The Canadian JANET System—G. W. L. 

Davis, S. J. Gladys, G. R. Lang, L. M. Luke, 
and M. K. Taylor. (PRoc. IRE, vol. 45, pp. 
1666-1678; December, 1957.) The equipment 
is designed for use with double sideband AM 
vhf radio links having 3-kc bandwidths. Stand-
ard 60-wpm teletype machines are used, the in-
stantaneous transmission rate (obtained auto-
matically in both directions whenever a meteor 
reflection giving adequate signal/noise ratio 
is present) being 1300 wpm. The messages 
are initially stored in parallel on paper tape in 
standard 5-digit form. Over the radio link they 
appear as a ppm code having two pulse posi-
tions for each digit of the teletype code, to-
gether with a synchronizing tone. At the re-
ceiver the message is reconverted from ppm to 
pcm and stored in parallel on magnetic tape. 
The read-out mechanism, operating continu-
ously at 60 wpm, removes the message from 
the store and converts it into a standard 74-
digit serial code to operate the printer. An 
average information rate of 60 wpm with an 
error rate of 0.09 per cent has been achieved 
when using 500-w transmitters with 5-element 
Vagi antennas, over a 600-mile path in Canada. 

621.396.3:621.396.43:523.5 911 
The Utility of Meteor Bursts for Intermit-

tent Radio Communication—G. F. Mont-
gomery and G. R. Sugar. (PRoc. IRE, vol. 45, 
pp. 1684-1693; December, 1957.) Transmis-
sion experiments at vhf in a 100-kc band show 
that about half the signal bursts are distorted 
by multipath effects. 

621.396.3:621.396.43:523.5 912 
A Meteor-Burst System for Extended-

Range V.H.F. Communications—W. R. Vin-

cent, R. T. Wolfram, B. M. Sifford, W. E. 
Jaye, and A. M. Peterson. (PRoc. IRE, vol. 45, 
pp. 1693-1700; December, 1957.) Describes 
equipment transmitting teletype or speech in-
formation over an 820-mile path. A frequency-
shift system is used for teletype with a 2-kw 
transmitter and 3-element Vagi antennas, the 
information being sent at 600 wpm during 
bursts. SSB is used for speech, which is trans-
mitted at five times normal rate in a band of 
16.5 kc wide with a power of 1 kw. Magnetic-
tape storage is used at the receiver in both 
cases. 

621.396.3:621.396.43:523.5 913 
Analysis of Oblique-Path Meteor-Propaga-

tion Data from the Communications Viewpoint 
—W. R. Vincent, R. T. Wolfram, B. M. Sifford, 
W. E. Jaye, and A. M. Peterson. (PRoc. IRE, 
vol. 45, pp. 1701-1707; December, 1957.) 
Characteristics such as duration, interval 
between usable signals, antenna direction 
effects, diurnal rate and duty cycle, and rate 
of signal decay are presented. 

621.396.3:621.396.43:523.5 914 
An Investigation of Storage Capacity Re-

quired for a Meteor-Burst Communications 
System—R. A. Rach. (PRoc. IRE, vol. 45, pp. 
1707-1709; December, 1957.) A theoretical 
analysis of systems having storage either with 
or without simultaneous read-out. 

621.396.3:621.396.43:523.5 915 
On the Wavelength Dependence of the In-

formation Capacity of Meteor-Burst Propaga-
tion—V. R. Eshleman. (PRoc. IRE, vol. 45, 
pp. 1710-1714; December, 1957.) The wave-
lengths dependence of the information capacity 
of meteor-burst propagation is approximately 
X", to be compared with X" for the continuous 
forward-scatter. The advantages to which this 
leads are pointed out. 

621.396.3:621.396.43:523.5:621.397.2 916 
Experimental Facsimile Communication 

Utilizing Intermittent Meteor Ionization— 
W. H. Bliss, R. J. Wagner, Jr., and G. S. 
Wicldzer. (PRoc. IRE, vol. 45, pp. 1734-
1735; December, 1957.) Preliminary results 
obtained over a 910-mile path at 40 mc gave 
encouraging results; one frame was transmitted 
per meteor burst. 

621.396.3 : 621.396.43: 621.396.812.3 917 
Intermittent Communication with a Fluc-

tuating Signal—G. F. Montgomery. (PRoc. 
IRE, vol. 45, pp. 1678-1684; December, 1957.) 
Analysis of a Rayleigh distribution of signal 
amplitudes suggests that intermittent opera-
tion when the signal is high gives greater aver-
age transmission rates than with continuous 
operation for the same average message error. 
Binary FM and PM are considered. 

621.396.41:621.318.57.01 918 
A Network containing a Periodically Oper-

ated Switch Solved by Successive Approxima-
tions—C. A. Desoer. (Bell Sys. Tech. J., vol. 
36, pp. 1403-1428; November, 1957.) The 
analysis of a basic system, such as is used in 
multiplex working, consisting of two reactive 
networks connected for a time r with switching 
Period T. The ratio r/T is taken as le!, con-
sidered to be as small as practicable. Examples 
are given of the application of the method 
which involves less work than the rigorous 
treatment of Bennett (IRE TRANS, vol. CT-2, 
pp. 17-22; March, 1955.) 

621.396.41 : 621.396.65: 621.372.55 919 
Experimental Transversal Equalizer for 

TD-2 Radio Relay System—B. C. Bellows and 
R. S. Graham. (Bell Sys. Teck. J., vol. 36, pp. 
1429-1450; November, 1957.) A correction 
system, based on the echo principle of a trans-

versal filter, for correcting residual gain and 
delay distortions in television relay systems. 
Directional couplers are used for tapping and 
controlling the leading or lagging echo voltages, 
required for correction purposes, which are 
applied in the pass band 60-80 mc. Some 
details of the assembly and typical field trials 
are given. 

621.396.43:523.5:621.396.96 920 
Directional Characteristics of Meteor Prop-

agation Derived from Radar Measurements— 
V. R. Eshleman and R. F. Mlodnosky. (PRoc. 
IRE, vol. 45, pp. 1715-1723; December, 1957.) 
The geometrical correspondence between the 
radar and oblique-path detection of meteors 
is considered, and radar measurements of 
range and azimuth are used to determine the 
best directions in which to point the antenna 
beams on particular oblique paths for maxi-
mum duty cycle. For a N-S path the beams 
should be pointed west of the path at night and 
east of the path during the day. For an E-W 
path, north during the morning and south 
during the evening. 

621.396.43:621.396.11:523.5 921 
Some Airborne Measurements of V.H.F. 

Reflections from Meteor Trails—Casey and 
Holladay. (See 884.) 

621.396.65.029.64 922 
New Microwave Repeater System using a 

Single Travelling-Wave Tube as both Ampli-
fier and Local Oscillator—H. Kurokawa, I. 
Someya, and M. Morita. (PRoc. IRE, vol. 45, 
pp. 1604-1611; December, 1957.) This system 
uses a minimum number of vacuum tubes and 
requires no afc. Output power, frequency 
stability, and crosstalk are considered. See 
also 1212 of 1956 (Sawazaki and Honma). 

621.396.931 923 
A Narrow-Band Experimental F.M. Mobile 

Telephone System—W. A. Miller. (Commun. 
8r Electronics, no. 30, pp. 98-100; May, 1957.) 
Trials on an experimental split-channel system 
transmitting on 35.52 mc and receiving on 
43.52 mc show that it is feasible to reduce fre-
quency deviation from 15 kc to 7.5 kc to 
double the number of channels available. 

SUBSIDIARY APPARATUS 

621.311.6:621.373.52 924 
The Balanced Transistor D.C. Converter— 

J. Noordanus. (Philips Telecommun. Rev., vol. 
18, pp. 125-136; September, 1957.) A theoreti-
cal analysis of operation is given. 

621.314.63 925 
Current/Capacitance Characteristics of 

Metal Rectifiers—Y. Moriguchi and A. 
Okazaki. (Proc. Phys. Soc., London, vol. 70, 
pp. 991-999; October 1, 1957.) Report of 
measurements and discussion of the reverse 
current/voltage and capacitance/voltage char-
acteristics of metal rectifiers at room and liquid-
air temperatures. 

621.314.63:546.28 926 
Silicon Rectifiers—E. Nitsche. (Elelaron. 

Rundschau, vol. 11, pp. 197-199; July, 1957.) 
The characteristics are given of an experimental 
rectifier unit rated at 0.5 a and 650-v peak 
inverse voltage. It is hermetically sealed in a 
metal case of 7-mm diameter. 

621.314.632.1:546.56-1 927 
The Influence of the Copper Raw Material 

on the Properties of Copper-Oxide Rectifiers— 
F. Eckart and C. Fritzsche. (Ann. Phys., Lpz., 
vol. 19, pp. 19-30; November 15, 1956.) The 
characteristics of Cu2O rectifiers were investi-
gated as a function of manufacturing condi-
tions and degree of purity of the copper used. 
Results are tabulated and show that rectifier 
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characteristics are considerably affected by the 
oxygen content of the copper. 

TELEVISION AND PHOTOTELEGRAPHY 

621.397.2:621.396.3:621.396.43:523.5 928 
Experimental Facsimile Communication 

utilizing Intermittent Meteor Ionization—Bliss, 
Wagner, and Wickizer. (See 916.) 

621.397.5:621.395.625.3 929 
Status of Video Tape in Broadcasting— 

H. A. Chinn. (J. Soc. Mot. Pict. Telev. Engrs., 
vol. 66, pp. 453-458; August, 1957.) Experi-
ences in the use of magnetic tape recording for 
television and some effects produced by faults 
in the recording equipment or tape are de-
scribed. 

621.397.611.2 930 
Wide-Screen Television—S. Rosin and M. 

Cawein. (J. Soc. Mot. Pict. Telev. Engrs., vol. 
66, pp. 404-406; July, 1957. Discussion, p. 406.) 
In the "scanoscope" system described an aspect 
ratio of 8X3 instead of 4 X 3 is used. A special 
lens (see 931 below) compresses an 8 X 3 scene 
into 4 X 3, which is photographed, transmitted, 
and expanded electronically in the monitor. 

621.397.611.2:771.35 931 
Anamorphic Lens System—S. Rosin. (J. 

Soc. Mot. Pict. Telev. Engrs., vol. 66, pp. 407-
409; July, 1957.) The optical design of the 
anamorphic "scanoscope" lens is described and 
details of its application are given. 

621.397.62: 621.317.7:621.373.52 932 
A Transistorized TV Bar Generator— 

Knight. (See 860.) 

621.397.62:621.396.67:621.372.43 933 
A Diplexer Two-Set Coupler—Harris. (See 

671.) 

621.397.62:621.396.677.029.63 934 
Television Antennas for Bands IV and V— 

Strafford. (See 674.) 

621.397.62.029.63 935 
Reception on Band V—(Wireless World, 

vol. 64, pp. 7-10; January, 1958.) An introduc-
tion to uhf circuit techniques for reception on 
650 mc. 

621.397.62.029.63 936 
Band V on a Turret Tuner—P. R. Stutz. 

(Wireless World, vol. 64, pp. 14-16; January, 
1958.) Adaptation of an existing band I-band 
III television tuner for uhf. 

621.397.621:621.385.832.032.2 937 
Wobbled Scanning with a New C.R.T— 

(Radio TV News, vol. 58, pp. 52-53; August, 
1057.) Scanning lines are merged by applying a 
2-mc oscillation to a split grid in the cr tube. 

621.397.621.2:535.623:621.385.832 938 
Low-Voltage Colour-Tube Gun Assembly 

with Periodic Focusing—P. H. Gleichauf and 
H. Hsu. (IRE TRANS., vol. ED-4, pp. 63-69; 
January, 1957. Abstract, PROC. IRE, vol. 45, 
p. 897; June, 1957.) 

621.397.7(71+73) 939 
Television Station List—M. I. Schiller. 

(Radio-Electronics, vol. 28, pp. 82-83; January, 
1957.) A list of U. S. and Canadian stations cor-
rect to December 1, 1956 giving call sign, loca-
tion, and channel number. 

TRANSMISSION 

621.396.61:621.373.42 940 
The Design and Construction of a Drive 

Unit for Amateur Use—N. Shires. (R.S.G.B. 
Bull., vol. 33, pp. 61-65; August, 1957.) Con-
structional details of a unit providing a con-
stant output level between 3.5 and 3.8 mc for 
Al, A2, A3, Fl, or F3-type transmissions. 

621.396.61:621.376.22 941 
Controlled-Carrier Constant Modulation— 

(Short Wave Mag., vol. 15, pp. 298-299; August, 
1957.) A modulation system in which a recti-
fied af voltage is used to modulate the screen 
grid of a transmitter power amplifier stage. A 
suggested circuit is shown. 

621.396.61:621.376.222 942 
Transmitter Cost Trimmed by Series Gate 

Modulator—R. H. Baer. (Electronics, vol. 30, 
pp. 167-169; November 1, 1957.) In this type 
of modulator power economy is obtained by 
varying the average carrier level in step with 
the modulation level. 

TUBES AND THERMIONICS 

621.314.63 943 
A Theory of Voltage Breakdown of Cylindri-

cal P-N Junctions, with Applications—H. L. 
Armstrong. (IRE TRANS. vol. ED-4, pp. 15-16. 
January, 1957. Abstract, PROC. IRE, vol. 45, 
p. 897; June, 1957.) See also 3681 of 1957 
(Armstrong, et al.). 

621.314.63 : 537.311.33 944 
Impedance of Bulk Semiconductor in Junc-

tion Diode—T. Misawa. (J. Phys. Soc. Japan, 
vol. 12, pp. 882-890; August, 1957.) The small-
signal impedance is shown to have an inductive 
component, using the low-level solution. This 
reactance is small compared with the resistive 
component but it becomes comparable to the 
junction impedance as the injection level rises. 

621.314.63+621.314.71(083.74) 945 
IRE Standards on Graphical Symbols for 

Semiconductor Devices, 1957—(PRoc. IRE, 
vol. 45, pp. 1612-1617; December, 1957.) 
Standard 57 IRE 21.S3. 

621.314.632:546.289 946 
Minority-Carrier Current across Metal 

/Germanium Rectifying Contacts—G. Mesnard 
and A. Dolce. (C.R. Acad. Sci., Paris, vol. 245, 
pp. 42-44; July 1, 1957.) The minority-carrier 
current is calculated as a function of the applied 
voltage, taking account of variable lifetimes 
and surface recombination velocities calculated 
on the basis of recombination centers. 

621.314.632:546.289 947 
The Relative Contribution of Majority and 

Minority Carriers to the Current across 
Metal/Germanium Rectifying Contacts—G. 
Mesnard and A. Dolce. (C.R. Acad. Sci., Paris, 
vol. 245, pp. 152-155; July 8, 1957.) Elec-
tron and hole currents at the contact and at the 
limit of the space-charge zone are evaluated as 
a function of the applied emf. The results are 
applicable to emitter and collector point con-
tacts of transistors. 

621.314.632:621.314.7 948 
Small-Signal Wave Effects in the Double-

Base Diode—J. J. Suran. (IRE TRANS., vol. 
ED-4, pp. 34-43; January, 1957. Abstract, 
PROC. IRE, vol. 45, p. 897; June, 1957.) See 
also 3562 of 1956. 

621.314.7 949 
Operation and Manufacture of Transistors 

—A. J. Oliphant. (R.S.G.B. Bull., vol. 33, pp. 
107-111; September, 1957.) The basic theory 
of semiconductors is outlined and its applica-
tion to transistors is discussed. Manufacturing 
techniques in producing transistors are briefly 
described and their present limitations are re-
viewed. 

621.314.7 950 
Low-Injection-Level Behaviour and Base 

Width Measurement in Junction Transistors-
-D. Long. (J. Appi. Phys., vol. 28, pp. 1219-
1220; October, 1957.) 

621.314.7 951 
The Junction Transistor as a Charge-Con-

trolled Device—J. J. Sparkes and R. Beaufoy. 
(PRoc. IRE, vol. 45, pp. 1740-1742; December, 
1957.) See 308 of 1958. 

621.314.7:621.317.3 952 
Accurate Measurement of 7.. and a. for 

Transistors—M. A. Melehy. (PROC. IRE, 
vol. 45, pp. 1739-1740; December, 1957.) 

621.314.7:621.318.57 953 
The Effect of Collector Capacity on the 

Transient Response of Junction Transistors— 
J. W. Easley. (IRE TRANS. vol. ED-4, pp. 
6-14; January, 1957. Abstract, PROC. IRE, 
vol. 45, p. 897; June, 1957.) See also 4044 of 
1957 (Macdonald). 

621.314.7:621.372.57 954 
Tandem Transistors with the Properties of 

Thermionic Valves—H. E. Hollmann. (Hoch-
freq. u. Elektroak., vol. 65, pp. 149-159; March, 
1957.) The relation of junction transistors to 
space-charge and transit-time tubes is defined 
in terms of duality. The tandem transistor is 
almost equivalent to a space-charge tube; 
some of its applications are discussed (see also 
3001 of 1956). 

621.314.7:621.385.4 955 
The Tetrode Power Transistor—J. T. 

Maupin. (IRE TRANS., vol. ED-4, pp. 1-5; 
January, 1957. Abstract, PROC. IRE, vol. 45, 
pp. 896-897; June, 1957.) 

621.314.7.012.8 956 
Equivalent Circuits for Junction Transistors 

—L. E. Jansson. (Mallard Tech. Commun., vol. 
3, pp. 151-160; June, 1957.) Elements repre-
senting each major process in a junction transis-
tor are assembled to form a complete equiva-
lent circuit, which is then converted to a con-
ventional two-generator grounded-base T cir-
cuit; other commonly used equivalent circuits 
are ultimately derived from this. 

621.314.7.012.8 957 
Base-Width Modulation and the High-

Frequency Equivalent Circuit of Junction 
Transistors—J. Zawels. (IRE TRANS., 1701. 
ED-4, pp. 17-22; January, 1957. Abstract, 
PROC. IRE, vol. 45, p. 897; June, 1957.) 

621.383.4:456.682.86 958 
Cooled Photoconductive Detectors using 

Indium Antimonide—D. W. Goodwin. (J. 
Sci. Instr., vol. 34, pp. 367-368; September, 
1957.) "Improvement in the sensitivity of 
InSb photoconductive cells which operate at 
room temperature can be achieved under cer-
tain conditions by cooling cells to tempera-
tures below ambient. Details of the perform-
ance of such cooled cells are given." 

621.383.42 959 
Resensitization of Selenium Photocells at 

Low Temperatures by the Action of the Near-
Infrared—G. Blet. (J. Phys. Radium, vol. 18, 
pp. 121-127; February, 1957.) See 607 of 1957. 

621.383.42 960 
Internal Resistance and Capacitance of 

Selenium Photocells at Low Temperatures— 
G. Blet (J. Phys. Radium, vol. 18, pp. 297-303; 
May, 1957). Forward and reverse conductances 
of normal and reactivated cells have been 
measured as a function of the applied poten-
tial difference in the range 0.001-5v and at 66°-
300°K. Observed variations extended over a 
range of 1-10e. See also 1266 and 2951 of 1957. 

621.385.029.6 961 
Potential-Minimum Noise in the Micro-

wave Diode—A. E. Siegman and D. A. Wat-
kins. (IRE TRANS., vol. ED-4, pp. 82-86; 
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January, 1957. Abstract, PROC. IRE, vol. 45, 
pp. 897-898; June, 1957.) 

621.385.029.6 962 

Linear Beam-Tube Theory—C. C. Wang. 
(IRE. TRANS., vol. ED-4, pp. 92-106; Janu-
ary, 1957. Abstract, PROC. IRE, vol. 45, p. 898; 
June 1957.) 

621.385.029.6 963 
Space-Charge Effects in Klystrons—W. E. 

Waters, Jr. (IRE TRANS., vol. ED-4, pp. 49-
58; January, 1957. Abstract, PROC. IRE, vol. 
45, p. 897; June, 1957.) 

621.385.029.6 964 

Cylindrical Reflex Klystron with Lecher 
System as Oscillatory Circuit—J. Koch. (Z. 
angew. Phys., vol. 9, pp. 1-8; January, 1957.) 
The design and construction of a new type of 
klystron are described. Tests to determine the 
optimum arrangement of the control-electrode 
system are discussed. Measured values are in 
agreement with calculated parameters. A fur-
ther development of this klystron providing 
facilities for wide-range frequency tuning 
appears feasible. 

621.385.029.6 965 

Some Special Magnetrons—(Wireless 
World, vol. 64, pp. 17-22; January, 1958.) A 
simple theory of operation and its application 
to voltage-tuned, minimum-voltage, and 
spatial-harmonic magnetrons, and to the prob-
lem of scaling. 

621.385.029.6 966 
Stability of a Cylindrical Electron Beam in 

Nonsinusoidal Periodic Magnetic Focusing 
Fields—D. C. Buck. (IRE TRANS., vol. ED-4, 
pp. 44-49; January, 1957. Abstract, PROC. 
IRE, vol. 45, p. 897; June, 1957.) See 2546 of 
1954 (Mendel et al.). 

621.385.029.6 967 
Travelling-Wave-Tube Gain Fluctuations 

with Frequency—S. A. Cohen. (IRE TRANS., 
vol. ED-4, pp. 70-78; January, 1957. Abstract, 
PROC. IRE, vol. 45, p. 897; June, 1957.) 

621.385.029.6 968 
Development of a Medium-Power L-Band 

Travelling-Wave Amplifier —L. W. Holmboe 
and M. Ettenberg. (IRE TRANS., vol. ED-4, 
pp. 78-81; January, 1957. Abstract, PROC. 
IRE, vol. 45, p. 897; June, 1957.) 

621.385.029.6 969 
Electron Bunching and Energy Exchange in 

a Travelling-Wave Tube—S. E. Webber. (IRE 
TRANS., vol. ED-4, pp. 87-91; January, 
1957. Abstract, PROC. IRE, vol. 45, p. 898; 
June, 1957.) 

621.385.029.6 970 
The Gain and Bandwidth Characteristics 

of Backward-Wave Amplifiers—M. R. Currie 
and D. C. Forster. (IRE TRANS., vol. ED-4, 
pp. 24-34; January, 1957. Abstract, PROC. 
IRE, vol. 45, p. 897; June, 1957.) 

621.385.032.213.13 971 
Donor Diffusion in Oxide Cathodes—R. W. 

Peterson. (J. Ape Phys., vol. 28, pp. 1176-
1181; October, 1957.) "The activation of oxide 
cathodes by chemical impurities present in the 
base nickel is analyzed using classical diffusion 
theory and a model in which the concentration 
of donors in the oxide particles is controlled by 
alkaline earth metal adsorbed on the oxide 
particles. Strong surface adsorption of the 
alkaline earth metals on the oxide crystal 
surfaces is indicated." 

621.385.032.265 972 
Current and Velocity Fluctuations at the 

Anode of an Electron Gun—E. V. Kornelsen, 

R. F. C. Vessot, and G. A. Woonton. (J. 
Phys., vol. 28, pp. 1213-1214; October, 
Measurements of the high-frequency, 
current fluctuations are reported. 

621.385.1+621.314.7 973 
Valves, Transistors and Efficiencies— 

(Wireless World, vol. 64, pp. 41-44; January, 
1958.) A simple theoretical discussion of the 
efficiencies obtainable from tubes and transis-
tors, used, for example, in af output stages 
and dc converters. 

621.385.1:537.525.92 974 
The Determination of Plane Space-Charge 

Fields as well as those of Circular and Spheri-
cal Symmetry by means of Simple Resistance 

Networks with Additional Current Sources— 
G. èremoànik and M. J. O. Strutt. (Z. angew. 
Math. Phys., vol. 8, pp. 329-360; September 25, 
1957.) Theoretical consideration of the applica-
tion of a network analog, with details of practi-
cal measurements. See also 3358 of 1957. 

621.385.832:535.37 975 
Luminescence Decrease of Phosphor 

Screens by Electron Burn—K. H. K. Rott-
gardt. (Elec. Commun., vol. 34, pp. 130-135; 
June, 1957.) English version of 3420 of 1954. 

621.385.832:621.396.963.3 976 
Operation and Performance of the 6866 

Display Storage Tube—E. M. Smith. (RCA 
Rev., vol. 18, pp. 351-360; September, 1957.) 
Description of a storage tube for direct viewing 

with an exceptionally bright display of radar-
type information for periods as long as a 
minute. Principles of operation, important 
design features, and performance characteris-
tics are discussed. 

621.385.832:621.397.62 977 

A Thin Cathode-Ray Tube—W. R. Aiken. 
(PROC. IRE. vol. 45, pp. 1599-1604; December, 
1957.) In this tube, only a few inches thick, the 
beam is injected parallel to one edge and 
caused to pass through two right-angle deflec-
tions; the first sends the beam into the region 
between the front and back tube surfaces, and 
the second turns it into the phosphor-coated 
front surface. See also 2484 of 1955 and 588 of 
1954. 

621.385.832:77 978 
A Thin-Window Cathode-Ray Tube for 

High-Speed Printing with "Electrofax."—R. G. 
Olden. (RCA Rev., vol. 18, pp. 343-350; 
September, 1957.) Constructional details are 
given and performance tests described; writing 
speeds of over 10,000 characters per second 
appear possible. See also 1132 of 1955 (Young 
and Greig). 

621.385.832.032.2:621.397.61 979 
Wobbled Scanning with a New C.R.T.— 

(See 937). 

621.385.832.032.269.1 980 
The Influence of Anode Voltage Penetration 

on the Performance of Cathode-Ray-Tube 
Guns—W. F. Niklas. (J. Telev. Soc., vol. 8, 
pp. 186-190; January/March, 1957.) Change 
of spot size with intensity modulation, caused 
by lens strength alteration and space-charge 
influences, is reduced by a gun of new design, 
whose mechanism and performance are dis-
cussed. 

621.385.832.032.36:621.397.621.2:535.623 981 
Bilayer Bichromatic Cathode Screen— 

C. Feldman. (J. Opt. Soc. Amer., vol. 47, pp. 
790-794; September, 1957.) Screens consisting 
of superimposed, thin transparent layers have 
been formed by vacuum deposition. A screen 
consisting of Al/CaW04-W (blue)/ZnS-Mn(yel-
low)/glass supported in a 4-inch cr tube is con-

Appt, sidered in detail. The laws of color mixture are 
1957.) found to be obeyed. The basic ideas of a multi-
noise- layer chromatic system are briefly discussed. 

621.387 982 
Deionization in Gas Triodes and Tetrodes 

—E. Knoop. (Z. angew. Phys., vol. 9, pp. 126-
132; March, 1957.) The effect of external 
operating conditions on the various parameters 
controlling deionization is investigated for a 

number of commercial-type gas-filled tubes. 
See also 1542 of 1953. 

621.387 983 
A Particular Characteristic of Gas Triodes 

under Relaxation Conditions—J. Lagasse, R. 
Lacoste, and G. Giralt. (C. R. Acad. Sci., Paris, 
vol. 245, pp. 412-414; July 22, 1957.) The 

minimum voltage across a thyratron in a re-
laxation oscillator can become very low and be 
almost zero for certain values of the time con-
stant of the anode circuit. 

621.387 984 
Pulse Firing Time and Recovery Time of 

the 2D21 Thyratron—J. A. Olmstead and M. 

Roth. (RCA Rev., vol. 18, pp. 272-284; June, 
1957.) 

621.387:621.318.57 985 
A Novel Cold-Cathode Tube—D. W. Hill. 

(A.T.E. J., vol. 13, pp. 147-150; April, 1957.) 
A current-operated cold-cathode tube for use in 
electronic telephone exchanges is described; it 
has a movable trigger electrode of magnetic 
material. 

621.387:621.318.57 986 

Applications of a New Type of Cold-
Cathode Trigger Tube—K. F. Gimson and 
G. O. Crowther. (Electronic Eng., vol. 29, pp. 
462-468, 536-545, and 591-596; October-
December, 1957.) Discussion of the general 
characteristics of trigger tubes and the design 
of the Type Z803U which has a highly stable 
ignition voltage. Its applications in timing, 
protection, and counting circuits and in self-
extinguishing circuits, such as a relaxation 
oscillator, are described. 

621.387: 621.396.822.029.6 987 
Gas-Discharge Noise Tubes in the Range 

of High Discharge Admittances—H. Schnitger. 
(NachrTech. Z., vol. 10, pp. 236-240; May, 
1957.) The range of noise generators can 
be extended to lower frequencies by coupling 
the gas discharge to a delay line. Parameters 
of the equivalent circuit are calculated and are 
confirmed by measurement. The calibration of 
hard-tube noise generators in the range 100-
1000 mc by means of gas-discharge tubes is out-
lined. 

621.387.032.212.3 988 
Oxide-Coated Cathode for Cold-Cathode 

Discharge Tubes—T. Imai and N. Mizushima. 
(Rep. Elec. Commun. Lab., Japan, vol. 5, pp. 
10-15; May, 1957.) The effect of glow dis-
charge on the cathode is investigated and 
methods of preparing a suitable cathode sur-
face for practical use are described. 

MISCELLANEOUS 

538.56: 621.37 989 
The Technique of Ultra-short Electromag-

netic Waves since Heinrich Hertz—F. W. 
Gundlach. (Nachr Tech. Z., vol. 10, pp. 317-
328; July, 1957.) A review article with one-
hundred references. 

001.891:621.396 990 

Radio Research 1956: The Report of the 
Radio Research Board and the Report of the 
Director of Radio Research. [Book Review]— 
Publishers: H.M. Stationery Office, London, 
1957, 47 pp., 3s. (Nature, London, vol. 180, 
pp. 642-643; September 28, 1957.) 


